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Editorial on the Research Topic
 How emotion relates to language, memory, and cognition




In cognitive neuroscience, the role of the cerebral cortex in sensation and movement was known long before the emotion neural network (e.g., Libet et al., 1964). Similarly, theoretical models of reading and empirical research on word recognition had not considered the relevance of words' emotive content until about 20 years ago. Then, research supporting the automatic vigilance hypothesis (Pratto and John, 1991) and subsequent megastudies showed that affective dimensions such as emotional valence and arousal affect word processing, above and beyond sub-lexical, lexical and semantic word properties (e.g., Larsen et al., 2006; Kuperman et al., 2014; Cortese and Khanna, 2022). Using a similar approach, Grzybowski et al. generated a database of state, trait, and hybrid positive and negative Polish adjectives of moderate to high arousal, which complements existing Polish word databases, and can be used alongside them to create personality and mood questionnaires as well as for other affective language research, more generally.

Concurrently, neurophysiological research showed that emotive words can trigger fast and automatic activation of the emotion neural network, similarly to actual threatening objects or distressful scenes. For example, evolutionary-relevant words are distinguished from neutral words around 200–300 ms, when we match word forms to our mental lexicon, and long before we gain full access to a word's meaning (around 400 ms; e.g., Kissler et al., 2007; Citron, 2012).

Considering these findings, single words represent excellent tools to investigate and devise treatments for different psychopathologies. For instance, in the emotional Stroop task, words can activate disorder-related concepts (Khanna et al., 2016). Furthermore, texts or discourse describing personal situations can reveal information on mental health conditions (e.g., Herbert et al., 2019). In particular, through sentiment analysis, the use and frequency of certain linguistic features can indicate different psychopathologies. Interestingly, Du could predict mental states of writer Virginia Wolff from her diary and biography. Sentiment analysis represents a powerful tool not only with regard to literary texts, spontaneous speech and mental health; it can also be used to analyze political speech. In fact, Whissell identified changes and stable features over time in US presidential candidates' nomination acceptance speeches. Further to literary texts, Hugentobler and Lüdtke investigated the effect of semantic cohesion on aesthetic appreciation of poems. Aiming to isolate semantic cohesion from other potential sources of appreciation, they presented word lists as modern micro poems to participants, who could more easily understand, appreciate and extract underlying concepts from cohesive micro-poems, as evidenced by several explicit and implicit measures.

Other empirical contributions in this Research Topic were concerned with more theoretical or conceptual distinctions with regards to affective language. In a novel ERP contribution, Wu et al. expanded their previous work on affective priming to explore the conceptual distinction between emotion-label and emotion-laden words originally posited by Altarriba and Basnight-Brown (2011); they tested the hypothesis that emotion-laden words cannot prime emotion-label words and provided a detailed timeline of these priming effects through ERPs. A very different contribution, also based on priming, comes from Rohr and Wentura, who reviewed and critically evaluated 20 years of research on evaluative priming paradigms, to then present a new model based on short-term memory representations. One of their conclusions was that the prime's emotional valence is automatically activated only if relevant to task goals.

However, language is first and foremost humans' means of communication, and verbal interactions are based on the comprehension of meaning in context. Three contributions go beyond single-word processing to examine the relationship of emotion and language in discourse. Struiksma et al. explored the electrophysiological responses to repeated insults toward the participant or a third party, comparing them with compliments and neutral statements, and revealing a very interesting picture. Israel et al. measured eye-movements and pupil dilation during the comprehension of humorous discourse, providing a timeline of situation model revision; the study also revealed an additional affective reaction compared to non-humorous discourse. Finally, Lai et al. reported an ERP study showing participants' mood or affective state can influence conversational exchanges. In particular, mood had differential effects on discourse comprehension at late processing stages, when either world knowledge, discourse context or both are used to make sense of the discourse; mood did not affect meaning retrieval per se.
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Emotional adjectives can be grouped into two main categories: denoting and connoting stable (personality) traits and denoting and connoting transient (mood) states. They relate closely to the concept of affectivity, which is a pervasive tendency to experience moods of positive or negative valence. They constitute a rich study material for personality and affect psychology and neuroscience. Thus, this study was designed to establish a normed list of emotional adjectives with ratings encompassing four dimensions: emotional valence (positive or negative), emotional arousal (low-arousing or high-arousing), category (state, trait, and hybrid), and social judgment (competence, morality, and mixed). The adjectives were preselected based on previous broad Polish norming studies, personality and mood questionnaires, and a dictionary study. The results of the study were drawn from 195 participants who rated 400 adjectives that were chosen based on similar linguistic variables, such as frequency and word length. The dataset measures were proven to be stable and reliable. Correlations between the emotional valence and state-trait, valence and competence-morality, and emotional arousal and competence-morality dimensions were found. The study was successful in preparing a dataset of well-categorized (state, trait, and hybrid) positive and negative adjectives of moderate to high arousal ratings. Since the words were matched on linguistic variables, the set provided useful material that can be readily used for research into the effects of the category and emotional dimensions on language processing and as a basis for new personality questionnaires and mood checklists. The dataset could also be seen as a supplement for broader sets of published normed materials in Polish that link emotion and language.

Keywords: adjectives, affective norms, trait, state, word list, Polish language


INTRODUCTION


The Concept of Affectivity

The ability to categorize and communicate the emotions of oneself and others is of paramount importance to human beings in both personal and social contexts. The categorization, experience, and communication of these emotions are mostly based on lexical means, i.e., words. According to the lexical hypothesis, which is well-established in personality psychology, the most relevant and important aspects of human experiences (traits and differences) become part of a language, with the aspects of utmost importance and usefulness forming single words (Cattell, 1943). A better understanding of the linguistic means and ways (personal, social, and culturally specific) related to emotional experience has been one of the goals of psychologists, linguists, and cultural anthropologists for decades (Wierzbicka, 1994, 1999). A psychological concept that can help us navigate through the existing theoretical and empirical richness and complexities is affectivity, which is a somewhat forgotten framework proposed by Tellegen (1985) and Tellegen and Waller (2008) and then elaborated on by Watson (Watson and Clark, 1984; Watson and Tellegen, 1985). Essentially, affectivity is a stable tendency to experience particular mood states. It can be seen as a personality trait that closely relates to and depends on mood. The affective state, i.e., mood, can be structured by itself in a two-dimensional, orthogonal fashion as a positive and negative affect (Watson and Tellegen, 1985).

By encompassing two mood-dispositional dimensions, affectivity is then evidenced by a pervasive predisposition to experience either negative mood states, termed as negative affectivity (NA), or positive ones, termed as positive affectivity (PA). It is worth noting that both of these dimensions influence the broader aspects of our lives, such as self-concept and cognition (Watson et al., 1988). A person characterized by high NA tends to often experience sadness, tension, anxiety, worry, hostility, and disgust, whereas a high PA person is more likely to experience feelings of joy, enthusiasm, interest, mental alertness, and energy regularly. Negative affectivity correlates positively with depression and anxiety, whereas PA correlates negatively with depression only (Watson et al., 1988). High PA interestingly reflects a sense of well-being and competence, which then forms the important aspects of self-perception, self-worth, and engagement with others (Wojciszke, 1997).

Affectivity as a personal trait is based on and conveyed by emotional experiences perceived in the self and others as regularly occurring states. The regularity takes the form of a stable tendency to experience a broad set of states with similar emotional attributes or attributes that are described on similar dimensions. Two of the most important and rudimentary of these attributes, i.e., dimensions, are emotional valence (or pleasure–displeasure) and arousal (or activation–deactivation). In fact, these two attributes combined form a core effect, a basic, pre-conceptual form of human experience (Russell, 2003, 2009). It is worth noting that affectivity, in a broad scope, can be seen as the source of the observed tendency and the result of it. In other words, e.g., a highly neurotic person will often and be more prone to experiencing feelings of worry, tension, and anxiety because of personal constituents. Conversely, a person that often happens to experience such states due to circumstances, work environment, and other situations can become neurotic or be described as neurotic by others. Regardless of the cause-and-effect description, affectivity points to the importance and intricacy of emotional experience related to both traits and states. How people categorize, encode, comprehend, and convey such experiences seem to be as worthwhile and engaging as an endeavor now as it was decades ago. The most common and substantial means of “dealing” (in the abovementioned terms) with such experiences are verbal stimuli of one particular grammatical class, namely, adjectives.



Adjectives as Means of Communicating Affect and Basis for Self-Others Evaluation

Aside from verbs and nouns, adjectives are the most important open-class words, which are present in most languages as they are used to describe persons, objects, situations, and phenomena denoted by nouns (Crystal, 2010). They also form the basis of the majority of personality questionnaires (e.g., the Big Five model itself; Goldberg, 1992; Costa and McCrae, 2008) and mood checklists, with either two-dimensional and emotional valence-based (with positive and negative affect; Watson and Tellegen, 1985), arousal-based (with energy and tension arousal; Thayer, 1989), or three-dimensional (linking the two mentioned, with energy, tension arousal, and hedonic tone; Matthews et al., 1990) being developed and used in psychology. In fact, most of the studies reporting norms for a large number of open-class words include adjectives (for an overview, see Table 1 in Riegel et al., 2015).

In Polish, as in other Indo-European languages (especially Germanic ones like English, German, and Dutch), the adjectives can be classified into five taxonomic groupings (Angleitner et al., 1990; Szarota, 1995): (1) dispositions or traits, e.g., “trustworthy,” (2) temporary conditions or states, including behavioral and bodily states such as “tired,” (3) social terms, i.e., roles and evaluations, e.g., “brotherly” and “unacceptable,” (4) physical characteristics and appearance, e.g., “tall,” and (5) terms of limited utility, i.e., technical or vague, e.g., “haphazard.” The first two groupings are closely connected to the concept of affectivity. Also of paramount importance for the present study is the fact that there is a substantial number of adjectives of a “hybrid” or ambiguous kind, i.e., having both a trait and a state reading (Angleitner et al., 1990). These adjectives can be called “state-like conditions” (Ortony et al., 1987) and present a frequent yet problematic subcategory of research material. Terms such as “active,” “happy,” “nervous,” “energetic,” and “optimistic” are common examples of “state-like conditions” words. Since they seem of particular interest to the topic of affectivity, these verbal stimuli are one of the focus points of the present study.

There have been few normative word battery studies that dealt with adjectives only (Gilet et al., 2012; Ric et al., 2013; Quadflieg et al., 2014). All of them involved French words and each focused on different aspects of verbal stimuli evaluation and categorization. The study of Gilet et al. (2012) presented data on age-related ratings on the valence, arousal, and imagery dimensions of trait and state adjectives, where no distinction between state and trait was made. In the study of Ric et al. (2013), they focused on trait adjectives alone and reported evaluations of valence, approach-avoidance, and possessor-other relevance dimensions. Finally, the study of Quadflieg et al. (2014) collected a broad set of adjectives, including trait, state, and appearance ones, alongside non-human descriptors and reported ratings on the human–non-human applicability, valence, visibility, intensity, familiarity, concreteness, and temporal stability dimensions. The temporal stability seemed to be a particularly interesting dimension, ranging from very transitory (state) to very enduring (attribute). Therefore, this study found that temporal stability increased alongside applicability to non-human entities; thus, it was a marker of object (inanimate) unchangeability rather than a human affective experience.

The two aforementioned groupings of adjective classification indeed seem the most pivotal for emotional experience and communication, both interpersonal and intrapersonal. However, the social evaluation, i.e., how one judges themselves and others in terms of ability and ethics, is of great importance as far as self-worth and engagement with others are concerned (Wojciszke, 2005), and can thus be related to strictly emotional measures. These social perceptions, i.e., evaluating oneself and others, are based on competence and morality judgments and are suggested to be the most important meanings processed by laymen within the contexts of social behavior, cognition, and personality (Wojciszke, 1997). These evaluations especially relate to trait words (Ric et al., 2013). In general terms, people tend to form self-judgments based more on competence values and other judgments based on morality values (Wojciszke, 1997, 2005; Wojciszke et al., 1998). Interestingly, moral transgressions are what always elicit negative emotions in the perceiver, whereas moral acts elicit positive responses, provided the person responsible for them is liked by the observer (Wojciszke and Szymków, 2003). Thus, social-based experiences and evaluations relate to affectivity, while the specifics of this relationship within the emotional language framework are well worth investigating. How the competence and morality evaluations within the social dimension relate to emotional experience conveyed by both trait and state aspects of affectivity is another point of interest of the present study.



Affective Norms for Verbal Stimuli

To our best knowledge no previous normative word rating study combined category (trait, state), social (competence, morality) and emotional evaluations. Previous research presenting word batteries in Polish (Riegel et al., 2015; Imbir, 2016), upon which the present study is based, focused on important dimensions related to meaning and interplay between language and emotions with a broader and more general scope. The most common and well-researched factors of the affective kind, which are present in many research programs across cultures and languages, are valence (the pleasantness or unpleasantness of an object) and arousal (the internal reaction evoked by an object, ranging from calmness to extreme activation or excitement). It is worth noting that brain responses during emotional word processing have been shown to be modulated by both dimensions, either through independent or interactive manners (for a review see Citron, 2012). The origin of such an approach toward emotion-laden language could be traced to the semantic differential research by Osgood et al. (1957), in which variance in affective meaning assessments was mostly accounted for by three main dimensions: evaluation (rating something as good or bad and pleasant or unpleasant), i.e., valence, activity (active or passive and lively or still), which related closely to arousal, and potency or dominance (strong-controlling or weak-submissive).

One of the best known, and commonly used as the basis for research, normative databases is the Affective Norms for English Words (ANEW) collected by Bradley and Lang (1999), which has 1,034 words with norms for emotional valence, arousal, and dominance. Impressively, it has been extended by the study of Warriner et al. (2013) to 13,915 words. Another large affective word dataset, which includes 4,300 words, is available in Dutch (Moors et al., 2013). The Nencki Affective Word List (NAWL; Riegel et al., 2015), the Polish adaptation of the Berlin Affective Word List-Reloaded (BAWLR; Võ et al., 2009), is a list of 2,902 words rated on emotional valence, arousal, and imageability scales with control for linguistic variables (frequency, word length, and grammatical class). The study reported on 612 adjectives of various kinds, which is consistent with the groupings discussed above. The impressive Affective Norms for Polish Words Reload by Imbir (2016; ANPW_R), originally based on the ANEW list (Bradley and Lang, 1999), presented the assessments for 4,900 words on affective scales (valence, arousal, dominance, origin, and subjective significance) alongside psycholinguistic ones (concreteness, imageability, and age of acquisition) with linguistic variables control. There are 768 adjectives, again, of various groupings, which are reported there. This subset was the point of origin of the present study. In our approach, it was decided to abandon the psycholinguistic scales, i.e., the adjectives related to emotional experiences based on states and traits are rather more abstract and not readily imageable, and rather focus on the main affective ones (valence and arousal) and the essentials for the concept of affectivity categorical evaluations (state, trait, and hybrid).



Aims

The main objective of the study was to provide research materials for studies on state- and trait-based affective experiences, which would help us to better understand the bottom-up (stimulus-based) and top-down (related to goals, attitudes, and experiences; Corbetta and Shulman, 2002) processes of emotion word encoding. In a broader theoretical framework, the present work was designed to provide us with a more complete description of affectivity and, as a result, enable us to better grasp the interplay between affective dispositions (personality traits) and states (moods) of varying valence and arousal levels. State-like conditions conveyed by “hybrid” adjectives should be of particular interest in this context for researchers, especially those dealing with very sensitive and finely detailed measures of stimuli encoding, e.g., evoked potentials of the brain (EP or event-related potential ERP). The state, trait, and hybrid adjective list could prove to be beneficial especially in the line of research that tries to distinguish and detail mood-congruence and disposition-congruence effects during stimuli processing and state-trait interactions (Rusting, 1998). Because of this, and in order to build a more reliable, stable, and ready to use research base, especially for sensitive brain responses (ERP) study programs, it was decided to select the adjectives on a stricter linguistic control basis (preselection, see section Materials and Methods). Such a list could also prove useful for developing new and updating old mood checklists and personality questionnaires.

The secondary goal of the study was to explore the relations between affective (and category) adjective norms and social judgment norms based on competence and morality evaluations. These evaluations form the basis for self- and other-perceptions and have probable, yet not clearly established, connections with the affective experience.

Similar to the case with other normative studies in Polish (Riegel et al., 2015; Imbir, 2016), it was predicted in this study that the dataset obtained would be reliable (split-half estimates) and stable (correlations with other databases, especially with the ratings of the ANPW_R, since the present study shared a bulk of adjectives with the set). The study also predicted that there will be a substantial number of adjectives categorized as hybrids, In an exploratory fashion, we also expected the social judgment ratings to correlate with other scales (possibly most notably with the affective ones, especially valence).




MATERIALS AND METHODS


Participants

One hundred and ninety-five young adults who were students of Jagiellonian University with an M age of 22.36, SD = 2.23 participated in the study. Most of the participants were women (N = 150, M age 22.21, SD = 2.08), with a minority of men (N = 45, M age 22.87, SD = 2.63). The vast majority of participants were right-handed with only 10 participants declaring left-handedness (women N = 9, men N = 1). All of the participants signed a consent form before the procedure. After they completed the ratings, they were paid a Polish currency equivalent of e3.5 for their participation.



Study Design and Materials

A special effort was made to prepare a more robust adjective list from those present in Polish word datasets (Riegel et al., 2015; Imbir, 2016), so that we could select the most representative and linguistically matched cases (preselection) from them. Firstly, all the adjectives from the larger ANPW_R (Imbir, 2016) list were extracted, then the list was supplemented with the adjectives from the NAWL (Riegel et al., 2015), which were not present on the ANPW_R. Afterward, two judges, one holding a Ph.D. in psychology and the second a Ph.D. in Polish literature, selected all of the adjectives denoting and connoting traits and states relating to human affective experience, in essence, personality, and mood adjectives from the compiled list. This yielded a list of 401 adjectives. Then, we extracted all the adjectives from the mood checklists (Watson and Tellegen, 1985; Thayer, 1989; Matthews et al., 1990) and the personality questionnaires and lexical studies on personality (Cattell, 1943; Goldberg, 1992; Costa and McCrae, 2008; see also De Raad, 2000) with translations based on the Polish adaptations of the tools and the individual differences manual of Strelau (Szarota, 1995; Strelau, 2014). Finally, the judges went through a small contemporaneous dictionary of the Polish language (Sobol, 2006) and selected from it all the mood and personality adjectives. The complete list comprised 1,061 adjectives. Linguistic variables for stricter control were obtained for all the adjectives: frequency values from two datasets, as was the case in the study of Imbir (2016), Subtlex_pl film and TV subtitle database (Mandera et al., 2015) and literature and electronic texts collection by Kazojć (2011) alongside word length values, i.e., letter count. Based on those values, 400 adjectives were then selected for normative ratings. The final list comprised the most average words, located effectively within 0.75 SD of the respective means1.



Procedure

The participants were divided into four groups, with each group required to rate 100 adjectives. The first group consisted of 48 participants (women N = 32), the second 51 (women N = 38), the third 48 (women N = 42), and the fourth 48 (women N = 39). All the groups rated the adjectives on the same four dimensions. Two of these dimensions were affective and exactly the same as seen in the study of Imbir (2016). Both were also based on the Self-Assessment Manikin (SAM) used in the ANEW ratings (Bradley and Lang, 1999) and used nine-point scales. The emotional valence dimension rating was between 1 (most negative) and 9 (most positive) and the emotional arousal was from 1 (completely non-arousing) to 9 (extremely arousing). The third dimension was a category one rated on a three-point scale, where 1 meant that the shown adjective denoted a stable trait, 3 a transient state, and 2 that it could denote both a trait and a state. The last dimension was a social judgment one, and it was constructed, respectively, in the same fashion as the category one, with 1 meaning that the shown adjectives denoted a competence evaluation, 3 a moral one, and 2 both competence and moral judgment. Figure 1 shows a sample word with the rating scales as seen by the participants during the rating session, alongside the description of the scales presented to the participants at the beginning.


[image: Figure 1]
FIGURE 1. Descriptions of the scales seen during the introductory information period of the rating session and subsequent sample rating screens with each scale as presented to the participants. Self-Assessment Manikin (SAM) based on (Bradley and Lang, 1999).


After the participants arrived in the laboratory, they were seated comfortably in a separate room. Then, it was explained to them that they were to rate 100 words and were further asked to try to pay close attention to each word and not dwell too much on the answer. They were also warned that each rating was final and that it would not be possible to go back and answer again. The participants then signed the consent forms and the rating procedure was run in the PsychoPy2 software (University of Nottingham) (Peirce et al., 2019), where detailed instructions with the scales description were presented at the start. The participants read the instructions at their own pace and were encouraged to ask questions if anything was unclear. After the instructions were read, two sample words with full scales were presented; the samples were not a part of the 400 adjectives to be rated. Then, the actual rating session began. The participants rated each word on four scales by pressing the numerical keys on a keyboard. Each adjective was presented on the screen in a central position for 2 s, followed by the rating scales appearing, each one at a time, with the adjective to be rated visible in smaller fonts above the scale (see Figure 1). The next scale appeared immediately after the rating key was pressed. On average, it took 30 min to complete the 100-word rating. In the end, the participants were presented with a sheet of paper on which all 100 adjectives were printed and asked to mark the words that they did not comprehend. After that, the participants were thanked, paid, and were free to leave.

The procedure was prepared in two versions, namely, for women and men because Polish is a fusional language and has suffixes pointing to the gender of the nouns. Thus, an adjective “active,” “aktywny” in Polish, is a male form of the word (because of the suffix “y”), while the female form is “aktywna.” Afterward, all the 400 adjectives were presented in one form depending on the sex of the participant.




RESULTS

All statistical analyses were conducted in the IBM SPSS 26 software, New York, USA. In the beginning, descriptive statistics, i.e., M and SDs, for every adjective and rating scale [valence, arousal, trait-state (TS), and competence-morality (CM)] were obtained. The complete list of 400 adjectives (original and translated into English) with the statistics (alongside linguistic values for frequency and letter count) is available as Supplementary Material to the study. Afterward, the number of adjectives described as not understood at the end of the rating session was analyzed, and all the words marked as unintelligible by more than 25% of the participants who rated them were excluded from further analyses. The words that were not well-understood were: “afektowany” (“mincing”), “egzaltowany” (“exalted”), “lubieżny” (“lecherous”), “obcesowy” (“objectionable”), “sterany” (one of the synonymous variants of “weary”), “wystȩpny” (“debased”), “zapiekły” (“fiery”), and “zdrożony” (another of the synonymous variants of “weary”)2. Table 1 presents the general descriptions for the included 392 adjectives. In order to test for the normal distribution of the ratings, Shapiro–Wilk tests were used. All the rated dimensions were shown to have non-normal distributions. Figure 2 shows the distributions of the four dimensions ratings. Emotional valence and trait-state were bimodal (with TS being clearly negatively biased toward the lower end of the scale), whereas the distribution of CM and arousal only resembled normal distribution (with CM being centered close to the midline and arousal being slightly positively biased toward the high end of the scale).


Table 1. Descriptive statistics calculated for each dimension for all the intelligible words.

[image: Table 1]
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FIGURE 2. Histograms presenting the number of adjectives rated in one-point intervals of the scales of the respective dimensions' (ARO, arousal; VAL, valence; TS, trait-state; CM, competence-morality).


Each dimension was divided into low, moderate, and high or one category or mixed type based on the rating ranges of average scores. The emotional valence dimension was divided into low-valence (negatively rated) adjectives (ratings ranging from 1 to 3.99), moderate (neutral) adjectives (ratings from 4 to 6), and high-valence (positive) adjectives (ratings from 6.01 to 9). The criteria for this classification were based on previous studies on normed word datasets (Ferré et al., 2012; Monnier and Syssau, 2014; Imbir, 2016), which used the same SAM rating scales and divided the words similarly. Similarly, the likewise scaled emotional arousal dimension was divided into adjectives that were low (ratings from 1–3.99), moderate (4–6), and high (6.01–9) in arousal. The dimensions TS and CM were evaluated on simpler three-point scales, in which adjectives with the lowest ratings (from 1 to 1.49) were classified as trait and competence ones, adjectives with moderate ratings (from 1.5 to 2.5) were hybrid (TS) or mixed (CM), and the adjectives with the highest scores (1.51–3) were state and morality words, respectively. The justification for such ranges was that the single category evaluations, e.g., trait or state, are simple and obvious, meaning the categorical denotation of the word is easily grasped and so the population scores should be located close to the polar ends of the scales, i.e., low or high. In contrast, the hybrid and mixed category evaluations have a level of uncertainty vis-à-vis having a broader denotative and added connotative meaning, so their classification should be based on broader average scores across the tested population. The number of adjectives classified on the subdivided dimensions based on average rating score ranges is presented in Table 2.


Table 2. Numbers and percentages of the adjectives rated on every dimension (divided into low, moderate, and high or one category type or a mixed category based on the rating ranges).
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Reliability and stability analyses were conducted to assess the validity of the ratings. Finally, to verify the relations between the dimension correlation analyses were conducted, with an additional and tentative analysis of the differences between sexes at the end.


Reliability

The reliability of the assessment was measured by applying the split-half estimation across the whole sample. The split was based on the odd and even numbering of the participants, with special care taken with respect to the less frequent men in order to balance their number in each half. The mean rating for each adjective in each group was then calculated and Pearson correlations were applied within each dimension. Because of the smaller number of participants in the split-half comparisons as compared to the whole set, the correlations were then adjusted through the use of the Spearman–Brown formula. All the correlations were strong (r > 0.9) and significant (p <0.01). Table 3 presents the results.


Table 3. Reliability and stability estimations for every dimension.
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Stability

To measure the stability of the ratings, r-Pearson correlations were applied for the 132 adjectives that were qualified for the final 400-word set and that were also a part of the ANPW_R dataset of Imbir (2016). Since only two scales (emotional valence and arousal) were exactly the same as what was used in the work of Imbir, those two affective dimensions were correlated. Both correlations were significant (p <0.01), but in particular, the emotional valence one was especially high (r = 0.916), whilst arousal was moderately strong (r = 0.615). To further validate the ratings, we additionally correlated word scales from our dataset with the adjectives from the English-based ANEW dataset (Bradley and Lang, 1999) and the biggest French-based adjective normed study (Quadflieg et al., 2014). This was achieved by matching the English translations of the adjectives. Correlations with the ANEW datasets, based on the 62 adjectives found in both datasets, were significant (p <0.01) and high; again, especially for the emotional valence dimension (r = 0.855) and the arousal dimension, but to a lesser extent (r = 0.68). The same was true for the correlations with the French study (all significance levels p <0.01), where, again, 132 matching adjectives were found, and we compared three dimensions: emotional valence (r = 0.919), emotional arousal, called “intensity” in the referenced dataset (r = 0.388), and temporal stability, related to the trait-state dimension of our study, only with reversed scaling (r = −0.760). All of the results related to the stability measures can also be seen in Table 3.



Correlations Between Variables

In order to check for relations between the measures, r-Pearson correlations were applied for all the dimensions, i.e., affective, category, social judgment alongside linguistic variables). Because of the non-normal distribution of the variables, we did not conduct a partial correlation analysis. Table 4 presents all the results. Here only the most pertinent, significant, and strongest correlations are described.


Table 4. r-Pearson correlations between the variables.
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The emotional valence dimension was found to be negatively correlated weakly and moderately with the TS (r = −0.23) and CM dimensions (r = −0.305), respectively, whilst arousal was weakly positively correlated with competence-morality (r = 0.25). Figure 3 shows the scatterplots of the correlated ratings. The emotional valence correlation with the category dimension would tentatively point to the fact that positive adjectives are categorized rather as trait ones, whereas valence relation to social judgement would mean that negative adjectives are judged as more related to morality. The correlation between emotional arousal and CM dimensions would, in turn, point to the observation that the more arousing adjectives are morality ones.


[image: Figure 3]
FIGURE 3. Scatterplots of the significant correlations between affective (valence and arousal), category (TS, trait-state), and social judgment (CM, competence-morality) dimension ratings.


Additionally, comparisons between sexes were conducted (although one has to note the uneven number of male and female participants, so all the differences and relations reported here should be seen as tentative at best). The r-Pearson correlations of all the dimensions for all the included words as rated by female and male participants were applied. All of the rated dimensions were significantly and strongly positively correlated between the sexes: arousal r = 0.682 (p <0.01), valence r =0.958 (p <0.01), TS r = 0.905 (p <0.01), CM r = 0.789 (p <0.01). The possible differences between the ratings were verified by paired t-tests. However, only the arousal dimension ratings proved to be significant, t(391) = 3.77 (p <0.001), with the adjectives being rated as more arousing by women (mean rating 5.29, SD = 1.29) than men (mean rating 5.11, SD = 1.14).




DISCUSSION

In a broader theoretical framework, the study was designed to describe in detail the linguistic means of encoding and communicating emotional experiences related closely to the mood-dispositional concept of affectivity (Watson and Clark, 1984; Tellegen, 1985). It can also be viewed as supplementary material to the two broad Polish word normative datasets, the ANPW_R (Imbir, 2016) and the NAWL (Riegel et al., 2015), focusing on one grammatical class of characteristics, which is particularly interesting for affective psychology and neuroscience, i.e., the adjectives denoting and connoting human traits and states. The dataset presented in the current study should be viewed as more closely related to the ANPW_R list since it shares 33% of the adjectives with it, two of the main affective scales (valence, arousal), and the linguistic measures (frequency, word length) used as the basis for the ratings.

Affectivity may be a very useful concept since it better orients and nuances our knowledge on the relationship between transient, state-like and stable, and trait-based emotional experiences. In terms of PA and NA, they also have applied values, whereas it is the former that can be successfully used as a diagnosis and prediction tool for depression (Watson et al., 1988) while both PA and NA can predict job performance (Kaplan et al., 2009). The analyses based on these observations could also prove useful for broader inferences on language and culture (Wierzbicka, 1994). In the case of the present study, the proportion analysis of the affective and category evaluations have shown that more than half of the selected 400 adjectives were of negative valence (53%) and nearly half (42%) denoted and connoted stable dispositions (traits). It is worth mentioning again that the 400 adjectives were the most average subset of a broad and representative sample of all the state and trait adjectives used in language and psychological research (see section Study Design and Materials). Future psycholinguistic and cross-cultural research could determine if such a pattern of relevance and importance embedded in the language (lexical hypothesis) focused more on the negative and fixed affective phenomena is indeed a real cultural characteristic, along with other patterns under what conditions that could possibly be observed.

In terms of a more tangible and immediate benefit, the dataset of the current study could prove useful for complex research into the mood or trait congruence aspects of emotional stimuli processing (Rusting, 1998). Since the adjectives were preselected on the most-representative basis of linguistic variables (double-sourced frequency values and word length values), the set could be especially well-suited for, e.g., pilot and main studies focused on sensitive stimuli processing measures, thus necessitating very strict matching and control of the independent variable, i.e., brain activity research programs, especially those using the evoked-potential technique.

In order to test the stability and reliability of the dataset, we used analyses similar to those reported in other Polish word norming studies (Riegel et al., 2015; Imbir, 2016). Although the present adjective-only study was much narrower in scope, it still required these kinds of analyses to properly validate it and establish its appropriateness and usefulness for further research. In fact, other adjective-based normed studies also measured the datasets for the reliability or both reliability and stability (Gilet et al., 2012; Quadflieg et al., 2014). We predicted that the measures would prove stable and reliable. This was indeed the case. The split-half assessment showed the dataset to be very reliable, as all the correlations noted in the analysis were very strong indeed. Based on the correlations with the same dimensions as seen in the ANPW_R, on the basis of a significant portion of the adjectives rated in the current study, the stability assessment proved to be high and satisfactory. However, it is worth noting that this was based only on two affective scales and not all of the 400 adjectives that were part of the estimation (in fact, it was 33% of the whole set). Also, the correlation score of the emotional arousal dimension was only moderately strong, which was probably due to the distribution of the arousal rating in the work of Imbir (2016), which had slightly different characteristics. Although also approximately normal in nature, it was clearly negatively biased (toward the less arousing ratings), whereas the distribution of arousal in the current study was slightly positively biased. Overall, the ANPW_R set consisted of less arousing stimuli. The same is true for the additional stability measures based on correlated data with English- and French-based datasets, which further validated our ratings (see quite similar correlations obtained with the ANEW to those with the ANPW_R, Table 3).

The French study (Quadflieg et al., 2014) comparison is especially interesting in this context. As in the case of the current research program, its database consisted of adjectives only and the number of matching adjectives between the two datasets was substantial (n = 132). The emotional valence correlation was high, as expected, whereas the arousal correlation, albeit still significant, was lower, mainly because of the lower average score (less arousing word set as a whole) and the dimension of intensity used in the French study carrying not quite the same denotations and connotations (how “extreme” and not “arousing” the meaning of each word was). Interestingly, we also correlated another similar dimension present in the dataset of the study of Quadflieg et al. (2014), namely, temporal stability, (mentioned in the introduction section) with the TS dimension of the current study, with the correlation proving to be high and significant. It was also negative, since stable and enduring dispositions (traits and attributes of the two scales, respectively) were scored on the low end of the TS and the high end of the temporal stability scale. This proves that the TS scale is an important and sensitive dimension of adjective-based semantics and that the transient vs. enduring aspect of concepts expressed through language is prominent and more general in nature since it is present in words relating to human experiences and dispositions and in those relating to the attributes of inanimate objects.

As a side note, most studies cross-validating their ratings with other datasets have found that emotional valence correlations are stronger than arousal correlations (Warriner et al., 2013; Riegel et al., 2015; Imbir, 2016). This was clearly the case in the present study (see Table 3). Emotional valence seems to generalize very well across languages and research programs, whilst arousal shows more variability, possibly due to its stronger dependence on situational aspects, the broader connotations it evokes (which may provoke “the lost in translation” effects across languages), and its relation to affective states (the intensity of the actual feelings during the rating sessions).

This study also predicted that the category evaluation would reveal a substantial number of hybrid adjectives, i.e., denoting and connoting both trait- and state-based experiences, depending on the reading, which could be of high practical value in the language; further providing possible confounds in research (see above Rusting, 1998). Indeed, 32.5% of all the (comprehensible) adjectives rated were of this kind. This means that the hybrid adjectives were the second most abundant type of words related to affectivity (trait ones being the most common). Since our research material was sourced in various ways, one of which was a dictionary study, the proportion observed here seems like a good representation of the contemporary Polish language content. Because of this, and making use of the two original evaluations (category and social judgment), the current study is differentiated from other adjective-only based normed datasets (Gilet et al., 2012; Ric et al., 2013; Quadflieg et al., 2014) and, based on the category evaluation, it can be of applied value as a source of essential material for new or updated personality questionnaires and mood checklists.

As is the case with all the word normative research, we analyzed the relations between the measures used in the study. First of all, we did not find a significant correlation between the affective dimensions (valence and arousal), which is surprising, since it is usually strongly evidenced in most of the previous word rating research (Gilet et al., 2012; Quadflieg et al., 2014; Riegel et al., 2015; Imbir, 2016). This correlation typically points to a U-shaped relationship between emotional valence and arousal (Bradley and Lang, 1999; Moors et al., 2013; Warriner et al., 2013), meaning the more extreme the valence rating (either positive or negative), the higher the arousal score of a given stimulus. The words neutral in their emotional valence are typically rated moderately or low on their arousal. However, the lack of correlation in the present study can be explained by the nature of the preselected word set. We based the aims of the study and our search for the materials on the affectivity concept, which, at its core, has two orthogonal dimensions of positive and negative affect (Watson and Tellegen, 1985). Those dimensions are varied in arousal within their poles. Therefore, both high scores on the valence scale (positive evaluations) and low scores (negative evaluations) dominating in our dataset (there are few neutral words relating to personality and mood in the language) relate to words of moderate to strong arousal ratings (see the numbers of arousal-rated adjectives in Table 2 and the distributions in Figure 2). In other words, the emotional valence dimension is clearly bimodal, with very few neutral cases, whilst the arousal dimension approximates normal distribution, with a mild positive bias. In such a clear-cut manner, this was not the case in other normative studies for vast arrays of words of different grammatical classes, including the ANPW_R (Imbir, 2016).

This study found weak to moderate correlations between the category and emotional valence dimensions and between the social judgment and valence dimensions, the latter of which was predicted based on research in social and personality psychology (Wojciszke et al., 1998; Wojciszke and Szymków, 2003). It was also the strongest observed (pertinent) correlation between measures (albeit still moderate at best, see Table 4)3. In essence, it points to a relationship in which the negative adjectives are rated as rather morality-based (see scatterplots, Figure 3). This is very interesting in the context of self–other perception and self–other evaluation (impressions and emotions), in which one tends to judge oneself on the competence basis and others on the morality basis (Wojciszke, 2005). If the negative adjectives embedded in language tend to be more related to morality aspects of social judgments, then it could follow that one has a (bottom-up and lexicon-based) bias toward evaluating others in a negative light. If the converse is true, then we speak mostly positively about ourselves, which could be one of the reasons behind a known characteristic of healthy people, namely, the fact that they declare feeling good and happy about themselves and their lives (Diener and Diener, 1996). These fascinating interconnected aspects of language, emotion, and social evaluations certainly merit further research. However, one of the limitations of the study must be mentioned. The three-point scale of the competence-morality dimension may be the source of some confusion and probably “flattened” the richness of this aspect. The scale was conceived as a counterpart to the category three-point scale, which seems to be a good enough measure for the purposes of the current study (see the numbers of the category ratings in Table 2). We wanted to avoid adding another, differently balanced scale, e.g., a four-point scale with an additional position, “neither” competence nor morality, to not tire and unnecessarily confuse the participants with different numbering (key press) systems. This was an oversimplification that might have worked disadvantageously for the study, thus, affecting the results, since the vast majority of the adjectives rated on the scale were evaluated as both competence and morality ones. Some of the participants reported at the end of the rating session that they picked this middle response because there was no response labeled “neither.” Such an option would be beneficial for any rating scale based on intricate evaluations, and social judgement is no exception. On the other hand, “neither” or “do not know” answers present in the scale could result in an “easy way out” for the tired participants rating dozens of words, which could further distort the evaluations. Therefore, 5-, 7-, or even 9-point scales seem like better solutions for a nuanced and complex dimension such as social judgments. This limitation must be strongly considered when interpreting all the aspects related to the CM measure.

Additionally, we looked for tentative relations in ratings between participants who were women and men, since the word norms for both sexes, although correlated, tended to differ especially vis-à-vis the affective variables (Riegel et al., 2015; Imbir, 2016). This study applied only the simplest of solutions and, thus, urge caution in interpreting the data since the groups of women and men were uneven in number. Sex-based ratings on all the dimensions were similar and highly positively correlated. Only the emotional arousal correlation was of moderate strength. By comparing the means of the ratings, we found that, indeed, the arousal rating differed significantly between the sexes, with higher ratings on average for all the adjectives evaluated by participants who were women. It could be a slight encouragement for further verification of the possibility that women are more sensitive to the emotional (arousing) content of words and, thus, evaluated them differently based on that variable. However, the picture is certainly more complex and possibly based on the interactive effects of at least valence and arousal in between sex comparisons (Riegel et al., 2015). The uneven woman–man number of participants is another limitation of the study. Although the ratings were similar and positively correlated to a high degree (and so the male ratings were included in the general dataset), the list should be viewed as more representative for the women population.

Lastly, the overall number of the adjectives included in the database (n = 400) may seem small, especially when one considers using words of this grammatical class in complex research programs, which require matching the words on several psycholinguistic conditions or filling the given sub-category with several dozens of stimuli for comparisons. Four hundred may be too small a number to begin with when considering the satisfaction of all the conditions. On the other hand, one of the presumed strengths of this dataset is its compactness and “pre-matching” of the linguistic variables that influence greatly early stages of stimuli encoding, namely, word length and frequency, which should make devising research programs easier.
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FOOTNOTES

1The frequency values of the adjectives qualified for the ratings were between 1 and 669 in Subtlex_pl dataset and 1 and 768 in the collection of Kazojć. For a word to be excluded from the final set, it had to have a frequency below 1 and above 1,100 on just one dataset or exceed the upper frequency value on both datasets. The word length of the adjectives qualified was between 7 and 11 letters.

2Interestingly, but not surprisingly, the absolutely least understood word was “mincing,” which was described as incomprehensible by 81% of the participants rating the word.

3The strongest correlation was the obvious one, of interest only strictly linguistically, between two frequency measure subsets.
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Reading and understanding poetic texts is often described as an interactive process influenced by the words and phrases building the poems and all associations and images induced by them in the readers mind. Iser, for example, described the understanding process as the closing of a good Gestalt promoted by mental images. Here, we investigate the effect that semantic cohesion, that is the internal connection of a list words, has on understanding and appreciation of poetic texts. To do this, word lists are presented as modern micropoems to the participants and the (ease of) extraction of underlying concepts as well as the affective and aesthetic responses are implicitly and explicitly measured. We found that a unifying concept is found more easily and unifying concepts vary significantly less between participants when the words composing a micropoem are semantically related. Moreover these items are liked better and are understood more easily. Our study shows evidence for the assumed relationship between building spontaneous associations, forming mental imagery, and understanding and appreciation of poetic texts. In addition, we introduced a new method well-suited to manipulate backgrounding features independently of foregrounding features which allows to disentangle the effects of both on poetry reception.
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1. INTRODUCTION

The text, we have seen, patterns and delimits, but it ultimately functions like a chemical element: it itself is merged in the synthesis with the other elements to produce a particular event-a poem.

– Louise M. Rosenblatt

We, as a universal society, have long agreed that a poem is more than a mere collection of words: it is, we might feel, a picture painted with words. Psycholinguistic and neurocognitive research has only just started to explore the underlying cognitive and affective processes which help us make sense of a poetic text (Jacobs and Kinder, 2015; Jacobs and Willems, 2018) and ultimately shape and form mental images often reported while reading poetry (Belfi et al., 2018; Papp-Zipernovszky et al., 2021).

As already assumed by proponents of the readers-response theories like Iser (1978) and Rosenblatt (1978), reading and especially reading literature can only be understood as an interaction between features of the text and characteristics of the reader, and, as recently highlighted, also by the task at hand and the reading situation (Jacobs, 2015a; Bohn-Gettler, 2019). As described in the Transactional Theory by Rosenblatt (1978), reading of a poetic text is a process of meaning construction in which the linguistic symbols, the words and the written or printed marks have to be distinguished from what a listener or reader evokes from them (Rosenblatt, 1978). Rosenblatt used the term poem only for the later one. Iser described the meaning construction process as “one of the activities through which we form the ‘gestalt' of a literary text” based on “the ‘picturing' that is done by our imagination” (Iser, 1972, p. 288). But how does this interaction between reader and text come about? Let us start our analysis by looking at the interaction between text and reader from afar: At low resolution the emphasis is on the influence of literature genre on reading behaviour. According to proponents of the Reader Response Theory, reading behaviour depends on the reader's assumptions about the text (Hanauer, 1998; Topping, 2015) and a reading mode relevant to the understanding of the genre is adopted according to the genre choice made. As choices and adaptation of reading mode take time, several empirical studies demonstrated that texts labelled as factual are read faster compared to fictional texts (Zwaan, 1994; Wolfe, 2005; Altmann et al., 2014, see Hartung et al., 2017, for contrasting results). Also memory for individual aspects of a text differs as a function of the type of text (Zwaan, 1994). In line with the general assumption that classification of a text as a poem gives rise to a reading mode characterised by heightened awareness of language patterns and hidden meanings (for a comprehensive overview see Hanauer, 1998 and Carminati et al., 2006). Osowiecka and Kolanczyk (2018) found that poetry reading stimulates divergent thinking and vice versa.

According to Graesser (2015), the above theories are sufficient to explain basic levels of comprehension, but they are insufficient to describe deeper comprehension processes assumed to play a role when reading literature. The latter requires to also consider parameters such as the influence of emotions, situations etc. both through the literal content in itself, but also through an interaction between reader and text. In other words, text-bound variables like rhythm (Kentner, 2012; Peelle and Davis, 2012), prosody (Paulmann et al., 2013), valence and arousal within the words employed (Kuchinke et al., 2005; Warriner et al., 2013; Jacobs et al., 2016; Sylvester et al., 2016) and reader-centered variables such as affective and aesthetic responses (De Jaegher and Di Paolo, 2007; Gallagher, 2012; Winkielman et al., 2014), often studied from an embodied perspective, are closely intertwined. The Neurocognitive Poetics Model (NCPM; Jacobs, 2011, 2015a,c; Jacobs and Kinder, 2017) aims at integrating data on neurocognitive and emotional (Jakobson, 1960; Panksepp, 2008) processes during literature comprehension. It is conceptualised as a dual-process model which is informed by Gestalt theory and as such distinguishes between back- and foreground elements. The understanding of a text is conceived as successful closing of a good Gestalt. Within the framework of the model a text consists of familiarising background elements which cater to the readers need for coherence and meaning construction. The model further assumes that backgrounding features are stronger associated with immersive reactions (Van Krieken et al., 2015) and a mood-empathic reading mode (Lüdtke et al., 2014; Jacobs et al., 2016). Emotional and aesthetic feelings (Fitch, 2009; Westphal-Fitch and Fitch, 2018) are created against this background through foregrounding text elements. Foregrounding elements have a defamiliarising effect (Kuiken et al., 2012; Jacobs, 2015a,b,c) thereby eliciting what Mukarovský (1964) described as a de-automatisation in the reading process, leading to reduced reading speed as a result of more and intensive active drawing of inferences. Although manipulation of words always influences both backgrounding and foregrounding elements, empirical studies on reading poetic texts primarily focussed on the manipulation of foregrounding elements. Hakemulder (2004) for example changed isolated lines of poems to manipulate the amount of foreground features and observed that foregrounding caused higher aesthetic appreciation. Obermeier et al. (2013) manipulated rhyme and metre and also demonstrated that both foregrounding features enhanced aesthetic appreciation. As a text is characterised by both background and foreground features, experimental studies on the influence of background features like word frequency are equally important for the study of poetry comprehension. Yet studies focussing on the isolated manipulation of background features are few and far between (Hanauer, 1998). This raises the question of whether background features have any influence on comprehension of poetic texts at all? The short answer is: they do. For the long answer we need to look at studies addressing these elements.

Facilitation or ease of processing, i.e., the ease of mental operations concerned with stimulus meaning and its relation to semantic knowledge structures, is known to affect perceived aesthetic value. This is recognised as the mere-exposure effect, which links repetition of a stimulus to enhanced liking for this initially neutral stimulus (Zajonc, 2000). In support of this idea, Menninghaus et al. (2017) showed that parallelistic diction, a supra-lexical background feature, enhances emotional and aesthetic appreciation as well as semantic processing. In a similar way Reber and Schwarz linked variables that facilitate the processing of a stimulus (e.g., priming, mastery and the amount of information) to positive affective reactions (Reber et al., 2002, 2004). Markedly, aesthetic appreciation, a bona fide reaction to the presence of foregrounding elements, is reciprocally influenced by and at the same time acts as a positive influence on processing fluency (Reber et al., 2004). Moreover, the absence of prototypical narrative features (which are often discussed as an example of backgrounding features Hakemulder, 2020) strongly increases processing efforts as measured by reading times (Castiglione, 2017). Manipulation of word frequency, perhaps the most prototypical backgrounding feature, is widely employed to highlight the influence of facilitating factors on processing speed and accuracy (Murray and Forster, 2004) and appears to mediate pleasentness- and familiarity ratings on single word level (Sluckin et al., 1980).

Although ease of processing was shown to influence the above, the concept is not sufficient to explain the closing of a good Gestalt sensu (Iser, 1972). While an explanation based on the ease of processing focusses on single word level cognition (e.g., higher word frequency leads to faster word recognition), a good Gestalt results from the integration of words. In the same way that cognitive theories assume that associations are the most important principle for organisation of our semantic knowledge (for an overview cf. Hofmann and Jacobs, 2014), they should also guide the closing of a good Gestalt while reading poetic texts. In this regard, we can posit an influence of what James (cited after Mangan, 2001, 2008) described as the fringe of consciousness on processing fluency-mediated construction of meaning: It represents context information in consciousness, conveys a sense of rightness and brings out the notion that more information is available.

What do we already know about the role of associations on text comprehension processes related to the closing of a good Gestalt? According to the Gestalt principle of closure, objects which are grouped together are perceived as a whole which might otherwise (i.e., if the objects were regarded as individual entities) not exist and which is more than or different from the combination of its parts. The emergence of a resulting Gestalt from an albeit sketchy figure is hinged on the presence of a unifying pattern (Warriner, 1923). Wolfgang Iser transmitted that principle onto the process of reading literary texts and therefore poetry: “By grouping together the written parts of the text, we enable them to interact, we observe the direction in which they are leading us, and we project onto them the consistency which we, as readers, require. This ‘gestalt' must inevitably be colored by our own characteristic selection process” (Iser, 1972, p. 289). A poem, composed of words that interrelate, facilitates the application of the grouping principle of closure so that a good Gestalt can emerge and potentially foster the creation of a mental image (Iser, 1972).

Yet, words have an effect on comprehension in their own right. Readers pre-activate concepts beyond the unfolding sentence to simulate the described event for predictive (online) language comprehension (for an overview see Huettig, 2015). Associations or mental connections between concepts or events are by some described as the product of contiguity, i.e., the probability of co-occurrence between words. Others conceptualise associations as the result of an event simulation heuristic which pre-activates linguistic representations (Huettig, 2015). Semantic cohesion serves as a measure for the strength of internal association between concepts and was shown to influence sentence processing on single sentence level (Hintz et al., 2020). Current machine-learning methodologies (Grainger and Jacobs, 1996; Dijkstra and van Heuven, 2002; Hofmann and Jacobs, 2014; Jacobs, 2018) as well as some association databases rely on contiguity-based approaches. Accordingly, in a recent study Jacobs and Kinder showed that latent semantic analysis (LSA, a method based on distributional semantics to predict upcoming words) is superior to surface model analysis for the prediction of ratings on difficulty and aesthetic liking of metaphors (Jacobs and Kinder, 2017). This reveals the power of associative databases which exceed purely systematic relations (such as WordNet) and instead rely on a rich network of semantic relations informed by cultural, emotional and personal experience (Netzer et al., 2009).

Poems lend themselves to the study of neurocognitive processes during reading, seen as they are well constrained literary material (Müller et al., 2017). Seen in the light of associative networks, poetry appears to be characterised by lexical associations (Netzer et al., 2009). Correspondingly, a computational analysis of poems written by professional and amateur poets revealed that the former use more concrete words to create a canvas onto which readers can project their associations. Professional poets avoid direct references to abstract and intangible concepts and instead let images instead of words convey emotions, concepts, and experiences (Kao and Jurafsky, 2012).

With the above in mind, we want to investigate the effect of associations, as an example of a backgrounding feature, on the closing of a good Gestalt and maintain that the effect exceeds a mere effect of facilitated processing. To test this proposition, we created simple word lists, which are essentially devoid of foreground features, and presented them as versions of poetic texts (Figure 1). The participants are asked to read lists of nine words with varying degree of semantic cohesion introduced as micropoems (Jacobs, 2015b). They are then asked to produce a possible one-word-title for each poem and rate the micropoems on dimensions Comprehensibility, Liking, Imageability as indication of reader's response at both the upper and lower route according to the NCPM (Jacobs, 2015a). This setup allows for an analysis of the influence of background features -more precisely the role of semantic cohesion and word frequency in the present case- on the closing of a good Gestalt independent of the influence of foregrounding figures.
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FIGURE 1. Three examples of items presented as micropoems in this study. Items are ordered according to their semantic cohesion (in parenthesis), from left to right: Match 4 (0.208), EAT 3 (0.264), EAT 5 (0.369). For a comprehensive overview over the items please cf. Table 1; Supplementary Tables 1, 2.




2. HYPOTHESES

As each and every word is linked to a plethora of other concepts, reading such a simple word list not only evokes simulation of the mentioned concepts but also co-activates the concepts associated with those words (Mangan, 2001; Hofmann and Jacobs, 2014). Each group of concepts associated with a single word in itself is likely to evoke its own association, seen as they are all semantically related and trace back to a common anchor word (Deese, 1959; Roediger and McDermott, 1995). The idea behind our set-up is not that each word per se leads to the generation of many associations. Instead, the words taken together are all highly semantically related (high semantic cohesion as a feature facilitating formation of a Gestalt) and thus, as a whole, facilitate the generation of associations in the reader's mind. We therefore assume a reciprocal enhancement of activation which facilitates the formation of a consistent mental image or good Gestalt as for example opposed to a serial position effect. If only the first or the last word of a poem was used for the generation of a title, we should not observe any effect of semantic cohesion on semantic relatedness. Reading poems with low internal semantic cohesion, on the other hand should merely activate concepts vaguely associated with the individual words. What is more, associations may neutralise each other through lateral inhibition at the conceptual level (for a thorough analysis see Hofmann and Jacobs, 2014) and therefore inevitably fail to close a good Gestalt.

Consequently, we should be able to test whether semantic cohesion of the words composing a poem has a significant impact on the closing of a good Gestalt, and therefore of the formation of mental imagery, a process associated with the recognition of the bigger picture conveyed by a poetic text. Hence, we expect participants to understand the micropoems with higher semantic cohesion more easily and additionally report the experience of more mental imagery. Moreover, semantic cohesion should also influence affective and aesthetic responses as described in the NCPM (Jacobs et al., 2015). Following the scheme introduced by Dixon and Bortolussi (2015) a set of explicitly surveyed rating data (mood induced, liking of the micropoem, perceived difficulty of the micropoem, perceived imagery induced) and ancillary reaction parameters (mean semantic relatedness of the response, mean reading time) as implicit control variables will be used.

In accordance with the assumptions of the NCPM, a modification of micropoems in terms of internal semantic cohesion should be reflected in the mood induced in the reader (NCPM: backgrounding, fast route) and self-reported aesthetic appreciation of the micropoems (NCPM: foregrounding, slow route) (Jacobs, 2015a). With regards to difficulty, the effect should be mirrored in the self-reported difficulty to understand the poems (explicit measure) and reading times (implicit measure). The capacity of a poem to induce a mental image in the reader should be seen in a self-reported rating of perceived mental images. Moreover, participants will be asked to put their first spontaneous association to the poems forward in form of a freely chosen title. Semantic relatedness between spontaneous associations to the poems (i.e., titles) and the words composing a poem as well as the number of different titles found, as an indicator for the closing of a good Gestalt, are used to control this effect with an implicit measure.

One might argue that the effects discussed above can be put down to facilitated processing due to semantic cohesion. Following this line of thought, if the root cause of any differences observed was indeed attributable to an ease of processing, this effect should reproduce if another factor influencing the ease of processing (e.g., supra-lexical word frequency) was modified. If supra-lexical word frequency has no or a different effect, then it is clear that the influence of semantic cohesion is based on more than a simple facilitation of word identification.

We expect self-reported mood and imagery to be stronger for micropoems with high semantic cohesion than low semantic cohesion. Micropoems with high semantic cohesion should be easier to understand (less self reported difficulty in understanding) and should be better liked. Regarding the implicit measures we expect higher semantic relatedness between the title and the reported associations (i.e., titles given) and faster reading times for micropoems with high internal semantic cohesion. Moreover the intra-subject variance of associations found should increase for micropoems with reduced internal semantic cohesion.

We attribute the effects to the evolution of more elaborate associations in the participants' minds as a function of internal semantic cohesion and therefore do not expect any effect for word frequency.



3. METHODS


3.1. Participants

The sample was composed of 32 participants (20 female; age: M = 46.13, SD = 13.96, range = 24–74) all of whom learned English as their first language. Participants were recruited through an online survey employing the www.soscisurvey.de platform. A total of 9 participants reported to have been exposed to a language other than English before the age of 5, while 27 of 32 participants lived in an English speaking environment at the time of the survey and 28 participants used English as their most frequent language. The experiment followed the rules set by the ethical guidelines of the German Psychological Society's 121 (DGPs, 2004, CIII). Participants were informed about taking part in research, about the possibility of quitting the experiment with no disadvantage at any time and about the fact that all data were collected and analysed anonymously. They provided informed consent and gave permission to use their collected data anonymously for publications.


3.1.1. Inclusion Criteria

The sample was stratified by first language (BE/AE/undefined), second language (yes/no), current immersion in English speaking environment (yes/no) and English as dominant language (yes/no). Participants who spoke any language other than English as their first language were excluded by default (n = 6). Data quality was checked based on the mean semantic distances obtained or the titles produced by the participants and the words constituting a poem (for calculation, please see section 3.4.2). If a participant had entered titles at random the corresponding mean semantic distance of their answers should differ from the global mean. We did not observe such behaviour in the data, therefore all remaining n = 32 (after exclusion of n = 6 non-native speakers) participants were included into the final dataset. This constitutes a 84.21% of the original n = 38 sample.




3.2. Item Design

We created a first set of micropoems with high semantic similarity, which consisted of nine words each. The micropoems were drawn as subsamples of the Edinburgh Associative Thesaurus, a database for 8,400 stimulus words together with their most frequent word associations, which were collected in an empirical free-association set-up based on 100 subjects (Kiss et al., 1973).

To select a set of six micropoems the following criteria were used. We first selected only those stimulus words from the original EAT for which nine different word associations (maximum number of associations reported) were listed. We further reduced the list of stimulus words by excluding all stimulus words with missing values for word frequency (taken from the SUBTLEX-UK, van Heuven et al., 2014) and word-based valence, arousal, concreteness and imagery (taken from Bestgen and Vincze, 2012) for the nine word associations. For the resulting list of stimulus words we calculated the supra-lexical values for the associated micropoems by calculating the mean values for word-based valence, arousal, concreteness and imagery for the nine word associations constituting each micropoem. We then excluded all stimulus words and associated micropoems with supra-lexical valence, arousal and concreteness values outside the global interquartile range (IQR) of the dimensions valence [4.2, 6.1] and arousal [4.82, 5.36] calculated for all words reported by Bestgen and Vincze (2012).

To manipulate the second predictor, the supra-lexical level of word frequency, we looked for micropoems with high and low supra-lexical word frequency. Although the correlation between word frequency and word imageability is in general very low (Stadthagen-Gonzalez and Davis, 2006), we explicitly tried to avoid any confoundation between word frequency and imageability. Consequently, we first used the supra-lexical imagery for the associated micropoems of the remaining stimulus words and divided them in three groups: a low imagery, a medium imagery and a high imagery one. For doing so we used the first quartile, the IQR, and third quartile for word imagery of the Bestgen and Vincze list as defining criteria. In a final step we chose poems with a supra-lexical word frequency above, within, and below the IQR of lexical word frequency taken from SUBTLEX-UK [2092; 33275].

We controlled the respective numerical semantic cohesion (cf. section 3.3 below) and found that although the micropoems were composed of highly associated words (determined in a free association set-up), they show substantial differences between empirical semantic association and numerical semantic cohesion. Therefore, in a second step we constructed six new micropoems constituted of a list of nine words with no or even low semantic associations and controlled for semantic cohesion as well as independence of semantic cohesion and word frequency. To make sure, that the six EAT-based micropoems (EAT-1 to EAT-6) and the six matching micropoems (Match-1 to Match-6) do not differ with respect to the supra-lexical values of interest, we used the program Match (Van Casteren and Davis, 2006) to randomly pick nine words matching the nine words constituting the EAT-based micropoems on dimensions valence, arousal, imagery, concreteness, frequency, and word length. The drawing pool for the words constituting the Match-based micropoems consisted of all stimulus words of the EAT for which all psycholinguistic values mentioned above were available. Words already part of one of the six EAT-based micropoems and words, that were both noun and verb (e.g., “fight”), were excluded.1 The resulting twelve EAT-based and Match-based micropoems as well as their relevant measures at the lexical level are reported in Supplementary Tables 1, 2. The supra-lexical values for all micropoems are summarised in Table 1.


Table 1. Supra-lexical word length, word frequencies, psycholinguistic rating values as well as semantic cohesion and number of different titles obtained for EAT-derived (EAT-1 to EAT-6) and matched (Match-1 to Match-6) items.
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3.3. Measures for Semantic Similarities

We refer to the dependent variable as “semantic relatedness” in order to distinguish it from the independent variable “semantic cohesion.” In general, semantic similarity between two words is calculated based on a 300 dimensional vector space model trained with the fastText-based skipgram algorithm (Bojanowski et al., 2017) and based on the Gutenberg English Poetry Corpus (GEPC; Jacobs, 2018) using the similarity function of the gensim library (Řehůřek and Sojka, 2010) in Python 3.7.


3.3.1. Determination of Semantic Relatedness

Semantic relatedness refers to our measure for the similarity between a title entered by the participants and all words of the corresponding micropoem. For each micropoem mean semantic similarity was calculated as individual mean of all semantic similarity values thus obtained. “Maths,” an element of the micropoem “proof” was not part of the GEPC corpus (nor were mathematics and all corresponding spellings). Therefore mean semantic relatedness for micropoem EAT-4 was calculated based on the remaining eight other words of the micropoem EAT-4.



3.3.2. Determination of Semantic Cohesion

Semantic cohesion refers to the predictor variable and is assigned to the micropoems based on its construction only. It is determined as grand mean of semantic similarity between each word of a micropoem with all remaining other words of this micropoem (for individual semantic cohesion of the micropoems please see Table 1).




3.4. Data Collection

We introduced 12 items as examples of modern poetry to the participants. Because of the shortness, micropoems were presented as a vertically arranged list of words with one stanza (cf. Figure 1) and were displayed in random order. Participants were asked to give each micropoem a one-word title. Participants were explicitly instructed to avoid giving an element of the micropoem itself as a title. All titles given are summarised in Supplementary Tables 3, 4.


3.4.1. Predictors

Besides the manipulation of semantic cohesion (M = 0.27, SE = 0.01, range = 0.21–0.31), we used the supra-lexical word frequency, the mean word frequency of all words constituting a micropoem as a second continuous predictor (M = 36294.42, SE = 6769.46, range = 7444–82912). The individual values for both predictors for all micropoems are reported in Table 1.



3.4.2. Implicit Measures

Reaction times for first time reading as well as mean semantic relatedness between each title given and the corresponding words of each micropoem were collected as implicit measures for understandability of the micropoems presented. Reaction times were collected for first time reading of each micropoem. The time between loading of the page and the moment when the participant moved on to the next page was recorded. The precision of the measurement was 1 s. The reading time recorded for participant 143 and micropoem EAT-3 was 851 s. This is indicative of a temporary deflection of the participant's attention rather than a correct representation of the time taken to read the micropoem. Therefore the reading time for this particular micropoem and participant was approximated by the mean reading time of participant 143 for all other micropoems with high semantic relatedness.



3.4.3. Explicit Measures

Additionally, participants were asked to rate their own reading experience on 5-point rating scales for dimensions Difficulty, Imagery (Kuiken et al., 2012), as well as Liking of the micropoem and experience of Mood (Lüdtke et al., 2014, cf. Table 2). This was used as an explicit measure for participants' reception of the poems. The order of the questions was randomised for each participant. Additionally, reading habits and individual preference for poetry (modern vs. classic) as well as enjoyment of poetry were assessed for each participant.


Table 2. Dimensions assessed and corresponding items in the poem questionnaire.

[image: Table 2]



3.4.4. Treatment of Invalid Titles

Titles for which the mean semantic relatedness value was not determined (either because the title entered was not part of the vocabulary or because it was a two-word title) were excluded in the linear mixed model analysis of semantic relatedness. This represents a 10.1% of the final dataset of all titles entered. All remaining titles were corrected for British orthography.




3.5. Statistical Analysis

A Box-Cox analysis using the MASS::boxcox() command (Venables and Ripley, 2002) incrementing by 0.1 within the interval [−6, 6] revealed a deviation from normal distribution of all dependent variables. The data was therefore transformed using the corresponding lambda (cf. Supplementary Table 5) and were used for inferential statistical analysis. Statistical analyses were conducted using linear mixed effects regression models (Baayen et al., 2008; Barr, 2013; Barr et al., 2013; Magezi, 2015) using the package lme4 (Bates et al., 2015) in the statistical environment R (R Core Team, 2020). Fixed effects of semantic cohesion and supra-lexical word frequency on dependent variables semantic relatedness of the titles, reading time, perceived liking, perceived mood, imagery experienced, perceived difficulty, and number of different titles found, respectively, were checked with Wald F-tests and a Kenward-Roger approximation of degrees of freedom using the car::Anova() function (Fox and Weisberg, 2019). Random effects were assumed for subjects and micropoem sets and were approximated allowing for individual intercepts for participants, and inclusion of random slopes where appropriate. In line with recent recommendations (Barr, 2013) complex models were generated for all variables (random slopes models and/or interaction models, where appropriate) and complex models were compared to models with sequentially decreased complexity to find the model fitting the data best. Model comparison was performed using the stats::anova() function. Unless otherwise indicated, the most parsimonious model, a linear mixed model with individual intercepts for random person and micropoem factors, was used for the final statistical analysis. A general linear model was used to predict the of number of different titles by semantic cohesion. This was calculated using the stats::lm() function. For all models, Nakagawa's R2 was calculated using the performance::r2_nakagawa function (Nakagawa and Schielzeth, 2013). All data were analysed on a Bonferroni-corrected alpha-level of 0.05/7 = 0.007. Please refer to Table 3 for a summary of the correlation matrix for the different dependent variables and to Table 4 for a summary of all final models.


Table 3. Correlation matrix of the dependent variables.
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Table 4. Summary of the statistical analysis.
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4. RESULTS

We have always started our analysis with a complex model with maximal degrees of freedom for the random effects. All initial models contained both fixed effects, i.e., semantic cohesion and supra-lexical word frequency and their interaction (cf. Table 1). We then reduced the random effects model in stepwise manner until the model was no longer overfitting (Baayen et al., 2008; Barr, 2013; Barr et al., 2013). For all dependent variables interaction or main effects with supra-lexical word frequency never became significant (all F < 0.4, all p > 0.5) and were therefore removed.


4.1. Objective Measures

A positive relationship between semantic cohesion and semantic relatedness as a proxy for the closing of a good Gestalt (cf. Figure 2A) revealed to be significant (cf. Table 4, entry 1). A slightly negative relationship was observed between mean reading time and semantic cohesion (cf. Figure 2B) but did not become significant on a Bonferroni-corrected alpha level (cf. Table 4, entry 2). A strongly negative relationship between semantic cohesion and number of different titles (cf. Figure 2C) revealed to be significant on the Bonferroni-corrected alpha-level (cf. Table 4, entry 3).


[image: Figure 2]
FIGURE 2. Explicit measures: Relationship between semantic cohesion and semantic relatedness between titles and poems (A), mean reading time (B), and number of different titles (C).




4.2. Subjective Measures

A moderately positive relationship between semantic cohesion and participants' reported perception of mood (cf. Figure 3A) did not reveal to be significant on the Bonferroni-corrected alpha-level (cf. Table 4, entry 4). A moderately positive relationship was found between semantic cohesion and participants' reported liking of the items (cf. Figure 3B) and was significant on the Bonferroni-corrected alpha-level (cf. Table 4, entry 5). Moreover, the moderately positive relationship between semantic cohesion and participants' reported perception of mental images (cf. Figure 3C) did not reveal to be significant on the Bonferroni-corrected alpha-level (cf. Table 4, entry 6), while the negative relationship between semantic cohesion and participants' reported perception difficulty of understanding the items (cf. Figure 3D) was significant on the Bonferroni-corrected alpha-level (cf. Table 4, entry 7).


[image: Figure 3]
FIGURE 3. Implicit measures: Relationship between semantic cohesion and participants rating of perceived mood (A), liking of the items (B), imagery (C), and perceived difficulty in understanding (D).





5. DISCUSSION

We have set out to understand the mechanisms that make us, as readers of a poem, see a bigger picture upon the inward eye. We hypothesised that even background features should have a decisive influence on reading and understanding poetic texts. More precisely, we assumed that semantic relatedness of the words making up a poem, as one example for a supra-lexical background feature, is a main factor governing the formation of the closed Gestalt. To test this hypothesis we had participants read lists of words with different amount of semantic relatedness and assayed their emotional response as well as their associations as a proxy for the mental images produced. Moreover we also manipulated supra-lexical word frequency defined as the mean word frequency of all words composing the micro poem, to test whether possible effects rely on a simple facilitation of word identification only. Taken together, we found no effect for supra-lexical word frequency but an effect for semantic cohesion on all objective variables as well as on subjective ratings liking and difficulty.

The observed differences of semantic relatedness between titles and micro-poems as a function of semantic cohesion lets us understand two things: first we can safely conclude that our manipulation was successful. Secondly, on condition that semantic relatedness of the titles is indicative of the capacity of a poem to induce a mental image, we have shown that the closing of a good Gestalt is at least partially hinged on semantic cohesion of a micropoem. Up to this point a mere effect of facilitated processing would be an equally plausible explanation for the present results. If that was the case, however, supra-lexical word frequency, which famously facilitates processing of words and texts (Lüdtke et al.)2 should lead to the same results. We, however, did not find any main or interaction effect of word frequency on any variable examined. Therefore the present results need to be explained through effects beyond facilitation of processing. Our findings are in line with the results of Jolsvai et al. (2013), showing that meaningfulness of sentence fragments is a superior predictor for language processing speed than word frequency. Taken together this indicates that regarding the formation of a bigger picture facilitation of lexical access, i.e., basic comprehension processes at simple word level, is a second player to integration processes. In the following we will discuss this in more detail in reflection of current discourse on mental imagery, aesthetic appreciation, and comprehension difficulty.

Let us begin with an analysis of the results concerning mental imagery. Further to semantic relatedness, we analysed the number of different titles between items with high and low semantic cohesion, as a direct measure of mental imagery and the closing of a good Gestalt. Items with high semantic cohesion were expected to point to a target word or induce a target concept and therefore to yield a lower number of different associations. Items with low semantic cohesion on the other hand should lead to the generation of more different and less related associations. The present data confirmed this hypothesis: items with high semantic cohesion yielded fewer and less semantically related associations. While the analysis of the number of titles would indicate that a good Gestalt was indeed derived from items with high semantic cohesion, directly assayed generation of mental imagery (see above) did not. It can only serve as indicator or a trend pointing in the same direction. Although the latter finding at first glance seems to contradict our hypothesis, it is, upon closer inspection, a faithful reflection of the ongoing discussion whether mental imagery is indeed produced during reading, or is more of a literal afterthought (Jacobs and Willems, 2018). Moreover, the poems were essentially devoid of a deeper meaning or plot (Teng et al., 2016). This already by and in itself may disturb the process of closing a good Gestalt and thereby have interfered with the creation of mental images. In fulfillment of Rosenblatt's Transactional Theory (Rosenblatt, 1978), we also may not neglect the reader in this equation. Reader-based variables, particularly their response to the set task and the consequently adopted reading goal, can increase a reader's tendency to employ an inferential reading mode (Bohn-Gettler, 2019). In light of this, the task set here may have distracted the reader from adopting an inferential reading mode which otherwise would have allowed for mental images to be drawn. The readers may instead have focussed on getting it right and may therefore have lost access to any actively communicable notion of a mental image. Looking at participants' ratings for aesthetic appreciation of the items, no effects were found on dimension experience of Mood, but clear effects were obtained for Liking. This is in opposition to the predictions derived from the NCPM, according to which manipulation of background features should be reflected in upper route processes more than in lower route processes. Back- and foregrounding elements, however, cannot be thought as entities isolated from each other, seen as they mutually affect each other (Reber et al., 2004). In this sense, Obermeier et al. (2013) showed that manipulation of foreground features can influence upper route processes. Also Lüdtke et al. (2014) demonstrated cross-communication between foregrounding and backgrounding elements. These findings point in the direction already outlined by Jacobs (2011) suggesting that it is the quotient of backgrounding and foregrounding elements more than their individual contribution that facilitates enhanced processing along either route. More research is needed to shed light on this effect. In this sense, our approach lends itself to the analysis of the influence of semantic activation on both trajectories through the use of a set of micropoems with continuously increasing semantic cohesion. Moreover Belfi et al. (2018) showed that vividness of mental imagery has a crucial effect on aesthetic appreciation of poems.

On the axis Comprehensability, the subjective measure (survey data) became significant, while the objective measure (reading time) just failed to be significant on a Bonferroni corrected alpha level, but still indicated a correlation on a descriptive level. Reading time could, theoretically, be construed as a measure for ease of processing. By showing that word frequency, a factor directly related to processing speed, does not have any influence on reading times we demonstrate that semantic cohesion does not only influence basic language processing like word identification but presumably also higher order processes like integration and the closing of a good Gestalt. We argue that micropoems encouraging the formation of mental images should be easier understood and hence read faster. Magyari et al. (2020), per contra, reported prolonged fixation duration on words associated with an enactive style text, for which participants reported more mental images. On a fist glance this, again, seems to contradict our results which indicated faster reading times for items that were reported to induce more mental images. Yet, processing a prose text differs fundamentally from processing of our micropoems. Reading poetic texts is characterised by enhanced re-reading (Xue et al., 2020). Therefore the reading times measured in this study not only reflect ongoing reading processes (i.e., first pass reading and fixation duration as captured in the eyetracking data reported by Magyari et al., 2020) but also higher order comprehension processes necessary for fulfilling the task at hand. Contrary to studies on literary reading, in our case subjects had to find one word titles. We assumed that semantic cohesion fosters the closing of a good Gestalt which leads to enhanced mental imagery. This should simplify the task and thereby enhance participants' reaction times. More studies need to sheet light onto the role of mental imagery in reading prose and poetry. The method employed here is a promising tool to account for factors influencing mental imagery when reading poetic texts.


5.1. Limitations and Outlook

The Edinburgh Associative Thesaurus, which we used as database for the generation of our items with high semantic cohesion was created in the 1970ies and therefore may not fully reflect the current-day associative landscape. The use of recent computational tools such as fastText (Bojanowski et al., 2017) or GloVe (Pennington et al., 2014) in combination with a modern corpus is a preferable choice for the generation of items with high semantic cohesion. The current data show that semantic cohesion influences the generation of associations as well as liking (and possibly by extension also mood and mental imagery) through mechanisms which exceed mere facilitation of processing. Yet, our data show that high semantic cohesion does not automatically lead to the generation of mental images. As much as we expect emotions to be dependent on text, task, and reader (Rosenblatt, 1978; Bohn-Gettler, 2019) we may claim the same to be true for mental imagery. This should be considered in the item construction and design of future studies in order to disentangle the individual influences of person-, text-, and task-related factors on the formation of mental images. Moreover the perceived quality or meaningfulness of the items employed should be verified in a pre-study.

On a formal-methodological account, the method established in this work is well-suited to study the much-discussed question of when and where mental images are generated during the reading of poems. Our items were specifically designed to serve as a “minimal example” of a poem, which is devoid of all features of a traditional poem except one: semantic cohesion. This was deliberately done to minimise confounding effects through other variables traditionally present in poetry. The use of such items facilitated the isolated analysis of the effect of semantic relatedness on the closing of a good Gestalt. Moreover the items, devoid by design of foregrounding elements, gave us a tool to singly manipulate background features. Our results demonstrated that simple manipulation of background features is possible in a set-up with short stimuli. Our method is therefore relevant for fMRI studies, which can help to explore the assumed higher order processes during online-formation of mental imagery.

What is more, our method is particularly tailored to manipulate and target the complex interaction between background features and text processing along the upper and lower route postulated by the NCPM. This ultimately allows to conceptualise backgrounding as more than an instance from which literary devices called foregrounding elements stand out (Hakemulder, 2020).

Nevertheless, the effects observed in this study ought to be verified using longer items with more stylistic elements normally associated with poetic texts such as rhyme schemes, meter and verse form. Based on our findings we expect also higher appreciation and better understanding for more poem-like material with high semantic cohesion compared to low cohesion. We instructed our participants to treat our items as an example of modern poetry, which should have an influence on the reading mode, as for example, demonstrated by the fact-fiction paradigm (Altmann et al., 2014). Yet based on the current data we cannot rule out that some participants interpreted our items as arbitrary word lists instead of poems. Future studies using fMRI might answer that question: If the micropoems were processed as poetic texts, activation in the bilateral precentral and inferior frontal gyrus, as well as the right dorsolateral prefrontal cortex, anterior insula, and temporal pole should be observed (Jacobs and Willems, 2018).



5.2. Conclusion

Each and any of our analyses leads to the conclusion that associations, although they may have an influence on early processes, shape and guide higher integration processes. We therefore suggest that the bigger picture, as it were, of a poem is coloured by a collection of associations.

Psycholinguistic elements of a text amalgamate to create something larger which we, as readers, experience as a poem. We have shown that the synthesis of a poem from its elements exceeds the effect of facilitated processing. Significantly higher reported liking of items with high semantic cohesion and reduced perceived difficulty in understanding of the same items in combination with the respective reduced number of different titles strongly suggests that semantic cohesion influences the closing of a good Gestalt and as such may catalyse the generation of mental imagery. Although items with high semantic cohesion, devoid of meaning and plot, may not be sufficient to fully induce a mood and create communicable mental images, we have shown that they do pave the path toward the generation of mental images.
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FOOTNOTES

1We realised that in one case the EAT-based micropoem EAT-3 and its corresponding Match-based micropoem Match-3 both contained one identical word (“love”).

2Lüdtke, J., Fröhlich, E., and Jacobs, A. M. (submitted). Small words matter: An eyetracking study about reading affective words in context. Front Psychol.
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The present event-related potential (ERP) study explored whether masked emotion-laden words could facilitate the processing of both emotion-label words and emotion-laden words in a valence judgment task. The results revealed that emotion-laden words as primes failed to influence target emotion-label word processing, whereas emotion-laden words facilitated target emotion-laden words in the congruent condition. Specifically, decreased late positivity complex (LPC) was elicited by emotion-laden words primed by emotion-laden words of the same valence than those primed by emotion-laden words of different valence. Nevertheless, no difference was observed for emotion-label words as targets. These findings supported the mediated account that claimed emotion-laden words engendered emotion via the mediation of emotion-label words and hypothesized that emotion-laden words could not prime emotion-label words in the masked priming paradigm. Moreover, this study provided additional evidence showing the distinction between emotion-laden words and emotion-label words.
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INTRODUCTION

Across various studies of different languages, it has been consistently found that emotion-label words and emotion-laden words differ in a variety of tasks, such as lexical decision task (Kazanas and Altarriba, 2015, 2016a,b; Zhang et al., 2017, 2018a), flanker task (Wu and Zhang, 2019a; Zhang et al., 2019a,b), and affective Simon task (Altarriba and Basnight-Brown, 2011). Emotion-label words (e.g., shame and ecstasy) directly describe an emotional state, whereas emotion-laden words (e.g., butterfly and surgery) indirectly induce emotion via elaboration (Sutton and Altarriba, 2016; Zhou and Tse, 2020). Recent event-related potential (ERP) studies found that more substantial brain activation was evoked by emotion-label words than emotion-laden words in both Chinese (Zhang et al., 2017; Wang et al., 2019) and English (Zhang et al., 2018a) in a lexical decision task. For example, Zhang et al. (2018a) found that emotion-label words in English provoked larger N170 than emotion-laden words. There was also research demonstrating that the discrepancy between emotion-laden words and emotion-label words had an impact on perception of emotion (Wu et al., 2019, 2020). Affective picture valence judgment was facilitated by preceding emotion-label words over emotion-laden words with accentuated processing speed and weaker electrophysiological responses, and the facilitation effect was found in both Chinese (Wu et al., 2020) and English (Wu et al., 2019).

Although the separation between emotion-laden words and emotion-label words has received much support (Wu and Zhang, 2019b), it is still unclear how the two kinds of emotion words relate to each other. Emotion-label words and emotion-laden words are by no means irrelevant because when recognizing emotion-laden words, individuals will naturally activate related emotion-label words accordingly (Wu and Zhang, 2019b). For example, when individuals read the word “reward,” they will be reminded of the experiences of receiving a reward and emotions that are embodied in those experiences will also be induced. However, the connection between emotion-label words and emotion-laden words is not one-to-one. Negative emotion-laden words, such as death, will activate various negative emotion concepts, such as fear, sadness, and so on. Therefore, one emotion-laden word can have multiple connections to many emotion-label words, but each of the connections is dependent on situations. The current study employed the masked priming paradigm to examine whether or not masked emotion-laden words could prime emotion-label words.

Investigating the association between emotion-laden words and emotion-label words is of close relevance to the theory explaining the distinction between emotion-label words and emotion-laden words (Knickerbocker, 2014). Altarriba and Basnight-Brown (2011) proposed a mediated account to explain the differences among emotion-label words and emotion-laden words and argued that emotion-laden words could be regarded as a type of “mediated” emotion concepts. Unlike emotion-label words that label emotion concepts straightforwardly, emotion-laden words elicit emotion mediated by the emotion-label words after emotional experiences related to the emotion-laden words are elaborated. Therefore, emotion-label words generated increased emotion activation than emotion-laden words, and this finding has been widely reported (Knickerbocker and Altarriba, 2013; Kazanas and Altarriba, 2015, 2016a,b; Zhang et al., 2017, 2018a, 2019a,b; Wang et al., 2019; Wu et al., 2019, 2020). However, the mediated account claimed by Altarriba and Basnight-Brown (2011) does not specify how emotion-laden words are mediated by emotion-label words. As elucidated before, one emotion-laden word does not activate a single and certain emotion labeled by one emotion-label word. Rather, each emotion-laden word has oblique relationships with emotion activation via unpredictable connections to emotion-label words. This individualized and contextualized mapping of emotion-laden words and emotion-label words is an important addition to the original mediated account (Altarriba and Basnight-Brown, 2011).

Extant studies have already provided partial support for the mediated account. Kazanas and Altarriba (2015) examined how emotion-label words and emotion-laden words were different in provoking priming effects in masked and unmasked priming paradigms. In their study, emotion-label words primed emotion-label words, and emotion-laden words primed emotion-laden words. The results revealed a significant priming effect for both emotion-label words and emotion-laden words with the priming effect being larger for emotion-label words, suggesting that emotion-label words and emotion-laden words are distinct categories.

Although Kazanas and Altarriba (2015, 2016a,b) offered much insight into how emotion-label words and emotion-laden words are semantically presented, they did not provide a certain answer to how emotion-laden words and emotion-label words are related to each other. In other words, in their study, when target words were emotion-label words, the primes were also emotion-label words, and the same procedure was applied to emotion-laden words. This operation resulted in one unresolved issue whether emotion-laden words could prime emotion-label words. According to the mediated account (Altarriba and Basnight-Brown, 2011), if emotion-laden words elicit emotion via emotion concepts that are labeled by emotion-label words in an individualized and a contextualized manner, it can thus be predicted that emotion-laden words in the masked priming paradigm would not prime emotion-label words as targets. This study attempted to examine whether masked emotion-laden words could prime emotion-label words and test the hypothesis derived from the mediated account (Knickerbocker et al., 2019). As suggested by Knickerbocker et al. (2019), one extension of the study by Kazanas and Altarriba (2015) was to investigate how emotion-label words are primed by emotion-laden words.

One recent event-related potential (ERP) study (Wu et al., 2021) explicitly examined how emotion-label words and emotion-laden words as primes influence target emotion-laden word processing in both masked and unmasked priming paradigms. The overall results confirmed the division of the two types of words, and, more importantly, this distinction could still be observed in the masked condition. Specifically, masked emotion-label words inhibited target emotion-laden words by increasing the error rate and decreasing the processing speed than those target words preceded by masked emotion-laden words. However, one unresolved problem was how emotion-laden words could influence emotion-label words. This study aimed to answer this question according to a previous study (Wu et al., 2021).

In addition, this study measured electrophysiological responses using the ERP technique. One late ERP component (late positivity complex, LPC) related to elaboration during emotion word processing was explored in this study. Emotion-laden words were found to elicit enhanced LPC than emotion-label words, suggesting that processing emotion-laden words is more effortful than emotion-label words (Zhang et al., 2018a). If emotion-label words could be primed by emotion-laden words in the masked condition, it is predicted that emotion-label words would generate a larger LPC when the emotion-label words are preceded by unrelated emotion-laden words (from the different valence) than by related emotion-laden words (from the same valence). If emotion-laden words could not facilitate emotion-label word processing, no modulation on LPC is expected.



METHOD


Participants

About 25 Chinese-English bilingual speakers from the University of Macau were recruited for this study. Due to exceeding artifacts, 5 were excluded, and the remaining 20 Chinese speakers were kept for further processing (3 men, mean age: 27 years). All of the participants were right-handed. They reported that they did not suffer from psychiatric disorders or brain damage. Participants had normal or corrected-to-normal vision. The sample size was determined by calculating the prior power using G*power (Faul et al., 2007). Repeated-measure ANOVA requires at least 20 participants when the power is 0.8, and effect size is medium, partial η2 = 0.1, also in line with previous studies (Wu and Zhang, 2019a; Zhang et al., 2019a).



Stimuli

Two sets of Chinese emotion words were selected for the stimuli (Wu et al., 2021). The first set of emotion-laden words that were used as primes was obtained from a recent Chinese norming database (Yao et al., 2017). There were 160 emotion-laden words, including 80 positive words and 80 negative words. Both the negative and positive words were divided into two halves to prime 160 target emotion words. The target words formed the second set of Chinese words, including 80 emotion-label words (40 positive and 40 negative words) and 80 emotion-laden words (40 positive and 40 negative words). The primes were not different among the different conditions in terms of word frequency, strokes, and arousal, all ps > 0.05. The same restriction was applied to target words, all ps > 0.05 (see Tables 1, 2 for more details). Primes and targets were randomly combined to control the semantic association between the primes and targets. We calculated the word association strength between emotion-label words and emotion-laden words from a recent Chinese word database (Lin et al., 2019) and found no association between the primes and targets (see more details in Discussion).


Table 1. Mean and SD in brackets for word characteristics for Chinese emotion-laden words as primes.
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Table 2. Mean and SD in brackets for word characteristics for Chinese emotion-label words and emotion-laden words as targets.
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Procedure

All procedures have been approved by the Institutional Review Board at the University of Macau before the experiment. All participants first signed a consent form before they started the experiment. After setting up the Geodesic Sensor Net (EGI, Eugene, OR, USA), the experimenter described the experimental procedure to participants. At the same time, participants could read the written instruction that was displayed on the monitor at a distance of 70 cm. The task was to determine the valence of the target Chinese emotion words. Each trial started with a 500 ms fixation. A forward mask lasting for 500 ms was followed by a prime word (50 ms). The prime was also masked by a backward mask (10 ms) that was created by overlapping several complex Chinese characters (Zhang et al., 2018b). Afterward, a target emotion word (Song font, 48 points) was presented to participants and disappeared as soon as participants made a response. Each prime was presented two times in two different blocks and was randomly paired with a target word with the same (related condition) or different (unrelated condition) valence. Altogether, 320 trials were dispersed into 8 blocks, each of which included 40 trials. Trials within each block and the blocks were presented randomly. The short rests were inserted between the blocks.



ERP Recording and Analysis

Scalp voltages were recorded with a 129-channel Geodesic Sensor Net with a sampling rate of 1,000 Hz. The impedance was retained below 50 kΩ during recording. To avoid eyeblinks, at the end of each trial, a notice of allowing eyeblink was displayed for 1,000 ms. The offline data were first filtered with a bandpass of 0.1–30 Hz. The continuous EEG data were further segmented into epochs from 100 ms prior to the presence of the target words. The segmentations were passed through an artifact scan (eyeblink, 70 μV; eye movement, 27.57 μV) and were discarded if the epochs were labeled as an eyeblink or eye movement. The channel was labeled as bad if the change of amplitude exceeded 200 μV. The bad channels were replaced by peripherical sites. However, we deleted the segmentations with more than 10% bad channels. The EEG data were referenced to the average of all electrodes. A baseline correction of −100 to 0 ms on the onset of stimuli was performed. For LPC, three electrodes (Cz, C2, and C4) were chosen during the time window of 500–800 ms. LPC was mostly identified around central sites (Zhang et al., 2018a). We also determine the electrodes using a visual inspection. Moreover, previous studies also found LPC was more salient in the right hemisphere than in the left hemisphere (Zhang et al., 2018a), thus the right central sites were chosen for LPC in this study.




RESULTS


Behavioral Results

We deleted the trials that participants made responses slower or faster than Mean ± 2.5 SD for the behavioral data analysis, thereby missing 2.19% data. A three-way ANOVA was conducted. The three within-subject factors were emotion word type, valence, and relatedness.

The behavioral results are summarized in Table 3. Target emotion-label words (0.96) were recognized less accurately than emotion-laden words (0.98), [F(1, 19) = 19.343, p < 0.001, partial η2 = 0.504]. The accuracy rate was higher for positive words (0.98) than for negative words (0.96), [F(1, 19) = 9.615, p < 0.01, partial η2 = 0.336]. There was no significant main effect of relatedness and other interactions in the accuracy rate analysis, ps > 0.05. Regarding reaction times, emotion-laden words (697.14 ms) were processed faster than emotion-label words (724.33 ms), [F(1, 19) = 10.016, p < 0.01, partial η2 = 0.345]. In addition, negative words (723.24 ms) were recognized slower than positive words (698.23 ms), [F(1, 19) = 7.623, p < 0.05, partial η2 = 0.286]. No other main effects or interactions were found to reach significance, ps > 0.5.


Table 3. Mean reaction time (ms) and accuracy rate (%) of emotion-label words and emotion-laden words in brackets as a function of relatedness and valence.
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ERP Results

We performed a 2 (Valence: negative and positive) × 2 (Relatedness: related and unrelated) × 2 (Emotion word type: emotion-laden words and emotion-label words) repeated-measure ANOVA. The priming effect was confirmed such that emotion words in the related condition (0.58 μV) provoked a smaller LPC than in the unrelated condition (0.97 μV), [F(1, 19) = 5.732, p < 0.05, partial η2 = 0.232]. To further compare the priming effect between emotion-label words and emotion-laden words, additional ANOVAs containing the two within-subject factors (valence and relatedness) for emotion-label words and emotion-laden words were conducted separately. The result showed that emotion-laden words only produced a priming effect on emotion-laden words, [F(1, 19) = 4.585, p < 0.05, partial η2 = 0.194], rather than on emotion-label words, [F(1, 19) = 1.327, p > 0.1]. A larger LPC was elicited by the target emotion-laden words that were preceded by the different valence emotion-laden words (1.17 μV) than those that were preceded by the same valence emotion-laden words (0.64 μV). However, no priming effect was found for emotion-label words as targets (0.52 μV in the related condition and 0.77 μV in the unrelated condition). No other main effects or interactions were identified, ps > 0.05 (refer to Figure 1).


[image: Figure 1]
FIGURE 1. Grand average event-related potentials (ERPs) of late positivity complex (LPC) at selected electrodes (A) emotion-label words and (B) emotion-laden words as primes, amplitude (μV), and time (ms).





DISCUSSION

In this experiment, we investigated whether emotion-laden words as primes could influence target emotion-label and emotion-laden words in the masked priming paradigm. The behavioral results showed the processing differences between the two types of emotion words, replicating many prior examinations (Kazanas and Altarriba, 2015, 2016a,b; Zhang et al., 2017, 2018a, 2019a,b; Wang et al., 2019; Wu and Zhang, 2019a,b; Wu et al., 2019, 2020). Electrophysiological evidence further supported the emotion word-type effect by showing that emotion-laden words rather than emotion-label words could be facilitated by emotion-laden words as masked primes, suggesting that the two categories are emotion-label words and emotion-laden words (Wu and Zhang, 2019b).

This study aimed to examine the mediated account that explained the relationship and the differences between emotion-label words and emotion-laden words (Altarriba and Basnight-Brown, 2011). Altarriba and Basnight-Brown (2011) argued that emotion-laden words are “mediated” by the emotion concepts that are indicated by emotion-label words. Therefore, the emotion activation that is induced by emotion-laden words is achieved after related emotion concepts are activated. For example, a recent study showed that emotion-laden words generated a more substantial electrophysiological activation than emotion-label words, indicating that emotion-laden word processing is more effortful than emotion-label words (Zhang et al., 2018a). However, at a first glance, this study showed contradictory evidence that emotion-laden words had a higher processing speed than emotion-label words with an increased accuracy rate, implying that emotion-label words were harder to recognize in a valence judgment task. This result pattern was, indeed, in line with one recent study that used the emotion flanker task and found that Chinese emotion-laden words were recognized faster than emotion-label words (Zhang et al., 2019b). One difference between the two studies was that there were only 6 emotion-label words in each category in that study (Zhang et al., 2019b), but there were 80 emotion-label words in this study. Therefore, this study, using a large number of emotion words, was an extension of a previous study (Zhang et al., 2019b) by showing that judging the valence of emotion-label words was hard in both flanker and affective priming tasks.

The reason for the difficulty in evaluating the valence of the emotion-label words is that most emotion concepts that are labeled by emotion-label words are not a valence-based representation, especially for negative emotions (e.g., shame, sadness, fear, anger, and boredom). Many researchers (Ekman, 1992; Izard, 2007; Ekman and Cordaro, 2011; Lench et al., 2011) theorized that negative emotions were discrete and negativity was not sufficient to explain the variance between the negative emotions, such as fear and sadness. The ambiguous valence conveyed by emotion-label words was to fill an important void in the mediated account explaining the association between emotion-label words and emotion-laden words. The mediated account claimed that emotion-laden words were mediated by emotion-label words but did not specify how emotion-laden words were mediated by emotion-label words. The emotion-laden words failed to prime emotion-label words, suggesting that emotion-laden words were mediated by emotion-label words in ambiguous associations between the two kinds of emotion words. For example, the word “wedding” can induce many related positive emotions (e.g., happiness and excitement). More importantly, emotions are discrete in both negative and positive categories (Lench et al., 2011; Shiota et al., 2017), increasing the difficulty of judging the valence of target emotion-label words.

It could be argued that word association might influence the priming effect (Hines et al., 1986). We controlled the word association between primes and targets by randomly pairing primes and targets. Therefore, it is assumed that the word association between primes and targets is nearly zero. Based on the Chinese Lexical Association Database (CLAD), one recent Chinese association norming database (Lin et al., 2019), we further analyzed the word association between primes and targets. We retrieved the Baroni-Urbani measure on clauses for each prime emotion word and found that almost all the primes were not associated to targets both in related and unrelated conditions, except a very few words [see the Appendix (Supplementary Material) for the word list and word association, and the two prime words were not found in CLAD]. Further comparisons between primes and targets in related and unrelated for emotion-label words and emotion-laden words found that the word association strength was equally weak for emotion-label words and emotion-laden words as targets, [F(1, 77) = 0.737, p > 0.39], for emotion word type, [F(1, 77) = 1.572, p > 0.21], for relatedness, and [F(1, 77) = 0.145, p > 0.70] for the interaction between emotion word type and relatedness. Based on the restricted word association between primes and targets, it is clear that the priming effect for emotion-laden words was not semantic but affective in essence.

Several limitations of this study should be noted. The first limitation is the definition of emotion-label words and emotion-laden words. It is argued that research on emotion-label words and emotion-laden words is lacking an objective measurement of determining what is an emotion-label word or an emotion-laden word (Hinojosa et al., 2020). One recent normative database of 1,286 Spanish words proffered the ratings of emotional prototypicality that refers to the degree of the typicality of an emotion word (Pérez et al., 2021). The higher prototypicality of an emotion word means that it is more reasonable to be defined as an emotion-label word, such as fear. However, this study did not use this approach to define emotion-label words. Future studies can use the prototype approach to objectively define an emotion-label word. The second limitation is that only adults were included in this study. There is a recent urge to explore how emotional concepts are acquired by children (Hoemann et al., 2019). Therefore, how children process emotion-label words and emotion-laden words would enlighten the emotional development of children across cultures. Future exploration could follow this trend to differentiate emotion-label words and emotion-laden words and examine how emotion-laden words and emotion-label words are associated in mental lexicon of children. The third limitation is that we did not control the concreteness between emotion-label words and emotion-laden words. We retrieved the concreteness of primes and targets from a recent Chinese normative database (Xu and Li, 2020) and found that emotion-label words (48 words were found) were more abstract than emotion-laden words (60 words were found), [F(1, 106) = 61.426, p < 0.001]. Therefore, the distinction between the two kinds of words can be attributed to the influence of concreteness. However, the primes (emotion-laden words) for target emotion-label words (55 prime words were found) and emotion-laden words (45 prime words were found) were the same on concreteness, [F(1, 98) < 1, p > 0.47]. The priming effect was found only for emotion-laden word pairs, and this result thus is not related to concreteness. Further research on emotion-label words and emotion-laden words should consider controlling concreteness (Wang et al., 2019). In addition, although we used the masked affective priming paradigm to preclude the strategic influence of processing prime words, future studies can also exploit the unmasked priming paradigm and vary the duration of primes (extending to 1,000 ms) to explore the affective priming of the two types of words (Kazanas and Altarriba, 2016a).

To summarize, the results in this study supported the mediated account, assuming that there was no priming effect of emotion-laden words on emotion-label words. However, the priming effect of emotion-laden words on emotion-laden target words was identified, in line with the mediated account and previous studies (Kazanas and Altarriba, 2015, 2016a,b). Moreover, the distinction between the two kinds of emotion words was also replicated, compatible with the emotion conflict study using the flanker task (Zhang et al., 2019b).
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Background and Method: This research examines the nomination acceptance speeches of US presidential candidates from Republican and Democratic parties in the post-WWII mass communication era (1948–2020, 38 speeches). Variables studied are the emotional tone of the speeches, their abstractness, their Grade Level, their employment of personal pronouns and their mentions of “America”. Speeches were scored with the Dictionary of Affect in Language (a sentiment analysis tool).
Predictions: On the basis of functionalist theories of political discourse, it was predicted that the speeches would have a pleasant and active or celebratory emotional tone. Based on related research that focused on the effects of mass distribution on presidential communications, it was predicted that the speeches would increase in pleasantness, arousal and linguistic simplicity across years.
Results: As predicted, speeches were pleasant and active in tone. Across years, speeches became significantly more arousing, less abstract, simpler, and longer. When individual speeches were divided into five equal portions, a strong significant quadratic trend was observed for pleasantness, which started high at the beginning of a speech, fell in the center, and rose again at the end.
Conclusions: Presidential nomination acceptance speeches are emotionally pleasant and active and linguistically simple (Grade 8 level). Between 1948 and 2020, they remained pleasant, and became more active and simpler. In service of their aim to “pump up the base” individual speeches began on a pleasant, nationalistic and personal note, encompassed duller and more impersonal material in their centers, and became positive again at the end.
Keywords: presidential nomination contests, emotion, language complexity, functionality, mass distribution
INTRODUCTION
Functionalist theories of rhetoric (Benoit, 1999, Benoit, 2014; Benoit et al., 1998, Benoit et al., 2004) posit that political speeches, including the presidential nomination acceptance speeches of modern candidates, are instrumental in nature. Form follows function and speeches are deliberately structured to promote desired outcomes. The emotional tone of speeches is part of the arsenal deployed with intent to influence an audience and accumulate votes. Nomination acceptance speeches are celebratory, coming as they do at the end of a long selection process; they also serve to unify the party, to provide a climactic moment for the convention, and to outline the platform on which the candidate will run (Benoit, 1999). Attack and defense are two of the main functions of political speeches (Benoit et al., 1998), with acclaim, which is key to acceptance speeches, being a third. Whissell (2012) reported on the thrust and parry nature of interchanges in the Canadian parliament’s Question Period: questioners from opposition parties tended to use more aggressive language then responders who spoke for the ruling party in attempts to deflect attacks. Benoit (1999) noted that nomination acceptance speeches tended to focus on acclaim rather than attack, in a ratio of roughly three acclaims to each attack. Such findings lead to the expectation that presidential nomination acceptance speeches will have a positive and active emotional tone that promotes celebration and unity and reflects the acclamatory mood of the speeches.
Presidential nomination acceptances are offered at the crowning moment of nominating conventions, which are traditionally held by both major political parties in the US. Although this has not always been the case (Carlton, 1957; Valley, 1972, chapter 1), currently nominees are merely announced at the convention of each party rather than being actively selected there. The actual selection depends on the results of primaries which have been held earlier. Mayer (2004) refers to the period between the clinching of the nomination and the convention itself as an interregnum. The period began to appear in the 1970s. Since 1996 the interregnum has been several months long, with nominations being decided mainly by March and conventions being held at least 3 months later. News media provide less coverage for the interregnum (Mayer, 2004, p. 6), and the formal nomination of a candidate has been stripped of some of its tension. In fact, in 1996 Ted Koppel of ABC’s Nightline became notable for quitting his news coverage of the Republican convention because he did not expect any surprise conclusions (https://www.nytimes.com/1996/08/15/us/nightline-pulls-the-plug-on-convention-coverage.html). Thousands of journalists (a typical attendance for current nominating conventions) remained in place in order to report on ongoing news. The sample of speeches studied in this research begins in 1948, after the end of WWII. At that time, available mass media were newspapers, the radio, the telephone, and the telegraph, with television being in its infancy. Since 1948, types of mass media and the number of people that they reach have grown dramatically, with the addition of mobile telephones, color television, FM radio, cable television, email, the World Wide Web, blogging, Blackberry telephones, iPhones, Instant Messaging, satellite radio and television, Facebook, Youtube, and Twitter. Since the 1990s presidential State of the Union addresses have had audiences of about 50 million viewers (https://www.statista.com/statistics/252425/state-of-the-union-address-viewer-numbers/), and the last-day coverage of the 2020 nominating conventions, at which acceptance speeches were offered, had audiences of 23.8 million (Republican) and 24.6 million (Democrat) (https://www.npr.org/2020/08/28/907289022/democrats-beat-republicans-in-convention-television-ratings). Nominated presidential candidates of the 21st century are speaking to a very large audience. This is generally an audience of supporters and the candidates employ their acceptance speeches to thank their supporters and launch their campaigns. The conventions are thus the first step of the election process, and candidates’ speeches are shaped so as to unify the party and point it to the future.
This research examines presidential nomination acceptance speeches with the help of a sentiment analysis tool, the Dictionary of Affect in Language (Whissell, 2009). Such tools quantify the language employed in communications in terms of its underlying emotional tone (Young and Soroka, 2012). The Dictionary has been applied to the study of presidential inaugural addresses (Whissell and Sigelman, 2001) and presidential radio communications (Sigelman and Whissell, 2002), as well as other types of political communications (Sigelman, 2002; Whissell, 2012). In its present form (Whissell, 2009), the Dictionary provides scores for the pleasantness or positivity of a text, its activation or arousal, and the extent to which the words in the text promote strong visual imagery. Scoring is accomplished on a word by word basis. The presence of extremely pleasant words (e.g., hope, happy, win, wisdom, comfort, and successes) adds to the overall positivity of a speech while the presence of unpleasant words (e.g., sick, alone, argued, attacked, failure, and turmoil) decreases it. A speech containing many active words (e.g., adventure, energetic, discovery, nightmare, weapons, and violently) has a more arousing tone while one containing passive words (e.g., solemn, senior, slowed, ending, ignorance, and humble) is calmer and quieter in tone. Finally, an acceptance speech containing many words that are easily envisioned (e.g., dollars, children, people, guns, banks, and newspaper) would score higher on imagery or concreteness, while one which contained words that do not easily promote mental pictures (e.g., conduct, preservation, opportunity, finally, justify, and dignity) would be abstract. The examples provided here are extreme words from the nomination acceptance speeches studied. Imagery, the third dimension of the Dictionary of Affect, is not, strictly speaking, an affective dimension. It is a cognitive one (Vecchi, 2019). Images associated with words, (and therefore speeches) can make them easier to remember (Marre et al., 2021). When emotions or abstract concepts are being discussed, for example when people describe their feelings or when they debate the meaning of “justice”, the words employed tend to be abstract and difficult to image. They do not easily stimulate mental pictures representing their meanings. This does not imply that the meaning of these words is unclear, but rather that the words are associated with non-pictorial concepts.
The first prediction of the research (P1), is that presidential nomination acceptance speeches will have a positive, active and abstract tone. This prediction will be tested by comparing the three scale means from Dictionary of Affect scoring of the speeches to normative values for a large sample of everyday English. It is specifically expected that pleasantness and activation values for presidential nomination acceptance speeches will be above the normative value while imagery will be below it.
Whissell and Sigelman (2001) pointed out that presidential inaugural addresses changed across time, as a function of their expected audience, with speeches becoming simpler and more emotional as the audience grew larger, thanks to developments in mass communication. On this basis, it was predicted (P2) that nomination acceptance speeches would follow the same pattern, becoming more pleasant and active, and also simpler, across time. The prediction of simplicity has two parts: it was expected that speeches would become more concrete, and therefore have higher scores for imagery across time, and it was predicted that the Grade Level (Flesch-Kincaid Grade Level) of the speeches would fall across time. Correlations of yearly mean values with year itself were employed to test this second set of predictions.
Two additional types of measures were added to the research, but these were treated in an exploratory manner and were not associated with specific predictions. The 1996 film comedy “My Fellow Americans” takes its name from a phrase commonly associated with the opening of political addresses, where it does, in fact, frequently appear (Waldeman, 2010). This phrase and its variants (“My fellow Republicans”; “My fellow Democrats”) appear repeatedly in presidential nomination acceptance speeches. The pronoun “my”, and the word “fellow” join the audience to the speaker. The use of pronouns such as “my” in political speeches was examined by a variety of researchers (e.g., Bull and Fetzer, 2006; Savoy, 2010; Vertommen, 2013; Putri and Kurniawan, 2015). Four additional measures of the research were associated with the frequency of use of individual words: first-person pronouns (e.g., I, we), second-person pronouns (e.g., you, your), third person pronouns (e.g., he, she, and they), and the use of the word “America” in its various forms. The final type of measure addressed within-speech structure for the addresses. Several researchers who analyzed presidential nomination speeches (e.g., Miller and Styles, 1986; Benoit, 1999; Deason and Gonzales, 2012) have examined them as a unit. In this research is was decided to also examine the speeches in five parts or portions, with each portion of a speech containing a roughly equal number of words. If speeches are structured to a purpose, it is likely that their beginning, middle, and end would serve different functions and yield different values for the variables under study.
METHODS
Presidential nomination acceptance speeches were downloaded in March and April, 2021, from the American Presidency Project of the University of California at Santa Barbara. Most, but not all acceptance speeches were given at conventions. The most recent exception is Joe Biden’s acceptance speech which was delivered at a convention but remotely, due to COVID-19 pandemic restrictions. Comments by the audience were removed from all speeches. Each speech was then scored by an SPSS program that compared every word in it to the Dictionary of Affect and imported scores for any matched words into a data file. The 38 speeches contained a total of 157,956 words, 93% of which had scores associated with them for pleasantness, activation, and imagery. A simple matching-and-counting analysis for string variables in SPSS was employed to identify the relative frequency of first-person, second-person, and third person personal pronouns, and the use of America-words (America, American, and Americans…). Speeches were divided into five equal parts or portions on the basis of the length of each speech. Speeches were scored using the readability statistics available in Word® under the Spelling and Grammar function in Review. This function produces a Flesch-Kincaid Grade Level, which reflects the grade of readers for whom the text would be appropriately complex (Stockmeyer, 2009). Grade Levels of 9–12 would be suitable for high school students, and Grade Levels of 13–16 for university students. A Grade Level of 18 would suggest that the text was appropriate for graduate students. The Grade Level for this paragraph is 13.6.
Although the Dictionary has a high scoring rate (typically 90%, 93% in this research, with a standard deviation across speeches of 1%), there are still issues associated with its use. One such issue is the possible multiple meanings of single words and another the very high natural variability of language. The word “read” for example, is used in many different ways. It represents several tenses of the same original verb, and it can also serve as a noun (“That was a good read!”). The Dictionary of Affect does not report multiple meanings, as there is only one set of ratings in it associated with the word “read” which is very pleasant, quite active, and very easy to image. It is assumed that each of the raters who originally provided the dimensional scores for the Dictionary was thinking of one possible meaning of “read”, but not necessarily of the same meaning. The scores in the Dictionary therefore represent “What people think of when confronted with a word,” and do not differentiate between possible multiple meanings. The shortcoming of ambiguous meanings is characteristic of any dictionary-scored system of language analysis. In this research, thousands of words were scored for the speech of every candidate, and matching rates were uniform, so it is unlikely that multiple meanings would differentially affect the speeches of different candidates. As well, a few confusing words in a large sample can hardly skew the result for the whole sample that contains thousands of scored words. Rudkowsky and co-authors (Rudkowsky and Haselmeyer, 2018), refer to dictionary- or lexicon-based methods of sentiment analysis as “bags-of-words” approaches, but they also recognize that these are the dominant form of sentiment analysis. Improvements in sentiment analysis could attempt to address context in order to disambiguate the meanings of words. For this approach to succeed, systems will almost certainly need to be trained in recognizing rhetorical tactics such as sarcasm and irony. Although training (machine learning) is possible, it is labor intensive and likely to involve domain-specific crowd-coding, which embodies human opinions, and is employed to train programs to recognize the meanings of words more specifically.
Natural language is extremely variable in terms of the emotional tone of its words, so that even one sentence might contain words with many different possible emotional impacts. For example, the sentence “I thank you with all my heart for your friendship and your confidence,” which occurs in Dewey’s 1948 nomination acceptance speech has an overall positive emotional tone (69, where the norm for everyday English is 50). However, along with words that are very pleasant (e.g., heart, 99; friendship, 89) the sentence includes some that are somewhat less pleasant (e.g., confidence, 42). Function words (e.g., and, 39; for, 33) are part of almost every sentence. Dewey’s sentence has a standard deviation of 24.3. In absolute terms, this is greater than the standard deviation of all the words in all the speeches studied (21.8). When language is naturally variable, effect sizes associated with analyses at the level of the word will tend to be small. It is true that some single words carry extreme emotional scores, but a normal sentence has a structure that demands it contain words with very different emotional tones. Small effect sizes are neither insignificant nor meaningless. The tone of an entire speech can be changed by the inclusion of a few extreme words in it, but the speech as a whole will remain emotionally variable.
RESULTS
The Overall Character of the Speeches
Mean pleasantness for all speeches, with words as the unit of measurement, was 50.66; mean activation was 51.20, and mean imagery 48.67. These means were compared to the norm for everyday English which was 50 with a t test for one mean. All means were significantly different than 50 (t146376 = 11.55, 21.22, and −14.08 respectively, p < 0.001). The speeches were pleasant, active, and abstract in comparison to everyday English. Effect sizes were weak with d = 0.03, 0.08, and 0.04. These effect sizes should be interpreted in view of the natural variability of language discussed above. The most notable emotional characteristic of the speeches was their high activation: this is likely tied to their function, which is “pumping up the base” of supporters. The mean grade level of the speeches was 8.56, which was significantly lower than grade 12 (the last grade in secondary school; t37 = −13.22, p < 0.001, d = 1.61). The grade level of 8.56 implies that the text of the speeches is appropriate for students half-way through grade 8. Web sites such as The Readable Blog (https://readable.com/blog/what-is-the-average-persons-reading-level/) suggest that, in order to reach a maximum audience, materials on the web should be at Grade 8 level. The average reading level of Americans is Grade 8, so the nomination acceptance speeches were accessible to a very wide audience. The first prediction of the study (P1) was confirmed with respect to all variables. Presidential nomination acceptance speeches were pleasant, active, somewhat abstract, and linguistically simple.
Changes in Speeches Across Time
Mean values were calculated for each variable in each year by averaging the data for the two candidates in that year. When these mean values were correlated with year (19 observations), six significant correlations were noted (Figure 1). Arousal, imagery, use of first and second person pronouns, and length all increased significantly with year. Grade Level decreased significantly. Correlations for arousal and imagery were in accordance with predictions (P2), but pleasantness showed no change across time. The expectation of greater simplicity across time (also from P2) was supported by the negative correlation of Grade Level with year. Scores significantly related to year were standardized in order to make them comparable, and changes across time are plotted in Figure 1.
[image: Figure 1]FIGURE 1 | Changes across time for six standardized variables significantly related to year.
Differences Among Individual Candidates’ Speeches
Means for each candidate’s speech for each variable are noted in Supplementary Appendix SA. A multivariate analysis of variance was employed to compare the 38 speeches: Grade Level and length in number of words were not included in this analysis because these scores characterized entire speeches. According to a multivariate analysis of variance with word as the unit of observation and speaker as the only factor, there were significant differences among speakers for every variable (multivariate effect, p < 0.001, η2 = 0.002; univariate effects, 2.83 < F37, 146,339 < 9.96; p < 0.001; 0.001<η2 < 0.003). Speech lengths were compared using a goodness of fit Chi Squared statistic which indicated that some speeches were significantly longer than others (χ237 = 21,369.07, p < 0.001). Table 1 reports mean values for the two most recent speakers (Trump and Biden, 2020) along with the mean for the entire group and an estimate of two standard errors. Comparisons between any two speakers equivalent to a two-tailed t test with p at 0.05 can be made by subtracting one mean from the other and comparing the result to the estimate of two standard errors. When the difference exceeds the estimate, it is significant. For example, the difference between Trump and Biden for pleasantness was 0.47: this did not exceed the value of two standard errors for this variable (0.71) and was therefore not a significant difference. However, the difference between the two speakers for imagery was 1.75, which is greater than the value of two standard errors (1.16), and therefore significant. Trump’s acceptance speech was more highly imaged and Biden’s was more abstract. Continuing the comparison between these two speakers, there was no difference for activation, second-person pronouns and the employment of America-words, but Biden employed relatively more first-person pronouns and Trump more third-person pronouns. Trump’s speech (6,980 words) was more than twice as long as Biden’s (3,202). Biden’s speech (Grade 5.8) was pitched at a lower Grade Level than Trump’s (8.1), which was closer to the group mean Grade Level of 8.6. Comparisons within any column of Supplementary Appendix SA can be made in a similar manner. Any difference between means greater than the estimate of two standard errors is statistically significant.
TABLE 1 | Means for all speech characteristics for the two most recent presidential nomination acceptance addresses: Trump and Biden, 2020.
[image: Table 1]Structure of Speeches
Seven mixed analyses of variance with portion of the speech (1st through 5th) as a repeated measure and party (Republican, Democrat) and status (eventual winner of presidency, eventual loser) as between-subjects variables were conducted for the outcome variables of pleasantness, activation, imagery, use of first-person, second-person, and third-person personal pronouns, and use of America-words. The unit of observation was the mean for each variable for each portion of each speech (190 observations per analysis). There were no significant differences of any kind associated with party. The eventual winner factor evinced only one significant main effect for the use of second-person pronouns (F1,34 = 6.45, p = 0.016, η2 = 0.16). Eventual winners employed many fewer second-person pronouns than eventual losers (9 per 1,000 words as opposed to 120). There were no significant interactions involving status. There were significant main effects associated with portion of the speech for four variables: pleasantness (F4,136 = 14.57, p < 0.001, η2 = 0.30), the use of America-words (F4,136 = 3.30, p = 0.013, η2 = 0.088), and the use of first-person (F4,136 = 4.01, p = 0.004, η2 = 0.106) and second-person (F4,136 = 10.71, p < 0.001, η2 = 0.240) pronouns. In all cases where the main effect for portion was significant, the trend observed was a strong quadratic one (p < 0.001, η2 = 0.679 for pleasantness; p < 0.001, η2 = 0.268 for America words; p < 0.001, η2 = 0.356 for first-person pronouns; p < 0.001 and η2 = 0.393 for second-person pronouns). There were no other significant effects. The strongest quadratic effect (with an overwhelming η2 = 0.68) was associated with pleasantness. The U-shaped quadratic trends pictured in Figure 2 began with high scores in the first portion (higher pleasantness, more references to America, more first and second-person pronouns), dropped to lower scores for the middle portions, and rose again at the end of the speech. These changes are probably related to the fact that acceptance speeches normally open and close to the raucous acclaim and cheers of the audience.
[image: Figure 2]FIGURE 2 | The structure of speeches: changes across five equal portions of speeches for pleasantness and the use of first person and second person pronouns and America-words. Note: to allow for comparability, all means were plotted as standard (z) scores.
Some Post Hoc Analyses
4 Four post hoc analyses were undertaken in order to explore differences among speeches. In the first analysis, the Mahalanobis distance measure was computed to search for multivariate outliers among the speeches in terms of the nine dependent variables: no outliers were identified as all distances had associated p values >0 .01. Next, the popularity of each candidate and their signed difference in popularity from their main competitor in July of the election year, taken from Gallup poll data, were correlated with all the dependent variables. No significant relationships were noted (p > 0.05). In his commentary, Mayer (2004) suggested that changes in campaign strategy might be associated with two inflection points: 1972, when the more modern convention system gelled and 1996, when the large gap between the clinching of the nomination and the convention became evident. Dummy variables were created for each of these dates, with years 1972 and later coded as 1 for the first variable and years 1996 and later coded as 1 for the second. Year and the two dummy variables were correlated with the dependent variables. Relationships for the dummy variables were often significant, but they were not stronger than relationships for year, so the dummies did not add any information to the analysis. The correlation coefficients can be viewed in Supplementary Appendix SB. In the final analysis, nomination acceptance speeches by incumbent presidents were compared to those made by other candidates. This analysis involved t-tests at the level of individual words (df > 100,000 in all cases, tests at p < 0.05). Incumbents employed significantly less pleasant language (50.42, 50.78, d = 0.017), more active language (51.36, 51.12, d = 0.011), more highly imaged language (49.20, 48.39, d = 0.022), fewer first-person pronouns (0.055, 0.061, d = 0.025), fewer second person pronouns (0.010, 0.011, d = 0.011) and more third person pronouns (0.019, 0.017, d = 0.016). There was no significant difference for America words. As indicated by d values, the effect sizes involved were small. In comparison to incumbents, non-incumbent candidates used more pleasant and less active and imaged language, and the tended to employ more first and second person pronouns and fewer third person pronouns. Their speeches were therefore more personalized, and more directed at pleasing their audience.
DISCUSSION
Overview of Results
This research examined presidential nomination acceptance speeches by quantifying them in terms of nine variables: their emotional tone (pleasantness, activation), their linguistic simplicity (imagery, Grade Level), their use of personal pronouns (first, second, and third person), their use of forms of the word “America”, and their length. Several predictions were made with respect to the overall character of nomination acceptance speeches. All of them were confirmed. Speeches were pleasant and active in tone, and they were also somewhat abstract but not linguistically complex. A second set of predictions addressed changes across time in acceptance speeches. All but one of the predictions in this set were also supported by the data. The speeches became more active and more concrete across time, and their language also became simpler: it had lower Grade Levels. Speeches also grew longer over time.
Exploratory analyses indicated that individual speeches differed in terms of all possible measures. A method was provided (Table 1, Supplementary Appendix SA) to allow researchers interested in making individual comparisons among speakers to do so. Further exploratory analyses addressed the structure of speeches, looking at how the measures of the study changed across the five portions of each speech (beginning, 2nd fifth, middle, 3rd fifth, and ending). Significant trends were identified for pleasantness, the use of America-words, and the use of first and second person pronouns. In all cases, the strongest significant trend was quadratic, pointing to a strong opening in terms of these four variables, a fall to the centre portions of the speech, and a strong closing. Speeches were all about “you”, “me” and “America” in their beginnings, and their emotional tone was pleasant: platforms and issues tended to be discussed in the 2nd, 3rd, and 4th portions of the speeches, and the last portion resounded again with “you”, “me”, and “America”, closing on a positive note (Figure 1). Additional post hoc analyses examined differences between candidates who were incumbent presidents and non-incumbents. Differences observed suggest that the language of incumbents was characterized by a more reassured and less personalized approach.
Some of the differences reported in this research—for example those associated with differences between incumbents and non-incumbents or those associated with P1—were significant but weak. This can be tracked back to the natural variability of language. Weak differences are still meaningful but they represent a small change in the overall product (the speech). The strongest effect sizes associated with the speeches as a whole were those representing their Grade Level and their activation: the base was being “pumped up” by the nominees’ use of active and accessible language. The strongest effect sizes associated with changes across time were for language simplicity, i.e., increased imagery and decreased Grade Level, and for length (speeches became longer). The strongest effect size in the study of speech structure was associated with pleasantness which started high, fell in the middle of the speeches, and rose again at the end. Members of the nominees’ base left the convention in an active and positive frame of mind, with the sense that the nominees had been speaking to them personally. It is notable that neither party nor the eventual status of the candidate as winner of the presidency (or not) were associated with strong differences among speeches. As a limitation, it should be noted that this research provides an overview of nomination acceptance speeches, their structure, and their differences, and that much information remains within them that could be studied at a deeper level in future research. Furthermore, changes in the ways in which nominations were made appeared at several times during the period 1948–2020, as did changes in the style and extent of media coverage. Both of these might have influenced results.
Functionality of Political Speeches and Their Mass Distribution
The predictions of this research relied on the presence of two main forces that were assumed to impact on political discourse. The first force was the functionality of such discourse and the second its mass distribution. Speeches are shaped in the way they are because their structure serves a particular function, and they are framed in more or less complex or emotional terms because it is expected that many, many Americans will engage with them, in one form or another. In their work on The Ubiquitous Presidency, Scacco and Coe (2021) brought both of these forces into focus simultaneously:
The [president’s] speech will draw a massive audience, one of the biggest of the year. Those who don’t encounter the speech live will see a television news recap later in the evening or read about it in tomorrow’s paper … Every word that passes the president’s lips has been carefully crafted for this occasion. If he can get the message just right, the thinking goes, the public will understand his perspective and help him achieve his political aims. …
[Moments are] produced by presidents, reported and repurposed by journalists, studied by scholars, witnessed and talked about by citizens. In combination, these moments form a mythology that lives on in books and on websites, in high school and college classes, in popular portrayals of the presidency, and in the public imagination. (p. 1).
The authors go on to make the point that the presidency has morphed in recent years, and has gone from being a mainly rhetorical presidency to being a ubiquitous one, where news is managed in much more complex ways than it had been in the past. One might consider nomination acceptance speeches to be less relevant and impactful than, for example, inaugural addresses or messages on the State of the Union. They are, however, part of the total package of carefully managed political language that focuses relentlessly on its goal of access to power. The names of speakers are identifiers: it is suggested that each of them represents his party’s drive for success in any given year, as well as representing themselves. The speaker does impact the speech—Reagan and Trump’s speeches, for example, echo their distinctive uses of language—however this is accomplished within a solid understanding of the purpose of the speech (to lead to an electoral win) and the nature of its audience (a very wide one).
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Many theories of verbal humour postulate that the funniness of jokes is caused by an incongruency in the punchline whose resolution yields a feeling of mirth. While there are studies testing the prediction that this situation model updating leads to increases in processing costs, there are few studies directly assessing the time course of when the alternative situation models are entertained. In a visual world paradigm, stories were presented auditorily and displays were presented illustrating either the situation implied by the context or the final interpretation after the punchline. Eye movement data confirmed the switch from the initial to the final interpretation for jokes as well as for non-funny control stories that also required a situation model revision. In addition to these effects of the cognitive revision requirements, the pupil dilations were sensitive to the affective component of joke comprehension. These results are discussed in light of incongruency theories of verbal humour.
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1 INTRODUCTION
Humour is ubiquitous in our social interactions. It is considered relevant for the choice of partners and friends (Bressler and Balshine, 2006), it helps to strengthen in-group cohesion, and it can be an effective tool for relieving tension and reducing stress (Kimata, 2004; Buchowksi et al., 2007).
Psycholinguistic humour research is concerned with the interaction between two aspects of verbal humour: an affective reaction (i.e., the feeling of mirth or enjoyment, possibly shown in smiling or laughing), and a cognitive element, reflecting the correct linguistic interpretation of the intended meaning of the humourous utterances. Goel and Dolan (2001) referred to this distinction as the hot and cold aspects of joke comprehension. In the following we refer to these processes as joke appreciation and joke comprehension, respectively.
The goal of the present study is to use a visual world paradigm to study both aspects. The viewing patterns for pictures illustrating the gist of jokes and appropriate control texts are expected to provide information about the interpretations entertained during listening to the stories. In addition, pupil size measures will be shown to be sensitive to the affective aspects of joke comprehension. Before describing the study in more detail, we will summarize previous psycholinguistic research on verbal humour.
Psycholinguistic research often studies the comprehension of verbal jokes. A prototypical joke, also referred to as canned joke (Martin, 2007) or garden-path joke (Mayerhofer, 2015), is a short, funny story that offers different possibilities of interpretation. After a setting activating a certain situational context, the punchline at the end of the story contains a surprising incongruity whose resolution elicits a feeling of mirth (Dynel, 2009). Incongruity as a crucial prerequisite for humour processing was first described by Kant (1790/1977) and later adapted in incongruity theories of humour (Suls, 1972; Raskin, 1979; Attardo and Raskin, 1991; Giora, 1991; Attardo, 1997; Coulson, 2006). The models assume a two-stage process that can be demonstrated with the following example by Raskin (1979, p. 332):
“Is the doctor at home?” the patient asked in his bronchial whisper. “No” the doctor’s young and pretty wife whispered in reply. “Come on right in”.
In the context sentence of this joke the lexical items doctor, patient and bronchial indicate the situation to be a doctor’s visit and hence activate a matching narrative scheme or script (also: situation model, van Dijk and Kintsch, 1983; Ferstl and Kintsch, 1999; or frame, Coulson, 2006). This representation of experience—based world knowledge is used to make assumptions about the text continuation. However, the punchline is not consistent with a doctor’s visit; the wife’s invitation, a surprising violation of the expectations, induces a switch to the correct narrative script—a love affair. Incongruity theories postulate that the funniness of the joke is elicited by the overlap of the two conflicting scripts as well as by the strength of their semantic opposition.
Similar to more general theories of figurative language processing (e.g., Standard Pragmatic View, Grice, 1975; Searle, 1979; Graded Salience Hypothesis, Giora, 2002) incongruity models assume serial processing for the detection and resolution of incongruities. Therefore, they predict that the resolution of an incongruity is more time—consuming and leads to higher cognitive costs than the processing of texts which do not induce situation model updating or frame shifting. In line with this prediction, several studies show a processing disadvantage for jokes over non-funny texts. In a self-paced reading study Coulson and Kutas (1998) presented jokes and matching control texts that differed only in regard to their last word, e.g., 
I asked the women at the party if she remembered me from last year and she said she never forgets a dress/face/name.
The last word dress in this joke triggered an incongruity and a revision, compared to a more expected word, such as face. Control texts ended in a similarly unexpected but contextually compatible word, such as name. Reading times for the sentence endings were longer in jokes than in the control texts. These results were replicated using eye tracking (Coulson, 2006). In neuroscientific studies, an enhanced N400 component, an indicator for contextual integration difficulties, has been reported for funny texts compared to control texts (Coulson and Kutas, 2001; Coulson and Lovett, 2004; Coulson and Williams, 2005; Mayerhofer and Schacht, 2015). In addition, late integration processes, as indicated by components such as the P600 or the LPC, follow the incongruency detection, but are completed within about 1,500 ms (Canal et al., 2019). Interestingly, there is also evidence that humour facilitates processing. Memory for funny contents or jokes is better than for non-funny texts—a finding that is labelled humour effect (Schmidt, 2002; Strick et al., 2010). In a study comparing jokes to non-funny proverbs, Mitchell et al., 2010 confirmed this memory advantage and reported shorter reading times for the joke punchlines compared to the non-funny proverb endings.
The divergent results of these studies might in part be due to confounds of the funniness of the materials with their revision requirements. In the Coulson and Kutas (1998) study, only the joke ending dress requires a frame shift. Both the expected ending face and the control ending name are aspects of the identity of the person. In the Mitchell et al. (2010) study, on the other hand, inspection of the materials confirms that the proverbs also require processing of non-literal language, and are more difficult than straightforward control texts.
Based on these observations, Siebörger (2006, see also Hunger et al., 2009; Volkmann et al., 2008) argued that the relative contribution of incongruity resolution to joke appreciation requires disentangling the need for revision from the funniness of the stories. Thus, two appropriate control conditions are warranted: First, it is necessary to use identical punchlines to minimize lexical and sentence level differences. Second, and more importantly, the linguistic demands of incongruity resolution need to be compared in funny and non-funny stories. The hypothesis was that incongruity resolution alone is necessary, but not sufficient for making a joke funny, and that comprehension difficulty increases with the cognitive requirements, but does not depend on the emotional content.
To test this hypothesis, jokes and corresponding revision stories were written (Siebörger, 2006). Example materials are shown in Table 1. Each text consists of one or two context sentences and a target sentence (punchline). The stories are short dialogues of two protagonists. The punchlines of the jokes and revision texts both contain a sudden twist that causes an incongruity and calls for a revision of the story. The incongruity may depend on a homonym or on a situational shift. That jokes and revision stories differed with respect to their funniness was confirmed in several rating studies (see Siebörger, 2006). Control texts were derived from each joke and each revision story by writing a context sentence that already activated the situation model required for correctly interpreting the punchline. Thus, a straightforward, coherent condition was created with the identical punchline sentences as the experimental stories (jokes or revision texts). This design allowed us to evaluate the effects of linguistic revision independent of word- and sentence-level features of the punchlines. The results of a self-paced reading study included better question answering performance for jokes compared to revision stories and shorter reading times for the punchline of jokes.
TABLE 1 | Example materials for the joke and revision texts and their matching control texts used in the present study as well as incoherent control texts used by Siebörger (2006) and Ferstl et al. (2017). The punchlines are identical for the experimental stories and their matched control texts. Asterisks denote the revision points.
[image: Table 1]In a recent a study using eye tracking during reading we replicated and extended these findings (Ferstl et al., 2017). The more fine-grained temporal analysis confirmed the general facilitation for jokes, but showed the effects to be due to reading strategies. While first-pass reading times were similar across conditions, total reading times were longer and more regressions were made for non-funny texts compared to jokes. These findings were more pronounced in men than in women, and when the instruction required a meta-cognitive evaluation of the revision requirement, compared to an affective funniness rating.
To explain these effects, we proposed that the appreciation of funniness works as an instantaneous, self-generated feedback about the correctness of the comprehension process (Ferstl et al., 2017). When a the reader laughs at the punchline of a joke it becomes directly apparent that they comprehended the text correctly. The lack of such an intrinsic feedback in non-funny texts might induce rereading strategies, in particular in an experimental setting that promotes a focus on accurate task performance.
While the study was intended to disentangle affective and cognitive components of joke comprehension, both task instructions and the reading format might have induced more deliberate strategies than expected. In addition, although eye tracking during reading is a very sensitive method that provides information about the time course of processing, it gives only indirect evidence about the content of the interpretations entertained at any given moment. Usually, increases in reading times or the occurrence of regressions are taken as evidence for increased processing costs, which in turn are interpreted as reflecting situation model updating.
One important paradigm to assess the contents of the situation model directly is sentence-picture matching (e.g., Zwaan et al., 2002). After reading or listening to a short text, one or several pictures are presented. The comprehender’s task is to evaluate whether the picture matches the meaning of the presented text or to select the best illustration among several pictures. Errors and reaction times show whether one interpretation is more easily or more quickly accessible than another. Recently, similar tasks have been adopted for visual world paradigms (Huettig et al., 2011; Berends et al., 2015; Salverda and Tanenhaus, 2018). In this method participant’s eye movements are recorded while they look at a visual scene and simultaneously hear a spoken utterance. The spoken expression is related to one or more objects in the visual display: To study ambiguity resolution, the visual scene contains pictures that are compatible with either alternative interpretation (e.g., Tanenhaus et al., 1995). The question of interest is when and for how long the listeners view the respective images. While this paradigm has been successfully applied to study lexical access or syntactic ambiguity resolution (see Salverda and Tanenhaus, 2018, for review), few studies have targeted aspects of higher level comprehension (e.g., Pyykkönen et al., 2010; Pexman et al., 2011) and none, to our knowledge, the comprehension of verbal humour.
The interrelation between visual attention and language processing has been proven in several studies. Cooper (1974) was the first to show that eye movements focus on objects of a visual scene that directly or semantically refer to a simultaneously heard verbal utterance. When hearing the word boat subjects were more likely to fixate the picture of a boat (resp., lake) than that of other objects. The number of fixations increases in proportion to the semantic similarity between the visual object and the heard utterance (Huettig and Altmann, 2005). Furthermore, eye movements can even be modulated by words that are only anticipated by the listener and not explicitly stated (Altmann and Kamide, 2007). Because of its very good temporal resolution, depicting language-related effects on oculomotor control within 80–100 ms (Altmann, 2011), and the facilitation of measuring unconscious processes, the visual world paradigm is well suited to gain insight into the temporal characteristics of language processing.
The goal of the present study was to take advantage of this paradigm to describe the viewing patterns for pictures illustrating the alternative situation models elicited by the context and the punchline, respectively. Jokes and revision texts as well as their matching coherent control stories from the material of Siebörger (2006; Ferstl et al., 2017) were used. For each joke and each revision story three scenes were constructed: A target depicting the intended, correct meaning of the story, a competitor that showed the situation implied by the context, and an unrelated distractor. Examples are presented in Figure 1.
[image: Figure 1]FIGURE 1 | Examples for the visual displays. Shown are the competitor, target and distractor pictures for the joke (A) und revision story (B) presented in Table 1.
The images are plausible illustrations of the situations implied by the texts, although other possible scenes might also be associated with the text materials (e.g., a car thief, rather than a pickpocket, as an illustration of a criminal in the example in Figure 1).
After the auditory stimulus presentation, participants performed a picture matching task to assess comprehension accuracy and they rated the funniness of the stories. The funniness ratings are expected to be higher for jokes than for all other conditions—which serves as a manipulation check for the stimulus material.
The eye tracking data provided two sources of information. First, the durations of the viewing times (dwell times) of the three pictures were analysed during listening. The viewing times provide evidence for whether and when the depicted situation models are entertained. Even though the present study analyses eye-tracking patterns during joke comprehension in a rather exploratory way, some assumptions were derived from theory and the experimental design: The viewing times were predicted to reflect the current interpretation induced by the stories. Since in the control stories the context sentences already introduced the correct situation model, participants were expected to look more at the target than at the competitor throughout the entire trial. In contrast, in both joke and revision stories, the competitor pictures were expected to be viewed more during the context sentences, followed by a switch to the target only after the incongruency becomes apparent in the punchline. If the previously reported facilitation effect for jokes over the structurally identical revision stories (Ferstl et al., 2017) had been due to meta-cognitive reading strategies only, no differences between jokes and revision stories are predicted. If, on the other hand, the facilitation was due to immediate joke appreciation, the switch to the intended target picture should be faster or more pronounced for jokes than for revision stories.
The second source of information was the pupil size as a measure of physiological arousal (Hess and Polt, 1960; see Sirois and Bisson, 2014, for review). The pupil diameter varies with cognitive load and processing costs (Hyönä et al., 2007; Engelhardt et al., 2010; Wong et al., 2016). More importantly, it also increases with exposure to emotional stimuli (e.g., facial expressions, or sounds of crying or laughing children; Partala and Surakka, 2003), and it has been a useful measure for emotional reactions in studies on social-affective processes (e.g., Prehn et al., 2013). In a study on joke comprehension, Mayerhofer and Schacht (2015) found increases in pupil sizes that varied with the perceived funniness of their text materials. The influence of emotions on pupil size has been explained by the association of pupil dilation with cardiac acceleration (Bradley et al., 2001) and the sympathetic nervous system (Bradley et al., 2008).
As the pupil dilation varies with cognitive load, we assumed that larger pupil sizes would occur in the ambiguous joke and revision conditions compared to the coherent control stories. The crucial question was whether the emotional arousal elicited by jokes, compared to non-funny stories, would also be reflected in pupil dilation. In that case, joke appreciation was expected to lead to an additional increase in pupil size for jokes compared to non-funny revision stories.
2 MATERIALS AND METHODS
Reproducible scripts, open data and open materials (including all auditory as well as all visual stimuli) are provided via our OSF repository at https://osf.io/qk95j/.
2.1 Participants
Thirty-one individuals participated in the study. All of the participants were native German speakers and reported to have normal or corrected-to-normal vision. Most of them were students at the University of Freiburg. The data of five participants were excluded. Two subjects had to be eliminated from the sample due to technical problems. Three participants were excluded because of their poor performance in one of the behavioural tasks of the experiment. The final sample used in the analysis of the eye-tracking data consisted of 26 participants (13 women, 13 men). Their mean age was 22.8 years (range: 19-29). Due to the repeated-measures design of the study, where each participant viewed 32 stories, 832 observations were obtained for the evaluation of the behavioural data (funniness ratings and picture matching accuracy).
2.2 Materials
For the experiment 16 jokes and 16 revision stories were selected from the material of Siebörger (2006). The stories were short German dialogues between two characters. All 64 stories had an identical structure, consisting of a context and a target sentence. In the jokes the last sentence (in the following referred to as “punchline”) contained information that required a revision of the text and was funny. The revision stories also required a revision, but were not funny. Siebörger (2006) conducted three extensive pretests to select jokes and revision stories for further experiments. Different groups of approximately 32 student participants rated the texts according to their familiarity, distinguished revision and joke stories in an explicit choice, and evaluated whether the text required a situation model revision or not, and how funny they found the texts. 64 jokes and revision texts were selected so that they differed in funniness, could be assigned to one or the other text category, and were unfamiliar to more than 75% of the participants. For the present experiment, a subset of 16 jokes and 16 revision stories was selected for which straightforward illustrations were possible. The two sets were matched for length.
For each experimental joke and revision text a straightforward, coherent control story had been constructed by changing the context sentence and keeping the punchline identical.
For the implementation of the visual world experiment all texts were recorded with the text-to-speech function of the Mac operating system (Version 10.10.3) and adjusted to a natural speaking rate. The automatic voice was chosen to prevent prosodic cues about the story type. All sentences and texts were recorded using the same voice. Audio sequences had an average length of 10,091 ms (range, 7,861–1,174 ms; SD = 999.3 ms). There were no significant differences in length between the text categories. The context sentences and punchlines were recorded separately and connected within the experimental software.
For an analysis of the time course of processing, the individual revision point of each story was defined as the moment at which the incongruity can be perceived and subsequently, the situation model needs to be revised. To determine the revision point for each experimental text, two independent raters were instructed about the structure of the joke and revision stories and were explicitly asked to mark the point where they discovered the incongruity. The revision point usually occurred towards the end of the stories, at about 760 ms before the ending (range 0–4,981 ms). There was no difference between jokes and revision stories with respect to the temporal position of the revision point. The revision point of each experimental story was carried over to its matching control text. The revision points are marked in the example texts in Table 1.
For each joke and revision story three black-and-white line drawings were constructed with the Adobe Illustrator (version CS4; Adobe Inc., 2019). The graphics depicted the salient meaning implied by the context (competitor picture), the correct interpretation of the story obtained after the revision process (target picture), as well as an unrelated scene (distractor picture). Examples of the picture sets for joke and revision texts are presented in Figure 1. To avoid obvious visual differences between the three pictures, the number of individuals and objects as well as their spatial configuration in the scene were kept similar throughout each set of pictures. The straightforward control stories were presented with the same picture sets as their experimental counterparts. Each scene was presented in a 13 × 13 cm thin black frame. On the visual display the three frames were arranged in a triangular order (Figure 2). For the analysis of the eye movements the display was divided into three even interest areas (IAs)—one for each of the presented frames.
[image: Figure 2]FIGURE 2 | Response displays for the picture matching task.
To counterbalance the materials, six lists of 32 stimuli were constructed. Each list contained eight experimental jokes, eight experimental revision texts, eight joke control texts, and eight revision control texts. As a result, each punchline sentence was included exactly once in each list. The positions of the pictures (target, competitor, distractor) on the visual display were balanced over the six experimental lists using a Latin square design. The order of the trials within each experimental list was pseudo-randomised with the constraint of not more than two successive trials of the same condition.
2.3 Apparatus and Calibration
The implementation of the experiment and the response recording were conducted with the software package Experiment Builder [version 1.10.165; Experiment Builder (Computer software), 2014]. Eye movements of the dominant eye, assessed in a short test after arrival of the subject, were recorded using the Eye-Link 1,000 eye-tracking system (www.sr-research.com). During the experiment, the participant’s head was stabilized with a headrest, about 60 cm away from the computer screen. The eye-tracker was calibrated at the beginning of each block of 16 trials using a nine-point grid. Drift-correction was performed prior to each trial: a black dot was presented in the centre of the screen and stimulus presentation started only after fixation of the dot.
2.4 Procedure
After their arrival participants were randomly assigned to one of the six experimental lists. Written instructions were then presented on the computer screen to explain the task and the calibration procedure. A short training session with four trials followed. For this session pictures from the material of Volkmann, Siebörger and Ferstl (2008) were used. These drawings were more detailed and less balanced than the pictures used in the current study, but were similar in form and content to the experimental materials.
Each trial consisted of an eye-tracking phase followed by two behavioural tasks. In the eye-tracking phase participants first viewed the set of three pictures for 6 seconds. Making the visual displays available before the onset of the auditory presentations ensures that the eye movements reflect the integration of the subsequent linguistic input with the pictures, rather than processes related to visual object recognition and scene interpretation (see Hüttig et al., 2011). The story was then presented over headphones while participants continuously viewed the picture sets. Subsequently, subjects looked at the visual stimuli for another 4 seconds without auditory input. The end of the eye-tracking phase was indicated by a short acoustic signal. At the same time, the blue triangular cursor symbol in the centre of the screen changed its colour to green. Subjects could now move the cursor symbol with their mouse and click on the picture they considered the best match for the meaning of the story. After the picture selection participants were asked to rate the funniness of the story on a nine-point scale ranging from not funny to very funny (cf. Ferstl et al., 2017). The instructions stressed that the participants should use their own intuitive, personal criteria for the ratings, and that they should try to use the full range of values on the scale.
Participants were allowed to take a short break after half of the experiment (16 trials) and they completed the session in about 35–40 min.
2.5 Design and Data Analysis
Statistical analysis was performed using the software R (version 4.1.1; R Core Team, 2017). Mixed-effects regression models were calculated using the lmer und glmer function from the lme4 package (version 1.1-27.1, Bates et al., 2014). A problem in the statistical evaluation of visual world data is that not all observations are independent, because of the multilevel sampling scheme of the paradigm as well as the properties of eye-movements in general (Barr, 2008). To account for these non-independencies, as proposed by Barr (2008), mixed-effects models with random-effects corresponding to the different clusters in the sampling design were used. To increase the interpretability of the very complex models, main effects and interactions were determined using the Anova function from the car package (Fox and Weisberg, 2011). The significance level α was set to p = 0.05 (95%). Reported model estimates were calculated using the emmeans function from the lsmeans package (version 2.30-0, Lenth, 2014). For the analysis of the eye-movement data, only correctly answered trials were used to prevent bias due to the misunderstanding of the stories.
To analyse the temporal evolvement of the eye movements two interest periods (IPs) were defined. Each time bin had a length of 1,500 ms. The IPs were time-locked at the story’s individual revision point. They covered 3,500 ms, starting 1,500 ms before and ending 2000 ms after the revision point (see Materials). The first IP (before) covered the immediate 1,500 milliseconds before and up to the revision point, while the second IP (after) started 500 ms after the revision point and extended to 2000 ms after the revision point. The first IP was used to establish the baseline, while the second IP was used to detect any effects of the design manipulations. The window duration of 1,500 ms was chosen based on results from Canal et al. (2019) who reported a similar time frame for the completion of joke processing. We excluded the first 500 ms after the revision point to allow for comprehension and integration of the crucial information into the text representation, and to make sure the interest period were clearly separated. The dependent variables included the subjects’ performance in the picture matching task (accuracy in percent), and the funniness ratings (on a scale from one to 9). For the analysis of the eye movements, the dwell times (in ms) for each of the three interest areas (IAs) were collected for each IP. In addition, the mean pupil size (measured in arbitrary units; Eyelink Data viewer User’s Manual, 2011) was assessed for each IA and each IP. As we expected large interindividual differences in pupil size (e.g. Winn et al., 1994), we z-standardized the pupil size on subject level to remove this random variance from the variable.
For the picture matching task and the funniness rating, the independent variables text category (joke story/revision story) and item type (experimental item/control item) were varied within participants. For the statistical evaluation of the eye tracking data (dwell times and pupil size), IA (target/competitor/distractor) and IP (before vs. after) were added as further within-subject variables. Main and interaction effects of all these variables were added to the models.
In addition, trial (serial position) was added as a covariate to all models.
For the modelling of dwell times and pupil sizes, two funniness covariates were added. First, the group-mean centred (on subject level) funniness ratings were added to the model, coding how funny each story was perceived by each participant in relation to their own average funniness rating. In the following, we will refer to this variable simply as funniness. In addition, we added the mean funniness rating of each participant over all stories as covariate to the models. The variable hence encodes how reactive the respective participant was to the stories in general and how strongly the participant perceived all stories to be humorous. We therefore will refer to this variable as sense of humour. Again, we assume that sense of humour could influence eye-related measures like the dwell times. Besides the two fixed covariates for funniness and sense of humour, a random slope for the funniness variable was introduced for each subject, controlling for possible individual difference in participants’ reactions to the stories.
To evaluate whether the performance in the picture-matching task had an effect on eye-tracking variables, the subject’s mean performance (percent correct) was introduced as an additional covariate. For the analysis of the pupil sizes, the same fixed effects predictors were used.
The random effects for both models included terms for subject and item. To account for the variability between the stories, a variable that encodes the item and the respective experimental list was added as random factor. Item was coded to match every experimental text (revision or joke) to its associated control text. The experimental list, furthermore, determines the configuration of interest areas on the screen.
The random slopes differed for the analyses of dwell times and pupil sizes. For the dwell times, only IA was used. Because we included fixations on all three relevant interest areas in our models, summed dwell times in each interest period would very often max out to the length of that IP. In addition to adding IA as a fixed effect predictor to our models, we therefore also added the random slope of IA to the dwell time model, to account for individual differences (random effect of subject) or item-baseddifferences (random effect item_and_list) in the proportions of looking to the target or any other IAs. Also, no random intercepts were necessary, as all dwell time intercepts would be close to the length of the IP.
For the pupil size model, random slopes for trial, text category, item type and funniness were added for the subject random factor. No random intercept for subject was implemented as we already z-standardized the pupil sizes beforehand.
In the provided R-Scripts on our OSF repository, the complete model specifications of the implemented models can be found.
The combined fixation reports from all participants contained 52,544 fixations. These were used to generate combined area of interest (IA) and period of interest (IP) reports, with each trial consisting of the summed dwell times for each of the three IAs and each of the two IPs, yielding 3 × 2 observations per trial and a total of 26 × 32 × 3 x 2 = 4,992 observations. Eighty trials (9.6%) with incorrect picture mapping responses were excluded, leaving a total of 4,512 (4,992–80 × 6) observations. This data set was used for the analysis of dwell time. For the pupil dilation data, 1803 observations were excluded if the dwell time for an area of interest was zero, leaving a total of 2,709 observations for pupil data analysis.
3 RESULTS
3.1 Behavioral Data
Estimated means and standard errors for the behavioural measures are shown in Table 2.
TABLE 2 | Estimated means and standard errors for the funniness ratings and the picture-matching accuracy for the four text categories.
[image: Table 2]3.1.1 Funniness Ratings
The average funniness rating across all trials was 2.95 (SD = 2.36). The variance explained by the fixed effects in the model was 33.4%, including random effects raised this to 63.0%. The mixed-effects regression model showed a significant main effect for text category [χ2 (1) = 92.80, p < 0.0001] and item type [χ2 (1) = 177.44, p < 0.0001] as well as a significant interaction of these two factors [χ2 (1) = 37.77, p < 0.0001]. The model estimates in Table 2 show that jokes yielded substantially higher funniness ratings than the other three text categories.
3.1.2 Picture Matching Task
In the picture matching task participants picked the correct target picture in 91.4% of the trials. In 7.3% of the trials the competitor picture was chosen, while the distractor was picked in only 2.3% of the trials. The logistic regression model explained 22.4% of the variance with fixed effects, and 61.5% with both random and fixed effects. The statistical analysis of the accuracy rates also showed a significant main effect for text category [χ2 (1) = 11.85, p = 0.0006] and item type [χ2 (1) = 14.86, p = 0.0001] as well as a significant interaction between the two factors [χ2 (1) = 8.50, p = 0.0035]. The model estimates in Table 2 indicate that while revision stories, revision control stories and joke control stories yielded a very high performance (99% estimated accuracy), the joke condition led to a higher error rate with an estimated accuracy of 82%.
3.2 Eye Movement Data
Results of the mixed-effects regression models for the dwell times and the average pupil size are presented in Table 3.
TABLE 3 | Statistical results of the analyses of the dwell times and the pupil sizes. Details of the models are described in the Results section.
[image: Table 3]3.2.1 Dwell Times
In the mixed-effects regression model for the analysis of the dwell times, the fixed effects explained 14.5% of the variance in dwell times while the model including random effects explained 24.2%. The Anova analysis (Table 3) showed significant main effects of IA and IP, as well as a significant two-way interaction of IA and IP. Inspection of the model estimates displayed in Figure 3 shows that the target dwell times were higher than those of the distractor and competitor. This effect was more pronounced after the revision point than before. Crucially, the 2-way interaction of IA and item type, as well as a significant three-way interaction of IP, IA and item type indicate that the viewing patterns change mostly for the experimental texts (jokes and revision stories), but less so for the control texts.
[image: Figure 3]FIGURE 3 | Estimated mean dwell times for the four story types on target, competitor and distractor before and after the revision point. Error bars indicate the confidence interval.
Pairwise comparisons confirm this observation: Target dwell times increased for the experimental stories (z = −4.3, p < 0.0001), but not for the control stories (z = 0.15, n. s.); and competitor dwell times decreased for the experimental stories (z = 4.7, p < 0.0001), but not for the control stories (z = 0.8, n. s.). The distractor dwell times decreased for both item types (experimental stories: z = 2.1, p < 0.05; control stories: z = 2.5, p < 0.05).
The model also yielded a significant two-way interaction of text category and IA. Across both interest periods and averaged across experimental and control stories, there was a tendency for target pictures to be looked at longer for revision compared to joke stories (z = −1.9, p = 0.06), while the competitor pictures were viewed longer for the joke stories compared to the revision stories (z = 2.4, p < 0.05). There were no differences for the distractor pictures (z = −0.38, n. s.).
Finally, the results for the dwell times were independent of the trial position, the performance in the picture matching task, and the funniness ratings. None of the respective effects reached significance.
3.2.2 Pupil Size
The fixed effects of the multi-level regression model were able to explain 19.7% of the pupil size variance, fixed and random effects explained 37.9%. The Anova analysis over the model coefficients yielded a marginally significant main effect of IA, and a two-way interaction of IA with text category. The model estimates in Figure 4 indicate that for the joke stories (both experimental and control), the pupil sizes were larger on the target pictures than on the competitor (t = 2.4, p = 0.046) and the distractor (t = 3.2, p = 0.005), with no difference between competitor and distractor (t < 1, n. s.). There was no effect of IA on the pupil sizes for the experimental and control revision stories (t’s < 1, n. s.).
[image: Figure 4]FIGURE 4 | Estimates of the grand-mean centred pupil size means for the four story types on target, competitor and distractor before and after the revision point.
Importantly, the pupil sizes changed from before to after the revision point. The significant main effect for IP and an interaction of IP and text category was found. Inspection of the model estimates presented in Figure 4 shows that experimental jokes and joke control texts elicited a larger increase of the pupil sizes than the revision and revision control stories taken together. Similarly, the main effect of item type and the interaction between item type and IP indicates larger pupil size increases for the experimental items than for the control texts. Despite the fact that both of these effects are driven by the lack of an increase in the revision control stories (t < 1, n. s.),—compared to highly significant increases for the other three conditions (|t|’s > 4.7, p’s < 0.0001)—, the corresponding 3-way interaction between IP, text category and item type was far from significant.
The performance in the picture matching task did not influence pupil size. However, a main effect for trial (serial order) was present as mean pupil sizes decreased significantly over the course of the experiment. Most importantly, the perceived funniness of the trials influenced pupil dilation, as indicated by a significant main effect. In trials with higher funniness ratings, the participant’s pupils were larger.
To investigate whether this effect was due to a reaction to the crucial information in the punchline, we conducted a further analysis for the experimental trials only (jokes and revision texts). The experimental texts elicited a wide range of funniness ratings, while over 85% of the control texts were rated very low (1-3). The model corresponds to the previous one but replaces the categorical variable item type by the funniness ratings. Its fixed effects account for 18.8% of the variance, including random effects yields 36.0%.
The results of this analysis are presented in Table 4. The effect of sense of humour indicates that participants who gave higher ratings overall had larger pupil sizes. The main effects of IP, funniness and trial were replicated. Furthermore, the highly significant interaction between funniness and IP confirmed that pupil sizes dilated more as a reaction to crucial information when the story was later rated as funnier. This effect is illustrated in Figure 5, where the continuous variable funniness is combined to three categories for sake of readability.
TABLE 4 | Statistical results of the analyses of the effects of funniness on the pupil sizes for the experimental texts. Details of the model are described in the Results section.
[image: Table 4][image: Figure 5]FIGURE 5 | Estimates of the grand—mean centred pupil size means as a function of interest period and the trial-based individual funniness ratings.
Text category did not have an effect, nor did interact with other variables. Thus, the distinction between experimental jokes and revision stories was not as important as the individually experienced funniness of the story.
4 DISCUSSION
In the present study a visual world paradigm was used to analyse the time course of situation model updating during the comprehension of verbal humour. Jokes were contrasted with non-humorous revision texts that also contained an incongruity, and with straightforward stories without the need for revision. The viewing patterns were comparable for jokes and the structurally identical revision stories.
4.1 Funniness Ratings and Picture Matching Performance
As in the studies of Siebörger (2006) and Ferstl et al. (2017) jokes were rated funnier than revision and control stories, despite the structural similarity of jokes and revision stories. This finding confirms that incongruency might be necessary for making a text funny, but that it is not sufficient. Thus, a differentiation of the cognitive and the affective aspects of humour processing became possible. The differences in funniness between the two text categories are consistent with differences in script opposition (Suls, 1972; Raskin, 1979). For example, in the revision story presented in Table 1 the two narrative schemes only differ with respect to the agent of the scene (the cook or his wife preparing the meal). In the joke story on the other hand, Mark is introduced as a womanizer, but eventually turns out to be a thief. This more pronounced script opposition elicits an affective reaction.
Picture matching was expected to be a straightforward task. And indeed, it did not pose any problems for the revision stories and the coherent control stories. Surprisingly, however, the accuracy was considerably lower in the joke condition. In previous reading studies with similar materials, the revision stories had been most difficult (e.g., Ferstl et al., 2017). One explanation for this finding is that in some jokes the alternative situations reflect different perspectives on the same state of affairs, i.e., the joke is based on a misunderstanding between two protagonists. Consider the following example:
The mother explains to her son: Today mom and dad are married for 10 years. The son: And for how much longer do you have to stay together?
In this joke, the correct choice in the picture matching task is the meaning implicated by the punchline: the son views his parents’ marriage as an unpleasant commitment. However, the funniness of the story depends on the incompatibility of the son’s attitude with the attitude of his mother who regards her anniversary as a joyful event. Thus, the initial situation remains active during the processing of the punchline, so that both the competitor and the target are plausible choices in the picture matching task.
To control for the individual differences in picture matching performance incorrect trials were excluded and the participant’s picture matching performance for jokes was added as a continuous covariate in all statistical analyses. As this covariate did not yield any significant effects, we are confident that the eye tracking results were independent of task induced strategies.
4.2 Eye Tracking: Viewing Times
The dwell times for the unambiguous coherent control texts showed that, as expected, the differentiation between the target picture and the competitor was completed before the revision point in the punchline. Because only the target picture was relevant for the interpretation of these stories, the competitor picture was viewed as little as the distractor picture. As the punchline did not contain any incongruous information, there were no systematic changes in the fixations patterns at the revision point. In the jokes and revision stories on the other hand, participants fixated both the competitor and the target pictures before the crucial information was presented at the revision point. A rise of target fixations and a switch from the initial to the final meaning of the story occurred within 1,500 ms after the revision point. Using ERPs, Canal et al. (2019) found that the processing sequence consisting of incongruency detection, incongruency resolution and later interpretation was completed within this timeframe.
The time window is also in line with a study by Fiacconi and Owen (2015) who located the moment of insight, i.e., the instant a verbal joke is understood, at around 800 ms after reading the punchline. In their study participants also heard jokes and unfunny but ambiguous control texts with an incongruity arising at the very end of each story. Examples are:
Joke: What did the teddy bear say when he was offered a dessert? No thank you, I’m stuffed!
Control: What was the problem with the other coat? It was very difficult to put it on with the paint roller!
EMG measurements on the musculus zygomaticus showed that first indications of a smile, interpreted an evidence for joke appreciation, were found 800 ms after reading the punchline of jokes. Fiacconi and Owen (2015) also reported a cardiovascular reaction about 5,000 ms after the punchline that correlated with the perceived funniness.
It would be desirable to describe the temporal sequence of processing in a more fine-grained way. However, the exact timecourse depends on properties of the texts and the experimental procedure. Independent of the funniness of the texts, situation model building and inferencing, as required for the comprehension of texts, depend on the exact wording, the context and the experimental setting.
The fact that target fixations in experimental jokes and revision stories in the present study were already high before the revision point indicates that the correct meaning was anticipated before the occurrence of the incongruity. This anticipation was possibly elicited by the visual material that depicted both alternative interpretations.
The viewing patterns of the two types of experimental texts were indistinguishable. There was no evidence for faster incongruity resolution or longer target dwell times in jokes. Although this null effect cannot be interpreted as providing evidence for similarity—but only as a lack of difference in this particular experiment—it is consistent with the interpretation that the linguistic revision drives the viewing pattern. This result, together with the finding of comparable first pass reading times in the previous study, suggests that the observed differences between these texts in self-paced reading might have reflected meta-cognitive strategies. The affective reaction in jokes presumably provided intrinsic feedback about the correctness of the incongruity resolution, leading to shorter overall reading times for jokes compared to revision stories in the previous reading study (Ferstl et al., 2017).
4.3 Eye Tracking: Pupil Dilation
The analysis of the pupil sizes added important information to the viewing patterns. Higher mean pupil sizes were present on the target picture compared to competitor and distractor pictures for experimental jokes and revision stories. Somewhat surprisingly, a larger pupil size on the target IA was also observed for joke control texts that neither contained an incongruity nor a funny punchline that could account for an increase in pupil size on the target.
The revision control texts, on the other hand, showed pupil size means below the participant’s average for all three IA. As all control texts were created in exactly the same way, by changing the context of the experimental text to activate the final situation model, these differences are likely to be due to the visual displays. Although the visual salience was comparable, the content of the target and competitor scenes created for the joke texts reflected the script opposition and were thus more distinct, and possibly more interesting, than those created for the revision texts. It is also possible that the picture material used for the experimental jokes as well as for the matching joke control texts was more funny in general, triggering an affective reaction for the control stories even though the corresponding text did not contain a funny punchline.
The two-way interactions of interest period with text category and item type, respectively, indicated that pupil sizes increased to some extent for all texts, except for the revision control texts. This finding is in line with a sensitivity to revision demands, as well as to affective aspects. And in fact, the main effect of the funniness ratings on the pupil sizes during text comprehension confirms that changes in pupil size were influenced by content that the participants reported to elicit affective reactions (e.g., Partala and Surakka, 2013). The pupils dilated more for funnier stories. An additional analysis on the experimental trials confirmed that the pupil dilation varied with the funniness of the story, rather than with the predefined text category. A similar result was reported by Mayerhofer and Schacht (2015) who measured pupil diameters during the reading of jokes and control texts. The pupil sizes increased about 800 ms after humourous endings, compared to coherent control texts. Similar to our findings, this effect correlated with the funniness of the jokes, as determined in independent ratings.
The estimated mean pupil sizes decreased over the course of the experiment which could indicate that the cognitive load decreased as participants got used to the task requirements and stories. Moreover, as participants might have anticipated the punchline of jokes more strongly over the course of the experiment based on these learning effects, the strength of the affective reaction might have decreased as well, as the funniness response in jokes is assumed to be a result of the surprising occurrence of the incongruity (Dynel, 2009; Canal et al., 2019).
4.4 The Visual World Paradigm
The present study confirms that the visual world paradigm is a useful tool for studying situation model updating, and, in particular, the processing of humorous language. The fine-grained temporal resolution of the viewing patterns allowed us to describe the time course of comprehension in detail. Auditory presentation is a rather natural presentation modality, and reading strategies did not play a role. Finally, appropriate control conditions eliminated lexical or sentence level effects and deconfounded joke appreciation and cognitive revision. Moreover, the analysis of pupil sizes provided additional information about the affective component of humour processing. The perceived funniness of the story was accompanied by larger pupil dilations, and joke and joke control texts—sharing more interesting picture displays—also elicited larger increases in pupil sizes. Applying this method to other issues in humor comprehension research can aid in further developing theories of humor processing that take into account the interplay between cognitive demands and affective reactions.
4.5 Limitations
Although the visual world paradigm is clearly appropriate for studying verbal humour, the unexpected differences between the two types of control texts indicate that the content of the visual displays influenced processing of the verbal input which was presented later. Further research is needed to understand the interplay between features of the visual scenes with the auditory language input during higher level language comprehension (Hüttig et al., 2011).
A further limitation of the present study is the small number of items used. An increase in experimental power would be desirable. However, the number of eight trials per condition is not unusual for visual world experiments. In addition to the constraints for designing materials for studies on joke comprehension, a visual world study requires visualizable texts for which both competing interpretations can be visualized in comparable pictures.
Nevertheless, due to the repeated-measures design of the study, a substantial number of observations was collected for the analysis of the behavioural and eye-tracking data. Because of the rather small number of observations on the subject level though, we could not explore the effects of gender on the eye-tracking dynamics of joke comprehension. As effects of gender on joke comprehension have been reported in previous studies though (Ferstl et al., 2017), future studies should also investigate these.
Because of the complex experimental design, the hierarchical structure of the repeated-measures data and the requirements of the visual world paradigm, we implemented a simplified analysis of the temporal sequence of fixations. This choice allowed us to pinpoint the effects of the information presented at the revision point. A more fine-grained analysis of the timecourse (for example using growth curve analysis, Mirman et al., 2008) would enable us to compare the present results to those using different methods, such as ERPs (Canal et al., 2019) or EMG (Fiacconi and Owen, 2015). The present study, however, can be viewed as a first exploratory analysis of the temporal progression of joke comprehension using the visual world paradigm and can be used for generating new hypotheses in this new field of research.
5 CONCLUSION
The present visual world study showed that jokes and non-funny revision texts involve similar cognitive processes. The viewing patterns confirmed that after the occurrence of an incongruity the initial situation model is revised und replaced by the globally correct one. As there was no facilitation effect for jokes, the processing advantages for jokes found in reading studies are likely to be due to meta-cognitive evaluation processes. Importantly, pupil size analyses can shed light on the affective component of the processing of verbal humour. The combination of these information sources from visual world experiments provides a promising tool for studying the interplay between cognitive and affective aspects of humor processing.
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This study investigated the relation between psychological states and linguistic features with the case of Virginia Woolf. We analyzed the data from The Diary of Virginia Woolf and Virginia Woolf: Biography by automatic text analysis and statistical analysis, including stepwise multiple regression and Deep Learning algorithm. The results suggested that the significant linguistic features can jointly predict the psychological states of Virginia Woolf, including the emotional value of anger, the absolutist word “everything,” and the total of first-person plural pronouns. In addition, we found that the total use of first-person plural pronouns and the emotional value of anger were negatively related to mental health of Virginia Woolf. While the use of the absolutist word “everything” was positively related to mental health of Virginia Woolf. Meanwhile, we developed a model that can predict the psychological states of Virginia Woolf, with 86.9% accuracy. We discussed the findings and enumerated the limitations of this study at the end of the paper. The results not only complemented previous studies in the understanding of the relation between language and psychological health, but also facilitated timely identification, intervention, and prevention of mental disorders.
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INTRODUCTION

The relation between psychological states and linguistic features recently has attracted the interest of researchers. The motivation of such a line of research is that the psychological states of a person can be examined by his/her linguistic features (Nguyen et al., 2017) since the language of a person seems a reliable device to interpret his/her internal thoughts, emotions, and feelings (Herbert et al., 2019).

Some studies have explored the relation between psychological states and linguistic features. These studies are roughly categorized into two types. First, psychological states are assessed by the way people write about their experiences (Barnes et al., 2007; Tausczik and Pennebaker, 2010; Al-Mosaiwi and Johnstone, 2018; Kim et al., 2019). Second, psychological states are predicted by factors such as the diachronic changes of linguistic features in written texts (Rodrigues et al., 2016; Ziemer and Korkmaz, 2017; Eichstaedt et al., 2018; Boukil et al., 2019).

However, mixed findings were obtained regarding the relation between linguistic features and psychological states. First, psychological states are found developing closely related with different linguistic feature. For example, Barnes et al. (2007) found that the suicide texts reflect a linguistic trend in negative emotion words and death words. In contrast, Kim et al. (2019) showed a linguistic trend in modifier, numerals, first and second person pronouns, emotion words (positive, negative, sadness, and depression-related), and future tense verbs in the suicide texts. Second, the relation between linguistic features found in texts and psychological states are inconsistent. For example, Tausczik and Pennebaker (2010) found that people who consider suicide express more negative emotional words. Another example showed an opposite result that people who consider suicide express less negative emotional words (Barnes et al., 2007).

Therefore, the purpose of this study is to explore the relation between psychological states and linguistic features with the case of Virginia Woolf. The findings of this study may examine and complement previous studies and provide an approach to early identification, intervention, and prevention of mental disorders.



LITERATURE REVIEW

In this section, we introduce linguistic features that have been used to recognize psychological states in previous studies and a computational method that has been used to analyze sentiments and emotions.


Linguistic Features and Psychological States

Recent studies have shown that linguistic features such as personal pronouns, emotion words, absolutist words, color words, word count, and question marks may be used to identify psychological states.

The use of personal pronouns has served as a promising indicator of psychological states (Tausczik and Pennebaker, 2010). For example, Campbell and Pennebaker (2003) suggested that personal pronouns manifest psychological states from the perspective of a person’s social connection or social isolation. Specifically, an excessive use of first-person singular pronouns may be related to a high degree of self-involvement, while an increased use of the other pronouns may indicate improvement of social engagement (Cohn et al., 2004; Simmons et al., 2008). In addition, people use more first-person singular pronouns when in grief or depression or attempting suicide (Rude et al., 2004; Boals and Klein, 2005; Eichstaedt et al., 2018). Last, it is also found that fewer first-person singular pronouns may involve deceptive communications (Newman et al., 2003), while more first-person plural pronouns may indicate that he or she was in a happy marriage (Simmons et al., 2008).

Similarly, the use of emotional words is also correlated with psychological states (Barnes et al., 2007), though mixed findings were found regarding the relation between emotions and psychological states. The findings can be roughly categorized into three types. First, both positive and negative emotional words are related with mental health, and more negative emotional words and less positive emotional words reflect a less healthy mental state (Pennebaker et al., 2003; Kahn et al., 2007). Second, only negative emotional words are related with mental health, and more negative emotional words reflect a less healthy mental health (Kahn et al., 2007; Herbert et al., 2019). Third, more emotional expressions improve psychological states, such as positive emotional words, anger, or sadness (Rude et al., 2004; Graves et al., 2005; Barnes et al., 2007). It is worth noting that some studies stressed the impact of negative emotional expression on psychological states. Previous studies found that negative emotional words not only carry more information about mental health than positive emotional words (Garcia et al., 2012) but may also benefit psychological states (Lerner et al., 2003).

Absolutist words have also been employed to predict psychological states (Savekar et al., 2019) since absolutist words are believed to present an absolutist thinking (Al-Mosaiwi and Johnstone, 2018). Empirical studies have revealed that the absolutist thinking, a cognitive distortion related to extreme and rigid thoughts, may do harm to mental health (Savekar et al., 2019; Jones et al., 2020). More importantly, compared with negative emotional words, absolutist words may more accurately track the severity of the affective disorder (Al-Mosaiwi and Johnstone, 2018). To be specific, the language of suicidal ideation contains approximately 30% more absolutist words than that of anxiety and depression, and approximately 80% more than that of normal mental health (Al-Mosaiwi and Johnstone, 2018).

Other linguistic features such as color words, question marks, and word counts, may also be used to predict psychological states (Barnes et al., 2007; Tausczik and Pennebaker, 2010; Wadsworth et al., 2016). For example, Wadsworth et al. (2016) found that the use of white in Sylvia Plath’s poems increased significantly while the use of gray, yellow, purple, and brown decreased rapidly before Sylvia Plath committed suicide. Furthermore, Barnes et al. (2007) analyzed letters and diaries of suicidal youth and found that the use of question marks increased rapidly before their suicide. Last, some studies indicated that word counts may be related to psychological states since it reflects how engaged people are in the expression or how much information people produced (Alvarez-Conrad et al., 2001; Tausczik and Pennebaker, 2010; Wadsworth et al., 2016).



Sentiment Analysis and Psychological States

Sentiment analysis has recently been used to study psychological states since it could take a step closer to understanding and anticipating an individual’s physiological states and needs (Al-Thubaity et al., 2018; Chatterjee et al., 2019; Moreno-Blanco et al., 2020). To be specific, sentiment analysis quantifies or extracts the polarity of sentiments, attitudes, emotions, and opinions of a given text (Cambria, 2016; Rendalkar and Chandankhede, 2018). More importantly, sentiment analysis broadly covers two dimension, namely, sentiment analysis in a narrow sense and emotion analysis (Lei and Liu, 2021). On the one hand, sentiment analysis in a narrow sense mainly identifies the sentiment polarities such as positive, negative, or neutral (D’Andrea et al., 2015; Lennox et al., 2020; Zucco et al., 2020). Some studies have applied sentiment analysis in a narrow sense to identify psychological states (Tausczik and Pennebaker, 2010). For example, Herbert et al. (2019) found that people express more negative emotions in their notes before committing suicide. Similarly, Eichstaedt et al. (2018) found that depressed people express more negative emotions, which contributed negatively to their psychological states. In addition, Rodrigues et al. (2016) detected positive or negative emotions of cancer patients by analyzing their texts in online communities to support their treatment.

On the other hand, emotion analysis focuses on recognizing a set of basic emotions, which may extend a more accurate and reliable detection of psychological states and feelings (Calabrese and Cannataro, 2016; Molina Beltrán et al., 2019). Previous studies have developed several versions of basic emotions. Specifically, Ekman (1993) proposed six universal emotions including anger, disgust, fear, sadness, joy, and surprise. Besides, Plutchik (1980) developed eight basic emotions such as anger, anticipation, disgust, fear, joy, sadness, surprise, and trust. Some studies have investigated the relation between basic emotions and psychological states (Desmet and Hoste, 2013; Ciullo et al., 2016). For instance, suicide individuals tend to express more emotional words such as anxiety, sadness, and depression in response to their feelings of anger or anxiety (Kim et al., 2019). Meanwhile, the use of joy or happiness words, revealing a sense of enjoyment, satisfaction, and pleasure, and these words are frequently used when an individual is in the situation of wellbeing, inner peace, love, safety, and contentment (Papapicco and Mininni, 2020). Additionally, the use of sadness words reflects the degree of social withdrawal or mood flattening, occurring with a higher frequency when an individual is most likely in grief, loss, frustration, depression, and suicide ideation (Barnes et al., 2007; Eichstaedt et al., 2018; Kim et al., 2019).

In fact, many studies have explored the relation between psychological states and linguistic features. However, a few limitations should be noted. First, most studies applied commercial tools such as Linguistic Inquiry and Word Count Program (LIWC) to analyze the psychological states of texts, which may limit the application of their findings in that such tools are not freely available. More importantly, these studies can only explore the linguistic features provided by LIWC, which may limit the comprehensiveness of the research. Second, few studies have examined the relation between psychological states and other linguistic features besides personal pronouns and positive and negative emotions (Wadsworth et al., 2016; Al-Mosaiwi and Johnstone, 2018). Third, previous studies yielded conflicting findings, such as different linguistic features that are related to psychological states (Eichstaedt et al., 2018; Kim et al., 2019), and a different relation between linguistic features and psychological states (Barnes et al., 2007; Tausczik and Pennebaker, 2010).

Therefore, this study aims to address the foregoing limitations and examine the relation between linguistic features and psychological states with the case of Virginia Woolf. More specifically, we use Python and R (version 3.6.0) to analyze the psychological states of texts, which can consider more linguistic features. In addition, this study examine linguistic features that are related to psychological states of Virginia Woolf. We also confirm the relation between linguistic features and the psychological states of Virginia Woolf. Finally, we aim to provide an equation to predict the psychological states of Virginia Woolf by linguistic features.




MATERIALS AND METHODS

In this section, we introduce the data, the methods for text analysis, and the statistical analysis in this study.


Data

The Diary of Virginia Woolf (Bell, 1984) was used for text analysis in the present study for three reasons. First, Virginia Woolf was a British novelist and essayist regarded as one of the major modernist literary figures of the twentieth century (Boeira et al., 2016). Second, she had mental disorders and attempted suicide several times, and killed herself at the age of 59 (Androutsopoulou et al., 2019). Third, The Diary of Virginia Woolf (Bell, 1984) contains 1,577 diaries in total and covers 26 years, from 1915 until 4 days before death in 1941, except in 1916, Virginia Woolf didn’t write a diary due to a serious breakdown (Blodgett, 1989). It is a private text of self-presentation and provides more comprehensive and affluent information to reveal the relation between linguistic features and psychological states (Briggs, 2011; Androutsopoulou et al., 2019). We saved each diary piece as one text and obtained 1,577 texts in total.

Virginia Woolf: A Biography (Bell, 1972) was used in this study for three reasons. First, this book is more reliable than other biographies about Virginia as the writer is the nephew of Virginia Woolf. Second, the chronology record of this book is complete, from Virginia Woolf’s birth (1882) to her death (1912). More importantly, it is a chronology that records the stages of composition of Virginia Woolf’s books, her daily life, and especially her illness. We found the psychological states of Virginia Woolf are recorded including normal, recovery, restlessness, anxiety, irritability, physical discomfort, and mental illness. Thus, we extracted the information on psychological states of Virginia Woolf and the corresponding time for analysis.



Data Search

In this study, we explored some linguistic features as shown in Table 1.


TABLE 1. The classification of variables.

[image: Table 1]
We calculated the sentiment and emotion values of each text with Jockers (2015) syuzhet, a lexicon-based sentiment analysis package in R (version 3.6.0). To help make the results more reliable, we first calculated the sentiment and emotion values at sentence levels and then computed the mean values of each text as the final value of the text. We chose the Bing lexicon (Liu, 2012) to calculate sentiment values and the NRC lexicon (Mohammad and Turney, 2013) to calculate the emotion values for the reason that the lexica contain comprehensive lists of sentiment and emotion words and have been widely used in sentiment and emotion research (Calabrese and Cannataro, 2016). With the Bing lexicon (Liu, 2012), each sentence was assigned a sentiment value, while each sentence was assigned emotion values from eight perspectives, i.e., anger, anticipation, disgust, fear, joy, sadness, surprise, and trust.

Besides the sentiment and emotion values, we also calculated other linguistic features of each text, such as the number of words, absolutist words, color words, personal pronouns, and question marks. First, following Al-Mosaiwi and Johnstone (2018), we counted the frequency of 19 absolutist words of a text. Second, we counted the frequency of all personal pronouns. It should be noted that we combined the frequency of subject personal pronoun, the object personal pronoun, and the adjective subject pronoun of each personal pronoun of a text (e.g., i_my_me) due to the very low occurrence of the pronouns. Third, following Wadsworth et al. (2016), we counted the frequency of each color word of a text, including red, white, black, green, yellow, blue, purple, and gray. The calculation of all the foregoing linguistic features was performed with a homemade Python script.

Last, due to different text lengths, we normalized the raw frequency of the linguistic features with the following formula.
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Data Analysis

The stepwise multiple linear regression analysis was conducted to identify the relation between linguistic features and psychological state of Virginia Woolf, which was implemented with Venables and Ripley’s (2002) MASS, a powerful package for the statistical and graphical analysis in R (version 3.6.0). To be specific, the independent variables are the linguistics features of texts we extracted. Besides, the dependent variable is the psychological states of Virginia Woolf, which were expressed in numbers for identification and calculation (e.g., 1 represents normal). Our reasons for choosing the stepwise multiple linear regression are listed as follows. First, it identifies the independent variables that can serve as the influential predictors to identify the dependent variable, with the inclusion set at P < 0.05. More importantly, it also gains insight into the correlation between the influential predictors and the dependent variable. A positive value of regression coefficient presents a positive relation, and vice versa.

Then, we used the significant linguistic features to build a model for identifying psychological state of Virginia Woolf based on Deep Learning algorithms with the RapidMiner Studio (the educational version 9.7). We did so for the following reasons.

First, Deep Learning, as an advanced machine learning algorithm, involves in deciphering the hidden and more complex but meaningful phenomena within the data that the traditional statistical methods struggled to show (Wongso et al., 2017). In simple words, Deep Learning may build an automatic but more effective model for identifying psychological state of Virginia Woolf. Second, we can yield an objective evaluated criteria, namely, accuracy, with higher values for a better performance (Savoy, 2020).

In conclusion, we determined the significant linguistic features in identifying psychological state of Virginia Woolf, examined their relations, respectively, and built and evaluated the model for identifying the psychological state of Virginia Woolf.




RESULTS

The results show some interesting findings. First, we found the significant linguistic features that jointly predicted the psychological states of Virginia Woolf after examining a total of 65 linguistic features, respectively, in the stepwise multiple regression analysis. The significant linguistic features were the total usage of first-person plural pronouns, i.e., “we_our_us,” the emotional value of anger, and the absolutist word “everything.” The other linguistic features of this study had no significant effect on predicting the psychological states of Virginia Woolf (p-values were larger than 0.05).

Second, we found some correlations between the significant linguistic features and mental health of Virginia Woolf. Specifically, the total use of first-person plural pronouns (Coefficients = −0.007) and the use of emotional value of anger (Coefficients = −0.007) were negatively related to mental health of Virginia Woolf. In contrast, the use of the absolutist word “everything” (Coefficients = 0.074) was positively related to mental health of Virginia Woolf.

Last, we used the significant linguistic features to build a model for identifying psychological state of Virginia Woolf, which yielded 86.9% accuracy with Deep Learning algorithms.



DISCUSSION

Several points should be noted based on the results of the present study. First, the total use of first-person plural pronouns correlated negatively with the psychological states of Virginia Woolf. The reasons are listed as follows. First, the use of first-person plural pronouns serves as a mark of social connection, inclusiveness, and belongingness (Pennebaker et al., 2003). Second, fewer first-person plural pronouns serve as evidence of greater self-involvement and selfishness (Pennebaker et al., 2005). Thus, it was the degree of connection and belongingness reflected the psychological states of Virginia Woolf with the total use of first-person plural pronouns. Inconsistent with some previous research, the total use of first-person plural pronouns outperformed than other personal pronouns in predicting psychological states of Virginia Woolf. The result is most likely due to the property of diaries, Virginia Woolf always concerned and recorded her personal activities, thoughts, and feelings. Thus, the use of first-person singular pronouns occurred with a higher frequency but little variation; the use of second and third personal pronouns occurred with a lower frequency; only the use of first-person plural pronouns occurred with a higher frequency and variation. In addition, the total use of first-person plural pronouns highlighted the fluctuations in variation and ensured a significant statistical analysis.

Second, the use of anger words correlated negatively with the psychological states of Virginia Woolf. Many researchers have studied the relation between emotions and psychological states since emotions are one of the key aspects that characterize many mental health conditions (Pennebaker et al., 2003, 2005). However, mixed findings were obtained regarding the relation between emotions and psychological states. For example, Pennebaker et al. (2003) found a linear relation between positive emotion and mental health, and a curvilinear relation between negative emotion and mental health. Some studies found a negative relation between negative emotion and mental health (Kahn et al., 2007; Herbert et al., 2019). They stressed the negative emotions have a detrimental impact on psychological states. Thus, this study complements previous studies, which proved that the anger expression could predict and benefit the psychological states of Virginia Woolf. The reasons are listed as follows. First, anger is an interpersonal feeling, which typically emerges in a close relation (Fehr et al., 1999). Virginia Woolf was involved in a close connection with others and expressed anger, which is beneficial to her psychological health. In addition, angry expression triggers more optimism and shows a higher expectation for the future (Lerner et al., 2003). Last, anger expression helps people realize mistakes and promote problem-solving (Aarts et al., 2010).

Third, the absolutist word “everything” correlated positively with the prediction of the psychological states of Virginia Woolf. Consistent with previous research, absolutist thinking performs an unhealthy and inflexible way of thinking with more absolutist words (Savekar et al., 2019). As expected, the thought patterns of unhealthy psychological individuals are concerned with the feeling of absolutism. It might also signify that absolutist thinking harmed the psychological health of Virginia Woolf. The reasons are listed as follows. First, absolutist thinking disrupts emotion regulation, promotes emotional distress, and make people vulnerable to poor psychological and physical health (Al-Mosaiwi and Johnstone, 2018). Moreover, absolutist people are often perfectionists who see their values, goals, and outcomes as being right (Antoniou et al., 2017). They prefer anger, self-blame, and deprecatory thoughts (Savekar et al., 2019). It is of interest to note that the absolutist word “everything” outperformed than other absolutist words we extracted in predicting psychological states of Virginia Woolf. The possible reason is that the absolutist word “everything” represents an overly dichotomous thought. The dichotomous thought lacks tolerance and compromise, which may do harm to mental health (Jones et al., 2020). Moreover, “everything” served as an indefinite pronoun or premodifier in the diary of Virginia Woolf. Thus, the diachronic change of usage of “everything” was more significant than of other absolutist words.

Last, our study verifies the value of the proposed model for predicting the psychological states of Virginia Woolf. Consistent with previous studies, the results proved that a change of psychological states affects the words people used, and the words people used convey a great deal of information about their psychological health. More importantly, our study, similar to ample research, suggested that the model based on linguistic features for predicting psychological states may become increasingly feasible and more accurate. For example, Boukil et al. (2019) proposed an automatic system based on Deep learning algorithm to predict suicidal ideation through analyzing sentiment and feelings expressed on social media. Similarly, Nguyen et al. (2017) extract linguistic features and topics to discriminate depressed online communities from other groups based on machine learning algorithms. Particularly, it yielded 77.6% accuracy in the binary classification of depression vs. Bipolar by Lasso algorithms. Meanwhile, Eichstaedt et al. (2018) built a model with some linguistic predictors to identify depressed Facebook users, with a higher prediction accuracy (AUC = 0.72). In addition, de Ávila Berni et al. (2018) developed a model to identify texts proposed by suicidal individuals based on the Naïve-Bayes machine-learning algorithm. The model achieved a higher performance, with an accuracy of 80%. In all, we can develop our proposed model into a system or tool for assessing mental health, monitoring mental disorder, and preventing suicide.



CONCLUSION

In this study, we explored the relation between linguistic features and the psychological states of Virginia Woolf, which generated three findings. First, the result confirmed the total use of first-person plural pronouns, the emotional value of anger, and the absolutist word “everything” can jointly predict the psychological states of Virginia Woolf. Second, we provided an effective model to predict psychological states of Virginia Woolf. We can further applied the model in various areas such as interventions, therapeutic protocols, and suicide preventions.

Two limitations of this study should be noted. First, we should consider more factors that affect psychological health to improve the explanatory power and usefulness of our equation, such as other linguistic features, social, environmental, economic, and political contexts. Second, we should examine whether our findings are generalizable in any way with more replicative studies on different people, language, and materials.
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Affect and emotion are essential aspects of human life. These states or feelings signal personally relevant things or situations and color our memories and thoughts. Within the area of affective or emotion processing, evaluation–the assessment of the valence associated with a stimulus or event (i.e., its positivity or negativity)–is considered a fundamental process, representing an early and crucial stage in constructivist emotion theories. Valence evaluation is assumed to occur automatically when encountering a stimulus. But does this really apply always, even if we simply see a word? And if so, what exactly is processed or activated in memory? One approach to investigating this evaluative process uses behavioral priming paradigms and, first and foremost, the evaluative priming paradigm and its variants. In the present review, we delineate the insights gained from this paradigm about the relation of affect and emotion to cognition and language. Specifically, we reviewed the empirical evidence base with regard to this issue as well as the proposed theoretical models of valence evaluation, specifically with regard to the nature of the representations activated via such paradigms. It will become clear that affect and emotion are foremost (and, perhaps, even exclusively) triggered by evaluative priming paradigms in the sense that semantic affective knowledge is activated. This knowledge should be modeled as being active in working memory rather than in long-term memory as was assumed in former models. The emerging evidence concerning the processing of more specific emotion aspects gives rise to the assumption that the activation of these semantic aspects is related to their social importance. In that sense, the fast and (conditionally) automatic activation of valence and other emotion aspects in evaluative priming paradigms reveals something about affect and emotion: Valence and specific emotion aspects are so important for our daily life that encountering almost any stimulus entails the automatic activation of the associated valence and other emotion aspects in memory, when the context requires it.

Keywords: evaluative priming, affect, emotion, semantic representation, valence


INTRODUCTION

Affect and emotion are essential aspects of human life. These states or feelings signal personally relevant things or situations and color our memories and thoughts. Within the area of affective or emotion processing, evaluation–the assessment of the valence associated with a stimulus or event (i.e., its positivity or negativity) –is considered a fundamental process, representing an early and crucial stage in constructivist emotion theories. Valence evaluation is assumed to occur automatically when encountering a stimulus. But does this really apply always even if we simply see a word? If so, what exactly is processed or activated in memory? One approach to investigating this evaluative process uses behavioral priming paradigms, and, first and foremost, the evaluative priming paradigm and its variants.

In the present review, we delineate the insights gained from this paradigm about the relation of affect and emotion to cognition and language. We will start with a theoretical outline of the concepts of emotion, affect, and evaluation to avoid misunderstandings, because researchers do not completely agree upon these concepts' definitions (see, e.g., Moors and Scherer, 2013). Of importance for the present review, this delineation shapes our view on how the processing of stimuli in evaluative priming paradigms relates to emotion and affect.

We then introduce the reader to the evaluative priming paradigm and its variants [see Herring et al. (2013) for a meta-analysis]. In the basic version of the evaluative priming paradigm, target items (e.g., words) are categorized according to their valence (Fazio et al., 1986). The target is preceded by a briefly presented prime stimulus whose valence is either congruent to the target's response category or not. Typically, faster responses and/or fewer errors are observed in cases of congruency, which is taken as an indication of automatic evaluation of the prime. We outlined the empirical evidence gathered with the paradigm, focusing on three specific questions: (1) Are “hot” emotion-related processes involved in the paradigm? Or do effects rely on the “cold” semantic categorization process (es) (or do both play a role)? We used the term “hot” to refer to all aspects related to emotion or affect that cannot be explained simply by pure semantic processing, such as, for example, the involvement of facial muscle responses, or effects relating to embodiment (e.g., modality switch costs). After having answered this question, we will address the more specific question: (2) How is valence mentally represented according to the evidence accrued with the evaluative priming paradigm? To answer this question, we describe the different task contexts under which effects in the evaluative priming paradigm have been observed (or not). It will become clear that the assessment of valence is not an integral part of prime word processing under all conditions despite its functional relevance for adaptive behavior. That is, valence assessment is not automatic in that it does not unconditionally meet all automaticity criteria (i.e., being fast, efficient, unintentional, non-conscious, and independent of current goals; Moors, 2007). It will become clear that, despite three decades of research, the existing theoretical models cannot explain all observed effects. Thus, we will propose a working memory account, integrating existing mechanisms into a coherent picture of evaluative priming. We will then ask a final question: (3) Beyond valence, can further emotion aspects—such as relevance, potency, or the specific emotion category—be involuntarily activated (and what insights may the answer to this question provide)? As the reader will see, the existing evidence is not easily explainable by (pure) semantic processing accounts so that, indeed, the evaluative priming paradigm and its variants reveal something about affect and emotion.



WHAT EVALUATIVE PRIMING RESEARCHERS MEAN WHEN THEY TALK ABOUT AFFECT AND EMOTION

Affective phenomena are a very popular and widely researched topic (Dukes et al., 2021), and priming paradigms are only one approach to gain insights into them. To prevent issues akin to the parable of the blind men describing an elephant, we first provide definitions of core concepts: Affect is usually defined in a very general sense as “any experience of feeling or emotion…ranging from the simplest to the most complex sensations” (VandenBos, 2007, p. 26). Next to cognition and conation, it is identified as one of the essential components of the mind. Affect can range from a vague feeling, not bound to a specific object and, simply, phenomenally experienced to a specific emotional state that can involve cognitive aspects and can be reflected on (e.g., I experience disappointment for not having achieved a self-set goal). Often, however, researchers use the word affect in a narrower sense when referring to coarse, unspecific states that can be described as positive and negative, in contrast to specific emotional states. An emotion is seen as a temporary, dynamic process encompassing “interrelated, synchronized changes” in several components, including cognition, neurophysiology, motor expression, motivation, and subjective feeling “in response to the evaluation of an internal or external stimulus event as relevant to major concerns of the organism” (Scherer, 2005, p. 313). Important differences from affect lie in the circumscribed phenomenal feelings and related cognitions elicited by a specific stimulus or event.

For both concepts, the process of evaluation or appraisal plays a primary role, that is, the process by which an individual assigns subjective, affective meaning to stimuli. Evaluation can be broadly defined as the outcome of such a judgment process (e.g., Cunningham et al., 2007), no matter how many and which processing steps are exactly involved. However, evaluation (especially in the context of evaluative priming paradigms) is typically defined more narrowly as a mechanism that automatically evaluates all incoming stimulus information as “good/positive/pleasant” or “bad/negative/unpleasant.” More precisely, the stored mnemonic representation of the evaluative aspect of a stimulus is assumed to be activated along with its semantic representation.1 Whereas, the term evaluation emphasizes the cognition involved in the judgment, the term appraisal places more weight on different aspects of (and thus different kinds of information involved in) emotional processing (i.e., physiological state, expression, action tendencies, cognition, and feeling; Scherer and Moors, 2019).

This already makes clear that researchers with different backgrounds and research interests have different perspectives on the processes that assign subjective, affective meaning to stimuli. Some take a more cognitive stance in examining relatively stable affective phenomena, such as, for example, attitudes (Cunningham et al., 2007). Others focus more on the physiological and phenomenal aspects of affect and emotion and the temporary nature of emotional phenomena (Scherer and Moors, 2019). Evaluative priming research falls on the more cognitive side, as will become clear shortly. Thus, one might ask in what sense, if any, is evaluative priming related to affect and emotion? One general response is that emotion and cognition are deeply intertwined (see, e.g., Moors, 2007; Storbeck and Clore, 2007; Barrett, 2014), and evaluative priming research can thus, indeed, answer questions related to emotion and affect: When we extract information from our surroundings, translating it into “meaning,” we do so based on cognitive processes. This process of meaning making implies that we do not take the sensory input as it is, but we translate it into something. As Moors (2007, p. 1238) puts it: cognitive processes are those that “mediate between variable input-output relations by means of representations.” She proposes that “the unique feature of emotion has to do with the content of the representations involved in the transition from stimulus input to emotion.” This statement makes the relation of emotion to cognition as well as the importance of language for this relation very clear: Emotional information–as any other type of information–is processed via extracting some sort of category2. and mapping it onto a mental (potentially modal, embodied) representation, but the type of mental representation or the extracted information encompasses aspects specific to emotion and affect. Language, in turn, can be used to label the representation, and the representation might be partly or completely semantic in nature.

Two further distinctions are worth making, especially with regard to linguistic stimuli: the first is the one between denotative and connotative meaning (e.g., Osgood et al., 1957). The denotative meaning refers to the semantic mental representation of a word: For example, when reading the word HOUSE, a semantic mental representation is activated, which refers to the real object being referred to. The denotative meaning is identical or similar across individuals and the basis for communicating about the referred-to objects. Connotative aspects, by contrast, refer to all subjective, affective, or emotional associations of a stimulus (e.g., one could think of a warm and cozy home when reading HOUSE, or an old, gray, run-down tenement). These associations depend on an individual's stored mental representations created across their lifespan; thus, connotative aspects are multidimensional, and their content varies strongly between individuals (Osgood et al., 1957). Thus, when studying evaluation using priming paradigms, it is often the connotative aspect of the stimuli that is of interest. Sometimes, however, this distinction is not considered (e.g., when using emotional facial expressions, researchers often focus on their denotative meaning as positive or negative or representing a specific emotion). The second important distinction is the one between affective and semantic valence (Itkes and Kron, 2019). Itkes and Kron correctly pointed out that researchers often do not sufficiently differentiate between affective phenomena that are part of an emotional response–in the sense that they involve a physiological response or a potentially fleeting change in emotional feeling (i.e., affective valence, “hot” affect) –and affective phenomena that merely involve activation of factual knowledge (i.e., memory representations) of the valence associated with an object or event (i.e., semantic valence, “cold” affect). This distinction is important for evaluative priming, as there is ongoing debate about what exactly is activated in this paradigm and what mechanisms underlie the observed effects. We will come back to this issue later on.

Studying valence evaluation with priming paradigms is, therefore, a research field at the intersection of affect, cognition, and language: It uses predominantly linguistic stimuli (but also facial expressions, pictures, sounds) to study the automatic (i.e., fast, efficient, non-conscious, goal-independent, uncontrollable; Moors and De Houwer, 2006) assessment of valence, including the underlying processes, processing steps, or mechanisms, and mental representations.



IS SEMANTIC OR AFFECTIVE VALENCE ACTIVATED IN EVALUATIVE PRIMING?

A core question in this area of research has been whether the affective connotation of words (and other stimuli) renders evaluative priming different from other forms of semantic processing, and whether the underlying processes or the activated mental representations differ from other semantic processes and representations. More specifically, researchers are interested in whether evaluative priming involves “hot” affective aspects (i.e., affective valence in terms of Itkes and Kron, 2019) –that is, activation of emotion components, such as facial expressions or physiological changes. We will now summarize the insights that empirical research has provided so far.

The question of whether evaluative priming differs from other forms of semantic categorization has been posed by this research field since its beginning (e.g., Fazio et al., 1986; Klauer and Musch, 2003; Storbeck and Robinson, 2004); however, only few empirical studies have directly studied this issue. One focus has been on whether evaluative categorization is more obligatory than semantic categorization and whether it occurs before or independently from semantic analysis (e.g., Zajonc, 1980; Nummenmaa et al., 2010). While many studies have investigated this question using categorization tasks without primes (e.g., Nummenmaa et al., 2010; Lai et al., 2012), some have employed an evaluative priming paradigm3 These early studies, by and large, showed comparable results: If evaluative categorization was the task at hand, evaluative priming effects emerged; if semantic categorization (e.g., person vs. animal) was the task at hand, semantic priming effects emerged (Kemp-Wheeler and Hill, 1992; Klinger et al., 2000; De Houwer and Randell, 2002; De Houwer et al., 2002), with no evidence for the additional activation of valence (see also Section How Is Valence Represented in Conceptual Representation Systems?). There is, however, one notable exception: Storbeck and Robinson (2004) systematically compared semantic categorization to evaluative categorization using the same stimuli, which varied not only with regard to valence but also with regard to category membership (i.e., animals vs. texture-related concepts vs. religious concepts; words in Exp. 1-3, pictures in Exp. 4-5). In four experiments, category congruency effects emerged and no evaluative priming effects, regardless of whether the task was semantic or evaluative categorization. Evaluative priming effects emerged only in one experiment, in which there was no variation of semantic category (Exp. 3). The authors explained this somewhat surprising finding with the salient variation in semantic category membership. According to them, evaluative priming effects only emerge when there is no (close) semantic relationship between primes and targets (but see Section How Is Valence Represented in Conceptual Representation Systems?), or when there is little semantic variation in a given task context. This already pointed to the conditionality of evaluative priming effects, an aspect that has been more systematically investigated in recent years and which we will elaborate on below. Of importance for the affective vs. semantic valence issue here is that there is evidence that evaluative categorization does not occur earlier than or independently of semantic categorization, but that semantic categorization seems to be the default processing operation when encountering (a wide range of) stimuli. Evaluative priming effects occur only when evaluation is important in the given context (e.g., due to the task set or attentional focus; see below), which is at odds with affective primacy.

Notwithstanding this documented predominance of semantic processes in the paradigm, one can ask whether a “hot” affect-related response (i.e., a physiological affective response or a partial reinstatement of such, as assumed by embodiment perspectives) is triggered by the prime, in addition to some semantic activation, and whether an affective state can influence evaluative priming effects.

With regard to the latter question, there are some hints that an affective state influences the effects: Foroni and Semin (2012) showed that inhibition of the zygomaticus major muscle–the muscle that pulls the lip corners apart in smiling–prevents evaluative priming effects. They argued that this is due to the involvement of affect-related, embodied processes in the paradigm. An alternative explanation would be that the muscle inhibition reduces positive affect. In support of this, Storbeck and Clore (2008) showed that participants in a neutral or happy mood showed evaluative priming effects but participants in a sad mood did not. These authors argued that affect influences the accessibility and use of semantic associations in memory, and that negative affect can inhibit activation spread in semantic networks. Thus, the observed effect would be the result of an affect-cognition interaction, and not evidence for the involvement of affect in evaluative priming per se. In a similar vein, Lemonnier and Alexopoulos (2019) examined the modulation of the evaluative priming effect by brief phasic affect, that is, trial-by-trial affective variations induced by positive and negative music or the manipulation of proprioceptive facial feedback via different facial muscle postures. Conceptually, they replicated Storbeck and Clore's (2008) results: Evaluative priming was observed in the neutral and positive conditions, but not in the negative affect conditions (also see Topolinski and Deutsch, 2013, for an influence of phasic affect on semantic priming). Consistent with this, De Saedeleer and Pourtois (2016; Exp.1) found that trait worry weakens the evaluative priming effect. Taken together, this line of research clearly shows that “hot” affect can influence evaluative priming effects; however, it seems unlikely that the processes underlying evaluative priming themselves encompass “hot” affect-related aspects, even though the available evidence cannot rule this out.

Another approach to the topic is the investigation of arousal influences on evaluative priming. Arousal is defined as the degree of physiological activation, and it is considered the second important dimension of the (semantic) affective space (Osgood et al., 1957; Russell and Barrett, 1999). Thus, if arousal affected evaluative priming effects, “hot” affect-related aspects might play a role in the paradigm. In three studies, Herring et al. (2015) used affective images rated low vs. high on arousal to examine whether prime arousal has an influence on evaluative priming effects. In their studies, greater prime arousal increased evaluative priming if primes were presented parafoveally, but not when primes were presented foveally. The authors argued this effect resulted from greater competition between sensory and response processes for high arousing parafoveal stimuli, which slowed down target processing in incongruent trials. Taking a more general perspective, the effects can be explained with arousal-biased competition theory (Mather and Sutherland, 2011), which proposes that arousal increases activation of salient or relevant stimuli and dampens the activation of less salient competitors. Consequently, the effects of Herring et al. can be explained by arousal-induced changes in attention and early vision, which are of particular relevance for parafoveal processing. If attentional processes are of less importance, as for example, in central vision, then arousal does not seem to play a role for evaluative priming. In line with this, Hinojosa et al. (2009) found that arousal did not influence reaction times in evaluative priming, although event-related potentials showed clear processing of the arousal aspect. However, Zhang et al. (2012) did observe a behavioral influence of valence and arousal: Using picture primes and word targets, they found that valence congruency effects were enhanced by high prime arousal. They also reported an effect of arousal congruency, which, however, was not mirrored in the corresponding event-related potentials. Also, as they used Chinese words (i.e., words of a logographic language), it is unclear whether the observed effects generalize to phonographic languages as well. So far, the very few existing studies suggest that arousal can impact evaluative priming effects; however, this influence seems to arise from arousal-induced influences on attention and downstream processing, not from the involvement of “hot” affect-related aspects in evaluative priming.

Thus, taken together, the existing evidence speaks against an involvement of affective valence in the evaluative priming paradigm. However, it remains a possibility that some “hot” aspects can be involved in the paradigm–as suggested by embodiment perspectives (e.g., Niedenthal et al., 2003), –and that research simply has not yet found the right approach to capture this influence (e.g., see Itkes et al., 2017, for an intriguing test of affective vs. semantic valence in the affective Simon paradigm).



HOW IS VALENCE REPRESENTED IN CONCEPTUAL REPRESENTATION SYSTEMS?


The Evaluative Priming Paradigm and Its Mechanisms

Given the evidence presented above, it seems obvious that some form of semantic mental representation becomes activated in evaluative priming paradigms. But how is the activated valence mentally represented? This question cannot be answered without a close look at the mechanisms involved in the paradigm: Evaluative priming with the evaluative decision task is a variant of response interference tasks, like Stroop or flanker tasks (see Klauer et al., 1997; Wentura, 1999; also Wentura and Degner, 2010b). In the classical setup, target stimuli (e.g., words, pictures, faces, sounds) are categorized according to their valence (i.e., as positive or negative). The target (e.g., the word LOVE) is preceded by a briefly presented prime stimulus (e.g., the word BIRTHDAY) whose valence is either congruent to the target's response category or not. Typically, faster responses and/or fewer errors are observed in cases of congruency, which is taken as an indication of involuntary evaluation of the prime; that is, it is assumed that the valence of the task-irrelevant prime stimulus is automatically assessed. Thus, the paradigm is a parsimonious way to examine the automatic evaluation of the presented prime stimulus (in the example above: its connotative meaning) and the underlying processes and specific facilitatory conditions; it can potentially also reveal something about affect-cognition interactions. Moreover, given the task's setup, the question under investigation can be reframed as “Is the prime (distractor) compatible or incompatible with the response required by the target?” From this perspective, the most parsimonious explanation of the observed effects is based on response compatibility, that is, the assumption that the prime can facilitate either the correct or the incorrect response, with ensuing effects on response times [stimulus-response (or S-R)-based evaluative priming; see De Houwer, 2003]. Thus, evaluative priming can be conceptualized as just another variant of semantic categorization with response priming as the underlying mechanism [e.g., see Dehaene et al., 1998; Kunde et al., 2003; Rohr and Wagner, 2020 for studies with numbers; Klinger et al., 2000; Kiesel et al., 2006 for studies using other semantic categories]. Put differently: In the evaluative categorization task, stimulus valence is processed because it is response relevant. Thus, valence activated by a prime could just be seen as any other (response-relevant) semantic category. As such, a priming effect reveals (goal-dependent) involuntary activation of the prime's valence, but it does not reveal anything about the links between positive/negative concepts in semantic memory, for example, and thus provides little information about how valence is mentally represented.

However, the evaluative priming paradigm can be turned into a variant of the associative/semantic priming paradigm by changing task instructions (e.g., see Neely, 1991; McNamara, 2005; Wentura and Degner, 2010b). Concretely, if the task is to decide whether a target is a word or non-word, or to simply pronounce the target as quickly as possible, then response compatibility can no longer be the underlying mechanism. For example, a pronunciation task will mix valence-congruent prime/target pairs (e.g., FLOWER-CAKE) and valence-incongruent recombinations of prime/target pairs (e.g., WAR-SUNSHINE). Any resulting priming effects cannot be explained easily by S-R-based processes, but explanation must take into account processes that focus on the mental representation of prime and target and how activation of the prime representation helps or hinders access to the target representation [i.e., stimulus-stimulus (or S-S)-based priming; De Houwer, 2003].

Thus, changing an evaluative priming task from evaluative judgment to, for example, pronunciation is prima facie associated with a change in the underlying mechanism from response interference to encoding facilitation. This change brings up a very intriguing question: Will any prime render all stimuli of the same valence more accessible, such that a target of the same valence can be processed more quickly? Please note that this “encoding facilitation hypothesis” (Spruyt et al., 2002) with respect to valence as a concept differs from encoding facilitation for other semantic categories simply because (almost) every stimulus is assumed to have an evaluative connotation. Thus, the semantic “category” of positive/negative valence is much broader than other semantic categories. If this assumption holds, it suggests that valence is not only an important, easy-to-retrieve feature in the representation of an individual concept, but a powerful “connector” between representations.

We will now review the evidence in favor and against this encoding facilitation hypothesis, because – as mentioned earlier – this evidence allows for more insights into the underlying mental representations. That is, in the following paragraphs, we focus on evaluative priming evidence obtained with tasks other than the evaluative decision task. For a general overview, the reader is referred to Klauer and Musch (2003) and the meta-analysis of Herring et al. (2013). Having reviewed this evidence, we will outline the theoretical models that have been developed based on this research.



The Encoding Facilitation Hypothesis

Early studies [Hermans et al. (1994, Exp. 2); Bargh et al. (1996), three experiments] provided initial evidence for evaluative priming with the pronunciation task, and thus for the assumption that evaluative concepts might facilitate access to other concepts of the same valence. Further evidence was found by Duckworth et al. (2002) in two experiments and Hermans et al. (2001, Exp. 2). However, later studies failed to replicate these early findings. For example, Klauer and Musch (2001) conducted a total of five experiments, all with null results (see also Hermans et al., 1996, Exp. 8; De Houwer et al., 1998; De Houwer and Hermans, 1999; Spruyt et al., 2004). Notably, in six experiments, Glaser and Banaji (1999) even found robust reversed effects, that is, faster responses in incongruent trials than congruent ones (see also Maier et al., 2003; Berner and Maier, 2004). Thus, early research using the pronunciation task yielded inconsistent results and provided no clear picture on whether stimulus valence can be activated when it is not task relevant. Using semantic classification of non-valence categories [i.e., animal/person (Exp. 1), object/person (Exp. 2)], De Houwer and Randell (2002) failed to obtain evidence for evaluative priming. Similarly, Klauer and Musch (2002) (Exp. 1–4) used four different binary classifications orthogonal to valence; none of the experiments showed an evaluative priming effect. Likewise, Hermans et al. (1998), as well as Rothermund and Wentura (1998), found no results with a color-naming task (see Warren, 1972, 1974, for its successful use in semantic priming research). Hermans et al. (2002) and Wentura (1998, 2000) only found evidence of evaluative priming in the lexical decision (word/non-word) task. However, to anticipate, these results can be explained by a further mechanism, viz. affective matching (Klauer and Stern, 1992; also see Klauer and Musch, 2002), which we further explain below.

Thus, in short, after initial positive findings, early research was characterized by null findings by positive evidence that can be explained by an alternative theory (i.e., affective matching), and even by reversed findings. This suggested that stimulus valence is not a special categorical construct and that it is only activated if it is response relevant. However, in subsequent years, there were several attempts to save the encoding facilitation hypothesis. This research proceeded from different starting points to identify possible moderator variables.

One approach of testing the encoding facilitation hypothesis with more scrutiny started from the premise that standard tasks might only involve superficial processing of the prime concepts, but that deeper processing may be needed to reveal encoding facilitation. For example, Spruyt et al. (2002) argued that early evaluative priming studies with the pronunciation task failed because word stimuli are only processed by a lexical executive system, bypassing semantic analysis (as argued by Glaser and Glaser, 1989), whereas pictures have privileged access to the semantic system (Glaser, 1992). In three experiments, the authors systematically varied the type (i.e., picture vs. word) of primes and targets. They found replicable evaluative priming of naming responses when pictures were used as primes, but not when words were used as primes. Significant effects with picture primes were also found by Duckworth et al. (2002, Exp. 1) and Giner-Sorolla et al. (1999, Exp. 2). Spruyt and Hermans (2008) replicated the picture-based effect again; interestingly, they found the effect already (and only) in the first block of trials, that is, on first occurrence of each stimulus. This is not unimportant to mention, because, in semantic priming research, non-repetition of materials is seen as a precondition of attributing priming effects unequivocally to semantic long-term memory retrieval (see, e.g., McNamara, 2005). Moreover, the result could also be interpreted in terms of Itkes and Kron (2019) distinction between semantic and affective valence. In a study with the affective Simon paradigm (Itkes et al., 2017), they showed that effects based on affective valence fade with habituation, whereas effects based on semantic valence did not. Thus, pictorial scenes might trigger an affective response (as generally observed for such pictures; Bradley et al., 2001), and this affective response facilitates access to congruent concepts. However, Klauer et al. (2016) pointed out that the comparison of evaluatively congruent vs. incongruent pairings in the study by Spruyt and Hermans was confounded with semantic relationships (i.e., on average, congruent prime-target pairs were semantically more related beyond valence congruency than incongruent pairs). In a preregistered replication study that avoided this confound, Klauer et al. found no significant evaluative priming effect. De Houwer et al. (2001) used word-word pairs in a pronunciation task with degraded (e.g., % U% G% L% Y%) and non-degraded targets. They argued that degraded presentation increased semantic processing of the word; hence, a potential facilitation by evaluative congruency might be more impactful. Indeed, an evaluative priming effect was found for degraded targets only. In a similar vein, De Houwer and Randell (2004) conducted two experiments with a conditional pronunciation task. That is, experimental trials were embedded in a sequence of filler trials with targets of a different category than the experimental targets (i.e., non-words, Exp. 1; occupation names, Exp. 2). The participants were instructed to pronounce the targets except when stimuli were non-words or occupations, respectively, that is, they were forced to semantically process the targets. The authors found significant evaluative priming effects in both experiments; however, they acknowledged that their effects may not reflect encoding facilitation, as the participants may have relied on a backward checking mechanism (Neely et al., 1989): Detecting affective congruency between prime and target was a valid indication of trial type (i.e., predictive of the decision “yes, target has to be pronounced”) since all filler targets were neutral. Thus, the obtained congruency effect might reflect a faster decision to pronounce the target in case of congruent pairs rather than indicate greater accessibility of the target due to the overlap in valence. (De Houwer and Randell, 2002, Exp. 2) found an evaluative priming effect (with word-word pairs) in a pronunciation task if the participants were instructed “to pay attention to the first word.” Thus, taken together, pronunciation tasks using pictorial primes or enforcing deeper encoding of target and/or prime yielded some replicable evidence of evaluative priming. Because of the many unclear and null results, however, this research has not provided a comprehensive explanation of S-S-based priming effects.



Dimensional Attention and Goal Relevance

A more fundamental hypothesis about the validity and constraints of the encoding facilitation hypothesis has been proposed by Spruyt et al. in the last decade. The basic assumption is that “the semantic analysis of task-irrelevant stimuli is modulated by feature-specific attention allocation” (Spruyt et al., 2009, p. 37); that is, evaluative features are assumed to be processed only if attention is directed toward the evaluative dimension (see Kiefer and Martens, 2010, for a comparable assumption in semantic priming research). In three experiments, Spruyt et al. (2009) used a task-switching design to test their assumption. We will focus on Experiment 3 (which resolved some problems with the first two experiments): Depending on a cue (i.e., presence or absence of a green rectangle around the target), the participants had to pronounce target words or categorize them. Categorization trials constituted the majority (75%) of trials. In one group, the participants had to evaluate the targets in the categorization trials (i.e., label them as “positive” or “negative”); thus, the attentional focus was on evaluative features, even–according to the authors–in pronunciation trials. In the second group, the participants had to categorize the targets as objects or people; thus, the attentional focus was on semantic animacy features, even in pronunciation trials. Importantly, prime-targets pairs varied according to evaluative and semantic (i.e., object vs. person) congruency. The pattern of priming effects was in line with hypotheses: In the evaluative focus condition, pronunciation trials produced an evaluative priming effect but no semantic priming effect; the pattern was reversed for the semantic focus condition. Spruyt et al. (2012) replicated this evaluative priming effect even with masked primes, whereas Becker et al. (2016) reported two replication failures. A meta-analysis across all five experiments yielded a significant evaluative priming effect of d = 0.39.

Spruyt et al. (2007, Exp. 1) used the same basic design as Spruyt et al. (2012) but with an animal/object categorization task instead of pronunciation and pictures as both primes and targets. Again, a significant evaluative priming effect emerged in the non-evaluative trials (i.e., animal/object categorization trials) if the majority of trials were evaluative (i.e., valence-based categorization trials); the effect was not found if only a minority of trials was evaluative. Experiment 2 used words as primes and targets, and all trials required non-evaluative categorization (living vs. non-living); in addition, the participants were instructed to count the number of positive and negative primes to direct attention to the evaluative dimension. Again, a significant evaluative priming effect was found. In the same vein, Everaert et al. (2011) found an evaluative priming effect (in experimental trials) with pictures as primes and words as targets if filler trials (which constituted the majority of trials) used valent stimuli as well, but not if filler trials used neutral stimuli. An independent conceptual replication of Spruyt et al. (2007, Exp. 1) was published by Kawakami and Miura (2019), who used a mouse-tracking procedure (i.e., the participants categorized items by moving the mouse cursor to a response button). The evaluative priming effect found in non-evaluative trials was impressively large. However, a general critique of these task-switching paradigms (with a majority/minority of evaluation trials) is that the task set of the majority trials might carry over to the minority trials, thereby producing congruency effects. Consequently, the goal-dependent nature of evaluative priming effects, which requires response relevance (at least in part of the task), still holds for these tasks.

Therefore, Werner and Rothermund (2013) introduced a further paradigm that ensures attention is focused on the evaluative dimension without requiring evaluative decisions (or task switching). This paradigm includes trials with evaluatively neutral targets in addition to standard trials (with the variation of prime and target valence). Participants are asked to categorize targets as either valent (i.e., positive or negative) or neutral; thus, attention is on the evaluative dimension without valence discrimination (i.e., positive vs. negative) itself being response relevant. Importantly, the crucial congruency of prime and target valence is irrelevant for the response, which is identical for all valent targets; thus, explanations of an evaluative priming effect in terms of response facilitation or interference are ruled out. While the two experiments in Werner and Rothermund's study yielded null results, their research inspired a remarkable debate about the intricacies of such experiments (Rothermund and Werner, 2014; Spruyt, 2014), but it would be going too far to describe it here. Spruyt and Tibboel (2015) pointed out that some parameters (e.g., the inter-trial interval) used by Werner and Rothermund (2013) were non-standard; replicating their experiment with standard parameters yielded a significant evaluative congruency effect. However, Werner et al. (2018) emphasized a potentially important difference between their original experiment and the replication by Spruyt and Tibboel (2015): Whereas, the former authors used a fixed assignment of primes to targets to avoid any semantic or associative relationships (beyond valence congruency), the latter authors opted for random assignment. This solution entails the risk of a confound of evaluative congruency with semantic/associative relationship. Controlling for semantic associations, Werner et al. did not find an evaluative congruency effect.

In line with this emerging view that the goal relevance of the evaluative dimension is important was a finding by Gast et al. (2014), who introduced a new paradigm to test the encoding facilitation hypothesis. The authors proposed that resolving an evaluative mismatch of prime and target consumes cognitive processing resources, such that a mismatch distracts from any task that participants concurrently engage with (see Hermans et al., 1998, for an earlier suggestion of this idea). Gast et al. presented a sequence of two valent images, and a letter (X or Y) that was superimposed on the latter image had to be categorized. In two experiments, letter categorization was slower if pictures were affectively incongruent, but only if a secondary task set an evaluative context.

Spruyt et al. (2018) added a further twist to the discussion: They used a pronunciation task with word targets and picture primes. Pronunciation trials were mixed with a minority of so-called goal-induction trials that were identifiable by the letters “E” or “F” presented, instead of a target word. The participants were instructed and trained to categorize the letter in these trials via keypress, but only if one of four specific pictures preceded the letter. Thus, a small set of two positive and two negative pictures – randomly selected for each participant – acquired “goal relevance.” Remarkably, an evaluative priming effect was only found for trials with goal-relevant pictures as primes. Moreover, in line with Spruyt and Hermans (2008), the effect was restricted to the first block.

Taken together, these studies suggest that attention and some level of response relevance of the evaluative dimension are prerequisites for evaluative priming effects to emerge. Without response relevance, positive findings are more likely to be based on semantic/associative relatedness or – in the case of the Gast et al. study – are potentially based on a conflict reduction process (see also below). Thus, stimulus valence does not seem to cause activation spread to all concepts of the same valence. An exception might be affective pictures in studies that only yielded effects in the first blocks; such effects might be based on an affective response (Itkes et al., 2017). However, there has not been a systematic investigation of this assumption in the evaluative priming literature. A remarkable new line of research might be constituted by the study of Spruyt et al. (2018), who found evaluative priming effects only for those stimuli that had general goal relevance. Implications for models of the mental representation of stimulus valence are discussed further below.



Mutual Facilitation

A different perspective on the underlying activated representations was taken by Wentura et al. (Wentura and Rothermund, 2003; Wentura and Frings, 2008; Schmitz and Wentura, 2012; Schmitz et al., 2014). They assumed that encoding facilitation might be a bidirectional process. Specifically, a prime might facilitate processing of a congruent target; in addition, however, a target might facilitate access to a congruent prime as well. Thus, it is assumed that both representations are activated in parallel. Testing this idea becomes interesting when prime and target are associated with the same valence, but different response tendencies. In this case, we might expect reversed priming effects (e.g., see Glaser and Banaji, 1999) because two concepts that mutually facilitate each other (because of the shared valence) compete for response determination. Wentura and Frings (2008) found evidence for this by using a picture/picture version of the priming paradigm and a naming task. In this version of the paradigm, target naming must be trained before the priming phase to achieve fast and unequivocal naming. Wentura and Frings added the primes to this training phase as well, with half of them trained with the adequate object name and half with a random response (i.e., consecutive numbers). Thus, primes and targets were presented before the priming phase, and object labeling was trained (i.e., the correct response was learned) or untrained for the primes. Interestingly, the untrained primes caused a positive priming effect, whereas the effect numerically reversed for the trained, response-bound primes. By changing the stimulus onset asynchrony to −80 ms (i.e., the prime was presented on top of the bigger target picture 80 ms after the target onset), Schmitz and Wentura (2012) found a symmetric pattern of a positive priming effect for untrained primes and a significant reversed effect for trained primes, indeed indicating that prime and target might be activated in parallel. This parallel activation is difficult to explain with encoding facilitation, which assumes that activation spreads from one concept to others (such that activation dissipates for the prime if the target becomes activated). Schmitz and Wentura corroborated this pattern of results with a semantic classification task (i.e., persons vs. animals) using pictures (Exp. 2) or words (Exp. 3; also see Schmitz et al., 2014). Interestingly, the authors found that the to-be-expected semantic congruency effect was moderated by evaluative congruency, which implies that stimulus valence was processed despite being response irrelevant. These effects can only be explained with mutual facilitation of prime and target.

In sum, the available evidence paints a rather complex picture. Evaluative priming effects with the evaluative categorization task are a robust phenomenon, which can, however, be explained with response compatibility as the underlying mechanism. This makes it difficult to gain much insight into the underling mental representation of valence and the links between concepts. Evidence accrued with non-evaluative categorization, pronunciation, and lexical decision tasks sheds more light on the underlying representations – however, the results are complicated: With some caution, we can state that there seem to be conditions that yield evaluative congruency effects with these tasks. Specifically, attention or goal relevance and sufficiently deep (i.e., semantic) processing of the evaluative dimension seem to be required for such effects to emerge. Moreover, at least in two cases, evaluative congruency effects were found to depend on additional semantic associations between prime and target (Klauer et al., 2016, in a replication of Spruyt and Hermans, 2008; Werner et al., 2018, in a replication of Spruyt and Tibboel, 2015). Thus, associative relationships at least boost the evaluative priming effects. Given this overall, how can the mental representation of valence be modeled?



Theoretical Models of S-S-Based Evaluative Priming

For a long time, the guiding hypothesis of S-S-based evaluative priming was encoding facilitation of the target concept by an evaluatively congruent prime in long-term semantic memory.

This encoding facilitation was first explained with the theory of semantic networks (Anderson, 1983; Collins and Loftus, 1975; for a recent discussion, see Kumar et al., 2021): Semantic concepts are assumed to be represented by nodes in a network; links between nodes symbolize semantic or associative relationship. Processing a word leads to the “activation” of the corresponding node and a process of “spreading activation” that increases the activation level of related concepts via the links. Hence, these concepts become more accessible for processing compared to a baseline condition. The semantic network theory was adapted by Bower (1991) to explain mood congruity effects and was also embraced by evaluative priming researchers. The guiding assumption is that a “positivity node” and a “negativity node” exist, linking all positively and negatively connoted concepts, respectively. However, it can be argued that a semantic network will be functional only if the amount of spreading activation is constrained by a reasonable number of links emanating from the source node – otherwise, activation (e.g., from a generic positivity or negativity node) of target concepts will become too small to be measurable (a “fan effect”; see Anderson, 1974; also see Hermans et al., 1996; Wentura, 1999; Spruyt et al., 2002). There are several additional problems: First, semantic priming experiments use unique primes and targets to unequivocally interpret observed effects in terms of semantic long-term memory retrieval (see, e.g., McNamara, 2005); by contrast, most evaluative priming experiments use comparably small prime and target sets with a high repetition rate (for exceptions, see Klauer and Musch (2001), Exp.1; Spruyt and Hermans (2008). Second, when comparing evaluative and semantic priming effects, one should keep in mind that evaluative priming can be considered a special case of semantic priming, that is, priming of category members by category coordinates that are not (necessarily) associated (e.g., robin-eagle as exemplars for the category bird). For semantic priming, Hutchison (2003, p. 804) summarized that “the overall evidence of [semantic] priming from category coordinates is weak” (but see Lucas, 2000). If this conclusion holds, the a priori expectation of finding S-S-based evaluative priming effects is rather low. Or in other words: If there is some evidence for S-S-based evaluative priming effects, we should carefully discuss whether such effects should be interpreted as semantic priming effects because, in general, evidence of semantic priming from category coordinates is weak. Semantic network theory should thus be seen more as a metaphor that illustrates the phenomenon of priming effects, but it does not really explain the phenomenon in a deeper sense.

More promising (at least at first glance) are parallel-distributed models of priming (e.g., Masson, 1995; McRae et al., 1997). In these models, each semantic concept corresponds to a specific pattern of activated processing units, and the semantic relatedness between concepts is determined by the number of shared activated units. This conceptualization is more far-reaching than that of semantic networks, since parallel-distributed models contain assumptions about the emergence of the structures (via learning mechanisms). Priming effects are explained by a faster transition from the pattern representing the prime concept to a semantically related one (i.e., the pattern representing the related target) than to an unrelated pattern because the shared units are already in the appropriate mode of activation. Although this model was developed to explain semantic priming (see McNamara, 2005), it is prima facie perfectly suited to account for S-S-based evaluative priming as well, under the assumption that a considerable part of the activation pattern represents the evaluative features of a concept (see Wentura, 1999, 2000; Spruyt et al., 2002).

However, there are two main problems associated with this hypothesis: First, Spruyt et al. (2007) pointed out that, according to simulation studies by Masson (1995), the overlap of prime and target representations must be very large to account for priming effects; this would mean that the evaluative part of the stimulus representation must be an implausibly large part of the representation of concepts. The second problem of parallel-distributed models of priming was discussed by Schmitz and Wentura (2012). They argued that some findings in evaluative priming research can only be explained by parallel activation of prime and target representations (e.g., reversed priming effects with the pronunciation task; Glaser and Banaji, 1999; Wentura and Frings, 2008; Schmitz and Wentura, 2012). As parallel-distributed models assume that there is a transition from the prime pattern to the target pattern (which is faster if concepts are related), the prime representation should no longer be accessible after this transition. Scherer and Wentura (2018) directly tested the assumption of parallel activation using a post-cue priming task (i.e., a cue following a brief and masked presentation of two words indicates which of the two words has to be identified). Results were in line with the assumption of parallel activation, suggesting that parallel-distributed models might also not be suitable to explain the activations underlying evaluative priming effects.

Thus, in a nutshell, S-S-based evaluative priming effects are not (easily) explainable with the two well-known long-term memory models that were used to explain semantic priming effects. So how can we explain them? In our view, three mechanisms need to be considered to better understand the effects. In our view, these mechanisms (and the activated prime and target representations) have to be modeled as operating in working memory, not in long-term semantic memory.

We already mentioned affective matching theory by Klauer and Stern (1992): According to this theory, if two evaluative stimuli are presented, the two valences are (a) involuntarily processed and (b) involuntarily compared; this comparison results in an affective match or mismatch. Depending on the context, match or mismatch influences ongoing behaviors, primarily via affirmative or negative response tendencies. Since binary decision tasks often involve affirmation (e.g., “yes, this is a word”), congruency effects (i.e., faster responses in the match case) are predicted. However, the touchstone of such a theory is the case of negation. If a task set can be changed to a negation situation via instructions (e.g., in a lexical decision: “no, this is not a senseless letter string”), the effect should reverse. This was, indeed, observed in some studies (see Klauer and Stern, 1992; Wentura, 1998, 2000; Klauer and Musch, 2002; Rothermund and Werner, 2014). Affective matching mechanisms are especially likely to govern the effects if pairs of stimuli have to be compared on a feature that is orthogonal to valence [e.g., do the words share lettercase (lower or uppercase)?]. Klauer and Musch (2002) tested this in four experiments with different aspects, and found results that were in line with matching theory: If the “same” response was (by instruction) affirmative, it was facilitated by the task-irrelevant evaluative congruency of the stimuli (compared to incongruency); if the “different” response was affirmative, the effect was eliminated and tended to be reversed. Note that the matching mechanism is about the comparison of two activated concepts; hence, an obvious suggestion is to locate it in working memory. However, effects found with the pronunciation task are problematic for this theory because pronouncing a word is not a judgment of affirmation or negation.

Such effects might be explained by a further mechanism, that is, affective motivational conflict reduction. Specifically, Hermans et al. (1998) suggested that the affective incongruency of two stimuli per se slows down system behavior due to an inherent processing conflict. They argued that automatic evaluation results in action tendencies of approach (for positive stimuli) or avoidance (for negative stimuli). In case of a mismatch, the action tendencies are in conflict; this conflict blocks behavior until it is resolved. However, it might be sufficient to assume that an affective match or a mismatch serves as a signal: A match might signal: “everything as expected; go on!”, whereas a mismatch might signal: “violation of expectation; clarify!” However, in four experiments with a color-naming task with evaluatively congruent or incongruent prime-target pairs, Hermans et al. did not find evidence for their claim (see also Rothermund and Wentura, 1998). The evidence presented by Gast et al. (2014; see above) on the other hand fits the affective-motivational account. This theory is, in principle, able to explain congruency effects in all evaluative priming tasks (although it does struggle to explain reversed effects). Its strength, however, lies in the potential to explain effects if both valent stimuli are task irrelevant (in contrast to affective matching theory, which is best suited to explain effects if both stimuli are task relevant). Again, the conflict reduction account is about the comparison of two activated concepts; hence, again, an obvious suggestion is to locate it in working memory.

A third candidate account relates to processes based on mutual facilitation or inhibition in working memory. Wentura et al. (Wentura and Rothermund, 2003; Wentura and Frings, 2008; Schmitz and Wentura, 2012; Schmitz et al., 2014) emphasized the parallel activation of prime and target concepts and their mutual facilitation and/or inhibition (see Section Mutual facilitation above). Depending on task context, parallel activation can have different consequences (Wentura and Rothermund, 2003). Task context can be characterized by two dichotomies: The first dichotomy refers to whether participants have to categorize the valence (in an evaluation task, or, more generally, a response priming design) or not (in tasks such as pronunciation or a lexical decision, or, more generally, a semantic priming design). The second dichotomy refers to whether or not the prime serves as a distractor competing with the target for determination of the response.

To elaborate on the latter: In the evaluation task, the usual instruction to respond fast might lead to the following processing strategy: “Whenever the stimulus display delivers enough evidence for a positive or negative response, I will press the corresponding key. “One might add: ”… whatever the basis for this evaluation might be.” That is, participants may not try to separate prime and target (also see the evaluation window account; Klauer et al., 2009). Thus, congruent pairs will facilitate the response because the evidence provided by the stimulus configuration is unambiguous. If, however, the participants follow the strategy to base their decisions on the correct source of evidence only – that is, on target valence – the prime is, in fact, a distractor whose activation hinders correct response formation. Thus, in the case of congruency, the competition between prime and target representations is prolonged by the congruent target facilitating processing of the prime and/or in the case of incongruency, competition is shortened due to the incongruent target inhibiting processing of the prime. If the participants use this strategy, reversed effects (e.g., Wentura and Rothermund, 2003; also see Klauer et al., 20094) – or at least reduced congruency effects (see, e.g., Wentura and Degner, 2010a) – can be found even with the evaluation task.

The pronunciation task can serve as another example: In this task, participants obviously need to focus on the target representation to pronounce the target; thus, in a general sense, the prime is always a distractor. Response execution must, therefore, wait for the activation of the target representation to reach the threshold and activation of the prime representation to be diminished (Houghton and Tipper, 1994). This can be seen as a routine process, given that reading of words almost always occurs in the context of other words. However, in the priming task, we can create, more or less, competition by associating the distractor with automatic response tendencies or not (Wentura and Frings, 2008; Schmitz and Wentura, 2012). If there are no such competing response tendencies, we might find evidence for congruency effects, because a congruent prime helps to establish the activation of the target representation, especially with the usual prime-target onset asynchrony. If, however, the distractor is associated with a competing response tendency, the mutual facilitation in case of congruency can prolong the competition between a distractor and a target, especially with a negative onset asynchrony of prime and target (Schmitz and Wentura, 2012). Interestingly, a working memory model that was developed in a totally independent area of research – the dual-store neuro-computational model of short-term memory (Usher and Cohen, 1999; Haarmann and Usher, 2001; Davelaar et al., 2005, 2006) – proposes mutual facilitation processes based on semantic similarity in working memory. Given this backdrop, Scherer and Wentura (2022) used a change detection task – that is, a typical working memory task – with emotional (i.e., angry and happy) faces as stimuli to investigate the effects of evaluative congruency on working memory performance. They found an (admittedly: weak) effect of evaluative congruency, with better performance on trials with evaluatively congruent compared to incongruent displays. This effect is in line with the assumptions that S-S-based evaluative priming effects might arise from mutual facilitation/inhibition of simultaneously active evaluatively congruent concepts.

In Section Dimensional Attention and Goal Relevance, we emphasized in the concluding paragraph the recent study by Spruyt et al. (2018) who found evaluative priming in the pronunciation task only for those stimuli, which had general goal relevance: Concretely, a small set of two positive and two negative prime pictures indicated that, if a letter instead of a target stimulus will be presented in a given trial, it had to be categorized. (For all other primes, no response to the letter was allowed). We can interpret this finding in the following way: In contrast to goal-irrelevant primes, who might produce a very superficial activation of its mental representation, a goal-relevant prime might mandatorily become part of the current working memory to prepare for the potential letter classification task. Given this status, the primes might facilitate congruent targets.

Taken together, the three outlined mechanisms – as different as they might seem at first glance – have much in common: All three approaches are compatible with the assumption that two concepts are activated in parallel and that evaluative congruency vs. incongruency influences further processing while both concepts are activated. It then depends on specific task parameters which of the three mechanisms determines observed effects. That is, we can identify task contexts that produce results that are either more compatible with affective matching, conflict reduction, or mutual facilitation/inhibition. If both stimuli are task relevant, the affective matching process might be dominant; if both stimuli are task irrelevant, the conflict reduction process might be dominant. Finally, if only one stimulus is task relevant, mutual facilitation or inhibition might be the processes that determine evaluative congruency effects. Of course, there is overlap: The affective matching mechanisms might be evoked if only the target is task relevant: However, a clear judgmental context must be given that asks for affirmation or negation; then, affective match or mismatch meddles as well with giving a response (Wentura, 1998, 2000; Klauer and Musch, 2002 Exp. 9). The conflict reduction process might, in principle, be at work in all three task contexts. However, it cannot be the sole account because some results cannot be explained by it (e.g., reversed effects found with the pronunciation task, Schmitz and Wentura, 2012, or the effects found by Klauer and Musch (2002) see above, that fit to affective matching theory).

Finally, to (provisionally) answer the question posed at the outset of this section – “How is valence represented in conceptual representation systems?” – we can conclude that valence connotations are –in a specific sense – a fundamental part of the representation of semantic concepts: Evaluative information will be involuntarily activated in specific contexts, that is, if attention or goal relevance is given. Then, the evaluative aspects of the corresponding concept are accessed (which might be equated with: is activated in working memory). However, the “in a specific sense” constraint should be understood as: There is not much evidence for a conceptual representation system that has valence as a basic organizational feature such that processing of a positively connoted concept renders all other positive concepts more accessible, for example. But if context conditions trigger the activation of evaluative connotations and two concepts are activated in parallel (which might be equated with: both are concurrently represented in working memory), then affective match or mismatch will influence behavior.




CAN FURTHER EMOTION ASPECTS BE INVOLUNTARILY ACTIVATED?

From what has been discussed so far, we might conclude that there is not much special about the processing of stimulus valence in evaluative priming paradigms. Semantic valence seems to be activated, and this happens only under specific processing conditions. Nevertheless, there is evidence suggesting that there could be special aspects in the processing of emotion and affect in evaluative priming. Recently, researchers have started investigating the processing of specific emotions or specific emotion aspects (i.e., possessor/other relevance, potency, specific emotion categories) with the paradigm. From the viewpoint of semantic processing accounts, one might think that the processing of such aspects occurs if they are task relevant and similar to a semantic category. The emerging evidence, however, tells a different story. For example, (Wentura and Degner, 2010a, also see Degner et al., 2007; Degner and Wentura, 2011) examined whether possessor vs. other relevance plays a role in evaluative priming effects. This differentiation was introduced by Peeters (1983) who posited that many trait adjectives are not simply positive or negative, but that the evaluation depends on the perspective of the evaluator. For example, being aggressive is not necessarily bad for the aggressor her/himself but is probably seen as bad by the social environment; that is, it is an other-relevant trait. Likewise, being intelligent is a positive trait for the trait holder, but not necessarily for others, so that this trait is (primarily) possessor relevant. While this distinction is interesting from a social viewpoint, one might assume that some controlled processing or conscious reflection is necessary to make it. On the contrary, however, the studies by Wentura et al. showed that this differentiation is of relevance in evaluative priming paradigms. For example, Wentura and Degner (2010a) observed masked evaluative priming effects in two studies only when prime and target were congruent with regard to both valence and possessor/other relevance. Of note, their analysis controlled for semantic relatedness, so the differentiation cannot simply be explained by the assumption that concepts of the same relevance type are more closely connected semantically. The authors thus proposed that relevance type is also assessed early and automatically with stimuli for which this differentiation is relevant. Several other studies corroborated this finding, also under masked presentation conditions (Degner et al., 2007; Degner and Wentura, 2011; De Paula Couto and Wentura, 2012).

While the possessor/other relevance differentiation certainly has some appeal, it can possibly be subsumed under a more general point: It might be the case that the specific emotional connotation is activated instead of coarse valence and that only prime-target pairs with matching connotation are processed as congruent (e.g., incapable – depressed might be perceived as congruent because both relate to sadness). To examine this hypothesis, Rohr et al. (2012) built on work by Carroll and Young (2006), who adapted the evaluative priming paradigm to specific emotions. In this paradigm, participants are given four response options and have to categorize targets according to the specific emotion category (i.e., joy, anger, fear, sadness). Carroll and Young (2006) found priming effects based on emotion-category congruency in four studies using words, facial expressions, and emotional sounds. However, they used an unusually long stimulus-onset asynchrony (SOA; i.e., the time from the prime onset to the target onset) in all but one experiment (i.e., 750 ms; 250 ms in Exp. 4), and analyzed data at a rather coarse level of granularity (i.e., comparing all emotion-congruent to all emotion-incongruent conditions; with the exception of Exp. 4, which excluded the positive emotion). Thus, results could not rule out a certain level of controlled processing, and the degree to which the participants differentiated emotions remained clear: Specifically, did the participants differentiate between all emotion categories? Or did they only differentiate specific emotion aspects, such as the abovementioned possessor/other relevance? Rohr and colleagues (Rohr et al., 2012; Rohr and Wentura, 2014; Wentura et al., 2017) examined the degree of processing differentiation in more detail using a masked version of the emotion priming paradigm. Their analysis focused on the prespecified set of Helmert contrasts: The first contrast treated all positive-positive and negative-negative (e.g., sadness-anger) prime-target combinations as congruent and all combinations of positive and negative valence as incongruent, thereby testing for differentiation of valence. The next contrast compared anger vs. fear/sadness combinations, excluding all trials containing the only positive emotion, joy. Specifically, anger/anger trials, as well as all combinations of fear/sadness, were treated as congruent, and all trials involving anger and fear or sadness as incongruent, with the rationale, that the two latter emotions both convey the same type of relevance (i.e., possessor relevance; alternatively, this differentiation can be interpreted as an assessment of potency, Neumann et al., 2020; or coping ability, Rohr et al., 2020). The last contrast compared the remaining two emotions (i.e., all trials involving fear/sadness only). Rohr et al. (2012) found emotion priming effects beyond valence, concretely a differentiation of anger vs. fear/sadness, but no differentiation of each specific emotion category (i.e., fear and sadness were not differentiated). The authors interpreted the finding as evidence for the extraction of valence and possessor/other relevance. What distinction exactly underlies this intermediate differentiation is a matter for debate; however, in any case, the finding is very interesting for the issue of underlying processes: From a semantic processing (and response compatibility) viewpoint, emotion-specific priming effects should have emerged. Thus, the observed intermediate differentiation cannot easily be explained by semantic processing accounts. By contrast, the findings provide preliminary evidence that early processing can extract more than just valence, for social and affect-related reasons (also see Rohr et al., 2020). Of note in this regard, different patterns of early differentiation beyond valence have been observed. In other studies (Rohr and Wentura, 2014; Rohr et al., 2015), an intermediate differentiation of anger/fear vs. sadness emerged, which can be interpreted as a differentiation along the arousal or threat dimension, albeit with a different paradigm (Rohr et al., 2015) or using specific stimuli (i.e., low spatial frequency-filtered facial expressions; Rohr and Wentura, 2014). This inconsistency leaves room for an interpretation along methodological lines: Possibly, individuals can only focus on two stimulus dimensions under fast, unintentional processing conditions such that only two response categories yield specific effects (please note that clearly visible primes yielded congruency effects for all four emotion categories in; Rohr and Wentura, 2014; Rohr et al., 2015).

Wentura and Rohr (2018) tackled this issue with a further version of evaluative priming – the “leave-one-out” paradigm. In four studies, the participants completed emotion priming tasks with only two target categories (e.g., anger vs. sadness); however, there were three categories of negative masked primes (i.e., anger, fear, sadness), with primes drawn from a different set than targets. This setup allows examination of the impact of a masked prime that is not part of the task set, for which, presumably, no response trigger is built up. In a nutshell, results supported an interpretation in terms of emotion-specific processing, however, with task-relevance playing a primary role: The response-relevant primes always yielded clear congruency effects, whereas priming effects were approximately halved with the “left-out” prime. This suggests that the left-out prime category is differentiated from the other two response-relevant categories, but that it does not lead to the activation of a “response trigger,” given that no response category is associated (see Kunde et al., 2003, for the action trigger account). These results mesh well with the results of Neumann and Lozo (2012), who observed emotion-specific priming effects for masked disgust and fear stimuli in three studies with a disgust vs. fear categorization task.

Recently, Neumann et al. (2020) have also adapted the evaluative priming paradigm to study the automatic processing of potency, which the authors defined as an umbrella term for power, dominance, control, and related physical concepts, such as weight and size. After valence and arousal, potency is a further dimension defining the affective semantic space (Osgood et al., 1957), but only few studies have targeted this dimension explicitly. In three studies, Neumann and colleagues showed that a potency categorization task (i.e., classify the target as strong vs. weak) reliably elicits potency priming effects, but only under specific conditions (i.e., with a short SOA, a response window procedure, with adjectives but not nouns). They also showed that the effects depend on task instructions: With a potency categorization task, no effects for valence (Exp. 1a; Exp. 3) or arousal (Exp. 1b) were observed even though the stimuli varied on these dimensions. In a valence categorization task (Exp. 3), the potency priming effect was reduced but still significant. The authors attributed this latter finding to the salience of this dimension in their stimulus pool. Importantly, the potency priming effects still held when controlling for semantic overlap, suggesting that the processing of this dimension is “an important mechanism in addition and beyond valence that regulates social behavior and prepares the organism to act adaptively” (Neumann et al., 2020, p.2).

Thus, taken together, studying emotion-related aspects or dimensions with priming paradigms shows that more than valence can be extracted early, and even under masked presentation conditions. Similar to the evaluative effects discussed earlier, the effects seem to depend on specific task parameters. However, the effects cannot be explained solely by semantic associations; whether certain aspects or dimensions are processed seems to be related to their social importance. Perhaps, the most interesting finding in this regard is that processing of specific emotions under short and masked presentation conditions seems to be confined to two dimensions only, even if the task requires processing of the specific emotion. Given the results of Wentura and Rohr (2018), this two-dimensional pattern might be related to task complexity (i.e., four-response options). Alternatively, it might reflect a more general restriction of processing: emotion research and social psychological research have often found two important dimensions (Russell and Barrett, 1999; Fiske et al., 2002; Oosterhof and Todorov, 2008), and recent research has also suggested that current goals moderate which dimensions or aspects are attended to (Nicolas et al., 2022). In this respect, the results might also align with the abovementioned working memory account of evaluative priming. Perhaps, only two dimensions are kept active in working memory under implicit processing conditions. However, more research is needed to improve our understanding of these matters.



SUMMARY AND CONCLUSION

To summarize, research using evaluative priming paradigms has revealed that information in our environment is evaluated automatically; that is, prime valence is processed unintentionally, efficiently, and also non-consciously, if (and only if) the evaluative dimension is relevant to the task goal. Moreover, the underlying mental representations clearly seem to be semantic in nature. “Hot” processing does not seem to be involved. A few studies, however, give rise to the assumption that the affective state can influence priming effects (Storbeck and Clore, 2008; Foroni and Semin, 2012; Lemonnier and Alexopoulos, 2019). Furthermore, some studies with picture primes, which found effects in the first block only, leave open whether an affective response might contribute to evaluative priming effects in studies employing pictures; however, systematic research into this question is still lacking. Thus, despite three decades of research with the paradigm, the complex pattern of evidence still does not allow an authoritative answer to the question of how to model the mental representations and activated valence of prime and target. The proposed long-term memory models all struggle to explain the evidence in its entirety. We proposed a working memory account, which, however, requires further development.

Does this mean that there is nothing special about the processing of stimulus valence and that it should be equated to other semantic categories? We do not think so, even if the activated valence reflects factual knowledge (i.e., semantic valence). As described in Section Can Further Emotion Aspects be Involuntarily Activated?, observed effects seem related to the social or personal relevance of the information, and suggest that there is some early extraction of affect-related information beyond valence. It could be that this automatic processing is restricted to the processing of two socially relevant dimensions only, thereby converging with other social theories (e.g., Nicolas et al., 2022), but, again, further research is necessary to corroborate this notion.

Thus, to conclude, the evaluative priming paradigm has revealed much about the link between emotion and cognition: Semantic affective knowledge is automatically activated when encountering stimuli in a context in which the evaluative dimension is relevant. It is even possible that additional socially relevant emotion aspects are activated in this situation. Existing research suggests that the effects are not explainable with theories of semantic priming. In that sense, the processing of stimulus valence might still be special. How exactly it is special, however, has not been specified in a comprehensive theoretical account just yet.
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FOOTNOTES

1Of course, we do not assume that every mental concept has an existing evaluative connotation. When encountering a stimulus for the first time, evaluation and/or an affective response occur for the first time, and the response is constructed online. By and large, empirical research employing the evaluative priming paradigm has, however, focused on clearly evaluative (mostly normative) stimuli whose evaluative connotation can be assumed to be stored in memory.

2We use the term category here in a cognitive-science sense. As Harnad (2005) (p. 20) puts it: “We, organisms, are sensorimotor systems. Things in the world come in contact with our sensory surfaces, and we interact with them based on what that sensorimotor contact “affords.” All of our categories consist of ways we behave differently toward different kinds of things – things we do or do not eat, mate with, or flee from; or the things that we describe, through our language, as prime numbers, affordances, absolute discriminables, or truths.” From that viewpoint, emotions can be seen as one kind of category (see also Boster, 2005).

3We focus here on the evaluative categorization task with positive/negative primes and targets. There is also a very similar paradigm: the affect misattribution procedure (Payne et al., 2005; note this was, initially, also referred to as the affective priming paradigm, Murphy and Zajonc, 1993). Reviewing the evidence from this paradigm is beyond the scope of the present review. In a nutshell, research using this paradigm provides different answers to the questions outlined here; the underlying processes and mechanisms are different (see, e.g., Gawronski et al., 2010 see Payne and Lundberg, 2014, for an overview), as are the underlying activated representations (e.g., De Houwer and Tucker Smith, 2013; Rohr et al., 2015).

4Klauer et al. (2009) presented an alternative explanation for reversed effects in the evaluation task. We will not elaborate on this account because our focus in this review is on S-S-based evaluative priming (i.e., evaluative priming in the semantic priming design).
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Verbal insults go against a universal moral imperative not to inflict harm on others, and they also pose a threat to one's face or reputation. As such, these “verbal slaps in the face” provide a unique opportunity to explore the interface between language and emotion. We used electroencephalography (EEG) and skin conductance (SC) recordings to compare the short-term impact of verbal insults such as “Linda is an idiot” or “Paula is horrible” to that of more positive evaluations (e.g., “Linda is an angel”, “Paula is impressive”) and neutral factual descriptions (e.g., “Linda is a student”), examining how responses to these various speech acts adapt as a function of massive repetition. By using either the participant's or somebody else's name, we also explored how statement impact depended on who was being evaluated. Multilevel ERP analysis with three predesignated latency ranges revealed an early insult effect in P2 amplitude that was highly robust over repetition and also did not depend on who the insult was about. This P2 effect points to a very rapid and stable capture of emotional attention, plausibly triggered by the retrieval of evaluative word meaning from long-term memory. Insults also elicited a larger late positive potential (LPP), again regardless of who the insult was about, but this later effect did not withstand repetition. Skin conductance responses showed that insults did not lead to more arousal than compliments did. In all, our findings suggest that in a standard psycholinguistic comprehension experiment without real interaction between speakers, insults deliver lexical “mini-slaps in the face,” such that the strongly negative evaluative words involved (e.g., “idiot”) automatically grab attention during lexical retrieval, regardless of how often that retrieval occurs.
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INTRODUCTION

“Sticks and stones may break my bones, but words will never hurt me.” Although consoling as an idea, we all know that this is not really true. Words can hurt, for at least one obvious reason: they are used to realize interpersonal behavior, and interpersonal behavior can sometimes really hurt. Think about receiving a break-up message, being criticized or insulted, or mocked. What is not so obvious, though, is the exact way in which words deliver their offensive, emotionally negative payload at the moment these words are being read or heard. Language comprehension is a highly complex multi-faceted process that rapidly activates or generates a variety of representations at various moments in time (e.g., Jackendoff, 2007; Tomasello, 2008; Van Berkum, 2018, 2019), such as the meaning of each of the words as retrieved from memory, the situation these words refer to, and the social intentions that can be attributed to the speaker. This cascade of computed representations opens up the possibility that words can actually be offensive in multiple ways, related to different steps in the cascade, and at different moments in time.

Here, we explore the interface between words and their effects on people by examining the short-term impact of a particular type of offensive language, the verbal insult. One of the reasons why offensive expressions such as “you are ugly” or “you're a real asshole!” are frowned upon is because they violate a universal moral imperative to not inflict harm on others (Haidt, 2012; Greene, 2013; Gantman and Van Bavel, 2015). Despite this moral imperative, however, insults occur rather frequently in everyday life, in all corners of society, and with potentially serious consequences (Jay, 2009; Irvine, 2013). Understanding what an insulting expression does to people as it unfolds, and why, is therefore of considerable importance—to psycholinguists interested in how language moves people, but also to others who wish to understand the details of social behavior.

Everyday experience suggests that insults behave differently from more benign speech acts not only in their more negative “payload”, but also in how easily they wear off. There are at least two sides to this. First, and sadly, many people seem to find it quite easy to brush off a compliment and forget about it as the day progresses, whereas a single insult may bother us for the rest of the day, and beyond. Second, whereas the impact of repeated compliments seems to adapt with repetition (just as many other good things do) or can in some cases even have detrimental effects (e.g., Brummelman et al., 2017), repeated insults do not seem to lose their sting. Of course, these are mostly informal observations. The main goal of our study is to examine whether evidence for the differential adaptation (or “saturation”) to repeated verbal insults and repeated compliments can be observed in the lab, and, if so, which stage(s) of processing are implicated in the adaptation, and which are not. Such evidence can not only help us work out how insults and other moral transgressions are processed, initially and when repeated, but can also more generally advance our understanding of the complex interface between language and emotion. In passing, we may gain more insight into the everyday experience of why some things continue to move us, while others do not.

One relevant dimension is whether you or somebody else is insulted. Insults directed at you pose a severe threat to the self as well as to your reputation, and might for that reason not easily lose their sting—for members of an ultrasocial species that specializes in cooperation beyond the family (Leary, 2005; Tennie et al., 2010; Tomasello and Herrmann, 2010; Baumeister and Bushman, 2021), threats to one's reputation are not to be taken lightly. On the other hand, insults might also resist adaptation regardless of who the person evaluated is, because they inflict harm on others, because they are informative as to who is willing to do so, and because they signal a social conflict in your vicinity, possibly even in your group. Members of an ultrasocial species may well want to pay attention to such nearby verbal “slaps in the face” (Irvine, 2013).

On the reasonable assumption that verbal insults trigger a cascade of rapidly consecutive or overlapping processing effects, different parts of that cascade might be differently affected by repetition, with some of them rapidly wearing off, and others remaining strongly responsive for quite some time. In this study, we therefore use electroencephalography (EEG), a method that provides high temporal resolution as well as some qualitative indications of the processes involved.


Processing Nonverbal Emotional Stimuli

Emotional pictures and sounds attract attention and, as such, are given priority in subsequent processing (e.g., Vuilleumier, 2005; Schupp et al., 2006; Frijda, 2007; Kissler et al., 2009; Damasio, 2010; Panksepp and Biven, 2012; Pessoa, 2013; Carretié, 2014; Schupp and Kirmse, 2021). Many EEG studies have revealed such emotion-induced attention capture. In EEG research with emotional and neutral pictures, for example, emotional pictures can increase the P2, an anteriorly distributed short-lived ERP component around 200–250 ms after picture onset (Carretié et al., 2001; Delplanque et al., 2004; Huang and Luo, 2006). Emotional pictures have also been shown to modulate somewhat later EEG components, such as the early posterior negativity or EPN around 250–300 ms (Schupp et al., 2004, 2006; Herbert et al., 2008; Langeslag and Van Strien, 2018; Frank and Sabatinelli, 2019; Schupp and Kirmse, 2021), and the late positive potential or LPP, a deflection that typically emerges somewhere after 300 ms over large areas of the scalp, with a centro-parietal maximum, and a possibly lengthy duration (Schupp et al., 2004; Hajcak et al., 2013; Sabatinelli et al., 2013; Frank and Sabatinelli, 2019; Hajcak and Foti, 2020; Schupp and Kirmse, 2021).

As can be expected, negative and positive emotional pictures and sounds capture attention and are given priority in subsequent processing (Carretié, 2014). However, research on the negativity bias has revealed that people are on average particularly sensitive to negative events: such events not only recruit more attention and intensified processing than neutral events, but also often do so relative to positive events (Ito et al., 1998; Carretié et al., 2001; Rozin and Royzman, 2001; Huang and Luo, 2006; see Carretié, 2014, for a review). In EEG studies, for example, negative pictures have been reported to elicit a larger P2 (Carretié et al., 2001; Huang and Luo, 2006), a larger EPN (Schupp et al., 2004, 2006; Herbert et al., 2008), and a larger LPP (Ito et al., 1998; Huang and Luo, 2006; Foti et al., 2009) as compared to positive pictures. The exact source of the bias is currently under debate, with some arguing that it simply reflects statistical properties of the environment (Shin and Niv, 2021; Unkelbach et al., 2021), and others proposing an evolutionary analysis involving the degree to which negative vs. positive stimuli affect fitness (Lazarus, 2021). Also, the negativity bias does not guarantee that every negative stimulus or stimulus set captures more attention than every positive stimulus or stimulus set (Carretié, 2014). After all, a snapping shoelace is a lot less evocative than the birth of one's child. The negativity bias is real, but it exists as an average phenomenon, emerging for reasons that remain to be fully explained.



Processing Emotional Language

As might be expected, similar mechanisms of attention capture and subsequent intensified processing are at work when people read or listen to emotional language (e.g., Bernat et al., 2001; Kissler et al., 2006, 2009; Kanske and Kotz, 2007; Herbert et al., 2008; Scott et al., 2009; Lei et al., 2017; see Citron, 2012 for a review). For example, relative to neutral words, negative (and positive) words have been reported to elicit an enhanced P2 (Herbert et al., 2006; Trauer et al., 2012; Wang and Bastiaansen, 2014), an enhanced EPN (e.g., Herbert et al., 2008; Recio et al., 2014; Rohr and Abdel Rahman, 2015), an enhanced N400 (e.g., Kanske and Kotz, 2007; Rohr and Abdel Rahman, 2015, for negative words only), as well as a larger LPP (Carretié et al., 2008; Herbert et al., 2008; Kissler et al., 2009; Wang and Bastiaansen, 2014).1 Comparable emotion-induced EEG effects can be observed for words that are part of a larger discourse (e.g., Holt et al., 2009; Fields and Kuperberg, 2012, 2015, 2016). Although comparisons of emotional to neutral words often involve both valence and the degree of arousal (sympathetic system activation) that the word brings about, there is evidence that either one can play a role in the effects obtained, and that the two factors can also interact (see, e.g., Bayer et al., 2010; Citron et al., 2013; Recio et al., 2014; Espuny et al., 2018; Vieitez et al., 2021).

In addition to being a negative event, a verbal insult is also a morally objectionable statement, which makes EEG studies on the processing of morally objectionable language relevant to current concerns. In an early study exploring the impact of morally objectionable language with ERPs (Van Berkum et al., 2009), participants read statements that did or did not clash with their moral value system. Relative to acceptable words, words that rendered the unfolding statement morally objectionable for the participant at hand elicited an early P2-like positivity around 200-250 ms, and an increased LPP between 500 and 650 ms. These words also elicited a small centro-parietally distributed N400 effect, a well-known ERP effect that within the language domain is assumed to index some context-induced difficulty in retrieving and/or otherwise processing the meaning of a word (e.g., Kutas and Federmeier, 2000, 2011; Van Berkum, 2009; Brouwer et al., 2017). These various ERP effects have also been observed in other moral transgression studies (Foucart et al., 2015; Leuthold et al., 2015; Peng et al., 2017; Kunkel et al., 2018; Weimer et al., 2019), albeit not always all together. To the extent that they reappear in the current study, they can be useful in tracking the impact of a verbal transgression as a function of repeating it.

A few EEG studies have directly examined the processing of insulting language. In studies using isolated words, insulting words have been reported to elicit LPP effects (Carretié et al., 2008, relative to neutral but not complimenting words), occipital P1 effects (Wabnitz et al., 2012, relative to both), and increased mid-latency frontal negativities (Wabnitz et al., 2012, between 450 and 580 ms relative to neutral but not complimenting words; Wabnitz et al., 2016, between 395-480 ms, relative to both). EEG research on richer and more realistic insults is actually very rare, but in two recent studies with somewhat more contextualized insults, insulting words elicited a centro-parietally focused LPP effect between 500 and 800 ms in one study (Rohr and Abdel Rahman, 2018, relative to neutral but not complimenting words), and an increased anterior negativity between 300 and 400 ms followed by a small LPP effect between 600 and 900 ms in the other study (Otten et al., 2017, relative to compliments).

Although relative to compliments, insults do not always increase the amplitude of potentially relevant components, such as the P1, P2, EPN, N400 and LPP (e.g., Benau and Atchley, 2020) and certainly do not boost these components simultaneously in every study, the relevant EEG studies conducted so far do suggest that insulting language does typically capture attention, and elicits intensified processing very rapidly, in a way that is comparable to the impact of other verbal moral transgressions (e.g., Van Berkum et al., 2009). Behavioral research on verbal insults confirms this. In a lexical decision task, for example, word-pseudoword decisions are slower and more error-prone with insult words than with compliment words (Carretié et al., 2008). Furthermore, in emotional Stroop tasks, people are slower to name the color of insult words than of compliment words (Siakaluk et al., 2011). In all, and as might be expected from the negativity bias literature, verbal insults command attention to a larger extent than verbal compliments do, presumably due to their offensive nature.



What Exactly Is Offensive About an Insult?

What aspects of a verbal insult can give rise to such effects? Imagine hearing “you are an idiot!”, uttered toward you in a way that is genuinely contemptuous. A recent model of affective language comprehension, the ALC model (Van Berkum, 2018, 2019; see Figure 1), predicts that multiple aspects of this verbal event can have an emotional impact. Most obviously, the speaker realizes a social intention (cf. Tomasello, 2008; Enfield, 2013), which in this case presumably is to overtly express his or her contempt for you, or at least to strike out at you, and possibly cause some hurt. That social act or “move” will usually elicit strong emotion—as part of our evolved cooperation-oriented way of living, human beings are all striving for respect (MacDonald and Leary, 2005; Greene, 2013), and an insult is a serious threat to one's “face” (Goffman, 1967; Brown and Levinson, 1987). Related to this, people want to “belong” and be close to at least some others, and a genuine insult signals strong interpersonal distancing—depending on who is speaking, that might hurt a bit, or a lot. At the level of social moves, genuine insults are very unpleasant things to receive.


[image: Figure 1]
FIGURE 1. The Affective Language Comprehension (ALC) model illustrated with an insult example. ECS, emotionally competent stimulus; LTM, long-term memory; Phon/ortho parsing, phonological or orthographic parsing; X's com. intention, X's communicative intention. See text and Van Berkum (2018, 2019) for details.


The ALC model, however, predicts that an unfolding utterance such as “you are an idiot!” can generate at least three other emotionally evocative representations, that, although related to the social move, are not identical to it. One is the inferred referential intention of the speaker (cf. Tomasello, 2008): while the situation described by the speaker (you being an idiot) need not be a correct characterization of the state of affairs in the world, imagining this state as an unavoidable part of processing the utterance may nevertheless still elicit some emotion. A second possible trigger is the speaker's stance: a contemptuously uttered “you are an idiot!” will inevitably lead the listener to register contempt, regardless of what the exact target of that contempt is, and this can be evocative in a relatively unspecific way. Finally, the basic signs that make up a more complex utterance can carry their own emotional “payload” (Van Berkum, 2018). For example, if particular words such as “idiot,” “bitch” or “disappointment” have often been used to implement negative social moves, to express negative stances, or to describe very negative situations, or if those words have often been witnessed to elicit strong negative responses in others, simple emotional conditioning will lay down negative affective connotations as part of the memory trace for that particular word, sometimes even to the extent that the word becomes taboo (Jay, 2009). As with other emotionally conditioned stimuli (e.g., a light that sufficiently reliably predicts a shock), the mere use of the word can then evoke a rapid automatic affective response, independent of the precise sentence-level message and the social intention of the speaker on this particular occasion.

If you hear an insult directed at somebody else, the ALC model leads us to expect that things will be partly different, but also partly comparable. If the person evaluated is somebody you care for, the referential intention and associated social move may cause you to feel hurt or angry too, but if he or she is somebody you dislike, it might actually in part evoke a very different emotion (Singer et al., 2006). Other things might be less dependent on who the person evaluated is. For a species heavily invested in cooperation, for example, displays of an aggressive stance (such as a verbal or physical slap in the face) may automatically trigger negative emotion in the target of that aggression, as well as in those who witness somebody else being a target of aggression. Furthermore, and related, due to emotional conditioning, offensive words like “idiot,” or “bitch” may elicit the same automatic affective response independent of who is being targeted, and what the word is used for in this specific communicative exchange.



The Experiment

The goal of our study is to use EEG to examine whether verbal insults are less sensitive to repetition than compliments are, and, if so, which stage(s) of processing are implicated in the adaptation, and which are not. In line with longstanding practices in EEG research, different EEG studies have used different latency ranges (and scalp regions) to quantify specific ERP components, possibly in part driven by the data. Recent work (Luck and Gaspelin, 2017) has drawn attention to the risks that are inherent to this flexibility in EEG analysis procedures. We therefore committed ourselves to only testing hypotheses in three predesignated critical latency ranges (and scalp regions) where, in our earlier EEG work (Van Berkum et al., 2009), we observed ERP effects of morally objectionable language: an “early” 200–250 ms latency range aimed at detecting P2 effects over the anterior part of the scalp, a “middle” 350–450 ms latency range aimed at detecting N400 effects over the central-posterior part of the scalp, and a “late” 500–650 ms latency range aimed at detecting LPP effects over the same central-posterior scalp region.

In line with the extant ERP literature, we made the following assumptions. First, insult-induced modulations of the word-elicited N400 component are assumed to index the impact of emotion on context-dependent lexical retrieval (or processes closely associated with that retrieval, see, e.g., Kutas and Federmeier, 2000, 2011; Lau et al., 2008; Van Berkum, 2009, 2012; Brouwer et al., 2017), involving usually left-dominant temporal as well as inferior frontal cortical generators (Halgren et al., 2002; Lau et al., 2008; Swaab et al., 2012). Second, an insult-induced increase of the preceding P2 will be taken as suggesting that emotional attention is up-regulating some aspect of visual stimulus processing (Delplanque et al., 2004; Huang and Luo, 2006; Hajcak et al., 2012; Carretié, 2014). Finally, an insult-induced increase of the LPP will be assumed to reflect additional—and possibly lengthy—elaborative processing of motivationally important, “significant” stimuli (e.g., Cacioppo et al., 1993, 1994, 2004; Schupp et al., 2000, 2004; Smith et al., 2003; Kisley et al., 2007; Sabatinelli et al., 2007, 2013; Holt et al., 2009; Frank and Sabatinelli, 2019; Hajcak and Foti, 2020), involving the extrastriate visual cortex as well as emotion-dedicated cortical areas (Frank and Sabatinelli, 2019), and possibly involving the activity of approach and avoidance systems (Bradley, 2009; Hajcak and Foti, 2020). Although it is tempting to assume that a “later” ERP effect like the LPP indexes later psycholinguistic computations as delineated in the ALC model (Van Berkum, 2019), early processing, such as the lexical retrieval of a word with strong emotional valence, may itself trigger additional processing in response to a motivationally relevant stimulus (i.e., a later LPP effect), regardless of whatever else happens in the psycholinguistic processing cascade laid out in the model.

In the experiment, participants read a series of repeated statements that realized three different speech acts: (1) insults, interpersonally evaluative statements that combined a person's name with a negative evaluative predicate (e.g., “Linda is horrible,” “Paula is a liar”), (2) compliments, interpersonally evaluative statements that combined a person's name with a positive evaluative predicate (e.g., “Linda is impressive,” or “Paula is an angel”), and (3) non-evaluative, factually correct descriptive statements (e.g., “Linda is Dutch,” or “Paula is a student”). To examine whether the impact of the speech act depended on who the statement was about, half of these three sets of statements used the participant's own name, and the other half used the name of somebody else. Although the study did not involve real interaction, we presented the statements as “being uttered by three specific men, about the participant herself, or some other participant in the study.”

Our main goal was to look for signs of differential adaptation to repeated insults and repeated compliments, and to explore which stages of language-induced processing are implicated in any differential adaptation, and which are not. To examine this, we exposed our participants to 90 insults featuring their name as well as 90 insults featuring another person's name, and compared the ERPs elicited by those two types of insults (in the abovementioned P2, N400, and LPP latency ranges) to the ERPs elicited by 90 compliments featuring their name and 90 compliments featuring the other person's name, all as a function of repetition. Apart from the fact that the act of insulting was repeated many times, each particular statement item, e.g., “Linda is horrible,” or “Paula is an angel,” was presented many times throughout the session as well. Statements were distributed over several blocks, and we used the development of ERP amplitudes across these blocks as a measure of how participants adapted to repetition. Furthermore, we included 90 factually correct descriptive statements with the participant's name, and 90 more with the other person's name, to diversify the materials, and to also have an indication of how the response to non-evaluative and hence presumably “neutral” statements developed over blocks.

Apart from capturing attention, negative as well as positive emotional stimuli can also lead to arousal, that is, increased sympathetic activity within the autonomic nervous system that is intended to prepare the body for action as well as possible damage (Lang et al., 1993; Codispoti et al., 2001; Dawson et al., 2007). Arousal can be measured via the phasic skin conductance (SC) response, a measure that picks up on short-lived increases in sweat production (Lang et al., 1993; Codispoti et al., 2001; Dawson et al., 2007; Boucsein, 2012), and that has been shown to detect increases in arousal to reprimands and taboo words (Harris et al., 2003; Harris, 2004; Eilola and Havelka, 2011). In our study, skin conductance recording allowed us to assess the arousing potential of insults and compliments, again as a function of who was involved, and as a function of massive repetition.

Our predictions were as follows.

1. Based on our earlier EEG work with morally offensive language (Van Berkum et al., 2009), we expected verbal insults to generate a larger P2, a larger N400, and a larger LPP, all relative to compliments, but presumably also relative to neutral statements.

2. The massive repetition of evaluative statements should influence at least some of these three ERP responses to insults less than the corresponding ERP responses to compliments. So, for example, even though the amplitude of the insult-induced P2 might decrease over repetitions, the amplitude of the compliment-induced P2 should decrease over repetitions more, due to a stronger degree of adaptation to compliments. We had no strong predictions as to whether this attenuated adaptation for insults (relative to compliments) would involve the P2, the N400, or the LPP.

3. The differential impact of insults (relative to compliments, as well as neutral statements) should be larger for speech acts that described the participant than for speech acts that described somebody else, again in the P2, the N400, and/or the LPP.

4. We considered it likely that the differential adaptation to repetition for insults and compliments would depend on who the statement was about. In particular, we expected participants to adapt least to insults about themselves, and made no predictions about the other three cases.

5. With respect to skin conductance, the threat to the self that is posed by insults featuring the participant's own name led us to expect the strongest arousal (i.e., the highest phasic SC response) here, and we also expected these responses to be the most resistant to repetition. We had no strong predictions for the SC response to the other speech act types. Strongly positive stimuli are known to generate arousal too (e.g., Lang et al., 1993), so compliments to participants might lead to more arousal than compliments to somebody else, and neutral factual statements. However, if participants feel threatened by compliments to others, for example, a different arousal profile might arise.




MATERIALS AND METHODS


Participants

We tested 79 right-handed Dutch participants, all students at Utrecht University who identified themselves as female2 (Mage = 20.90, Rangeage = 18–30). They were non-dyslexic and did not report any neurological disorders. Participants who had a partner named “Bram,” “Daan” or “Paul” could not sign up for the experiment, since those were the names of the men that supposedly uttered the statements. All research was conducted in line with the WMA Declaration of Helsinki—Ethical Principles for Medical Research Involving Human Subjects, as well as The Netherlands Code of Conduct for Scientific Practice issued in 2004 (revised in 2012) by the Association of Universities in the Netherlands (VSNU). The study was approved by the local Ethics Assessment Committee Linguistics (case number and relevant documents available upon request). Before the experiment, participants read a detailed information letter and accompanying informed consent form. These carefully explained the procedure and the offensive nature of some of the stimuli. We also made explicit, both in the consent form and face-to-face at the start of each session, that participants could decide to terminate the experiment at any time without having to provide a reason, and still receive the full financial compensation (10,- euro/hour). Before the experiment started the participant signed the informed consent form. None of the participants resigned.



Materials and Design

To realize our Speech Act (insult, compliment, neutral description) by Person Described (participant, other) design, we created 10 unique insult frames (e.g., “ < X> is horrible,” “ < X> is a liar”), 10 unique compliment frames (e.g., “ < X> is impressive,” or “ < X> is an angel”), and 10 unique non-evaluative, factually correct descriptive statements (e.g., “ < X> is Dutch,” or “ < X> is a student”), and combined each with the participant's name or somebody else's name just before the experiment. Critical words, always in sentence-final position, were selected on the basis of a written pretest with 42 female Dutch students from Utrecht University (Mage = 21.07, Rangeage = 18–28) who did not participate in the main experiment. Pretest participants read a large set of insulting, complimenting and non-evaluative neutral words embedded in a larger “ < female-name> is < evaluative-predicate>” phrase, and rated the phrases on a seven-point scale ranging from “very insulting” (−3) to “neutral” (0) to “very complimenting” (3). The ratings were used to choose 10 strongly insulting words [e.g., “horrible,” “liar,” Minsults = −2.39 (± 0.23)] as well as 10 equally strongly complimenting words [e.g., “impressive,” “angel,” Mcompliments = 2.45 (±0.18)], and 10 neutral words [e.g., “Dutch,” “student,” Mneutrals = 0.05 (±0.10)] with strength expressed as deviation from the scale's neutral midpoint. The absolute deviation from the scale's neutral midpoint did not differ for insulting and complimenting word sets [t(18) = 0.64, p = 0.53]. The word sets were also matched on length [Minsults = 9.00 (±4.35), Mcompliments = 9.00 (±2.16), Mneutrals = 9.00 (±3.16); F(2,27) = 0.00, p = 1.00] and frequency [Minsults = 49.45 (±78.91), Mcompliments = 55.28 (±56.08), Mneutrals3 = 125.95 (±255.30); F(2,27) = 0.73, p = 0.49] according to the SUBTLEX-frequency database for Dutch (Keuleers et al., 2010). In each set, half of the trials contained an indefinite article (“een” in Dutch), the other half did not. The full set of stimuli can be found in Supplementary Table S1.

Every trial started with a centered fixation-cross and a black screen paired with a beep, followed by a word-by-word presentation of the sentence. Each word was presented in the center of the screen in Calibri font size 35, with a duration that varied with word length (imitating natural reading parameters, see Otten and Van Berkum, 2007), and with the critical sentence-final (insulting, complimenting, or neutral) word shown for 1,000 ms in Calibri font size 50. After the critical word, another black screen was presented.

Statements were presented in blocks, with separate blocks for each of the Speech Act by Person Described combinations: insults involving the participant, compliments involving the participant, neutral observations involving the participant, insults involving somebody else, compliments involving somebody else, and neutral observations involving somebody else. In each block, each of the 10 relevant statements (e.g., 10 specific insults about the participant, such as “Linda is horrible”) was presented three times, resulting in 30 stimuli per block. Within each block the 30 stimuli were arranged in pseudorandom order such that a specific insult was never presented twice in a row. Each of these six 30-item blocks was presented three times in a different pseudorandomized order, resulting in 18 blocks per session, and nine occurrences of any critical statement (e.g., “Linda is horrible,” or “Paula is impressive”) across the entire session. The order of the 18 blocks was counterbalanced according to a Latin square procedure, resulting in six comparable stimulus lists. Half of these started with a statement block involving the participant's name, the other half with a statement block involving the length-matched name of somebody else. Orthogonal to this, one-third started with insults, one-third with compliments, and one-third with a neutral block. In all, each session contained 18 blocks of 30 statements each, which together lasted ~70 min. The effect of statement repetition was assessed via this Block (1–18) factor.

As they worked through each statement block, participants had no other task than to read each statement attentively. To keep participants sufficiently engaged, we also presented a very short auditory oddball task after each statement block, in which they had to detect 20 high beep targets (2,000 Hz) among 80 low beep distractors (1,000 Hz) and press a button when a target was detected as fast as possible. Each oddball minitask took 50 s.



Procedure

After asking the participant for informed consent and explaining face-to-face that they could resign at any time without losing their compensation, the EEG and skin conductance (SC) electrodes were applied. Statement stimuli were presented using Neurobehavioral Systems' “Presentation” software, on a 22″ Iiyaman Prolite screen with a display resolution of 1,920 × 1,080 pixels and a 60 Hz refresh rate. Text was presented in Calibri font size 35, except for the critical word which was presented in font size 50, color 180, 180, 180 RGB. The distance between the screen and the participant was ~70 cm. At the start of the experiment the participant was introduced to four fictional characters: “In this experiment there are three men who will give some remarks, their names are Bram, Daan and Paul. Read their remarks carefully. The remarks will be about you or another woman. The other woman is a student in Utrecht and a participant in this experiment as well.” This explanation was followed by six practice trials, which used evaluative words that were not in the experimental stimulus set. After the statement practice trials, the oddball task was explained and briefly practiced as well.

In the main session, evaluative or neutral factual statement blocks alternated with auditory oddball blocks. Prior to each statement block we mentioned which man the statements would come from in this block: always Bram for the neutral statements, and always Daan and Paul for the insults and compliments. We counterbalanced the latter across sessions such that a single man was presented as the source of insults to the participant and compliments to the other woman, and the other as the source of compliments to the participant and insults to the other woman (so that these men could be experienced as discriminative, rather than as, e.g., “always insulting everybody”). Blocks of statements and oddball were separated by a short break, and after six blocks of each task there was an obligatory longer break during which the experimenter checked how the participant was doing. Finally, the participant was asked to fill out an exit questionnaire and several personality questionnaires [the State-Trait Anxiety Inventory (STAI, Spielberger et al., 1983), the Rosenberg Self-Esteem Scale (RSES, Rosenberg, 1965), the Interpersonal Reactivity Index (IRI, Davis, 1983), the 10-item Connor-Davidson Resilience Scale (CD-RISC 10, Campbell-Sills and Stein, 2007), and the dimensions Outlook and Resilience (Davidson and Begley, 2013)]. The questionnaires were added to investigate potential individual differences in an exploratory fashion. The entire experiment lasted ~2 h.



EEG and Skin Conductance Measurements

EEG was recorded using 64 Ag/AgCl electrode BioSemi caps with a 10–20 configuration. We used two additional electrodes at the left and right mastoid for re-referencing during the analysis, two facial electrodes at the left and right outer canthi to measure the horizontal electrooculogram (hEOG), and another two electrodes above and below the left eye to measure vertical EOG (vEOG), in order to detect blinks and eye movements. Skin conductance was measured with two stainless-steel Nihon Kohden electrodes at the distal phalanx of the index finger and middle finger of the left hand. A BioSemi ActiveTwo system was used to sample and record all EEG and SC data at 2,048 Hz.



EEG Analysis

The EEG data was preprocessed and analyzed offline using BrainVision Analyzer 2.1 software (Brain Products), Matlab (R2019a) and Rstudio (1.2.5042, R version 3.6.3). First, EEG signals were re-referenced to the average of the left and right mastoid, bandpass-filtered at 0.1–35 Hz (24 dB slope), and downsampled to 500 Hz. Next, all markers were checked using a customized macro, and segment-relevant condition markers were inserted at the onset of the critical word (CW). Next, the data was segmented into epochs from 200 ms before to 1,000 ms after CW onset, and segments were baseline-corrected by subtracting the mean signal amplitude in the CW-preceding 200 ms from all individual amplitude values in the remaining 1,000 ms. To optimize the signal-to-noise ratio, subsequent artifact rejection was done in two steps that focused on EOG and data channels, respectively. First, to remove eye movements and blinks, all epochs in which the bipolar hEOG and/or vEOG signal exceeded ±75 μV, or which displayed a voltage step of 50 μV or more between two neighboring sampling points, or in which the difference in signal activity was lower than 0.5 μV in an interval of 100 ms, were marked as bad trials. Second, the 64 regular EEG-channels were tested with the same criteria, but now only the specific channels failing the test were marked to be excluded from further analysis. As a final step of the preprocessing of the data the segments were exported to MAT-files for further processing in Matlab.

In Matlab all segments and channels within segments marked for exclusion were removed. Based on prior EEG work with verbal moral transgressions in our lab (Van Berkum et al., 2009), we computed mean amplitudes per segment and electrode for three predesignated latency-of-interest ranges that had also been used to assess P2, N400 and LPP effects in that earlier study: an “early” 200–250 ms latency range (optimized for detecting P2 effects), a “middle” 350–450 ms latency range (optimized for detecting N400 effects), and a “late” 500–650 ms latency range (optimized for detecting LPP effects)4. Furthermore, and again based on our earlier verbal moral transgressions study, we optimized our sensitivity for detecting any P2, N400 or LPP effects by computing, per segment, an average EEG amplitude over the anterior part of the brain (involving electrodes Fp1, AF3, AF7, F1, F3, F5, F7, FC1, FC3, FC5, FT7, Fp2, AF4, AF8, F2, F4, F6, F8, FC2, FC4, FC6, and FT8) for the 200–250 ms latency range, and an average EEG amplitude over the central and posterior part of the brain (involving electrodes C1, C3, C5, T7, CP1, CP3, CP5, TP7, P1, P3, P5, P7, PO3, PO7, O1, C2, C4, C6, T8, CP2, CP4, CP6, TP8, P2, P4, P6, P8, PO4, PO8, O2) for the 350–450 ms latency range as well as for the 500-650 ms latency range. These predesignated latency- and region-of-interest data operations condensed each of the participant's EEG signal in a critical epoch to just three hypothesis-relevant amplitude data points (anterior 200–250 ms, posterior 350–450 ms, and posterior 500–650 ms), all exported into a text file for further analysis using Rstudio.

The three latency ranges were analyzed separately in Rstudio using linear mixed models. To further reduce noise, we first averaged the three repetitions of each specific critical item (e.g., “Linda is horrible”) within each block, such that three repetition averages remained (one for each relevant block). The participant and statement variances were included as random factors and were estimated simultaneously, resulting in a cross-classified model (Quené and van den Bergh, 2004, 2008). For each latency range, we constructed models for the mean amplitude by iteratively adding potentially relevant components and testing for significant model improvement at each addition (using the likelihood ratio (−2LL difference chi-square) test, p <0.05). We started by comparing an empty model, containing only the random factors for participant and statement, to the base model containing the random factors and the three main effects of interest: Speech Act (insult, neutral, compliment), Person Described (you, other) and Block (1–18). The factor Block was centered to avoid correlation between the linear and quadratic effect that was added in the next step. We then added another factor in each next step, starting with the 2-way interactions and working all the way up to the 4-way interaction. The final model was in fact the full factorial model. We then evaluated which model fit the data best and only kept those factors that explained a significant amount of variance once they were added to the model or which were necessary to test hypothesized interactions (Winter, 2019). Factors that did not significantly improve the model were dropped (H. van den Bergh, personal communication; Seasholtz and Kowalski, 1993). The summary of arriving at the best model is given in Table 1. The best and most sparse model was used to estimate the model parameters correctly. For transparency, the full factorial models are also reported in Supplementary Tables S2–S4. For the post-hoc analyses we used Tukey HSD corrected pairwise comparisons.


Table 1. Linear mixed models analysis summary.
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Figures with results from the linear mixed model analysis, reporting the mean amplitudes for each latency range, were based on parameter estimates from the best models, generated using Rstudio. The ERP and topography results were generated in BrainVision Analyser. For visualization the data were processed from the segmentation step as follows. The data were segmented into the 18 blocks of the experiment. For each block the data was then segmented into epochs from 200 ms before to 1,000 ms after the onset of every critical word, and segments were baseline-corrected by subtracting the mean signal amplitude in the first 200 ms of each epoch from all individual amplitude values in that epoch. Next, the artifact rejection procedure based on the EOG-channels was performed with similar settings as mentioned above. However, instead of only marking the bad trials, they were removed from the analysis right away. This was also done for the artifact rejection based on the remaining 64 electrodes. The channels that were marked as bad were immediately excluded from further analysis. As a final step, the segments were averaged per block. For visualization purposes new aggregate channels representing four quadrants were calculated by averaging the following channels. A Left Anterior (LA) channel was calculated from electrodes Fp1, AF3, AF7, F1, F3, F5, F7, FC1, FC3, FC5, and FT7; a Left central/Posterior (LP) channel was calculated from electrodes C1, C3, C5, T7, CP1, CP3, CP5, TP7, P1, P3, P5, P7, PO3, PO7, and O1; a Right Anterior (RA) channel was calculated from electrodes Fp2, AF4, AF8, F2, F4, F6, F8, FC2, FC4, FC6, and FT8; and a Right Central/Posterior (RP) channel was calculated from electrodes C2, C4, C6, T8, CP2, CP4, CP6, TP8, P2, P4, P6, P8, PO4, PO8, and O2. The average response per Speech Act by Person Described and by number of repetition (1–3) was computed for these four channels.



SC Analysis

The SC data was preprocessed offline using BrainVision Analyzer 2.1 software (Brain Products). The data was downsampled to 500 Hz and segmented into epochs from the onset until 165 s after each Speech Act by Person Described block, this epoch included the entire block of 30 trials. These epochs were exported into mat-files and further analyzed using Matlab R2019b and the Ledalab toolbox (Benedek and Kaernbach, 2010). We used the Continuous Decomposition Analysis to decompose the phasic and tonic activity. The data was down sampled to 10 Hz and adaptive smoothing using a Gaussian window was applied. Six sets of initial values were used to optimize the solution. The event-related phasic activity was further analyzed. Since the final 30th trial in each block did not always have 4 s of clean signal after critical word onset, which was necessary for further analysis, we only analyzed the first 29 trials. We used a 10 μS threshold for significant phasic activity and computed the mean activity in the time window of 1–4 s after the critical event as the area under the curve (squared integrated skin conductance response: ISCR2). The results were log transformed to normalize the data, and exported to a text-file for further analysis using Rstudio. The linear mixed model analysis in Rstudio followed the same procedure as reported above for the EEG analysis: the models were built iteratively until the full-factorial model was reached and subsequently the most sparse model was achieved by removing non-significant factors that did not improve the model fit. This procedure resulted in the best, most sparse model (see Supplementary Table S5).



Individual Differences Analysis

In an additional exploratory analysis, we added the standardized scores of our various personality trait measures [the State-Trait Anxiety Inventory, the Rosenberg Self-Esteem Scale, the Interpersonal Reactivity Index, the 10-item Connor-Davidson Resilience Scale, and two Outlook and Resilience dimensions proposed by Davidson and Begley (2013)], to each best model (derived as described above) and tested whether the extended model had a better fit to the data. None of the personality trait measures significantly improved the model fit, neither in the analysis of any of the three ERP time windows nor in that of skin conductance (all p's > 0.45, see our online repository for further details). Because these are null results in exploratory analyses, we will refrain from deriving any strong inferences from them.




RESULTS

We first discuss all effects of Speech Act, for which we present mean EEG amplitude in the P2, the N400, and the LPP latency ranges, followed by the phasic skin conductance response (SCR). After this, we do the same for all Speech Act by Block effects, and then we discuss all interaction effects involving Person Described.


Speech Act

Figure 2 displays grand average ERPs, insult-compliment scalp topographies, and mean SC responses, the latter two both for the entire session as well as for the three relevant blocks (e.g., the three blocks with insults involving the participant).
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FIGURE 2. Observed effects of speech act type across the whole session and as a function of block. (A) Grand average ERP waveforms (μV, negative up) in four scalp regions for insults, compliments and neutral descriptions, scalp distribution of the insults minus compliments differential ERP effect in three latency ranges of interest (μV, three left topographical maps), and the grand average event-related whole-trial skin conductance response (log ISCR2, right bar graphs) for insults, compliments and neutral descriptions, all across the entire session. (B) Identically scaled ERP effect scalp distributions and average event-related whole-trial skin conductance response for each of the three relevant blocks in the session.


Based on our earlier EEG work with morally offensive language (Van Berkum et al., 2009), we expected verbal insults to generate a larger P2, a larger N400, and a larger LPP, all relative to compliments, but presumably also relative to neutral statements. This factor was therefore included in all best final models, see Table 1.


P2 (200–250 ms, Anterior Region)

In line with our predictions, mean ERP amplitude in the P2 latency range was more positive to insults than to compliments (bins−com = 0.76, z = 3.69, pTukey < 0.001), and also more positive to insults than to neutral descriptions (bins−neu = 0.68, z = 3.35, pTukey = 0.002). Mean ERP amplitude in the P2 latency range for compliments and neutral descriptions did not differ (bcom−neu = −0.08, z = −0.38, pTukey = 0.92). As can be seen in Figure 2A, the differential insult effect, relative to compliments, has a symmetrical scalp distribution with a fronto-central maximum, consistent with other reports of emotion-induced P2 effects. We therefore interpret this as a true P2 effect.



N400 (350–450 ms, Central and Posterior Region)

Against our expectations, insults elicited a less negative mean ERP amplitude in the N400 latency range than compliments did (bins−com = 0.65, z = 2.79, pTukey = 0.01). Mean ERP amplitude in the N400 latency range for insults and neutral descriptions did not differ (bins−neu = 0.41, z = 1.76, pTukey = 0.18), nor did it for compliments vs. neutral descriptions (bcom−neu = −0.24, z = −1.07, pTukey = 0.53).



LPP (500–650 ms, Central and Posterior Region)

Also against our expectations, mean ERP amplitudes in the LPP latency range did not differ between insults and compliments (bins−com = 0.35, z = 1.30, pTukey = 0.40). Mean ERP amplitude in the LPP latency range for insults and neutral descriptions also did not differ (bins−neu = 0.26, z = 0.98, pTukey = 0.59), nor did it for compliments vs. neutral descriptions (bcom−neu = −0.09, z = −0.33, pTukey = 0.94).



Skin Conductance

Finally, mean SC response amplitudes to insults and compliments also did not differ (bins−com = −0.00, z = −0.54, pTukey = 0.85). Surprisingly, both of these evaluative speech acts led to a lower SCR amplitude than neutral, factually correct descriptions (bins−neu = −0.01, z = −4.46, pTukey < 0.001; bcom−neu = −0.01, z = −3.97, pTukey < 0.001).




Summary

In sum, across the entire session and pooled over who is described, we see insults elicit a larger P2 than compliments, but not a larger LPP, nor a larger SC response. Also, in the N400 latency range, the insult-elicited ERP-signal is more positive than the compliment-elicited ERP-signal. Note that the waveforms in Figure 2 do suggest a more negative ERP-signal for insults than compliments around 300 ms, a timing that falls outside the scope of our predesignated latency ranges of interest. Thus, although descriptively the triphasic positive-negative-positive differential effect exhibited by the ERPs for insults vs. compliments resembles that for morally objectionable vs. acceptable statements in our earlier study (Van Berkum et al., 2009), statistical tests in the same latency ranges only confirm the early P2 effect.

Next, we examine to what extent these results are qualified by repetition of the speech acts (Block), by who is implicated (Person Described), and by the interaction between these two factors.



Speech Act as a Function of Block

In line with our critical hypothesis of a differential adaptation to repeated verbal insults and repeated compliments, we predicted that the massive repetition of these evaluative speech acts would affect at least some of the three ERP responses to insults less than it would affect the corresponding ERP responses to compliments. Figure 3 shows the relevant model estimates (as such complementing the observed data shown in Figure 2B).
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FIGURE 3. Model estimates of Speech Act by Block interaction. Mean amplitude ERP estimated marginal means and 95% confidence intervals for the Speech Act * Block interaction for each of the three ERP latency ranges of interest (μV, three left panels, with more negative voltage up so that these panels fit with the ERP waveform panels in Figures 2, 4), and the estimated marginal means and 95% confidence intervals for the Speech Act * Block interaction of the whole-trial skin conductance response (log ISCR2, right panel). All estimates based on the final model.



P2 (200–250 ms, Anterior Region)

As for mean ERP amplitude in the P2 latency range, the predicted differential adaptation to repetition was not observed. The best model included only the main effect of Speech Act and the main effect of Block, but no Speech Act by Block interaction, nor any interaction involving Person Described (see Table 1). As shown in Figure 3, mean ERP amplitudes to insults, compliments and neutral descriptions adapt over repetition in the same non-zero linear way, becoming increasingly less positive as the session progresses (b = −0.81, z = −7.83, pTukey < 0.001), with no significant differences between the trends. As can be seen in Figure 2B, and consistent with the latter, the size and scalp distribution of the differential P2-effect between insults and compliments does not change as a function of repetition, and is clearly as visible in the last block as it is in the first one.



N400 (350–450 ms, Central and Posterior Region)

As for mean ERP amplitude in the N400 latency range, insults, compliments and neutral descriptions responded differently to repetition, albeit not in the way we had expected. The positive mean amplitudes in this latency range became less positive in a statistically linear way for all three speech act types, but with a faster rate of adaptation for insults (b = −1.31) than for compliments (b = −0.52, bins−com = −0.80, z = −3.04, pTukey = 0.01). As can be seen in Figure 2B, the widespread differential positivity for insults, compared to compliments, was visible in the first two blocks but completely absent in the last block. The rate of adaptation for insults did not statistically differ from that of neutral descriptions (b = −1.04; bins−neu = −0.27, z = −1.06, pTukey = 0.54), and the rate of adaptation for compliments also did not statistically differ from that of neutral descriptions (bcom−neu = 0.52, z = 2.04, pTukey = 0.10).



LPP (500–650 ms, Central and Posterior Region)

As for mean ERP amplitude in the LPP latency range, insults, compliments and neutral descriptions again responded differently to repetition, in a way that actually echoes responses in the N400 latency range. As in that preceding latency range, the positive mean amplitudes in the LPP latency range became less positive in a statistically linear way for all three speech act types, but with a faster rate of adaptation for insults (b = −1.69) than for compliments (b = −0.65, bins−com = −1.04, z = −3.66, pTukey < 0.001). As can be seen in Figure 2B, and consistent with the relevant slopes in Figure 3, the widespread differential positivity for insults, compared to compliments, was visible in the first two blocks but completely absent in the last block. The rate of adaptation for insults did not statistically differ from that of neutral descriptions (b = −1.18; bins−neu = −0.51, z = −1.79, pTukey = 0.17), and the rate of adaptation for compliments also did not statistically differ from that of neutral descriptions (bcom−neu = 0.54, z = 1.93, pTukey = 0.13).



Skin Conductance

Mean SC responses to insults, compliments and neutral descriptions all declined with repetition, at the same linear rate (b = −0.03, z = −9.05, pTukey < 0.001). As can be seen in Figure 2B, the unexpected skin conductance pattern that was observed across the entire session was also present in each of the three blocks, with the highest SC response for neutral descriptors, and no indications of differential arousal elicited by insults and compliments.




Summary

In all, our results do not provide any evidence that the massive repetition of evaluative speech acts affects responses to insults less than it affects responses to compliments. Although the P2 adapts, it does so equally for both, leaving the differential effect intact. Also, although there is differential adaptation in the N400 and LPP latency ranges, insult-induced responses adapt more than compliment-induced responses, not less. The result is that the increased ERP positivity to insults relative to compliments observed in both latency ranges has fully disappeared by the last block. The associated ERP waveforms in Figure 2A, the comparable scalp distributions of the insult minus compliment effect in the 350–450 ms and 500–650 ms latency ranges displayed in Figure 2A and, per block, in Figure 2B, as well as the virtually identical adaptation slopes in Figure 3 all suggest that the most parsimonious account is one that involves the same long-lasting insult-induced positive shift, already emerging in the 350–450 ms latency range, continuing in slightly attenuated form in the 500–650 ms latency range, and vanishing for both ranges in the last block. Finally, skin conductance responses to insults, compliments, and neutral descriptors declined over blocks in a similar linear way, while retaining the unexpected elevation of arousal to neutral descriptions.



Interactions With Person Described

As revealed by the fact that none of the best statistical models retained predictors involving Person Described (see Table 1), the picture painted above is not significantly modulated by who the insults, compliments or neutral descriptions are about. This means that the repetition-robust P2 effect to insults relative to compliments did not depend on who was involved, and nor did the repetition-sensitive differences between insults and compliments in later (350–450 and 500–650 ms) latency ranges. Even the unexpected higher arousal to neutral descriptors, relative to evaluative ones, did not change when statements involved the participant, rather than somebody else. The equivalence of ERP and SCR effects is illustrated in Figure 4. Note, in particular, the very similar triphasic positive-negative-positive response in the waveforms, and the similar P2 effect scalp distributions. Although the various insult effects seem somewhat weaker when the evaluative statements involve somebody else, this is not corroborated by the statistics.
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FIGURE 4. Observed effects of speech act as a function of who is being described. Grand average ERP waveforms (μV, negative up) in four scalp regions for insults, compliments and neutral descriptions, scalp distribution of the insults minus compliments differential ERP effect in three latency ranges of interest (μV, three left topographical maps), and the grand average event-related whole-trial skin conductance response (log ISCR2, right bar graph) for insults, compliments and neutral descriptions, all across the entire session, for (A) statements about the participant and (B) statements about somebody else.





DISCUSSION

Genuine insults violate a universal moral imperative not to inflict harm on others (Greene, 2013). Insults also threaten face or reputation, which for members of an ultrasocial species should be a highly evocative event (Goffman, 1967; Leary, 2005). We used EEG and skin conductance to explore the short-term impact of verbal insults, compared to that of verbal compliments as well as neutral factual descriptions. Partly based on our earlier ERP work on other verbal violations of moral norms (Van Berkum et al., 2009), we predicted that insults would elicit a larger P2, a larger N400, and a larger LPP than compliments (and neutral factual statements), as well as more elevated physiological arousal (see, e.g., Harris, 2004; Eilola and Havelka, 2011). We also expected that at least some of these differential insult effects would be larger when statements involved the participant, instead of somebody else. Most critically, we predicted that the EEG and skin conductance response to insults would be less affected by repetition than the equivalent responses to other speech act types.


The Early ERP Effect

The most robust insult effect in our study is the enhanced positivity emerging between 200 and 250 ms after onset of the critical insulting word. In light of prior ERP research, the most parsimonious account of this early effect is that it is a modulation of the P2 component, an anteriorly maximal short-lived ERP component that is sensitive to manipulations of attention (Luck and Hillyard, 1994; Hajcak et al., 2012). The exact functional significance and neural origin of the P2 is not yet well-understood, but research suggests that it originates early in the visual processing stream, and that an increase in amplitude indexes additional attention that is rapidly, and automatically, captured by emotional or unexpected events (Delplanque et al., 2004; Huang and Luo, 2006; Hajcak et al., 2012; Carretié, 2014). Given that insults are moral transgressions as well as verbal slaps in the face, it makes sense to find that they capture attention rapidly, at least to a larger degree than verbal compliments and neutral descriptions do.

This differential P2 effect does not change in the face of massive repetition (see Figures 2B, 3). Even after two-thirds of the experiment during which readers had already seen a respectable 120 verbal insults (during which each of 10 unique insulting critical words had already been used 12 times), insults continued to generate a differential P2 effect of the same magnitude, and with the same scalp distribution. This suggests that whatever aspect of insults is responsible for capturing extra attention does so in a highly robust way. Although the stability of this differential P2 effect testifies to the fact that insults capture additional attention in a robust, repetition-insensitive way (at least within the bounds of repetition examined in this experiment), it also disconfirms our prediction that compliments would adapt sooner than insults, as the latter would predict an increasing differential effect.

Interestingly, our P2 findings suggest that the extra attention capture indexed by this effect occurs to an equal extent when insults involved the participant or somebody else (see Figure 4). Also in contrast to our expectations, there is no evidence that at the level of the P2, insults involving the participant adapt less to repetition than insults involving somebody else. The insensitivity of the P2 to who is being evaluated in insults and compliments suggests that the processes reflected in this early component are not influenced by the output of the compositional and referential processes that are required to compute the difference between, say, “you are a liar” and “she is a liar.”

In terms of a generally accepted cascade of psycholinguistic processes (as captured, e.g., in the ALC model; Van Berkum, 2018, 2019), the most obvious explanation is that the insult-induced P2 effect has a lexical source, and simply reveals the brain's increased sensitivity to negative evaluative words, such as “liar,” “disappointment,” or “bitch,” as the affective meaning of these signs is retrieved from long-term memory. In our study, the words used in the insults were really very negative evaluative words (“ugly,” “horrible” “disappointment”), and some of them even involved taboo words (e.g., “bitch,” “whore”). Such words have been observed to rapidly deliver part of that strong negative “payload”—such as by immediately capturing attention and recruiting additional processing—as part of lexical retrieval, even when presented in isolation (e.g., Wabnitz et al., 2012, 2016; see Citron, 2012, for a review). Of course, very positive words will rapidly deliver their affective meaning as part of lexical retrieval too (Citron, 2012). In our study, however, the positive evaluative words elicited a significantly smaller P2 than the negative ones, and the P2 to positive words did not differ from that elicited by critical words in factual descriptions. The P2 results in our study therefore not only reveal a stable early differential insult effect, but also testify to a negativity bias in the amount of attention that is automatically allocated to very negative vs. very positive interpersonal evaluations. Whether this should be taken to reflect valence, arousal, or a combination thereof is something we return to later.



Later ERP Effects

In earlier work (Van Berkum et al., 2009; see also Foucart et al., 2015; Hundrieser and Stahl, 2016; Peng et al., 2017), critical words in morally objectionable survey statements have elicited a larger N400 than their counterparts in morally acceptable statements. A study that compared phrasal insults to compliments (Otten et al., 2017) has revealed an N400 effect as well. In the current study, however, insulting words did not elicit a larger N400, and instead elicited a larger positivity between 350 and 450 ms. The ERP waveforms in Figures 2 and 4 do reveal a somewhat earlier short-lived negative deflection for insulting words relative to complimenting words, around 300 ms. However, neutral factual statements descriptively elicit the same negativity, and the difference vanished before the canonical 400 ms mark.

This unexpected early negativity does not resemble the occipito-temporal EPN often reported for emotionally competent words (see Citron, 2012; Frank and Sabatinelli, 2019). The timing of this unexpected negativity falls outside our predesignated latency ranges of interest, and to not inflate error rates, we refrain from post-hoc statistics to corroborate it. Figure 4 does clearly reveal that, at a descriptive level, the effect emerged in all quadrants, for speech acts involving the participant as well as somebody else. This stability bodes well for future, more hypothesis-driven examinations.

Based on our findings for morally offensive language (Van Berkum et al., 2009), and in line with other studies revealing a larger LPP for negative over positive stimuli (e.g., Schupp et al., 2004; Carretié et al., 2008; Herbert et al., 2008; Holt et al., 2009; Kissler et al., 2009; Hajcak et al., 2013; Sabatinelli et al., 2013), we had also predicted insulting words to elicit a larger LPP than compliment words (and neutral factual words). We did not obtain this insult LPP effect in our predesignated latency range of 500–650 ms. However, the waveforms shown in Figures 2A and 4 suggest a single insult-induced central-posterior positivity that starts around 350 ms after critical word onset and lasts until at least 600 ms. This idea is corroborated by the fact that in the 350–450 ms and 500–650 ms latency ranges, the insult effects have the same scalp distribution, as well as by the fact that mean amplitudes in the conditions involved adapt to repetition in the same way. LPP effect onsets around 300 ms are not uncommon, and even earlier LPP effects have occasionally been reported (emerging as early as 160 ms, Hajcak and Foti, 2020). The most parsimonious interpretation, therefore, is that the significant insult-induced positivity that we observe in the 350–450 ms latency range in our study is the start of an early-onsetting LPP effect5.

The presence of an insult-induced LPP effect resonates with other work in which insults were contrasted with compliments (Otten et al., 2017), and presumably reflects rapidly increased elaborative processing of motivationally important stimuli (e.g., Cacioppo et al., 1993, 1994, 2004; Schupp et al., 2000, 2004; Smith et al., 2003; Kisley et al., 2007; Sabatinelli et al., 2007, 2013; Holt et al., 2009; Frank and Sabatinelli, 2019). However, unlike the increased emotional attention reflected in the early P2 effect, the increased elaborative processing of insults reflected in the later LPP did not withstand repetition, and had disappeared by the end of the experiment. This goes against our expectation that repeated insults might keep their sting longer than repeated compliments, and in fact reveals that at the level of the LPP, if anything, insults lose their impact on processing more rapidly than compliments. Also, this happens equally for statements involving the participant and for those involving somebody else, disconfirming our additional expectation that insults directed at the participant would adapt least of all. In fact, who was evaluated did not matter at all to LPP amplitudes in the 350–450 and 500–650 ms latency range, neither for trends over time and repetition, nor for the insult LPP effect pooled over the entire session. The hint of a stronger insult effect for insults directed at participants that is visible in Figure 4 is not corroborated by the statistics.



Skin Conductance Effects

The skin conductance findings are puzzling. We expected that the threat to the self that is posed by insults featuring the participant's own name would generate the strongest arousal (i.e., the highest skin conductance response). In our study, however, it is the factually correct neutral descriptions that generated the strongest arousal, while insults and compliments did not differ in their arousing potential. As illustrated in Figures 2–4 and confirmed by the statistics, this factual description effect in arousal remained the same throughout the session, and also did not differ as a function of who was involved. One explanation for the unexpected arousal to neutral factual descriptions might be that, as non-evaluative statements, they occur twice as infrequently in our experiment as the evaluative statements, and might as such perhaps require additional processing (see Citron et al., 2013, for a comparable account). However, we presented quite a few neutral statements in a single session (180), and grouped our statements in blocks of 30 of the same type, two factors that would seem to go against a simple frequentist oddball account. Furthermore, one would have to explain why these neutral oddballs noticeably increase arousal but not, for example, the P2, or the ERP amplitude in subsequent latency ranges (Polich, 2012; Hajcak and Foti, 2020).

We suspect that things are more complex than a simple frequency-based oddball account would suggest. In the context of many interpersonally evaluative statements like “Linda is horrible,” “Paula is a liar,” “Linda is impressive,” and “Paula is an angel,” non-evaluative, factually correct descriptive statements like “Linda is a person” or “Paula is a woman” may perhaps take on a meaning that makes them more complex, and more ambiguous, than we intended, and might as such have led to more arousal. Furthermore, in retrospect, some of our neutral statements, such as the 18 statements describing someone as a “person,” were slightly odd—when would one ever say such a thing? Of course, this account is entirely post-hoc, we had not predicted our factually correct statements to generate more arousal than insults and compliments. However, we note that psycholinguistics has a long history of rediscovering that intendedly neutral stimuli are not as simple as one hoped for (see, e.g., the neutral stimuli in Rohr and Abdel Rahman, 2018). Our study may be another case in point.

Perhaps more importantly, these skin conductance results do not pattern with those in any of the ERP latency ranges that we examined in our study. This is informative as to what the insult-induced P2 and LPP effects reflect. There is an interesting debate on whether the effects of emotional words involve valence, arousal, or both (see, e.g., Bayer et al., 2010; Citron et al., 2013; Recio et al., 2014). In the absence of a measurable difference in physiological arousal (in an otherwise sensitive SCR measure), it is tempting to infer that our insult-induced P2 and LPP effects reflect a strong difference in valence, or some other aspect that captures the higher significance (Bradley, 2009; Hajcak and Foti, 2020) of the insults that we used.



The Bigger Picture

This brings us to an important question: what is the significance of verbal insults, presented to participants in an experiment like this? Our study took place in a lab setting where the statements were massively repeated and came from fictitious agents whose identity and fictitious opinions have no bearing on the life of the participant. This is a far cry from real life. And, of course, it had to be: research with genuinely malicious insults, in a social context in which they really make sense, and coming from people that participants really care about, is very difficult to defend. The artificial repetitiveness and grouping of speech act types, however, was a deliberate choice, because our interest was precisely in what insults would do under such repetitive conditions. Our results show that even under these highly unnatural conditions, and in the absence of a richly defined interpersonal arena, verbal insults still “get at you” and continue to do so over time, at least at some level.

But where exactly? Where in processing might the P2 and LPP insult effects observed in our study arise? The ALC model (Van Berkum, 2018, 2019; see Figure 1) suggests that a genuine verbal insult can be emotionally evocative at several levels in the language comprehension cascade: the social intention of the speaker (e.g., to express contempt), the referential intention (i.e., the description of you as an idiot), the stance displayed (e.g., aggressive), and the signs used (e.g., very negative and sometimes even taboo words). Because the speakers in our lab experiment are only fictitious, and because there is no real interpersonal arena (other than between experimenter and participant; Clark, 2006) it seems unlikely that our P2 and LPP effects emerge because the reader has computed a speaker's social intention or emotional stance. After all, although we hinted at a social context in our instructions, it is unlikely that our participants thought a real Daan or Paul was aggressively insulting people here and now. Unless an experimental situation is designed to have real interaction between real (or well-faked) interlocutors, effects at the level of social intention and speaker stance depend entirely on the imagination that participants are willing to engage in.

What about the referential intention or “situation model,” the state of affairs described? Although the referential intention of an item like “Linda is horrible” is not fully defined in the lab, it may well still be an unpleasant thing to read, particularly if your name is Linda. Insulting descriptions featuring you can be experienced as slightly unpleasant even when the social intention of the speaker is benign, such as in teasing, playfighting, and the informal marking of intimacy amongst friends (Van Berkum, 2018)—if that is possible, why not in the lab? In our experiment, though, the ERP insult effects in the P2 and LPP latency range were insensitive to whether (somebody with) the participant(‘s name) or somebody else was being referred to in a very negative way. Our ERP effects therefore probably do not reflect the emotional consequence of a fully computed referential intention. Because a few participants later reported that the name of the other person coincided with the name of somebody they knew, we cannot exclude that any potential referential effect was somewhat diluted by this. However, when we stick to the original question, whether negative description of the self vs. somebody else matters to ERPs and skin conductance, the answer is a clear “not reliably here.”6

Turning to the level of the signs, the verbal insults in our experiment all use very negative words (e.g., “horrible,” “ugly,” “bitch,” “disappointment,” etcetera), signs that may simply deliver their stored emotional “payload” upon retrieval and attract more emotional attention as part of that, independent of the precise sentence-level message and the social intention of the speaker on this particular occasion (Van Berkum, 2018, 2019). We already offered this as an account for the fact that insults elicited a larger P2 than compliments and continued to do so all the way through the session. On a lexical account, this robustness makes sense, because the valence or other stable aspects of emotional meaning stored with words in long-term memory is usually the result of a lifetime of experience with how words are used in one's language. Just as one cannot completely overrule the conventional non-emotional aspects of the meaning of “liar,” “ugly,” “bitch” or “disappointment” in a single experimental session, it might be hard to completely undo the emotional part of meaning.

Where does the emotional meaning of these words come from? As laid out in more detail elsewhere (Van Berkum, 2019), it presumably reflects experiences that pair the word with emotions triggered by other things in a sufficiently reliable way, such as other emotion-laden words that it typically collocates with (e.g., Hauser and Schwarz, 2018; Snefjella et al., 2020), the typical social intention or emotional stance of the speaker using this word, the typical impact on listeners of this word, or the nature of the things referred to by this word. Because of these correlations, the release of that stored emotional meaning as part of lexical retrieval can be seen as a quick-and-dirty context-free prediction of what the word might in the end mean in this particular context. In the confines of an artificial lab experiment, those memory-based predictions will usually be wrong. After all, in the lab, the use of, say, the word “bitch” does not predict an angry or playfighting experimenter, and “disappointment” will usually not signal social rejection—they are just words flashed on the screen as part of some bits of language to attend to, for money or course credits. Nevertheless, these memory-based predictions will probably unavoidably be made. We suspect that the insult-induced P2 observed in our study reflects the automatic emotional attention that such memory-based predictions bring about.

Just like the P2 effect, the later insult-induced LPP effect is insensitive to whether the participant or someone else was involved. However, in contrast to the former, the latter does (in the 350–450 ms latency range) significantly diminish as insults are repeated again and again. The most probable explanation is not that the effect has a different trigger, but that it reflects the decreased allocation of more costly resources to the same lexical trigger. Apart from how it contributes to higher levels of composite and inferential meaning, a very negative word by itself elicits a cascade of different processes, some of which are automatic, and others less so. With emotionally evocative words or pictures presented in isolation, this is in fact how the LPP is construed: an index of more controlled processing (Citron, 2012), or a “more prolonged and integrated conceptual analysis” (Frank and Sabatinelli, 2019, p. 9) that is part of a larger processing cascade initiated by the same functional trigger. Some have argued that this late process involves reappraisal (Hajcak and Nieuwenhuis, 2006; Hajcak et al., 2006; Moser et al., 2006; Herbert et al., 2011), a usually effortful attempt to regulate emotional responses by reinterpreting the original stimulus. Late ERP positivities have also been associated with conscious processing more generally (see Dehaene and King, 2016), i.e., as reflecting additional “global-workspace” processing that might involve reappraisal, but can also just index some other conscious, more effortful response to the input. It is easy to imagine our participants reappraising (e.g., “this is not real, I'm in a lab”), or to otherwise reflect on the offensive materials. Either way, an insult-induced LPP effect that reflects effortful conscious processing might as such also be more vulnerable to repetition, perhaps in part because of increasing fatigue and decreasing motivation. This would explain the reliable decline of this effect in the 350–450 ms latency range.

If all this is correct, why did the very negative words in our insults not elicit a larger skin conductance response than the positive words in compliments, at least in the first part of the session, where we also observed an insult-induced LPP effect? We simply do not know. In a repetition study using emotional and neutral pictures, Schupp et al. (2006) observed a comparable dissociation between emotion-induced ERP effects that were insensitive to repetition and skin conductance effects that collapsed with repetition, and explained this in terms of the functional relevance of continued cognitive processing but decreased action preparation. However, in the face of a robust skin conductance effect to neutral, factually correct statements that lasts all the way to the end of the session, we cannot easily invoke this account for our findings.

Does the fact that insults do not increase arousal relative to the other speech acts render the insult-induced ERP-effects “non-emotional”? Note that one of the core jobs of emotion is to have cognitive effects, such as increased attention, stronger memorization, and changes in motivational orientation (see Van Berkum, 2022, for review). It is therefore to be expected that emotion-relevant manipulations can modulate ERP components that show up in “cognitive” psycholinguistic research as well. Furthermore, what is emotional or not is not that easy to define. In the field of emotion research, for example, surprise is actually viewed as an emotion (and, in Basic Emotions theory, even as one of the six basic emotions, Ekman and Cordaro, 2011). Also, the LPP has recently been related to the P300 (Hajcak and Foti, 2020) not because the former should be considered as irrelevant to emotion, but because both effects may index the same thing: significance to the participant. That significance may be artificially created because of task instructions, or may come naturally with the materials (Bradley, 2009). Either way, our most natural automatic response to significance—to the detection that stimuli somehow bear on our local or more general interests—is with the type of response that is the subject matter of emotion science (Van Berkum, 2022). Without claiming that the ERP components in our current study are uniquely emotional (let alone moral), we think it is safe to assume that their modulation by insulting materials has something to do with emotion.

In contrast to what we expected, though, insults in our study do not “keep their sting” across repetitions more than compliments keep their more benign emotional impact. P2 and SCR amplitudes declined at comparable rates for all speech acts, and insult-induced LPP amplitudes (spanning the 350–450 and 500–650 ms latency ranges) actually declined at a faster rate than compliment-induced ones. Also, there was no clear evidence that who was being insulted or complimented mattered to processing. We do not take our results to show that in real contextualized language use, people get used to insults as fast—or faster—than to compliments, nor that who is insulted does not matter. What is more likely is that, in lab experiments such as these, insults are “lexical mini-slaps” at best. Those are interesting to study, of course, and lexical effects may have a story to tell about memory traces and predictions involving emotions triggered at higher levels of real-life language use. However, in line with our ALC-model analysis, our data suggest that it takes more to study the impact of real verbal slaps in the face. In fact, perhaps more than current ethics standards allow.



Limitations

The most important limitation of our study is exactly that: our insults will have been recognized as such, but as decontextualized statements, their insulting power is limited. Interestingly, in the exit interviews, some participants did actually report feeling insulted, perhaps also because of our occasional use of swearwords. But on the whole, the absence of a real communicative situation, i.e., a real speaker addressing you about things that matter, will have placed an upper bound on the impact of our materials. Although the use of audio- or video-recorded speakers might improve things to some extent, studying real insults in the lab will remain a challenge7. Unless insulting statements are embedded in real (or well-faked) social interaction, processing studies are more likely to pick up on memory traces reflecting earlier experiences with real insults that participants bring to the lab than on what a particular insult can really evoke in a person, here and now.

A few other limitations should also be kept in mind. First, participants did not have to do anything with the statements, other than to attend to them. If the ERP effects themselves signal involvement this is not necessarily problematic, but with null results—such as no impact of who is being insulted—a taskless design can become a vulnerability. Second, we presented our stimuli in repetitive blocks. This was done on purpose, to allow us to study the response of various speech acts to massive repetition, and to test the idea that the response to insults directed at the self would be more robust than other speech act types. However, blockwise presentation will undoubtedly also have led to expectations, such as that the next item will also feature your name. Third, we have not designed our study to unconfound the effects of repetition from that of the mere passage of time. The two are always confounded in real life, and our questions were not about general adaptation effects, or the effects of mere time on task. Fourth, we assumed that the use of the participant's name would bring the statements to bear on the participant's self. Although this is not an unreasonable assumption, and echoes assumptions made in research with personal pronouns (“I,” “you,” etc.), it is good to keep in mind that there is some indirectness involved here. Fifth, although we successfully manipulated self- vs. other-directedness in our statements, the occasional presence of other-person names coinciding with the name of somebody they knew may have reduced our power to detect a referentially conditioned effect somewhat. Of course, the issue was self vs. other, so in one way, the occasional presence of names of familiar others in fact strengthens the design. At the same time, though, future studies that specifically query a referentially dependent insult effect may be more successful if they avoid the inclusion of familiar other's names. And sixth, for practical reasons that concerned the construction of our materials, we only tested female participants. We have no particular reason to believe that the observed P2 and LPP effects are gender-specific. However, some of the insulting and complimenting predicates that we used are expected to work very differently with a different gender, something to be taken into account in future replication research.



Conclusions

Genuine verbal insults violate the universal moral imperative not to harm other people. They are also threats to one's face or reputation, something that is not to be taken lightly in a species that depends on cooperation with ever changing partners. We showed that when compared to more positive evaluative statements, verbal insults elicited a very rapid P2 response that did not diminish as a function of massive repetition, and also did not depend on who was involved. The fact that verbal transgressions robustly capture attention within 250 ms after they occur, in an undefined laboratory situation where no real interaction occurs, is not only indicative of our sensitivity to undesirable social behavior, but also in line with the idea that the evaluation of such behavior is to some extent automatic. For members of an ultra-social species that depend on ever-changing cooperation, reputation, respect, and interpersonal trust, getting slapped in the face, or seeing somebody else suffer that fate, is a highly salient event, regardless of the precise context. It should be no surprise that the verbal equivalent is similarly evocative, and that the reflexive, memory-based traces of this can even be found in a psycholinguistic experiment that does not involve natural interpersonal interaction.
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FOOTNOTES

1The relationship of the LPP to various other late and roughly similarly distributed positive ERP deflections, such as the P3, P600, and Late Positive Complex (LPC) is currently under debate (e.g., Hajcak and Foti, 2020). Starting from emotion-oriented ERP research, we focus on LPP-relevant studies here, but we'll briefly return to the relationship with the P3 in the discussion section.

2We limited ourselves to a single gender to facilitate the construction of materials.

3Due to experimenter error, the frequency of one of the neutral words (“woman”) was incorrectly coded, leading to a higher mean frequency of the neutral words set. Relative to the standard deviation across items, however, the mean difference was fairly small (as indicated by a nonsignificant test).

4As a compromise between strict replication and compatibility with the wider literature, we widened the rather narrow N400 latency range used in Van Berkum et al. (2009) with an extra 50 ms, while keeping it centered on the 400 ms mark (so from 375–425 to 350–450 ms).

5In their work on morally objectionable statements, Van Berkum et al. (2009) left open the possibility that the early transgression-induced ERP positivity around 200–250 ms might also be part of an early-onsetting LPP effect, momentarily canceled out by an N400 effect. However, because the two insult-induced positivities in our study adapt in a different way, and also differ in scalp distribution, this scenario can be reasonably ruled out here.

6Across speech act types, statements referring to the self did elicit larger positivities in the LPP (and preceding N400-) latency range, as well as increased skin conductance responses (i.e., arousal), than statements referring to others; see the Supplementary Material. This confirms the effectiveness of the self-other manipulation.

7Presumably, decontextualization is a bigger problem for processing research on the actual emotional, “perlocutionary” effects of insults (like ours) than for ‘locution-oriented' semantic-pragmatic research with sentence acceptability ratings (such as Cepollaro et al., 2021).
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Introduction: Mood is a constant in our daily life and can permeate all levels of cognition. We examined whether and how mood influences the processing of discourse content that is relatively neutral and not loaded with emotion. During discourse processing, readers have to constantly strike a balance between what they know in long term memory and what the current discourse is about. Our general hypothesis is that mood states would affect this balance. We hypothesized that readers in a positive mood would rely more on default world knowledge, whereas readers in a negative mood would be more inclined to analyze the details in the current discourse.

Methods: Participants were put in a positive and a negative mood via film clips, one week apart. In each session, after mood manipulation, they were presented with sentences in discourse materials. We created sentences such as “With the lights on you can see...” that end with critical words (CWs) “more” or “less”, where general knowledge supports “more”, not “less”. We then embedded each of these sentences in a wider discourse that does/does not support the CWs (a story about driving in the night vs. stargazing). EEG was recorded throughout.

Results: The results showed that first, mood manipulation was successful in that there was a significant mood difference between sessions. Second, mood did not modulate the N400 effects. Participants in both moods detected outright semantic violations and allowed world knowledge to be overridden by discourse context. Third, mood modulated the LPC (Late Positive Component) effects, distributed in the frontal region. In negative moods, the LPC was sensitive to one-level violation. That is, CWs that were supported by only world knowledge, only discourse, and neither, elicited larger frontal LPCs, in comparison to the condition where CWs were supported by both world knowledge and discourse.

Discussion: These results suggest that mood does not influence all processes involved in discourse processing. Specifically, mood does not influence lexical-semantic retrieval (N400), but it does influence elaborative processes for sensemaking (P600) during discourse processing. These results advance our understanding of the impact and time course of mood on discourse.

KEYWORDS
 mood, discourse, semantics, world knowledge, ERP, N400, LPC (late positive component)


Introduction

Mood state, different from emotion, is a low-intensity, diffuse, and relatively enduring affective state (Forgas, 1995). People are in a mood as soon as they wake up and could be, for instance, cheerful, irritated, hopeful, gloomy... etc., with non-specific causes. Given the relatively enduring and long-lasting nature, people carry out daily tasks while in a certain mood. It is important to understand the effects of mood, because research has shown that mood states permeate many levels of information processing. This is the case both in obvious ways, such as prioritizing access for mood-congruent content (Egidi and Nusbaum, 2012), and also in non-obvious ways, such as loosening cognitive control to include distantly related semantic associates (Rowe et al., 2007).

Because of the high speed, incrementality, and complex interweaving of the various processes involved, much of the relevant work on mood effects in language processing has used scalp EEG (Electroencephalography)—electrical activity recorded via sensors on the scalp—to obtain the millisecond-by-millisecond temporal resolution needed. Similar to studies of mood on general cognition, EEG studies of mood on language have shown that mood not only affects the processing of language content but also the styles/modes of processing of readers or listeners. The present study built on this literature and used Event Related Potential (ERP) to further investigate whether and how mood influences readers' processing of discourse with language content that is relatively neutral.

Past ERP studies on mood effects on discourse focused on discourse content that is emotionally valenced, and the consensus is that mood provides affective constraint to facilitate mood-congruent content (Chung et al., 1996; Egidi and Gerrig, 2009; Egidi and Nusbaum, 2012). In Chung et al. (1996), participants were put in an optimistic or a pessimistic mood by means of personal emotional memory recall. Then, participants read stories about daily life events (e.g., a story about receiving exam grades) that ended with good and bad outcome words (passed/failed). They reported two ERP effects: An increased N400 (350–450 ms) for semantic- and mood- incongruent endings, and a larger LPC or Late Positive Component (300–700 ms) for mood incongruent endings. Their results indicate that participants in a pessimistic mood expected bad outcomes, and participants in an optimistic mood, good outcomes. These findings were not only replicated but also expanded in Egidi and Gerrig (2009); Egidi and Nusbaum (2012).

In terms of processing styles, past studies reported mood-specific processing styles during sentence processing (Federmeier et al., 2001; Chwilla et al., 2011; Pinheiro et al., 2013; Van Berkum et al., 2013; Wang et al., 2016). Federmeier et al. (2001), Pinheiro et al. (2013) examined mood effects on semantic categories in words in sentences. In Federmeier et al. (2001), participants were put in a positive or neutral mood. In Pinheiro et al. (2013), male participants were put in a positive, neutral, or negative mood. In both studies, participants read stories (e.g., they wanted to make the hotel look more like a tropical resort. So, along the driveway they planted rows of...) that ended with target words (palms/pines/tulips). The three target words represented three conditions: expected, within-category violation, and between-category violation. In neutral mood, they found graded N400s, largest for the between-category violation (tulips), intermediate for the within-category violation (pines), and smallest for the expected (palms). In positive mood, the within-category violation (pines) patterned with the expected (palms). The authors provided three possible interpretations: positive mood includes a richer set of semantic associates, positive mood flexibly accommodates unexpected/distantly related words, and positive mood entertains a plausibility-driven strategy (as opposed to a prediction-based strategy). In negative mood (Pinheiro et al., 2013), the within-category violation (pines) patterned with the between-category violation (tulips), suggesting that readers in negative mood zoom in to a narrower set of relevant semantic associates or become more critical to distantly related words.

Chwilla et al. (2011), Van Berkum et al. (2013) examined mood effects on prediction and anticipation in language. In Chwilla et al. (2011), female participants were put in a positive or negative mood, before they were presented with highly predictive sentences (e.g., The pillows are stuffed with …) that continued with predicted or non-predicted critical words (feathers/books). In both mood states, the unpredicted (books) elicited a larger N400 than the predicted (feathers). But such N400 effect was reduced in the positive mood, compared to the negative mood. The authors suggested that positive mood allows for more prediction than negative mood does. In addition, within negative mood, there was a Late Positivity (LP) effect, larger for the unpredicted than the predicted words. The authors suggested that participants in a negative mood noticed the details and reanalyzed the unpredicted items more in this later, LP window, whereas participants in a positive mood did not. In Van Berkum et al. (2013), female participants were put in a positive or negative mood, before they read texts that contained verbs with “implicit causality biases”—that is, readers' typical expectation about who does what to whom. For example, in “Linda apologized to David because she/he...”, readers tend to anticipate more information about Linda, which renders the pronoun “she” expected. However, in “Linda praised David because he/she...” readers tend to anticipate more information about David, which then renders the pronoun “she” unexpected. Such contextually unexpected pronouns have been shown to elicit larger LPs than the expected ones, and as such reveal verb-based heuristic anticipation of who will be talked about next (Van Berkum et al., 2007). Van Berkum et al. (2013) found that positive mood maintained such heuristic anticipation, whereas negative mood attenuated it. The authors speculated that a negative mood might lead the system to cut back on anticipatory referential processing of the type studied here, because the low-energy state that is typically signaled by such a mood makes such referential anticipation too resource-intensive to engage in.

The abovementioned literature supports a mood-dependent information processing style (Fredrickson, 1998) during language processing (see also Wang et al., 2016; Mills et al., 2019). Positive mood allows readers to widen semantic associates and see the bigger picture of meaning, whereas negative mood orients readers toward scrutinizing details. However, what is considered big in “big picture” may vary in language: It can stand for highly familiar, default world knowledge (e.g., knowing that more light tends to help seeing), but it can also stand for the specific discourse context that is currently configured (e.g., the astronomy context that more light tends to hinder star gazing). Relative to local processing of a word in an unfolding sentence context, both can in a way be considered to provide “the bigger picture” in which that processing occurs. Past non-mood studies have examined how readers juggle these two sources of knowledge, when their mood is not manipulated. Nieuwland and Van Berkum (2006) showed that all information from all sources is considered in parallel. In their study, a “local” semantic feature (animacy) in a sentence (e.g., the peanut was salted/in love …) was supported or unsupported by a preceding “global” discourse context (e.g., a story about a peanut that sings and dances). They found that local semantic feature and global discourse context are processed within the same, N400 time window, suggesting that current discourse knowledge fully overrules global/default world knowledge. In contrast, Hald et al. (2007) reported that “local” discourse knowledge cannot fully override “global” world knowledge. In their study, participants read sentences that contained a critical word that was correct or incorrected based on general/global world knowledge (e.g., The city Venice has very many canals/roundabouts …). These sentences were embedded in “local” discourse contexts that validate or invalidate such world knowledge (a story about this historical water city vs. a story about recent traffic control). They found a local by global interaction at the N400 time window, which indicates that while both global world knowledge and local discourse context have an effect on sentence interpretation, neither overrides the other. It appears that Nieuwland and Van Berkum (2006) viewed discourse context as being global, whereas Hald et al. (2007) viewed world knowledge as being global. An interesting question here is: which “global” or which source of knowledge would be facilitated by the “details vs. big picture” shift induced by a positive or a negative mood?

The present study examined how mood affects readers' balance between relying on world knowledge and relying on discourse knowledge. Following the abovementioned literature, we tested female participants only and manipulated their mood via happy and sad film clips. After mood manipulation, participants were presented with language materials. Each item contained two major pieces of world knowledge, one was cued by the discourse context and the other was cued by the critical sentence. For instance, a critical word (e.g., more/less) in a critical sentence (with the lights on, you can see more/less …) was either supported or violated by default world knowledge cued by the critical sentential context. This critical sentence was then embedded in a discourse context that either supported the familiar world knowledge (a story about driving in the night) or supported an alternative, less familiar, but possible real world scenario (an astronomy story about stargazing). As such, our design was 2 mood (positive, negative) x 2 discourse context (supported, unsupported) x 2 critical sentence (supported, unsupported) (Table 1).


TABLE 1 Example stimuli.

[image: Table 1]

Our general predictions are that participants in a positive mood would be shifted to relying on the default world knowledge, whereas participants in a negative mood would be shifted to relying on the knowledge conveyed by discourse. As for the specific ERP components, based on the abovementioned literature, mood would impact language processing in the N400 and LPC time windows. We have mentioned these ERP components in the review above, but here we clarified the component properties and our assumptions about what they reflect. The N400 is a negative-going waveform, peaking between 200 and 600 ms, that indexes the context-dependent ease of lexical retrieval from the semantic memory (Kutas and Federmeier, 2000, 2011; Lau et al., 2008; Van Berkum, 2009; Brouwer et al., 2017). The LPC is a positive-going waveform typically occurring between 500 and 1,000 ms. The functional significance of LPC has not been settled. Some suggest that it reflects a reanalysis process of combining and recombining words for outputting sensible sentence meaning (Kuperberg, 2007). Others suggest that it reflects the demand of inference making during discourse processing (Burkhardt, 2007). Yet others associate it with an integration process that integrates all sources of information (Brouwer et al., 2012). Recently, the LPC has been linked to elaborative processes and inferences (Canal et al., 2019). Based on the synthesis of these interpretations, here we assume that LPC reflects some form of elaborative processing, e.g., more integration, or conflict resolution. Given our assumptions of these two ERP components, we expect that in the positive mood condition, words that violated default world knowledge (with the lights on, you can see less …) would elicit the largest N400s, even if such reading was justified and supported by the discourse context (stargazing), following Hald et al. (2007), who used comparable materials. This expectation should also hold based on Van Berkum et al. (2013), who showed that positive mood maintains heuristics. In the negative mood condition, such discourse and sentence combination would show a reduced N400, because negative mood is more likely to pick up linguistic details in the discourse context (stargazing) to make sense of the world knowledge violation. Regarding the LPC, since both (Chwilla et al., 2011; Van Berkum et al., 2013) found that sad mood modulates LPCs (albeit the directionalities of the effects differ), we expect that readers in a negative mood would be more likely to be engaged in elaborative processing, and this will be reflected in the LPCs, larger (Chwilla et al., 2011) or smaller (Van Berkum et al., 2013) LPCs.



Materials and methods


Participants

Thirty-four female, native speakers of Dutch from the Raboud University Nijmegen gave informed consent and participated in the EEG experiment for payment. Only female participants were recruited, because mood manipulation has found to be more successful in women than in men (Gross and Levenson, 1995; Federmeier et al., 2001, though see limitations in Section Limitations). Participants were assessed with the Edinburgh Inventory of Handedness (Oldfield, 1971) and the personality trait questionnaire of Positive Affect Negative Affect System (Watson and Clark, 1997). The data of several participants were excluded from the analysis, due to left-handedness (N = 1), PANAS personality outlier (N = 1), physical discomfort of illness, broken finger, and back pain (N = 3), technical failure (N = 4), and loss of trials >40% due to artifacts (N = 1). The remaining 24 participants (mean age = 20.4 years, range: 18–27) were right handed with normal or corrected-to-normal vision.



Design and materials

We employed a within-subject design of 2 mood (happy, sad) x 2 discourse context (support, unsupported) x 2 critical sentence (support, unsupported).

We constructed 240 quadruplets in Dutch, in the following ways (Table 1 and Supplementary material): First, we created a sentence that describes familiar world knowledge, e.g., “with the lights on you can see more at night”. The critical word “more” was supported (+s) by the world knowledge. We created the condition that violates the elicited world knowledge by changing the critical word to “less”, which was not supported (–s) by the sentence context. Next, we created a preceding discourse context whose content either reinforces the familiar knowledge (“driving in the night”, d+), or goes against it (“star gazing night”, d–). Thus, in condition d+s+, the critical word more is supported both by the familiar knowledge in the sentence (standard ideas about how light affects vision) and the discourse context (driving at night). In condition d–s–, the critical word less is not supported by either, as the word goes against the world knowledge (with lights on one is supposed to see better), and is also not what one would expect according to the discourse context (properly lit roads are supposed to help night driving). In condition d-s+, the critical word more is supported by the world knowledge, but is not what one would expect given the stargazing discourse context. It does, however, receive partial support from the sentence. Finally, in condition d+s–, although the critical word less is not supported by the critical sentence, it is supported by the stargazing discourse context.

We were able to recycle about a quarter of the materials from Menenti et al. (2009), Hald et al. (2007). We excluded their materials that contain scenarios that do not happen in the real world, e.g., Donald Duck, Winnie the Pooh … etc. Of the recycled ones, we edited them such that they fit our criteria described above. We also made sure to use linguistic constructions that sound natural and neutral. For example, instead of “Amsterdam is a city that is big...”, we used “Amsterdam is a big city...”. While both are grammatical, the former is pragmatically marked with a cleft construction (It is X that is Y), placing unnatural emphasis on the CWs.

The materials between conditions were tightly matched. In each of the 4-sentence discourse context, the first sentence introduces the topic, and is identical across all four conditions. The second and the third sentences differed between discourse types (d+) and (d–), by providing content that either supports or does not support the upcoming world knowledge cued by the critical sentence. We matched the sentence length and syntactic structure between (d+) and (d–), with minimum word differences. The critical sentential context is identical across all four conditions until the critical words (CWs hence forth), cuing world knowledge. Then, the world knowledge was either supported or not supported by the CWs, (s+) or (s–). Between (s+) and (s–), the word lengths were matched (both 7.33 letters) and the averaged log word frequencies were matched (0.85 vs. 0.84 based on CELEX (Baayen et al., 1995) and 0.80 vs. 0.80 based on SubtLex (Keuleers et al., 2010), all p-values n.s.). The CWs are never in a sentence-final position, nor are they also used in the discourse context.

Two pretests were conducted to verify how plausible the CWs are in the critical sentence with and without the preceding discourse contexts. Pretest 1 examined CWs in sentences without discourse contexts. The 240 sentence fragments that supported CWs and 240 sentence fragments that did not support CWs (“With the lights on you can see more/less... ”) were divided into 2 lists via Latin Square rotation, such that each fragment appeared in each list only once. Within each list, the 240 items were randomized. Twenty-eight participants who did not participate in the EEG experiment or Pretest 2 (mean age 20.8, range 18–26) were randomly assigned to one of the lists, and were instructed to rate how plausible the critical word was given the preceding sentential context on a scale from 1 to 5 (1 = implausible; 5 = plausible). The mean plausibility ratings were 4.14 for (s+) and 2.38 for (s–) (Table 2). Repeated Measures ANOVA of 2 sentence x 2 list showed that list did not interact with sentence (F < 1), as expected. Combining lists, (s+) were more plausible than (s-) (F(1, 239) = 77.6, p < 0.001), verifying our manipulation.


TABLE 2 Pretest results: Plausibility ratings of critical words (CWs) supported and unsupported by the critical sentence with and without discourse context.
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Pretest 2 examined CWs in sentences with discourse contexts. The 240 [d+s+], 240 [d+s–], 240 [d–s+], and 240 [d–s–] were divided into 4 lists via Latin Square rotation, such that each pairing of the discourse context and the critical sentence appeared only once in each list. Forty-four participants (mean age 20.1, range 18–26) who did not take part in Pretest 1 or the main EEG experiment were randomly assigned to one of the lists each. The instructions for Pretest 2 were the same as Pretest 1. The mean plausibility ratings were 4.0 for [d+s+], 3.4 for [d–s+], 3.3 for [d+s–], and 2.2 for [d–s–] (Table 2). RM ANOVA of 2 discourse context x 2 sentence context x 4 lists showed that list did not interact with context or sentence (F < 1), as expected. Combining lists, There was a significant discourse context x sentence context interaction (F(1,239) = 191.14, p < 0.0001). All pairwise comparisons were significant, listed as follows. [d+s+] vs. [d+s–]: F(1,239) = 288.91, p < 0.001; [d+s–] vs. [d–s+]: F(1,239) = 83.62, p < 0.001; [d+s+] vs. [d-s-]: F(1,239) = 118.94, p < 0.001; [d+s-] vs. [d–s+]: F(1,239) = 118.95, p < 0.001; [d-s+] vs. [d-s-]: F(1,239) = 158.73, p < 0.001; [d-s+] vs. [d-s+]: F(1,239) = 17.26, p < 0.001.

Next, we divided each of the 4 lists in Pretest 2 in half into 2 sub-lists for each of the 2 mood sessions (positive, negative). That is, 120 quadruplets of sentences in each mood state. We made sure that the two sublists were comparable. The word length and frequency of the CWs between the 2 sub-lists of each list were again matched. The order of the 2 sub-lists and 2 mood sessions were counterbalanced, such that a sub-list was not always presented in one kind of mood. Then, each sub-list was divided into 5 blocks to be presented after each of the 5 mood induction video clips (more in Mood Manipulation Procedure). Within each block, the items were randomized for each participant.

To reduce session time and to avoid fatigue, we used auditory presentation of the discourse contexts that preceded the critical sentences (cf. Hald et al., 2007). One trained female Dutch speaker recorded all discourse contexts, speaking with neutral/natural intonation at a normal speaking rate. The average length of the auditory discourses is 10.5 sec (SD: 1.8 sec). The target sentences were presented visually (see Procedure for details).

We used film clips to elicit the targeted mood states, positive and negative. Meta-analyses of mood induction methods showed that films are effective in inducing the targeted emotion and that the induced emotion/mood is relatively long-lasting (Gross and Levenson, 1995; Westermann et al., 1996; Rottenberg and Gross, 2007). Based on Van Berkum et al. (2013), we used 5 film clips from a sad movie “Sophie's Choice” to induce a negative mood, and 5 film clips from a situation comedy “Friends” to induce a positive mood. Each clip lasted 3–5 min (mean 4.01 min). We verified the cheerfulness or gloominess of the film clips with a post-EEG-survey, by having EEG participants rate each film clip after the second EEG session. They were instructed to rate the films on a 1–5 scale (1 = erg somber “very downcast”; 5 = erg vrolijk “very cheerful”). The averaged film ratings were 4.5 for the “Friends” clips and were 1.6 for the “Sophie's Choice” clips (independent t-test: t(30) = 16.4, p < 0.0001).

Participants' mood was assessed via a computerized questionnaire, designed with reference to prior studies (De Vries et al., 2010; Van Berkum et al., 2013). The questionnaire contains 26 common Dutch adjectives, including 5 positive adjectives (goed “good”, tevreden “content”, opgewekt “good-humored”, positief “positive”, vrolijk “cheerful”), 5 negative adjectives (down “down”, slecht “bad”, negatief “negative”, somber “gloomy”, verdrietig “sad”), and 16 filler adjectives (afgeleid “focused”, boos “angry”, geirriteerd “irritated”, ongemakkelijk “uncomfortable”, vermoeid “tired”, zenuwachtig “nervous”, slaperig “sleepy”, gespannen “tense”, verveeld “bored”, actief “active”, geconcentreerd “focused”, geinteresseerd “interested”, gemotiveerd “motivated”, nieuwsgierig “curious”, kalm “calm”, ontspannen “relaxed”). Participants were instructed to rate their mood tailored to each adjective on a 1–7 scale (1 = Ik voelde me helemaal niet “I did not at all feel”_________; 7 = If voelde me heel erg “I strongly feel” _________).



Procedure

Each participant was scheduled for 2 sessions, with one week in between, at the same time-of-day and the same day-of-week. The order of mood sessions (sad first or happy first) was counterbalanced with participant number. Each session started with a 30-min EEG setup. During the setup, participants filled out the Edinburgh Inventory of Handedness and the PANAS [Positive Affect Negative Affect System, Watson et al. (1988)] personality trait questionnaire. After the setup, participants entered a soundproof, electrically shielded, and dimly lit room. They sat in a comfortable chair at a desk looking at a computer screen 70–80 cm away from their eyes. Participants were told the cover story that we were studying how concentration affects reading. They were not told that the study was about their mood states, because it is known that if participants were aware of the cause of mood change, there would be mood effects (Schwarz and Clore, 1983).

Participants first did the computerized mood rating questionnaire (baseline mood), before watching any film clip. They were asked to do the rating based on how they felt in the moment, not what they were like in general. Then, the experiment was sectioned into 5 consecutive blocks. In each block, participants watched 1 film clip, did 24 language trials, and rated their mood (in this order). Participants were instructed to watch the film clips for understanding and to listen/read the language materials attentively. Placing the mood rating at the end of each block ensured that the film-induced mood state lasted through the end of the block. The 26 adjectives on the mood questionnaire were randomized for each rating in each block, to prevent participants from memorizing their own ratings in the previous block.

In the language trials, each trial began with a discourse context presented over speakers, during which participants were told to look at the fixation sign “+” at the center of the screen. At the offset of the auditory discourse, the fixation sign remained for 1 sec, before the first word of the visual critical sentence came on the screen. The sentence was presented word-by-word, with each word presented for a length dependent duration: If a word has fewer than 8 letters, the formula was 27 ms x number of letters + 187 ms (cf. Coulson and Van Petten, 2002). If a word has more than 8 letters, the duration for 8-letter words was used. This resulted in a mean presentation duration of 370 ms for the CWs. The Inter-word Interval was a black/blank screen of 150 ms. The words were white on a black background, in Arial font, 20-point font size, and in sentence-case. The last word was presented with a period. At this point, the participant could take a tiny break or press a button to continue on to the next trial. Participants were instructed to refrain from blinking and moving during the visual presentation, but were encouraged to blink or rest their eyes between trials. There were 8 practice trials. Each EEG session lasted approximately 2 h. At the end of the 2nd session, they rated each of the film clips using a paper-and-pencil survey (cf. materials).



EEG acquisition and processing

Continuous EEG was recorded from 60 surface active electrodes placed in an elastic cap (Acticap, Brain Products, Germany) arranged in an equidistant montage (Figure 1). During recording, the left mastoid electrode served as the reference, and a forehead electrode served as the ground. A supra- to suborbital bipolar montage was used to monitor vertical eye movements (electrode 53 and VEOG), while a right to left canthal bipolar montage was used to monitor horizontal eye movements (electrodes 57 and 25). All electrode impedances were kept below 5 KΩ during recording. EEG data were amplified (0.30–100 Hz band-pass), digitized at a rate of 500 Hz with a 100 Hz high cut-off filter and a 10 second time constant.
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FIGURE 1
 Layout of electrodes. The two red boxes indicate electrodes included in the midline analysis. The four blue boxes indicate electrodes included in the quadrant analysis.


Brain Vision Analyzer 2.0 was used to pre-process the EEG data. The EEG data were re-referenced off-line to the average of both mastoids, and low-pass filtered at 30 Hz (48 dB/oct slope). Then, the data were segmented from 200 ms before the critical word onset to 1,000 ms after, with the baseline correction from −200 to 0 ms preceding the word onset. Blinks were corrected using ICA Infomax algorithm. After that, a semi-automatic artifact rejection procedure was applied. Segments were rejected when they contained signals exceeding ±75 μV, and featured a linear drift of more than ±50 μV, beginning before the onset of the critical word. On average, 10% of the trials were lost. The accepted trials were averaged for each condition for each participant, and used for further statistical analysis.




Results


Mood manipulation

Mood ratings for each block were calculated by averaging the ratings from the 5 positive adjectives with transformed ratings from the 5 negative adjective. Because the scale was 1–7, we transformed the ratings by subtracting each rating from 8. In the analysis, order of mood sessions did not interact with any variable.

Figure 2 summarizes participants' mood states over time. At the baseline, there was no mood difference between the two sessions (t(23) = 0.81, p = 0.426), as expected. After watching film clips, there was significant mood difference between sessions (positive mood state vs. negative mood state in block 1: t(23) = 2.43, p = 0.024; block 2: t(23) = 3.32, p = 0.003; block 3: t(23) = 4.75, p = 0.0001; block 4: t(23) = 2.20, p = 0.039), and block 5 (t(23) = 2.75, p = 0.012). This indicates that participants were indeed in different mood states between two sessions.
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FIGURE 2
 Averaged mood ratings at the baseline (t0) and the end of each block (t1, t2, t3, t4, t5), on a 1-7 scale (1 = negative mood state; 7 = positive mood state). The error bars are standard errors.


Within a session, after watching the sad film clips, participants' mood dropped negative significantly relative to baseline (block 0 vs. block 1: t(23) = 5.52, p < 0.0001; block 0 vs. block 2: t(23) = 4.93, p < 0.0001; block 0 vs. block 3: t(23) = 5.36, p < 0.0001; block 0 vs. block 4: t(23) = 4.24, p < 0.0001; block 0 vs. block 5: t(23) = 5.08, p < 0.0001). However, after watching the cheerful film clips, participants' mood states were not elevated relative to baseline, but were also not down.



ERP results

The grand averages are displayed in Figure 3. Visual inspection suggested that perceptual ERP components of N1 and P2 are present, indicating normal visual processing, in both mood sessions. Following the perceptual components, there are negative-going waveforms peaking at 400 ms, identified as the N400s. The CWs unsupported by both the discourse context and the sentence context [d-s-] elicited N400s more negative than the CWs supported by both [d+s+], at the posterior sites, in both mood states. The LPCs became obvious at 600 ms and were sustained through the end of the segments at 1,000 ms. The CWs unsupported by the sentence context, the discourse context, or both ([d+s–], [d-s+], [d–s–]) elicited LPCs more positive than the CWs supported by both [d+s+], when participants were in a negative mood state (Figure 3B), but not when they were in a positive mood state (Figure 3A). These observations are supported by statistics, reported in sections 3.3 and 3.4. Topographic distributions of the N400 effects (300–500 ms) and LPC effects (600–1,000 ms) effects are displayed in Figure 4.
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FIGURE 3
 Grand ERP averages for the critical words supported by the discourse context and the sentence context ([d+s+], black line), unsupported by the discourse context and unsupported by the sentence context ([d-s-], red line), supported by the sentence context but not by the discourse context ([d-s+], green line), and supported by the discourse context but not by sentence context ([d+s-], blue line) in grouped channels in the 2 (anterior, posterior) x 3 (left, middle, right) regions, in the positive mood state (A) and the negative mood state (B). Negative voltage is up.
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FIGURE 4
 Scalp distribution of the effects obtained by subtracting the supported critical word (d+s+) from each of the other conditions (d-s-, d-s+, d+s-) in the N400 time window (300–500 ms) and the LPC (late positivity component) time window (600–1,000 ms).


The mean amplitudes for the CWs from each condition in the 300–500 ms and 600–1,000 ms time windows were exported and entered into two statistical analysis: midline analysis and quadrant analysis. Midline electrodes were selected based on convention in language ERP studies. Electrodes in the quadrant regions were selected to increase coverage of the whole head. All reported numbers and p-values were Greenhouse-Geisser corrected and corrected for multiple comparisons.



N400: 300–500 ms

There is no mood modulation of N400 effects, based on the following analyses. In the midline analysis, Repeated-Measures (RM) ANOVAs of 2 mood (positive, negative) x 2 discourse context (supported, unsupported) x 2 sentence context (supported, unsupported) x 2 regions (frontal, posterior) x 2 order of mood revealed no 5-way interaction (F < 1). Combining mood, there was a significant discourse context x sentence context x region interaction (F(1,23) = 8.74, p = 0.007). Separate RM ANOVAs of 2 discourse context x 2 sentence context within each region were conducted. The N400 effects were significant in the posterior region (F(1,23) = 6.07, p = 0.022), but not in the frontal region (F(1,23) = 0.01, p = 0.935). Pairwise comparisons within the posterior region showed that the CWs unsupported by the discourse context and the sentence context [d–s–] elicited significantly larger N400s than control [d+s+] (F(1,23) = 26.89, p = 0.0001). The CWs supported by either the discourse context or the sentence context ([d+s–], [d-s+]) elicited comparable N400s to control [d+s+].

Similarly, in the quadrant analysis, RM ANOVAs of 2 mood (positive, negative) x 2 discourse context (supported, unsupported) x 2 sentence context (supported, unsupported) x 2 region_LR (left, right) x 2 region_AP (frontal, posterior) revealed no interaction at the highest level (F(1,23) = 1.75, p = 0.199). Combining mood, significant discourse context x sentence-context x region_AP interaction was observed (F(1,23) = 10.92, p = 0.003). Combining left and right, the significant discourse context x sentence context interaction came from the posterior region (F(1,23) = 5.04, p = 0.035), not from the frontal region (F(1,23) = 0.003, p = 0.953). The CWs unsupported by discourse context and sentence context [d-s-] elicited significantly more negative N400s than control [d+s+] (F(1,23) = 18.34, p = 0.0001). None of the other comparisons was significant.



Late positivity component (LPC): 600–1,000 ms

There was mood modulation of LPC effects, supported by the following statistics. In the midline analysis, RM ANOVAs of 2 mood (positive, negative) x 2 discourse context (supported, unsupported) x 2 sentence context (supported, unsupported) x 2 regions (frontal, posterior) x 2 order of mood revealed a significant 4-way interaction (F(1,23) = 4.60, p = 0.043). Breaking down the interaction, we conducted separate RM ANOVAs of 2 discourse context x 2 sentence context within each region for each mood. In the negative mood state, in the frontal region, there was a significant discourse context x sentence context interaction (F(1,23) = 5.01, p = 0.035). Pairwise comparisons showed that in the frontal region, the CWs unsupported by the discourse context [d-s+], the sentence context [d+s-], and both [d-s-] all elicited significantly more positive LPCs than control [d+s+] ([d–s+] vs. [d+s+]: F(1,23) = 20.43, p = 0.0001); ([d+s–] vs. [d+s+]: F(1,23) = 22.56, (p = 0.0001); ([d–s–] vs. [d+s+]: F(1,23) = 17.71, p = 0.0001). These effects were only marginally significant in the posterior region under the negative mood state, and were not significant in any region under the positive mood state.

Similarly, in the quadrant analysis, repeated ANOVAs of 2 mood (positive, negative) x 2 discourse context (supported, unsupported) x 2 sentence context (supported, unsupported) x 2 region_LR (left, right) x 2 region_AP (frontal, posterior) revealed a mood x discourse context x sentence context x region_AP interaction (F(1,23) = 9.42, p = 0.005). In the negative mood state, in the frontal regions, there were significant discourse context x sentence context interactions both in the left frontal region (F(1,23) = 6.95, p = 0.015) and the right frontal region (F(1,23) = 5.55, p = 0.027). Pairwise comparisons showed that the CWs unsupported by the discourse context [d-s+], the sentence context [d+s-], and both [d-s-] all elicited larger LPCs than control [d+s+] (all p < 0.0001). Also in the negative mood, in the posterior region, the discourse context x sentence context interaction was significant in the left posterior region (F(1,23) = 5.40, p = 0.029) and marginally significant in the right (F(1,23) = 3.99, p = 0.06). In the positive mood state, there was no LPC difference between conditions in any region.




Discussion

We conducted an ERP experiment to examine whether mood states would influence readers when they read discourse content that is not emotionally loaded. Our general hypothesis is that readers in a positive mood would rely more on default world knowledge, whereas readers in a negative mood would analyze the details in the current discourse. Female participants were put in a positive and a negative mood via film clips, one week apart. In each session, after mood manipulation, they were presented with vignettes that contained a critical sentence and a wider discourse context. The critical sentence contained a critical word (e.g., more/less) that was either supported or unsupported by the familiar world knowledge in sentential context (with the lights on, you can see …). Each reading was also either supported or unsupported by the wider discourse context (a story about driving in the night/a story about stargazing).

We found that mood did not modulate the N400 effects. In both moods, CWs that were not supported by world knowledge and not supported by discourse elicited the largest N400, in comparison to the other three conditions, whose N400s were comparable to one another. Mood did modulate the LPC effects that we observed at frontal sites. In negative moods, CWs that were supported by only world knowledge, only discourse, and neither, elicited larger frontal LPCs, in comparison to the condition where CWs were supported by both world knowledge and discourse. These results partially supported our general hypothesis.


LPC (600–1,000 ms): Mood sensitive

The patterns of results in the LPC time window differed significantly between the participants' two mood sessions. Under negative mood, large and sustained LPC effects were elicited by all three experimental conditions ([d-s+], [d+s-], [d-s-]), compared to control [d+s+]. Under positive mood, there was no LPC differences between conditions. These results suggest that negative mood shifts the readers to relying more on current discourse, as opposed to relying more on default knowledge, within the LPC time window, which indexes the meaning elaboration stage (cf. Introduction). That is, readers in a negative mood are more likely to continue processing conflicted meanings from different information sources (world knowledge vs. current discourse). By processing we mean that our negatively minded readers continued to analyze and reanalyze these conflicts in an attempt to come up with a coherent output interpretation (Kuperberg, 2007), during which heavier inference drawing (Burkhardt, 2007) for elaborative processing (Canal et al., 2019) could be at work. All of these elaborative sub-processes would lead to the enhanced LPC amplitudes.

A second interesting possibility could be that the signal of conflicts in meaning triggered a “negativity bias”—i.e., the tendency to attend to negative content (Ito et al., 1998) in younger adults. Note that content-wise, our materials are actually not negatively valenced. Thus we are not suggesting negativity bias in its traditional definition. We suggest that it is the conflict between the two available information sources that might have attracted attention and invited the continued information processing in negative mood, which then led to the enhanced LPC amplitudes. If it is indeed “negativity bias” at work, then our results implicate that the definition of “negativity bias” needs to be broadened to include either (1) more attention toward (non-valenced) information as long as it is conflicting and problematic, or (2) more motivation/willingness to analyze conflicting information. The latter of the two could also become a form of rumination (Bar, 2009), fixating on the irresolvable conflicting information. Future studies will be needed to tease apart these possibilities.

Our LPC results are consistent with some but not all past ERP studies on mood on language. Our results are consistent with Chwilla et al. (2011). They found a larger LPC effect (600–800 ms) for the unpredicted CWs than the predicted CWs, in negative mood, but not in positive mood, which they suggested was due to a mood-induced reanalysis effort for the unpredicted CWs. Similar to their suggestion, we also suggest here that the negative mood nudged our participants toward a more analytical mindset. In terms of the scalp distributions of the LPC effects, ours was significant in the the frontal electrodes, whereas the LPC effect was significant in both the frontal and posterior electrodes in Chwilla et al. (2011). Such difference was likely caused by the content of the stimuli. In non-mood studies (e.g., DeLong et al., 2014), the LPC effects elicited by sentence stimuli with unpredictable but plausible CWs is more frontally distributed, whereas the LPC effects elicited by stimuli with unpredictable and anomalous CWs is distributed at posterior electrode sites. In mood studies such as ours here, we used discourse materials that described scenarios that could happen in the real world. Thus, the frontal distribution of our LPC effect makes sense. In Chwilla et al. (2011), their low predictive stimuli still had plausible endings and their LPC effect was significant at both the frontal and posterior electrodes. Synthesizing both studies, it is consistent that negative mood modulates the frontal LPCs elicited by plausible stimuli. But it is less clear what mood does for posterior LPCs elicited by implausible stimuli. This gap in knowledge is a great opportunity for future studies.

Our results might be consistent with Pinheiro et al. (2013). Pinheiro et al. (2013) did not analyze the LPC time window, likely because their study was based on Federmeier et al. (2001), who only tested positive mood and (therefore) only reported positive mood effect in the N400 time window. But Pinheiro et al. (2013) expanded the design of Federmeier et al. (2001) to include negative mood induction. In the ERPs in their negative mood [Figure 7, Pinheiro et al. (2013)], the between-category violations (tulips) showed a much larger LPC (600–900 ms) than their within-category violations (pines) in context (a tropical resort context), visually. They did not conduct analysis in this late time window. If their LPC effect was statistically significant, then their results would be consistent with ours and Chwilla et al. (2011), suggesting a more analytical processing style in negative mood. Our LPC effect (600–1,000 ms) seems less comparable to the ERP positivity effects (400–500 ms and 500–600 ms) in Van Berkum et al. (2013), which indexed anticipation heuristics and was not examined here. Overall, past and current research point to the consistent finding that readers in a negative mood tend to be more analytical of unpredicted and unexpected words.



N400 (300–500 ms): Mood insensitive

The patterns of results in the N400 time window did not differ between mood sessions. Under both moods, the [d–s–] condition (a story about driving in the night, followed by “with the light on you see less …”) where familiar knowledge from long term memory was not supported and without any discourse justification, elicited a larger N400 than the control [d+s+] condition (a story about driving in the night, followed by “with the light on you see more …”). No N400 effect was found in the other conditions ([d+s–] and [d-s+]), both of which started with a less salient scenario (stargazing story). These results suggest that mood did not shift our readers to relying more on default world knowledge or current discourse, not in the N400 time window, which indexes context-sensitive lexical retrieval.

Combining data from both mood sessions, our N400 results only partially replicated Hald et al. (2007), where there was no mood manipulation. The main finding of Hald et al. (2007) was that neither world knowledge in long-term memory nor discourse context could completely override each other, as indexed by graded N400s. Why such discrepancy between studies? We could think of two potential explanations. The first one has to do with the differences in the materials between studies. The materials in Hald et al. (2007) consisted of a mix of fictional and real world characters and events, whereas our materials consisted of scenarios that could happen in the real world. Perhaps the authenticity of such real world knowledge attracted our participants as much as the current discourse meaning did, which then put participants' semantic system in an indeterminate state. This situation may be similar to the “Moses illusion” phenomenon, where people answer “2” to the question “how many animals of each kind did Moses take on the ark?” without noticing that it was actually Noah, not Moses, that brought animals on the ark in the original story. Notably, studies on the Moses illusion also reported a lack of N400 for a plausible semantic violation (Nieuwland and Van Berkum, 2005). A second possible explanation for the discrepancy between studies is that we used a mood manipulation, whereas Hald et al. (2007) did not. Assuming their participants were in a neutral mood, perhaps they balanced world knowledge and discourse better, not allowing one information source to override the other. And perhaps when people are in a positive or negative mood, like the participants in our study, some neural resources are occupied by the affective system, leaving insufficient resources to the cognitive system to maintain balance. These are speculations and should be tested in future studies.

Our N400 results are inconsistent with past ERP studies on mood on language. In Federmeier et al. (2001), readers in a positive mood showed a reduced N400 effect for within-category violations that had a minor difference (seeing pines instead of palms in a tropical resort context), suggesting a broader semantic activation. In Pinheiro et al. (2013), readers in a negative mood showed an increased N400 effect for the very same within-category violation, suggesting a stricter semantic activation. However, in Chwilla et al. (2011), readers in a negative mood showed reduced an N400 effect for highly unpredicted (similar to between-category violation) words in context (e.g., pillow was filled with books instead of feathers). Furthermore, a recent study (Wang et al., 2016) found that readers in a positive mood showed an enhanced N400, but only when the critical words were emphasized (focused) by context, not when they were not emphasized (non-focused). Why these discrepancies? Our current thinking post-experiment now is that at the stage of the N400 time window, mood might need to interact or work with lexical-semantic variables to make a difference: In Federmeier et al. (2001) and Pinheiro et al. (2013), the variable is the fine-grained, within-category feature. In Chwilla et al. (2011), the variable is the strong prediction for the features of the critical words. In Wang et al. (2016), the variable is focus. In our design, we did not manipulate lexical-level variables, and hence the lack of mood effects at the N400 stage.



Limitations

There are several limitations and caveats. First, we used female participants only. While this choice follows existing studies which allows us to compare our results with theirs (e.g., Chwilla et al., 2011; Wang et al., 2016), this practice limits generalization of these findings. Future studies should recruit participants from more diverse populations and mark genders in an inclusive way.

Second, while there was a significant difference between the two elicited mood states, within the positive mood session, participants' mood states were not elevated relative to baseline. It is possible that positive mood induction was not successful enough. Future studies should further examine effects of positive mood on the discourse level of language.

Third, to show mood modulation of ERP components, one might consider a correlation analysis, correlating the observed LPC effect amplitudes with mood ratings. We did not do so for two reasons: We do not have enough sample size and statistical power for a reliable correlation. In addition, the selection of electrode(s) is non-trivial. Past studies that conducted such correlation either used a carpet search approach correlating each and every electrode with mood ratings (Chwilla et al., 2011), or used only a number of electrodes that had significant amplitude results to correlate with mood ratings (Wang et al., 2016). These approaches are not ideal and could lead to incidental findings. The time window selection from anywhere from 0 to 1 second post word onset would be another issue, though recent data-driven methods might help reduce cherry picking time windows (Canal et al., 2022).

Fourth, a reviewer pointed us toward a theoretical framework, the “PET (Process, Emotion, Task) framework” (Bohn-Gettler, 2019). We did not set out to test this framework, because it was not available at the conception of this study. However, our data could certainly be related to this framework, at the situation model level under P (Process), where prior knowledge and current discourse information interact. In terms of E (Emotion), we have focused on the positive/negative valence. In terms of T (Task), we have examined constructive processing, as opposed to reproductive processing.

Finally, we used a very coarse and simplistic “valence” approach, manipulating mood and putting one in a positive or a negative mood. This probably did not capture the whole complexity surrounding the effects of mood states on information processing. Gable and Harmon-Jones (2010) encouraged researchers to also examine the motivation dimension, as they showed that positive affect that is low in approach motivational intensity (e.g., contentment) broadens cognition, whereas positive affect that is high in approach motivation (e.g., desire) narrows cognition. It would be interesting to examine the interplay between world knowledge and discourse under the influence of moods with high and low approach motivational intensity.




Conclusion

In conclusion, the current findings inform us about the effects of mood on readers' reliance on world knowledge and discourse information. Our initial predictions were that people in a positive mood would be more likely to rely on default world knowledge, whereas people in a negative mood would tend to focus on details in discourse. Our results showed that this is not entirely the case. People in a positive mood seem to entertain meaning and knowledge from both sources of real world and discourse context and are attracted to both. In contrast, people in a negative mood were shifted to relying on current discourse, reanalyzed details in all conditions that contained conflicts between different sources of information. These results advance our knowledge on the role of mood states in language meaning processing.
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Stimuli

CWs supported by sentence context [s+]

CWs unsupported by sentence context[s-]

'Ws refers to critical words.

CWs supported by discourse context
d+]

(1) CWs supported [d-+s+]

d+]: More and more lamp posts are placed in the
Netherlands. This way it is easier to see the road. This is
nice for drivers.

s=] With the lights on you can see more at night.

(3) CWs partial-support [d-s-]

d+]: More and more lamp posts are placed in the

Netherlands. This way it is harder to see the night sky.

This is sad for astronomers.

s-J: With the lights on you can see less at night.

CWs unsupported by discourse context
d-]

(2) CWs partial-support [d-s+]

d-]: More and more lamp posts are placed in the
Netherlands. This way it is harder to see the night sky.
This is sad for astronomers.

s£]: With the lights on you can see more at night.

(4) CWs unsupported [d-s-]

d-]: More and more lamp posts are placed in the

Netherlands. This way it is easier to see the road. This

is nice for drivers.

s-] With the lights on you can see less at night.
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