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Editorial on the Research Topic 
Recent advancements in modeling and simulations of ion channels


Computational modeling and simulations have long been recognized as key tools for a detailed characterization of ion channel functionality, which is pivotal for a deeper understanding of several physiological and pathophysiological processes. This is particularly relevant in light of the currently available computational resources that finally allow studying the complex molecular mechanisms driving conduction, selectivity, and gating. Still, the need to provide a direct link with experimental measurements calls for advanced simulation frameworks, including enhanced sampling techniques and/or multiscale models, while adequate analysis tools must be devised to cope with an ever-increasing amount of data. Articles on this Research Topic reflect the close interplay among these aspects and provide insight into advances in computational simulations in the field of ion channels both from a methodological and application standpoint.
Gating and allosteric activation of the Orai protein belonging to the calcium-release activated calcium (CRAC) channel family is an example of complex molecular mechanisms that can be untangled through computational approaches. By performing repeated sub-microsecond-long molecular dynamics (MD) simulations based on the Orai crystal structure from Drosophila melanogaster (dOrai), Zhang et al. showed that increased pore hydration in the gain-of-function L210F mutant facilitates channel opening with respect to the wildtype (WT) channel, regardless of activator binding. The dOrai gating mechanism was instead explicitly investigated through enhanced sampling by Guardiani et al. A complex allosteric propagation mechanism going from the activator binding site to the inner helices was revealed through contact map analysis, which was recapitulated into a gating mechanism involving a “steric brake” and the formation of vacuum bubbles inside the pore. Contact map analysis, complemented with network analysis, was also exploited by Costa et al. for highlighting the molecular determinants underlying the inactivation mechanism of the voltage-gated potassium channel Kv1.2. The approach allowed the authors to identify two distinct allosteric pathways coupling the voltage-sensing domain and the pore domain to the selectivity filter, where channel inactivation is expected to occur. The allosteric pathways were compared with those obtained from nine mutants known to impair the inactivation mechanism, supporting their hypothesis.
The system size required to correctly describe the molecular assemblies under investigation is critical to consider when facing ion channel modeling. For studying the claudin-15 strands and their role in tight junctions, Fuladi et al. adopted a combination of all-atom and hybrid resolution schemes, which allowed them to simulate double-membrane systems up to the sub-micrometer length scale. By comparing the dynamics of the WT and A134P mutant, the authors showed that the mutation significantly affects the mechanical properties of the strands, including lateral flexibility and persistence length. Rationalizing the impact of mutations on the dynamics and function of a member of the superfamily of pentameric ligand-gated ion channels (PLGICs), the Glycine Receptor (GlyR), was instead the subject of the contribution by Mhashal et al. Through the integration of bioinformatics tools and structural analysis, the authors identified three mutations reported in human tumors linked to the disruption of glycinergic currents that were expected to impact GlyR conformation. Then, by mapping the MD trajectories on a low-dimensionality space capturing the conformational variability encoded in several functional states of the channel, they highlighted a divergent behavior of the mutants with respect to the WT. This example emphasizes the role played by sophisticated analysis tools both in planning and interpreting simulation results. In this context, Raffo et al. presented a novel analysis method for the geometrical characterization of the shape and dynamics of ion channels which does not rely on user-dependent parameters, like the pore axis, and that is specifically devised for processing MD trajectories.
Modulation of channels’ dynamics and functionality through ligand binding is another aspect of ion channel research that can benefit from advances in computational simulations. For example, Garofalo et al. characterized the binding mode of the small-molecule modulator retigabine to the Kv7.2 channel through an elaborate computational framework involving homology modeling, MD simulations, and ensemble docking. Specifically, they showed that retigabine can bind multiple functional states of the channel and provided molecular insights into the ligand-induced activation process. The importance of channels as pharmaceutical targets was also underscored by Aledavood et al. In their Review, the authors provide a comprehensive picture of the structural and mechanistic aspects related to the function of the M2 proton channel of the Influenza A virus, and how this knowledge can be exploited for computer-aided drug design, especially in light of the emergence of resistant strains.
Ion permeation is perhaps the most distinctive feature of ion channel functionality that poses specific challenges to modeling and simulations. Lin and Luo presented a systematic benchmark of widespread approaches to single-channel permeability calculation applied on a carbon nanotube as a small-conductance ion channel model. Comparing results obtained from enhanced sampling methods like umbrella sampling and milestoning on the one hand, and out-of-equilibrium steady-state flux under applied voltage on the other, they discuss the advantages and drawbacks of the different techniques, providing useful guidelines for further investigations in the field. Finally, a bottom-up multiscale approach was developed by Horng et al. to study the longtime controversial mechanism of K+ permeation through the prototypical KcsA channel. The proposed method is based on a kinetic model fed with rate constants obtained from enhanced sampling. In this way, they managed to estimate current-voltage and current-concentration characteristics, providing a link between atomic structures and single-channel experimental data.
Overall, the studies presented in this Research Topic demonstrate the liveliness of computational methods in the field of ion channels and how methodological advances in simulations and analysis frameworks are fostering a better understanding of the molecular mechanisms responsible for their functionality.
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The calcium release-activated calcium channel, composed of the Orai channel and the STIM protein, plays a crucial role in maintaining the Ca2+ concentration in cells. Previous studies showed that the L138F mutation in the human Orai1 creates a constitutively open channel independent of STIM, causing severe myopathy, but how the L138F mutation activates Orai1 is still unclear. Here, based on the crystal structure of Drosophila melanogaster Orai (dOrai), molecular dynamics simulations for the wild-type (WT) and the L210F (corresponding to L138F in the human Orai1) mutant were conducted to investigate their structural and dynamical properties. The results showed that the L210F dOrai mutant tends to have a more hydrated hydrophobic region (V174 to F171), as well as more dilated basic region (K163 to R155) and selectivity filter (E178). Sodium ions were located deeper in the mutant than in the wild-type. Further analysis revealed two local but essential conformational changes that may be the key to the activation. A rotation of F210, a previously unobserved feature, was found to result in the opening of the K163 gate through hydrophobic interactions. At the same time, a counter-clockwise rotation of F171 occurred more frequently in the mutant, resulting in a wider hydrophobic gate with more hydration. Ultimately, the opening of the two gates may facilitate the opening of the Orai channel independent of STIM.
Keywords: orai, mutation, gating, ion channel, molecular dynamics
INTRODUCTION
Calcium ions, as an essential second messenger in cells, regulate a wide range of physiological processes. Store-operated calcium entry (SOCE) was identified to explain how depletion of endoplasmic reticulum (ER) Ca2+ stores evokes Ca2+ influx across the plasma membrane. (Putney, 1986). Up to now, the relatively well-studied SOCE channel is the “calcium release-activated calcium” (CRAC) channel, which is involved in numerous cell activities such as gene transcription, muscle contraction, secretion, cell proliferation, differentiation and apoptosis etc. (Engh et al., 2012; Feske et al., 2012; Soboloff et al., 2012; Prakriya and Lewis, 2015) Both loss-of-function and gain-of-function mutations of the CRAC channel lead to devastating immunodeficiencies, bleeding disorders and muscle weakness. (Feske et al., 2005; Feske, 2010; Endo et al., 2015; Garibaldi et al., 2017). In recent decades, our understanding of the operational mechanisms of the CRAC channel including the gating mechanism has been greatly advanced, with the discovery of its molecular components, stromal interaction molecule (STIM) and the pore-forming protein Orai. (Liou et al., 2005; Prakriya et al., 2006). The STIMs are single-pass ER transmembrane proteins, function as the sensor of the Ca2+ concentration inside the ER, bind to and activate Orai channels. (Liou et al., 2005; Stathopulos et al., 2006). Two mammalian homologs, STIM1 and STIM2, are included in the STIMs family and the former one is more widely studied. Orai, the calcium channel that opens to permit the influx of the calcium ions, locates on the plasma membrane and contains three closely conserved mammalian homologs, Orai1, Orai2 and Orai3. (Vig et al., 2006; Hoth et al., 2013).
Orai1 has a high calcium selectivity (>1000-fold over Na+) and low conductivity (<1 pS). (Hogan et al., 2010; Prakriya and Lewis, 2006). According to the structure of Orai (Figure 1A), (McNally et al., 2009; Zhou et al., 2010; Hou et al., 2012) the transmembrane Orai is composed of six subunits with a central pore formed by six helices denoted as transmembrane one (TM1). TM1 are surrounded by two rings: one is composed of TM2 and TM3, the other is TM4. There is another helix which extends into the cytosol, termed TM4 extension. As TM1 helices are tightly wrapped by TM2 and TM3 helices, they may have limited space to expand to allow the CRAC channel open. (Liou et al., 2005; Roos et al., 2005). The TM1 helices can be divided into four distinct regions (Figure 1A): the selectivity filter (SF) - a ring of glutamates (E178), the hydrophobic region (V174, F171, L167), the basic region (K163, K159, R155) and the cytosolic region. (Hou et al., 2012). The glutamate-ring (E178) functions as a SF and makes the channel have a high calcium ion selectivity, which is the most significant feature of Orai channels. Mutation of the residue E178 to aspartate disrupts Ca2+-selectivity. (Yeromin et al., 2006). The well-packed side chains of V174, F171 and L167 form the inner wall of the hydrophobic region, having extensive hydrophobic interactions with one another, and are strictly conserved among Orai channels. (McNally et al., 2012; Gudlur et al., 2014). These hydrophobic residues are located at the center of the protein, which likely form a gate of the pore. The V174A mutation yields an activated channel with altered ion selectivity even if its pore structure shows no obvious changes compared to the wild-type (WT), and a slight difference of the number of water molecules in the hydrophobic region is enough to change the conduction state of the pore, (Dong et al., 2013), indicating the significant role of the hydrophobic region in gating. Another important region locates in the lower part of the channel and lines by three basic residues (K163, K159 and R155), creating an unexpected positively charged environment for the pore that conducts cations. Generally, K163 corresponds to the narrowest point of the pore, resulting in large electrostatic repulsion between this positively charged residue and cations passing by. Therefore, K163 is believed to be the other gate of the pore and jointly regulates the channel state together with the hydrophobic gate. (Zhang et al., 2011).
[image: Figure 1]FIGURE 1 | The structure of dOrai and the initial simulation system. (A) The crystal structure of Drosophila melanogaster Orai obtained from the Protein Data Bank (PDB ID: 4HKR) (Hou et al., 2012). In the right panel, only two oppositing subunits are shown for clarity. The SF of the pore, E178, and the starting residue of the basic region, K163, are shown with the VDW representation, the other pore residues are shown with Licorice representation in VMD (visual molecular dynamics) (Humphrey et al., 1996). (B) The initial simulation system. The grey sphere represents the POPC bilayer. Water molecules are not shown here but included in the simulations.
Molecular dynamics (MD) simulation is a powerful tool to study the gating and permeation mechanisms of ion channels, which can provide detailed dynamic information. Based on the crystal structure of the closed dOrai (Hou et al., 2012), many MD works have been done to understand the gating and permeation processes through simulations of the WT dOrai/hOrai1 (Orai1 of human), or dOrai/hOrai1 mutants that were either constitutively open or loss-of-function. Mutations on the TM1 were the first to get attention as TM1 constitutes the pore. Through simulations of the dOrai V174A mutant, Dong et al. revealed the regulation of pore waters to the ion permeation and the counterion-assisted cation transport mechanism of Orai. (Dong et al., 2013; Dong et al., 2014). Through simulations for the dOrai V174A, F171V and F171Y mutants, Yamashita et al. revealed the counter-clockwise rotation of F171. (Yamashita et al., 2017). The hOrai1 E106D mutant (corresponding to dOrai E178D mutant) was used to study the binding site of the selective inhibitor Synta66. (Waldherr et al., 2020). These simulations were all performed with CHARMM36/27 (MacKerell et al., 1998) force field. Mutations on the TM2, such as hOrai1 H134A, L138F, A137V and R91G (TM1) (corresponding to dOrai H206A, L210F, A209V and R163G mutants) were investigated to show the regulation of TM2 to the channel states through transmembrane helix connectivity, particularly via the hydrogen bonding in the H134A mutant. (Frischauf et al., 2017). Mutations on the extracellular loops (loop1 between TM1 and TM2, and loop3 between TM3 and TM4), such as hOrai1 D110A, R210A, K214A and R210A/K214A, were systematically studied, which revealed the presence of an extracellular Ca2+-accumulating region at the pore entrance of hOrai1. (Frischauf et al., 2015). These above two work were performed with the OPLS (Tirado-Rives, 1988) (Optimized Potentials for Liquid Simulations) all-atom force field. In addition, the pore hydration and degrees of the counter-clockwise rotation of F171 were also investigated in several TM2 mutants (dOrai H206S/C/Q/Y mutants) with CHARMM36 force field. (Yeung et al., 2018). Through conventional molecular dynamics with CHARMM36 force field and Brownian dynamics, a mutation on TM3 (dOrai E262Q) was studied, which revealed the key role of the configuration of residues K270 on the selectivity of the pore. (Alavizargar et al., 2018). Besides, a series of double point mutants that involve both a gain-of-function and a loss-of-function single point mutations were studied, which confirmed the dominant role of loss-of-function mutations (hOrai1 K85E/H134A, H134A/E149K, H134A/L174D and H134A/S239W mutants, corresponding to dOrai K157E/H206A, H206A/E221K, H206A/L246D and H206A/S311W mutants). (Tiffner et al., 2021). Multiple point mutants were also investigated. A series of multiple point mutations on basic residues were studied and revealed the promotion of the inner basic residues to the opening of the outer hydrophobic gate (dOrai R155S/K159S/R163S, R155S/K159S/R163S/V174A, R155S/K159S/R163S/W148A, K159S/K163S/V174A, K159S/K163S, K163W/V174A and K163W mutants). (Yamashita et al., 2019). This work was also performed with CHARMM36 force field.
The aforementioned computational studies have provided highly valuable insight for understanding the gating and permeation mechanisms of Orai channels. In the meantime, previous experiments have also shown that the L138F mutation in human Orai1 yields a constitutively permeant channel that allows ion conduction in the absence of STIM1, and the constitutively active L138F mutant channel can cause severe myopathy. (Endo et al., 2015). However, the activation mechanism of the L138F Orai1 mutant is not well studied yet. The structure of human Orai1 has not been resolved so far, while the closed state crystal structure of dOrai, which shares 73% sequence identity with human Orai1 within the transmembrane region, has been resolved by Hou et al. at a resolution of 3.35 Å (Figure 1A). (Hou et al., 2012) The L138F mutation in human Orai1 corresponds to the mutation L210F in dOrai of Drosophila melanogaster. In order to better understand how L210F mutation activates the channel, molecular dynamics (MD) simulations for the WT and the L210F mutant channels were carried out. Our results revealed a previously unobserved rotation of the residue F210 in the mutant, and the larger rotation angle of F210 in the mutant might be the origin of the activation of the L210F mutant. It was also observed that the rotation of F171 may also play an important role for the activation, as previously reported (Yamashita et al., 2017). Therefore, our simulation results reveal a plausible activation mechanism of the L210F dOrai mutant and may provide a new perspective for understanding the activation mechanism of CRAC channels.
MATERIALS AND METHODS
Molecular Dynamics Simulations
The crystal structure of Drosophila melanogaster Orai obtained from the Protein Data Bank (PDB ID: 4HKR) (Hou et al., 2012) was used as the starting structure. MODELLER (Fiser et al., 2000) was used to build the missing residues of the TM1-TM2 loop (residue number: 181–190) and the TM2-TM3 loop (residue number: 220–235) on the basis of the starting structure. After that, the complete WT dOrai structure was used to construct the initial simulation system of the WT dOrai (Figure 1B) using the bilayer-builder module of CHARMM-GUI (Jo et al., 2010) with the channel axis oriented along the z-axis. The above complete WT dOrai structure was also used to construct the initial simulation system of the L210F dOrai mutant (Figure 1B) in a very similar way, except that in the PDB Info section, the mutation option under PDB manipulation was chosen and L210 of all the six chains were set to mutate to F210 in CHARMM-GUI. For each system, the protein was embedded within a 1-palmitoyl-2-oleoyl-sn-glycero-3-Phoss-ph-ocholine (POPC) bilayer with 150 mM NaCl to neutralize the system. The final system size was 110.3 × 110.3 × 105.3 Å3 and there were around 116k atoms in the simulation system.
All the molecular dynamics simulations were conducted using GROMACS 5.1.3 (Abraham et al., 2015) with CHARMM36 (MacKerell et al., 1998; Klauda et al., 2010; Best et al., 2012) force field and TIP3P (Jorgensen et al., 1983) water model. A 500-ps NVT equilibration and a 500-ps NPT equilibration were performed after energy minimization. Then, three 500-ns production simulations with different starting velocities were conducted for each system. Position restraints with a force constant of 1,000 kJ/mol/nm2 (Soboloff et al., 2012) were applied on the backbone atoms of the protein for the equilibration simulations. The periodic boundary conditions were used and the time step was 2 fs. The velocity-rescaling algorithm (Bussi et al., 2007) with a time constant of 0.5 ps was used to maintain the temperature at 310 K. Protein, membrane, and water and ions were coupled separately. The Parrinello-Rahman algorithm (Parrinello and Rahman, 1981) with a time constant of 5 ps was used to maintain the pressure at 1.0 Bar. The Particle-Mesh-Ewald (PME) (Essmann et al., 1995) method was used to calculate electrostatics and the van der Waals interactions were computed within a cut-off of 1.2 nm. VMD (Humphrey et al., 1996) was used to view trajectories and render figures.
RESULTS
Structural Statibilty of the WT Orai and the L210F Mutant
The root mean square deviation (RMSD) of all six trajectories for both the WT and the L210F mutant were monitored to evaluate their structural changes and stability. The results showed that the systems reached equilibrium states at about 300 ns (Figures 2A,B) with the C[image: image]-RMSD of the WT and the mutant converging to 0.41 and 0.47 nm respectively. This time scale and the RMSD values were slightly larger than the work of Amcheslavsky et al. (Amcheslavsky et al., 2015) and Frischauf et al. (Frischauf et al., 2017), in which the values were roughly 120 ns and 0.2 nm. As Amcheslavsky et al. (Amcheslavsky et al., 2015) discussed, the smaller RMSD in their work may be caused by different system setups that can stabilize the protein structure, such as the addition of phosphates in the basic region, using of neutralized protonation states, addition of cation ions (Ca2+ or Gd3+) in the SF and addition of cholesterol into the membrane. Our results were more comparable to the work of Dong et al. (Dong et al., 2013) owing to similar simulation setups, indicating that the stability of Orai can be influenced by the surrounding environment. In addition, the RMSD of the mutant experienced a larger increase during the initial stage of the simulations, reflecting the influence of the residue mutation on the structure (Figure 2B).
[image: Figure 2]FIGURE 2 | The structural stability during simulations and the average pore radius after reaching equalibrium. C[image: image]-RMSD of the WT (A) and the L210F mutant (B). Three trajectories are represented in red, blue and black, respectively. (C) The average pore radii. The average pore radii for the WT and the L210F mutant were obtained by calculating the pore radius of the average structures obtained from the last 200 ns of all of the three trajectories for each protein. Hole 2.0 (Smart et al., 1996) was used to calculate the radius with all the hydrogen atoms removed in the calculation.
The pore radius was calculated to evaluate the effect of the L210F mutation on the channel state (Figure 2C and Supplementary Figure S1). The simulation results revealed three significant radius changes of the mutant (Figure 2C). The first one occurred in the SF, the glutamate ring - E178, which binds and transports Ca2+ selectively. The pore radius at E178 of the L210F mutant expanded by approximately 1 Å compared with the WT channel. An increase in the radius of the SF may increase the chance of ion binding and thus improve the probability of ions entering into the pore for the mutant. The second change was at the starting residue of the hydrophobic region, V174. The dilation of V174 in the mutant may allow more water molecules to stay at this entrance of the hydrophobic region, which lays a good foundation for water to further occupy the following hydrophobic region. The third change occurred in the basic region, where nearly the whole segment of the mutant was wider than the WT. The increase of the basic region radius can not only reduce the steric hindrance, but also reduce the electrostatic exclusion between the basic residues and cation ions passing through this cationic channel. Moreover, the constriction site of the channel, the K163 gate located at the beginning of the basic region, expanded significantly in the mutant channel (Figure 2C), which might be a key step for the activation of the L210F mutant.
The Rotation of the Residue L/F210
A rotation angle defined by two vectors, which were determined by two carbon atoms of residue 210 and the pore axis, was calculated to evaluate the rotation of the residue around its rotation axis that is parallel to the z-axis and passes through Cα of residue 210 (detailed definition in Figure 3A). The results revealed a previously unobserved rotation of the residue L/F210. L210 in the WT channel had two populated distributions of the rotation angle (Figure 3B). The peaks of the two distributions were at about 5 and 50°, respectively. In constrast to L210, only one major distribution with a higher peak located at about 50° was observed for F210 in the mutant channel (Figure 3B). Therefore, it appeared that L210 could have two major conformations, in which the side chain of L210 either points to the pore axis or rotates clockwise for about 50°. The two conformations are equally stable as they show nearly identical distribution and free energies (Supplementary Figure S2). In the mutant, F210 showed only one major conformation, in which it prefered to rotate clockwise for about 50° owing to the lowest free energy (Supplementary Figure S2). F210 also showed larger maximum rotation compared to L210, reaching 80–90° where F210 would be pointing to a nearly tangential direction of the pore. These conformations with large rotation angles kept F210 farther away from the pore-lining helix (TM1), which will probably generate a pulling effect on the TM1 through hydrophobic interactions with A166 on the TM1 of the same subunit (Supplementary Figure S3) and leave more room for the TM1 to expand outward. This may be the reason that caused the expansion of the basic region located in the TM1 adjacent to F210 in the mutant channel (Supplementary Figure S3).
[image: Figure 3]FIGURE 3 | The rotation of residues L/F210 and F171. (A) The definition of the rotation angle of L/F210. The rotation angle was defined by the black and red vectors. The red vector was determined by the projections of C[image: image] of residue 210 and the pore center onto the XY plane, and the pore center was the geometry center of C[image: image] atoms of all the six TM1s. The black vectors of L/F210 were determined by the projection of C[image: image] and C[image: image] onto the XY plane. Only the TM1 and TM2 in each subunit are shown for clarity. One frame of the simulation is shown with gray transparent NewCartoon as an example. L210 and F210 are shown with Licorice. (B) The distribution of the rotation angle of L/F210. The last 200 ns of each trajectory was used for this analysis. VMD was used for the calculations. (C) The definition of the angle of F171 (top view). Point a was obtained by projecting the center of the channel on the XY plane. Similarly, point b was determined by the geometry center of two helices centered on F171 (residues 169–173), and point c was Cα of F171. The axis of rotation passed through point b and was parallel to the channel axis. (D) The distribution of the angle of F171. The four data sets, wild-closed, wild-dilated, mutant-closed and mutant-dilated, were classified with a pore radius of 2 Å at the K163 gate. 500 ns of each trajectory was used for the analysis. VMD was used for the calculations.
The Counter-Clockwise Rotation of the Residue F171
It was reported that the opening of the Orai channel is accompanied by the counter-clockwise rotation of the residue F171 (Yamashita et al., 2017), which is located on the TM1 in the middle of the hydrophobic gate and is some distance away from the mutation point L/F210 (Figure 1A and Supplementary Figure S3). The presence of the hydrophobic gate increases the energy barrier of ion permeation, while the rotation of the residue F171 may reduce this barrier, contributing to the activation of the channel (Yamashita et al., 2017). Here, the orientation angle of F171 (definition (Yamashita et al., 2017) in Figure 3C) was calculated to measure the dynamics of this residue in our simulations. Firstly, in order to investigate the angle of F171 in a more detailed pore radius range, the structures of each channel obtained from MD simulations were classified into two classes according to the pore radius at the K163 gate, which is the constriction site of the channels. Structures with a radius at K163 of less than 2 Å were classified as the closed state while structures with a K163 radius of more than 2 Å were classified as the dilated state. As a result, four data sets: wild-closed (10,123 frames), wild-dilated (4,877 frames), mutant-closed (5,175 frames) and mutant-dilated (9,825 frames) were obtained. The results of the angle showed a very similar distribution among the wild-closed, wild-dilated and mutant-closed data sets with the most frequent angles of 35–40° (Figure 3D, the black oval). These distributions were supposed to be caused by the normal fluctuations of F171. However, the angle distribution of the mutant-dilated data set was different, with a probability increase of angles above 45° (Figure 3D, the green oval, about 45–65°) and a probability decrease of angles around 35–40°. A larger rotation angle of F171 will keep this residue pointing away from the pore axis, which will further allow more hydration at this site. This appears to be caused by the dilation of V174, on the basis of the structural change at F210 in the mutant (Figure 2C), and will lead to a more open hydrophobic gate. Therefore, the angles above 45° were believed to make contributions to the opening of the hydrophobic gate of the mutant. Then, the effective counter-clockwise rotation of F171 that might open the hydrophobic gate was about 10–30° (45\65 minus 35) after eliminating its normal fluctuations.
Water in the Pore
The Orai channel has two gates, the residue K163 gate in the basic region and the hydrophobic gate (residues F171-V174). Previous studies have shown that even if the radius of the Orai channel does not significantly change, a limited increase of hydration in the pore is enough to regulate the conduction state (Dong et al., 2013), suggesting the importance of the hydrophobic gate. Hence, the number of water molecules in the pore, as an important indicator of the conductivity of the channel, was calculated to measure the hydration difference between the WT and the L210F mutant channels. The water distributions in the region from residues F171 to E178 were measured. This region includes the hydrophobic region and the SF, which was reported to be the area of the most significant water distribution difference. (Dong et al., 2013). The results showed that the distribution of the number of water molecules was relatively concentrated with the average number of 16 in the pore of the WT (Figure 4A). However, the distribution showed two peaks in the L210F mutant (Figure 4B). A low-hydration distribution and a high-hydration distribution were observed, and the average number for the whole distribution was about 18 (Figure 4B), larger than the average number in the WT. Besides, the mutant can have a hydration number as high as ∼30, a value the WT channel never reached. Accordingly, the highly hydrated structures of the L210F mutant were supposed to reduce the energy barrier of ions passing through the hydrophobic gate and thus facilitate ion permeation.
[image: Figure 4]FIGURE 4 | The number of water molecules and the corresponding probability in the pore of the WT (A) and the L210F mutant (B) channels. From residue F171 to E178 along the central axis of the pore, the number of water molecules (oxygen atoms were measured) within a cylinder of 5-Å radius was calculated using VMD for the last 200 ns of all three trajectories for each protein system.
Na+ in the Pore
Although the Orai channels are highly selective for Ca2+, Na+ was often used in the study of the conductivity of CRAC channels as Na+ can permeate at a much higher rate in the absence of Ca2+, (Prakriya and Lewis, 2006; Hogan et al., 2010), which makes it easier for better sampling in MD simulations. The position and the number of Na+ ions within the pore were calculated to observe the behavior of Na+ ions in the WT and the L210F mutant channels. The results showed that Na+ ions were mainly distributed in the upper part of the pore (Figures 5A,B). Three binding sites, residues E178, D182 and D184, were observed (Supplementary Figure S4), among which E178 was the most dominant one. Na+ ions permeated deeper in the mutant than in the WT (below E178 in the mutant and a little above E178 in the WT, Figures 5A,B), and the most frequent numbers of Na+ ions in this region were 7 and 9 for the WT and the mutant, respectively (Figures 5C,D). Therefore, it seems that the L210F mutation moderately modified the distribution of Na+ ions along the pore, causing more Na+ accumulation at the entrance of the pore and increasing the probability of ions passing through, which is consistent with the fact that the L210F mutant is constitutively open to cations. However, no spontaneous Na+ permeation was observed in our MD process, probably due to the extremely low conductivity of the L138F Orai1 (equals to the L210F dOrai here) mutant (Frischauf et al., 2017) and the lacking of a fully open structure.
[image: Figure 5]FIGURE 5 | The distributions of Na+ and Cl− in the pore of the channel. The isosurface of Na+ ion density in the WT (A) and the L210F mutant (B) channels. The number of Na+ ions and corresponding probability in the pore of the WT (C) and the L210F mutant (D) channels. The isosurface of Cl− ion density in the WT (E) and the L210F mutant (F) channels. The number of Cl− ions and corresponding probability in the pore of the WT (G) and the L210F mutant (H) channels. The isosurface of Na+ and Cl− ion densities are shown in pink and yellow with isosurface values of 0.02 and 0.06, respectively. Only residues from W148 to D184 are shown with NewCartoon and colored by residue types for clarity. Blue, basic residues; red, acidic residues; green, polar residues; white, nonpolar residues. From residue W148 to D184 along the central axis of the pore, the number of Na+ and Cl− ions within a cylinder of 10-Å radius were calculated using VMD for the last 200 ns of all three trajectories for each protein system.
Cl− in the Pore
As previous studies showed anion-assisted cation permeation in the V174A Orai channel (also a constitutively open channel), (Dong et al., 2014), the position and number of Cl− ions within the pore were calculated to analyze the behavior of Cl− ions in the WT and the L210F mutant channels in our simulations as well. The results showed that Cl− ions were mainly distributed in the intracellular region, specifically referring to the basic region including residue K163 and the residues below it (Figures 5E,F). The most frequent numbers of Cl− ions were 16 and 15 in the WT and the mutant channels, respectively (Figures 5G,H), showing no appreciable difference. Previous molecular dynamics simulations reported that Cl− ions in the basic region of the open V174A mutant can flow out to the extracellular side of the pore under electric field conditions, coordinating with Na+ ions in the pore to form an energetically more favorable cluster to help the influx of Na+ ions. (Dong et al., 2014). It seems that the mutation L210F does not alter the Cl− occupation around the basic region or its role in assisting cation permeation.
DISCUSSION
In this paper, based on the crystal structure of Drosophila melanogaster Orai, we investigated the detailed channel structures and the water and ion distributions for both the WT and the L210F mutant channels by using molecular dynamics simulations. The results revealed two small but essential conformational changes resulting from the L210F mutation. Firstly, an previously unobserved rotation of residue F210 initiated the channel opening in the L210F mutant. F210 in the mutant had larger outward rotation than L210 in the WT, resulting in the dilation of the basic region and the K163 gate. At the same time, a 20-degree (on average) counter-clockwise rotation of F171 in the hydrophobic gate occurred more frequently and allowed more hydration at the hydrophobic region, which can potentially lead to the opening of the hydrophobic gate. Collectively, the rotation of F210 and F171, leading to the opening of the two gates of the channel, may create a constitutively open L210F mutant. Therefore, our results may shed further light on the disease of myopathy caused by the L138F mutation in human Orai1, by providing insight into the detailed structure and activation mechanism of the L210F mutant.
This is the first time that the rotation of the residue 210 is characterized to be the key origin of the activation for the L210F mutant channel. In contrast to the WT L210 that has two equally distributed rotation angles, the mutant F210 showed a predominantly larger clockwise rotation, which leaves more room for the TM1 helices to expand outward, dilating the basic region and the K163 gate. The expansion of the basic region involved hydrophobic interactions between TM2 and TM1 in the same subunit, suggesting the important role of the transmembrane helix (TH) interaction network on the channel gating. Apparently, the regulation of the TH network may work in more than one way. In Frischauf’s work for another constitutively open H134A Orai1 mutant (equals to the H206A dOrai mutant), the regulation of the TH connectivity on the channel gating is shown in the disruption of hydrogen bonds between H134 on the TM2 and two residues on the TM1 (S93 and S97). (Frischauf et al., 2017). Notably, the L138F Orai1 mutant (equals to the L210F dOrai here) is also studied through molecular dynamics simulations in the same work, which showed that the enhanced hydrophobic contacts between TM2 and TM1 through L138F mutation trigger more flexibility of the pore, and then one water chain enters into the hydrophobic region and opens the pore. (Frischauf et al., 2017). These results are generally consistent with ours, both of which emphasize the importance of the hydrophobic interaction between TM2 and TM1 and water chain or hydration in the hydrophobic region. However, our results revealed a previously unnoticed rotation of residue 210, which may be the origin of the activation. Apart from the rotation of the residue 210, the rotation of F171 observed in our simulation, which was also reported to be required in other constitutively open channels V174A and F171Y in Yamashita’s work (Yamashita et al., 2017), may also be an important factor for gating.
Notably, no significant rotational movement of F171 or TM1 was observed from the open conformation of the H206A dOrai (equals to the H134A Orai1) resolved at 3.3 [image: image] resolution by cryo-EM recently (Hou et al., 2020), indicating that multiple activation mechanisms may be utilized by different mutants. The regulation of the TH network is also shown in the dilation of the filter. TM1, TM2 and TM3 in two adjacent subunits may participate in this process (Supplementary Figure S5). The residue K270 on the TM3 was reported to regulate the filter selectivity through conformation dynamics and the filter dilation was also observed in the previous study. (Alavizargar et al., 2018). In our study, the radius of the K270 ring was dilated in the L210F mutant (the average radius of K270 ring in the WT and the mutant: 12.30 Å and 13.33 Å), which was probably caused by the expansion of the filter through electrostatic interactions (Supplementary Figure S5). However, how the mutation of residue 210 allosterically affects K270 is still not clear. Further simulations and analysis are undergoing to focus on the selectivity difference between the WT and the L210F mutant using a new calcium model, (Zhang et al., 2020), which will hopefully provide a better understanding on this aspect.
The dilation of the entire pore obtained in our simulations for the L210F mutant is consistent with the recently obtained open-state cryo-EM structure of the H206A dOrai mutant (Hou et al., 2020). Both H206A and L210F mutations occur on the TM2 and construct constitutively open channels with some selectivity for Ca2+ remained, so some structural similarity of the pore may exist among the H206A mutant, the L210F mutant and the WT Orai. (Frischauf et al., 2017). The dilation of the filter in the open channels didn’t get much attention previously. In some previous simulations (Frischauf et al., 2017), the filter of the constitutively open channel is nearly the same with the closed Orai, since Ca2+ were trapped in the filter in both simulations owing to strong interactions between Ca2+ and protein. Here, we didn’t include Ca2+ in our simulations, following the protocol of other previous simulations (Dong et al., 2013), and therefore the filter was more flexible to reach a more dilated state in the mutant, in agreement with the filter dilation as observed in the open-state H206A structure (Hou et al., 2020). In addition, it was reported that the WT Orai1 experiences some filter conformational changes when it is activated by STIM1 (Gudlur et al., 2014), suggesting that the filter conformation may be different for the open channel and the closed channel. Still, it should be noted that both the L210F Orai mutant and the H206A cyro-EM structure may not fully mimic the STIM-dependent Orai gating since their conductivity and selectivity are not the same after all.
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CRAC channel is ubiquitous and its importance in the regulation of the immune system is testified by the severe immunodeficiencies caused by its mutations. In this work we took advantage of the availability of open and closed structures of this channel to run for the first time simulations of the whole gating process reaching the relevant time-scale with an enhanced sampling technique, Targeted Molecular Dynamics. Our simulations highlighted a complex allosteric propagation of the conformational change from peripheral helices, where the activator STIM1 binds, to the central pore helices. In agreement with mutagenesis data, our simulations revealed the key role of residue H206 whose displacement creates an empty space behind the hydrophobic region of the pore, thus releasing a steric brake and allowing the opening of the channel. Conversely, the process of pore closing culminates with the formation of a bubble that occludes the pore even in the absence of steric block. This mechanism, known as “hydrophobic gating”, has been observed in an increasing number of biological ion channels and also in artificial nanopores. Our study therefore shows promise not only to better understand the molecular origin of diseases caused by disrupted calcium signaling, but also to clarify the mode of action of hydrophobically gated ion channels, possibly even suggesting strategies for the biomimetic design of synthetic nanopores.
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1 INTRODUCTION
The ubiquitous Calcium Release Activated Calcium channel (CRAC) mediates Ca2+-influx through the plasma membrane of non-excitable cells in metazoans activating communication cascades that elicit a wide range of functions (Prakriya and Lewis, 2015) like gene expression, cell proliferation, secretion of inflammatory mediators, and cell migration. The importance of CRAC channel is highlighted by the pathological effects of both gain of function and loss of function mutations (Lacruz and Feske, 2015). While loss of function mutations cause the severe combined immunodeficiency (SCID)-like disease, autoimmunity, muscular hypotonia, and ectodermal dysplasia, gain of function mutations have been linked to non-syndromic tubular aggregate myopathy and York platelet and Stormorken syndromes. Although structures of the closed and open states are available (Hou et al., 2012, 2018; Liu et al., 2019) and despite a significant body of experimental research (Yamashita et al., 2017; Yeung et al., 2018), the gating mechanism of this channel is still a matter of debate, a central issue being the allosteric propagation (Zhou et al., 2019; Yeung et al., 2020) of the signal from the activator binding site to the central pore helices.
The CRAC channel mediates the store operated calcium entry (SOCE) (Prakriya and Lewis, 2015), a process of calcium influx triggered by the depletion of the calcium stores of the endoplasmic reticulum (ER). When ER calcium stores are depleted, calcium dissociates from the calcium-sensing, luminal EF-hand domain of STIM1, a single pass protein of the ER membrane. STIM1 then migrates to the junctions between ER and plasma membranes where it oligomerizes and undergoes a conformational transition that exposes the CRAC activation domain (CAD) (Park et al., 2009). The interaction of STIM1 CAD domain with CRAC outermost helices (TM4) induces the opening of the CRAC channel that results in an influx of calcium that refills the stores of the ER and activates a number of signalling pathways including those necessary for the activation of immune response genes in T cells (Feske et al., 2005).
There are three human isoforms of CRAC encoded by genes Orai1, 2, and 3 (Prakriya and Lewis, 2015). Since an experimental structure of the human CRAC channel is not yet available, most computational works (Dong et al., 2013, 2014; Yamashita et al., 2017) (including ours) have been performed on the Drosophila melanogaster protein encoded by gene Orai that shares 73% sequence identity with Orai1. From a structural point of view, CRAC is a homo-hexamer (Hou et al., 2012) with each of the six identical subunits formed by four trans-membrane helices. CRAC helices are arranged in three concentric layers. Helix TM1 forms the innermost layer that lines the pore, helices TM2 and TM3 form the central layer and helix TM4 forms the outermost layer. The pore wall of this channel exhibits an extremely complex composition. Close to the extra-cellular mouth E178 forms a negatively charged glutamate ring that imparts cation selectivity and thus acts as a Selectivity Filter. The central part of the pore is occupied by a hydrophobic region with three rings of hydrophobic residues (L167, F171 and V174). Finally, close to the cytosolic mouth we find a basic region with three rings of positively charged residues (R155, K159 and K163).
Three main experimental structures of CRAC are currently available (Figure 1). The structure with PDB code 4HKR (Hou et al., 2012) corresponds to the closed state. The structure is characterized by a narrow pore and a double bent TM4 helix that is thus split into three helical segments: TM4a on the extracellular side, the central TM4b, and the TM4-ext helix on the cytosolic side. The TM4-ext helices of neighbouring subunits associate with one another to form a coiled-coil structure that is believed to be the docking point of the STIM1 activator. Besides the closed state, recently the structures of two constitutively open mutants have been disclosed, P288L (PDB: 6AKI) (Liu et al., 2019) and H206A (PDB: 6BBF) (Hou et al., 2018). While 6BBF is characterized by a wide pore and fully extended TM4 helices, 6AKI shows an arrangement of the pore helices similar to that of the closed state (4HKR) with partially bent TM4 helices.
[image: Figure 1]FIGURE 1 | Structure of the CRAC channel. Panel (A): structure of the closed state (PDB: 4HKR): side view. Panel (B): structure of the constitutively open mutant H206A (PDB: 6BBF). Panel (C): structure of the closed state (PDB: 4HKR): top view, with the six subunits shown in different colors. Panel (D): structure of mutant P288L (PDB: 6AKI). Panel (E): structure of the closed state (PDB: 4HKR): top view highlighting the concentric arrangement of the 3 rings of helices. Helices TM1: blue, helices TM2 and TM3: purple, helices TM4a and TM4b: green, helices TM4-ext: red. Panel (F): structure of the pore of the closed state. Hydrophobic residues are shown in silver, positively charged residues in blue, negatively charged residues in red, neutral but polar residues in green. Residues of the E-ring, hydrophobic region and basic region are shown in a stick representation.
Many aspects of CRAC channel need to be clarified. For instance the assignment of structure 4HKR to the closed state based on experimental calcium flow measurements, is at odds with a pore radius (Figure 2) that is everywhere large enough to accommodate a water molecule or a dehydrated calcium ion. The functional occlusion coexisting with a geometric permeability of the pore suggests a hydrophobic gating mechanism (Aryal et al., 2015) i.e. a phenomenon of evaporation in nanoconfinement whereby the formation of a vapour bubble stops the flow of liquid water and ions. Indeed, the hydrophobic region of the pore would seem ideally suited for this kind of mechanism. Many computational studies have monitored the amount of water in CRAC pore and, even if there is a consensus that the water content of the hydrophobic region in the closed state is very low, the results still show a significant variability. Yeung et al. (2018), for instance, show a trajectory where the bubble appears and disappears intermittently for the first ∼100 ns but the pore is fully wetted for the remaining ∼250 ns. In the work by Dong et al., (2013), on the other hand, a proper bubble never forms and, even in the closed state, the hydrophobic region is always crossed by a number of thin chains of water molecules. These results are at odds with those reported by Frischauf et al. (2019). These authors simulated a homology model of human CRAC discovering that in the wild type the hydrophobic region is always fully dewetted.
[image: Figure 2]FIGURE 2 | Functional state assignment of CRAC structure 4HKR. Panel (A): average radius profile during the equilibrim simulation. The dotted line corresponds to the radius of a water molecule. Panel (B): hydrophobicity profile. In the Wimley-White scale positive and negative hydrophobicity values correspond to hydrophobic and hydrophylic amino acids respectively. Panel (C): Potential of Mean Force of water permeation as a function of the position along the axis of the pore. The blue and green dashed lines mark the boundaries of the basic and hydrophobic region respectively. The red dashed lines shows the position of the glutamate ring. The box above Panel (A) is a cartoon representation of helix TM1 showing the position of the key residues (average position of the center of mass of Cα atoms) along the helix axis (dashed line).
Another controversial issue regards the gating mechanism. In an early paper Yamashita et al. (2017) proposed a mechanism based on a rotation of pore helices aimed at displacing the bulky side chains of hydrophobic residues occluding the hydrophobic region. The rotation of pore helices, however, was not confirmed by the simulations of Frischauf et al. (2019), neither was it observed in the crystal structures of P288L (Liu et al., 2019) and H206A (Hou et al., 2018) mutants.
The major unresolved question about CRAC channel, however, concerns the molecular mechanism by which the STIM1 gating signal is communicated at large distance to the pore region (Zhou et al., 2019; Yeung et al., 2020). The existence of a highly cooperative and strongly allosteric gating mechanism is supported by the discovery (Nesin et al., 2014; Boehm et al., 2017; Garibaldi et al., 2017) of an increasing number of pathologic mutations located far from the pore region. This evidence suggests that the transmembrane domains of CRAC channel may be involved in the process of propagation of the wave of conformational change that originates at the STIM1 binding site on helices TM4 and heads to the hydrophobic region of the pore helices where the gating motion occurs. Within this framework, the gating mechanism would not just require a localized motion of the pore helices, but a globally concerted motion involving the whole protein. A significant work on this issue has been performed by Yeung et al. (2018) who performed scanning mutagenesis to identify a number of residues in transmembrane domains whose mutation leads to constitutive activation of the pore. In particular, they identified the role of steric brake of H206 and they highlighted the importance of a cluster of hydrophobic residues at the TM1-TM2/3 interface.
In this work we took advantage of the availability of closed (Hou et al., 2012) and open state (Hou et al., 2018; Liu et al., 2019) structures to simulate for the first time the conformational transition from the closed to the open state and vice versa. Since this process is likely to occur at least on the milli-second time-scale, it cannot be simulated with equilibrium MD techniques. We thus resorted to Targeted MD (Schlitter et al., 1994), an enhanced sampling technique that steers the system between given end states applying a biasing potential to the RMSD between the current and target conformations. Since its introduction, a number of successfull applications have shown that TMD can yield qualitatively correct pathways of conformational changes. As an example, TMD was used to study the activation pathway of β2 adrenergic receptor (Xiao et al., 2015), the allosteric mechanism of calmodulin opening (Liang et al., 2017), and the role of the cytoplasmic domain in the gating of KcsA channel (Li et al., 2013). Before running TMD, we ran equilibrium simulations of the available closed and open strauctures. The spontaneous formation of a bubble occluding the pore of the closed state in the absence of steric block, highlighted a mechanism of hydrophobic gating (Aryal et al., 2015). The simulation of the putatively open mutants H206A and P288L showed for the first time that the former was structurally stable while the latter underwent a spontaneous bending of helices TM4. This led us to suggest that P288L is more likely an intermediate in the gating process than the open state. As a result we chose the H206A structure as the open state to use in TMD simulations. In agreement with Yamashita et al. (2017), the TMD simulations showed rotation of pore helices contributing to the change of pore radius even if an important role also appears to be played by TM1 helix displacement. The analysis of TMD simulations highlighted two important events in the gating mechanism: a coordinated motion of helices TM1, TM3, and TM4b that leads to the opening of the basic region of the pore and a displacement of the side chain of H206 creating an empty space behind the hydrophobic region of helices TM1. This mechanism appears to be consistent with the steric brake model put forward by Yeung et al. (2018).
The paper is organized as follows. In Section 2.1 and Section 2.2 we present the equilibrium simulations of the closed and putatively open states respectively. In Section 2.3 we analyze TMD simulations first focusing on the rotation of pore helices (Section 2.3.1). We then discuss the results of the contact analysis (Section 2.3.2) and the analysis of inter-helical distances (Section 2.3.3) that highlight important details of the gating mechanism. Finally, Section 3 is devoted do the discussion, while Section 4 illustrates the methods employed in our calculations.
2 RESULTS
2.1 Equilibrium Simulation of the Closed State
Our analysis of the CRAC channel began with the equilibrium simulation of the closed state (PDB ID: 4HKR). The functional state of an ion channel is customarily predicted (Rao et al., 2019) on the grounds of the radius profile. Supplementary Figure S1 shows the radius profile of the crystal structure and the profile of the radius averaged along the equilibrium simulations. Both profiles are everywhere larger than the radius of a single water molecule showing the absence of steric obstruction. From a purely geometric point of view the channel is thus expected to be water-permeable. This prediction is confirmed by the space filling representation of the pore shown in Supplementary Figure S2. According to the color code employed by the HOLE program (Smart et al., 1996), green regions are wide enough to accommodate no more than a single water molecule, while blue regions can accommodate two or more water molecules. Supplementary Figure S2 shows a bottleneck at the level of the Glu-ring and other two at the level of the basic region. In these points, the side chains project towards the center of the pore reducing its radius but there is still enough space for a single chain of water molecules. Except for these three points the pore can everywhere be occupied by two or more water molecules.
This analysis is inconsistent with the electrophysiological characterization of this structure (Hou et al., 2012) clearly showing it corresponds to the closed state. This inconsistency can be explained if the radius profile is compared with the hydrophobicity profile and the Potential of Mean Force of water permeation (Figure 2). Figure 2 shows that, even if in principle the pore is wide enough to host one or more water molecules (Figure 2A), the chemistry of the wall determines a peak of the hydrophobicity profile (Figure 2B) corresponding to the hydrophobic region of the pore. The hydrophobicity peak also corresponds to the maximum of the Potential of Mean Force for water permeation (Figure 2C). Taken together, these results suggest that the pore is functionally occluded even in the absence of steric block, which is the signature of hydrophobic gating.
Hydrophobic gating is a phenomenon of evaporation in conditions of nanoconfinement (Roth et al., 2008). If the water-wall interactions are weaker than water-water interactions, a bubble may form, preventing the flow of liquid water and ions. This pattern is clearly manifested in our equilibrium simulation. Figure 3 shows the time evolution of the number of water molecules in the whole pore region (Figure 3A) and in the hydrophobic region (Figure 3B). The water count in the whole pore slightly increases during the first half of the simulation and eventually it stabilizes around an average value of 200 water molecules. Conversely, if we restrict our attention to the hydrophobic region, this district appears to be almost always devoid of water safe for a few occasional intrusions of 1 or 2 water molecules at the boundary with the Glu-ring and the basic region. Indeed Figure 3D, corresponding to the final frame of the simulation, shows that the hydrophobic region of the pore is dry. The bubble appears early, already during the constrained stage of the equilibration, and it is stably maintained throughout the whole simulation of 100 ns. As a result, the radial-axial PMF of water permeation reported in Figure 3C, highlights a high free energy zone (in red) in the hydrophobic region where water has very little likelihood to reside.
[image: Figure 3]FIGURE 3 | Hydrophobic gating in CRAC channel. Panel (A): time evolution of the number of water molecules in the whole pore region. Panel (B): time evolution of the number of water molecules in the hydrophobic region. Panel (C): Potential of Mean Force of water (in kcal/mol) as a function of the distance r from, and the position z along the pore axis. Panel (D): distribution of water in the pore region in the last frame of the 100 ns equilibrium simulation. For the sake of graphical clarity only three of the six pore helices are shown. Pore helices are colored according to residue type: positively charged residues are blue, negatively charged residues are red, polar but neutral residues are green and hydrophobic residues are white.
2.2 Equilibrium Simulation of Putatively Open States
The main purpose of this work is to study the gating transition steering the CRAC channel from the open to the closed state and back using Targeted Molecular Dynamics simulations (Schlitter et al., 1994). Since this technique requires knowledge of the end states of the transition, it is extremely important to computationally characterize the recently resolved structures of two putatively open states, mutants H206A (PDB ID: 6BBF) (Hou et al., 2018) and P288L (PDB ID: 6AKI) (Liu et al., 2019). This analysis will allow us to choose the most appropriate conformation to use as the open state in TMD simulations.
Figure 4 shows the radius profile of the crystal structures of the closed and open states (Figure 4A) as well as the radius profile averaged during the equilibrium simulation of the three systems (Figure 4B). The radius profiles of the experimental structures are very similar at the level of the Glu-ring, but in the hydrophobic and basic regions the pore of 6BBF appears to be much larger than that of the other two structures. Interestingly enough, even if 6AKI was predicted (Liu et al., 2019) to represent the open state, its radius profile is much more similar to that of the closed state (4HKR) than to that of the other putatively open state (6BBF). During the equilibrium simulation, the radius profile of 6AKI tended to drift towards that of 6BBF until it settled on a curve intermediate between those of the closed state (4HKR) and of the other putatively open state (6BBF). As shown in Figure 4C, the different pore geometries affect the Potential of Mean Force of water permeation. As expected, the closed state is characterized by a high free energy barrier at the level of the hydrophobic region where the vacuum bubble prevents the flow of liquid water. Conversely, during the equilibrium simulation the wide pore of 6BBF is completely water filled. Since water density inside the pore is comparable to that in the bulk, the PMF profile is almost flat. Finally, the PMF profile of 6AKI also shows a barrier, smaller than that of the closed state but higher than what expected for an open state. The origin of this barrier can be understood monitoring the number of water molecules in the hydrophobic region of the three systems (Figure 4D). The plot clearly shows that, during the first 40 ns of the simulation, the hydrophobic region of 6AKI is also occupied by a bubble, which, during the second half of the trajectory, becomes water-filled. The process is also shown in Supplementary Movie SM1. This event, similar to a spontaneous transition from the closed to the open state, suggests the opportunity of a deeper investigation on the structural stability of 6AKI.
[image: Figure 4]FIGURE 4 | Comparison of closed and putatively open structures. Panel (A): radius profiles of the crystal structure of the wild type (4HKR) and the two putatively open structures (6BBF and 6AKI). Panel (B): average radius profiles computed during the equilibrium simulations of 4HKR, 6BBF and 6AKI. The error is quantified by the standard deviation of the radius. In panels (A) and (B) the pore radius r and the position along the pore axis z are both expressed in Å. Panel (C): Potential of Mean Force of water (in kcal/mol) as a function of the axial position z (in Å). Panel (D): number of water molecules Nw in the hydrophobic region as a function of simulation time (in ns). The boxes above Panels (A) and (B) are cartoon representations of helix TM1 showing the position of the key residues (average position of the center of mass of Cα atoms) along the helix axis (dashed lines).
Figure 5 reports the time evolution of the RMSD distance between 6AKI and the experimental structures of 4HKR and 6BBF during the equilibrium simulation of mutant P288L. In this calculation the two structures have been aligned using all backbone atoms while the actual RMSD calculation has been performed using all backbone atoms (Figure 5A), the backbone atoms of helices TM4 (Figure 5B) and the backbone atoms of the pore helices (Figure 5C). Figure 5A, shows that, during the equilibrium simulation, 6AKI becomes increasingly similar to both 4HKR and 6BBF but, unexpectedly for a putatively open structure, it is more similar to 4HKR than to 6BBF. Figure 5B shows that the increasing similarity between 6AKI and 4HKR is due to some structural rearrangement at the level of the outermost ring of helices. Indeed, as also shown in Supplementary Movie SM1, at the beginning of the simulation, TM4 helices of 6AKI are in an extended conformation, but during the run they spontaneously bend adopting a structural arrangement similar to that of the closed state. Finally, Figure 5C shows that no major structural rearrangement occurs at the level of the pore helices, even if, also in this district, 6AKI appears to be more similar to 4HKR than to 6BBF. The disruption of the bubble must thus be ascribed to some fine tuning of the pore conformation. In order to assess the variability across runs of the 6AKI-4HKR and 6AKI-6BBF RMSD, we performed a block average analysis (Frenkel and Smit, 2002) of the equilibrium simulation of 6AKI. Details can be found in the Supplementary Material section Analysis of RMSD variability where we also comment on the seemingly large RMSD values appearing in Figure 5.
[image: Figure 5]FIGURE 5 | Evolution during the equilibrium simulation of the RMSD between 6AKI and the crystal structures of 4HKR and 6BBF. Structure superposition was performed using all backbone atoms. The actual RMSD was computed using different subsets of atoms. In panel (A) the RMSD was computed using all backbone atoms; in panel (B) it was computed using the backbone atoms of helices TM4; the overlayed structures represent the initial conformation of 6AKI with extended TM4 helices and the final configuration with bent TM4 helices; in panel (C) the RMSD calculation was performed using the backbone atoms of the pore helices.
The structural instability exhibited by 6AKI suggests that this structure is unlikely to represent the open state and more probably corresponds to an intermediate or a conformation on the slope of the free energy barrier which separates the closed state (4HKR) and the open state (6BBF). However, if we represent the free energy profile as a function of a single collective variable, a structural transition that brings 6AKI closer to 4HKR would automatically move it away from 6BBF and vice versa (Supplementary Figure S3A). This would be inconsistent with what observed in the RMSD analysis, i.e., that, during the simulations, 6AKI tends to get closer to both 6BBF and 4HKR. This seeming contradiction can be solved by considering that free energy is more realistically a function of several collective variables (Supplementary Figure S3B).
2.3 Targeted Molecular Dynamics Simulations
In order to reproduce the conformational transition from the closed to the open state and vice versa we ran Targeted Molecular Dynamics simulations (Schlitter et al., 1994). Due to the structural instability of mutant P288L (PDB: 6AKI) (Liu et al., 2019) we chose as open state the structure of mutant H206A (PDB: 6BBF) (Hou et al., 2018), while the structure of the wild type solved by Hou et al (PDB: 4HKR) (Hou et al., 2012) was considered as representative of the closed state. Specifically, we ran two TMD simulations: a 100 ns simulation from the closed to the open state and a 500 ns simulation from the open to the closed state. As can be noted, these simulations are extremely long as compared to the typical length of TMD simulations reported in the literature (1 ns or less) (Schlitter et al., 1994; Xiao et al., 2015; Liang et al., 2017; Li et al., 2013). The length of our simulations was not required to induce the structural transition but rather for the destruction or formation of the bubble in the hydrophobic region of the pore. This behaviour is not completely unexpected considering that in TMD the biasing potential is applied to the protein structure while water molecules redistribute spontaneously as a result of the changing chemical environment around them. In addition, the formation/destruction of the bubble is typically a first order transition, which, once triggered by structural changes, can be irreversible on the simulation timescale (Giacomello and Roth, 2020); therefore very slow changes in the biasing potential are needed to avoid artifact. In this regard, it is also notable that the O → C simulation had to be 5 times longer than the C → O simulation. This suggests that the energy barrier in the O → C transition is higher than that in the C → O transition implying a lower free energy of the open state as compared to the closed configuration. The water content of the pore is monitored in Figure 6. If we consider the water count in the whole pore (Figures 6A,B), we can note that the number of water molecules increases or decreases in a rather gradual way. However, if we focus on the hydrophobic region only (Figures 6C,D), we observe an abrupt transition where the number of water molecules directly jumps from zero to the final value or vice versa. This behaviour suggests that bubble formation or destruction is a rare event possibly related to the overcoming of a high energy barrier. Moreover, this highly cooperative transition was also predicted in the thermodynamic model by Roth et al. (2008) where gating occurs in a narrow window of pore radii or hydrophobicities. Finally, the fact that bubble formation and destruction occurs at the end of the simulation both in the opening and closing transition, suggests the process to be strongly hysteretic, possibly due to the presence of hidden collective variables. This issue will be the object of a future investigation using techniques successfully applied in both model nanopores (Tinti et al., 2017; Camisasca et al., 2020) and biological ion channels (Costa et al., 2021). A more detailed description of the water and ion distribution in the pore is provided in the Supplementary Material section Water and ion distribution during TMD simulations.
[image: Figure 6]FIGURE 6 | Time evolution of the water content in the pore region during the TMD simulations. Panels (A) and (B) show the number of water molecules in the whole pore region in the opening and closing simulation respectively. Panels (C) and (D) monitor the water count in the hydrophobic region on the opening [panel (C)] and closing [panel (D)] simulations.
2.3.1 Rotation of Pore Helices, SASA and Pore Radius
A long-standing controversy in CRAC channel literature concerns the gating mechanism, that, according to some authors (Yamashita et al., 2017), is due to a rotation of pore helices; however, this event was not confirmed in a number of subsequent experimental (Hou et al., 2018; Liu et al., 2019) and computational works (Frischauf et al., 2019). Section Rotation of pore helices and Supplementary Figure S14 in the Supplementary Material show that the pore helices of CRAC channel have an intrinsic tendency to rotation that is present even during equilibrium simulations; in addition, the rotations seen in the experimental structures, reported in Supplementary Table S4, show good agreement with those observed in simulations. In the following we characterise rotation occurring during biased simulations. Figures 7A,B show that rotation of pore helices does occur during the TMD simulations. However, the rotation angles measured at different levels along the pore axis suggest that rotation does not occur as a rigid body rotation but rather as a twisting. It is also noteworthy that the rotation angles of the Glu-ring and hydrophobic region are much smaller than those of the basic region, presumably because the latter is located close to the N-terminus where chain constraints are expected to be weaker.
[image: Figure 7]FIGURE 7 | Rotation and Solvent Accessible Surface Area of pore helices. Panels (A) and (B) show the time evolution of the rotation angles (averaged over the six pore helices) on the opening and closing transition respectively. Rotation angles were measured at four different axial levels: E-ring (black curve), hydrophobic region (red curve), upper basic region (green curve) and lower basic region (blue curve). Panels (C) and (D) show the Solvent Accessible Surface Area in the opening and closing TMD simulation respectively. The black curve represents the SASA of the E-ring, the red curve is the SASA of the hydrophobic region and the green curve shows the SASA of the basic region.
The value of the rotation angle of the hydrophobic region averaged along the last 20 ns of the C → O simulation is ∼11o while the value averaged during the last 100 ns of the O → C simulation is ∼16o. These values are in reasonably good agreement with the average helix rotation of ∼15o at residue F171 measured by Yamashita et al. (2017). It is important to note that, while our rotations were measured during a conformational transition from the open to the closed state and back, the rotation angles reported by Yamashita et al. (2017) are due to frequent spontaneous conformational fluctuations from the crystallographic structure that they measured during equilibrium simulations. This may be due to the fact that, even at equilibrium, the system transiently visits conformations relevant for its functional dynamics.
Finally, in the C → O transition it is possible to identify a change in slope of the rotation angles around 70 ns, just little before bubble destruction. This suggests that the rotation of pore helices might be the trigger for bubble destruction. However, the time coincidence between the change in rotation angles and bubble formation is less evident in the closing transition.
After the rotation of pore helices is ascertained, it is important to investigate the functional role of this event. According to the thermodynamic model by Roth et al. (2008), hydrophobic gating is under the control of two key parameters: the hydrophobicity of pore wall and the pore radius. We therefore checked whether either of these parameters was affected by pore helix rotation. Figures 7C,D show the time evolution of the Solvent Accessible Surface Area (SASA) in the most important regions of the pore: the Glu-ring, the hydrophobic region, and the basic region. It can be noted that, both in the opening and closing transition, the SASA plot shows a change in slope approximately at the same time of the change in slope of rotation angles. However, while the SASA change of the basic region and E-ring favour the increase of water content expected during opening and the decrease expected during closing, the SASA change of the hydrophobic region tends to oppose the wetting expected during opening and the de-wetting of the closing process. These results therefore suggest that the rotation of pore helices is not finalized to the creation of a thermodynamically favourable environment for bubble formation or destruction.
We now explore the possibility that the rotation of pore helices might cause a change of the pore radius. In Supplementary Figure S8, we consider two possible scenarios. In the first scenario, the rotation of pore helices is the main cause of the increase of the pore radius through a displacement of the bulky side chains of hydrophobic residues. In this case, if we compute a PMF as a function of rotation angle and pore radius, the low free energy region should be slanted. On the other hand, if we repeat the calculation after excluding the side chains from the calculation of pore radius, the low free energy region should be flat. In the second scenario, helix rotation and pore radius increase are simultaneous events but rotation is not the main cause of the growth of the pore radius. In this case, either performing the calculation with or without side chains, the low free energy region of the PMF should be sloped.
This strategy can be employed to analyze the PMFs derived from our TMD simulations and illustrated in Figure 8. In the opening simulations, both computing the PMF with (Figure 8A) and without side chains (Figure 8B), the minimal free energy region is inclined. This suggests that helix rotation and radius enlargement occur simultaneously but there is no causal link between the two phenomena. However, if we consider the closing simulation, we note that, when the PMF is computed using side chains (Figure 8C), the increase of the rotation angle is accompanied by a decrease in the pore radius while this effect is suppressed when removing the side chains (Figure 8D). The conclusion of these results is that rotation of pore helices might play some role in the change of pore radius. However, this driving force is probably not the only one and the change of pore radius also depends on helix displacement.
[image: Figure 8]FIGURE 8 | Influence of pore helix rotation on pore radius. The four panels represent a Potential of Mean Force as a function of pore radius and pore helix rotation angle. In panels (A) and (C) the PMF was computed including the side chain in the calculation of pore radius, whereas in panels (B) and (D) side chains were excluded from the calculation. Panels (A) and (B) refer to the opening TMD simulation while panels (C) and (D) refer to the closing simulation. Free energies are expressed in kcal/mol.
2.3.2 Contact Analysis
In order to reconstruct the gating mechanism, for each frame of the TMD trajectories we built a contact map (two residues are considered to be in contact if at least two heavy atoms of the side chains are closer than 5.0 Å). In this way it is possible to determine the sequence of contact breakdown (Figure 9 and Supplementary Figure S9) and formation (Figure 10 and Supplementary Figure S10). The black squares in the maps represent contacts present in the initial conformation and not broken during the simulation. The coloured symbols represent contacts formed or broken at different times during the simulation. In particular, we only considered contacts formed or broken in at least 3 of the subunits and we averaged their formation or breakdown times. In the contact maps, the elements on the diagonal represent contacts inside the same alpha helix. The elements orthogonal to the diagonal represent contacts between different alpha helices of the same subunit. Finally the islands of off-diagonal elements represent inter-subunit contacts. The maps show that all the broken and formed contacts are either intra-subunit or between neighbouring subunits n and n + 1.
[image: Figure 9]FIGURE 9 | Sequence of contact breakdown in the TMD opening simulation. Panel (A): contact map. Black squares are contact present in the closed state and not broken during the simulation. Coloured squares are contacts broken at different times τ during the simulation. The lower part of the map shows intra-subunit contacts, the upper part contacts between subunits n and n + 1. Panel (B): cartoon representation of contact breakdown. Broken contacts are represented by dashed lines with color-coded breakdown time τ.
[image: Figure 10]FIGURE 10 | Sequence of contact formation in the TMD opening simulation. Panel (A): contact map. Black squares are contact present in the closed state and not broken during the simulation. Coloured squares are contacts formed at different times τ during the simulation. The lower part of the map shows intra-subunit contacts, the upper part contacts between subunits n and n + 1. Panel (B): cartoon representation of contact formation. Formed contacts are represented by dashed lines with color-coded formation time τ.
During the opening simulation, the number of broken contacts is much higher than the number of formed contacts, consistent with the formation of a looser structure. As shown in Figure 9, the contact breakdown originates at the coiled coil between TM4-ext helices of neighbouring subunits and propagates towards the extracellular side through the TM3-TM4b interface. The contact breakdown then propagates towards the inner rings of helices. In particular we can observe the breakdown of contacts in the upper part of the TM2-TM3 and TM1-TM2 interface and a breakdown of contacts spanning the whole length of neighbouring TM1 helices. The few formed contacts (Figure 10A) are scattered throughout the contact map, but indeed they are very localized in space (Figure 10B). Most of them, indeed, involve the lower part of helices TM2(n)-TM4b(n + 1) and TM1(n)-TM3(n). This opening mechanism is consistent with the fact that activator STIM1 is known [Hou et al. (2012) and references therein] to break down the TM4e(n)-TM4e(n + 1) coiled-coil to form a new one. The conformational change is then expected to allosterically propagate (Yeung et al., 2018) to the innermost circle of helices where gating occurs.
The closing process, depicted in Supplementary Figure S9 and Supplementary Figure S10, is basically the reverse of the opening one. In this case the number of formed contacs is much higher than that of the broken ones. As illustrated in Supplementary Figure S10, contact formation starts in the extracellular side of helices TM3-TM4b and propagates downwards to restore the coiled coil between neighbouring TM4e helices. Contact formation also propagates towards inner helices. In both the opening and closing processes, the last events involve H206 on helix TM2. As shown in Figure 9B, during opening H206 breaks its hydrogen bond with L202 (TM2) and breaks the hydrophobic contacts with L168 (TM1) to form new hydrophobic contacts with A166 (TM1). Other broken contacts are those with F259 and G255 of TM3 (Figure 10B). The fact that the contacts involving H206 are formed and broken at the very end of the process, suggests that the whole mechanism is finalized to these events highlighting the importance of H206. This is consistent with the experimental evidence (Yeung et al., 2018) that most mutations of H206 create constitutively open mutants. Indeed our open structure was taken from the backmutated H206A mutant (Hou et al., 2018).
2.3.3 Analysis of Inter-helical Distances
The contact analysis has highlighted two main events during the gating process: the massive formation or breakdown of contacts between helices TM3 and TM4b and the final formation and breakdown of several contacts involving H206. We will now analyze more in depth these two events starting with the formation/destruction of contacts in the TM3/TM4b interface.
In the C → O transition, after the massive breakdown of contacts, helices TM3 and TM4b move apart (Figure 11B) and they face a different destiny. Helix TM3, in particular its lower part, moves centrifugally. The displacement of helix TM3 makes room for a corresponding centrifugal displacement of the lower part of helix TM1: this is the opening of the basic region of the pore. These motions are described in Figure 11A where we show the displacement of helices TM1 and TM3 from the center of mass of the pore. Both helices move centrifugally, but since TM1 takes a longer step, the TM1-TM3 distance decreases (Figure 11B) justifying the formation of contacts that we observed in the contact analysis (Figure 10).
[image: Figure 11]FIGURE 11 | Inter-helical distances involving helices TM3 and TM4b of Subunit I during the opening TMD simulation. Panel (A): distance of the lower part of helices TM1 and TM3 from the Center of Mass (COM) of the pore. Panel (B): the increase of the distance TM3-TM4b is paralleled by a decrease of the TM3-TM1 distance (more pronounced if considering only the lower part of the two helices). Panel (C): displacement of the center of mass of helices TM4b(I), TM2(VI), TM3(VI) from its initial position. The displacement vector is projected such that a positive displacement represents an approach while a negative displacement a distancing between the helices. Panel (D): the increase of the distance TM3(I)-TM4b(I) is paralleled by a decrease of the TM4b(I)-TM3(VI) and TM4b(I)-TM2(VI) distances.
We now turn to the fate of TM4b. In Figure 11C we show the displacement of TM4b(n + 1), TM3(n), and TM2(n) with respect to the initial position of the centers of mass. The displacements have been projected on the vectors connecting the COMs of the three helices so that a positive displacement corresponds to an approach while negative displacements correspond to a distancing. Our plots show that, while TM4b(n + 1) moves closer to TM2(n) and TM3(n), also TM2(n) and TM3(n) move towards TM4b(n + 1) so that there is a decrease of distances TM4b(n + 1)-TM3(n) and TM4b(n + 1)-TM2(n) as illustrated in Figure 11D. This pattern is in agreement with the TM4b(n + 1)-TM2(n) contact formation observed in the contact analysis (Figure 10).
As shown in Supplementary Figure S11, what happens during the closing transition is the reverse of what occurs during opening. The lower parts of helices TM1 and TM3 move towards the center of the pore (Supplementary Figure S11A) and since TM1 takes a longer step, the distance between the two helices increases (Supplementary Figure S11B) and we have breakdown of TM1-TM3 contacts (Supplementary Figure S9). We also note that, as helices TM4b(n + 1), TM2(n) and TM3(n) move apart from each other (Supplementary Figure S11C), their distance increases (Supplementary Figure S11D) and we have the breakdown of TM4b(n + 1)-TM2(n) contacts highlighted in the contact analysis (Supplementary Figure S9).
The structural mechanism that underlies the distance plots in Figure 11 is depicted in Figure 12. Panels (A) and (B) of Figure 12 show a rear view of a single subunit at time zero and at 100 ns during the opening process. At time zero, in the closed state, helix TM4 has a double bend, one between TM4a and TM4b and one between TM4b and TM4-ext. In this particular arrangement it can be observed that helices TM4b and TM4-ext are behind helix TM3 that therefore is prevented from moving back. At time 100 ns, helix TM4 is fully extended. In this conformation, the space behind helix TM3 has been cleared and, since helix TM4b is no longer in the way, helix TM3 can move backwards. Panels (C) and (D) of Figure 12 show a side view of the same process. What is notable here is that the extension of TM4b allows the backward movement of the lower part of TM3. This motion, in turn, clears the space behind TM1 allowing a backward movement of the lower part of this helix that opens the basic region of the pore. This process is dynamically illustrated in Supplementary Movie S2.
[image: Figure 12]FIGURE 12 | Extension process of helix TM4 during the opening TMD simulation. Panels (A) and (B) show a rear view of a single subunit at time t = 0 ns and t = 100 ns. Panels (C) and (D) show a side view of the same subunit at the same simulation times. The color code is the following. Helix TM1: yellow, helix TM2: orange, helix TM3: red, helix TM4a: green, helix TM4b: blue and helix TM4-ext: purple. A dynamic view of this process can be seen in Supplementary Movie S2.
As already discussed, the contact analysis has highlighted two key events. After analyzing the implications of the TM3-TM4b contact breakdown, we now turn to the events involving H206. In Figure 11 and in Supplementary Figure S11 we have observed a significant rearrangement of helices TM1, TM2, TM3. In particular, we have noted that, during the opening process, helix TM1 moves centrifugally while helices TM2 and TM3 of subunit n move towards helix TM4b of subunit n + 1. Figure 13A shows that these events cause an increase in the distances TM1-TM2, TM1-TM3, and TM2-TM3. Since the side-chain of H206 leans in the space between these three helices, their distancing causes a decrease in the atom density around H206, see Figure 13B showing the number of atom contacts of H206 as defined by a distance cutoff of 7.5 Å. Finally, Figure 13C shows that as soon as the atom density around H206 decreases, the side chain of this residue swings due to a rotation around dihedral angle χ1. Supplementary Figure S12 shows that the reverse process occurs during closing. In this case there is a decrease of the distances, TM1-TM2, TM1-TM3, and TM2-TM3 (Supplementary Figure S12A). This causes an increase in the atom density around H206 (Supplementary Figure S12B) so that the side chain of this residue is pushed back (Supplementary Figure S12C) to the conformation typical of the closed state.
[image: Figure 13]FIGURE 13 | Rearrangement of H206 during the opening TMD simulation. Panel (A): inter-helical distances TM1-TM2 (black curve), TM1-TM3 (red curve) and TM2-TM3 (green curve). Panel (B): number of atomic contacts of H206 as defined by a distance cutoff of 7.5 Å. Panel (C): dihedral angle χ1 of H206.
Figure 14 provides a structural view of the conformational transition involving H206. For the sake of clarity only a short stretch of helices TM1 and TM2 is shown. Figures 14A,B offer a view from the front while Figures 14C,D from the rear. In the closed state, as predicted by Yeung et al. (2018), H206 is hydrogen bonded with L202 also located on TM2. H206 is also close to S165, but differently from Frischauf et al. (2019), no hydrogen bond can be seen. Finally, in the closed state, H206 forms hydrophobic contacts with L168 on helix TM1. When opening occurs, H206 rotates around the χ1 dihedral breaking the hydrogen bond with L202 and swinging from the contact with L168 to a hydrophobic contact with A166 (also located on TM1). It is important to note that this rearrangement of H206 creates a free space behind the hydrophobic region of TM1. A dynamic view of this process is provided by Supplementary Movie S3.
[image: Figure 14]FIGURE 14 | Histidine 206 swing during the opening TMD simulation. For the sake of clarity only a small stretch of helices TM1 (residues 165–175) and TM2 (residues 200–208) is shown. Panels (A) and (B) show a front view at simulation time t = 0 ns and t = 100 ns respectively. Panels (C) and (D) show a rear view of the same helices at the same simulation times.
3 DISCUSSION
In this work we computationally characterized the closed and two putatively open conformations of CRAC channel to shed light on its gating mechanism. The assignment to the open or closed state of the available structures is not completely obvious. Indeed, the radius profile of structure 4HKR is always larger than the radius of a single water molecule. This means that, from a geometric standpoint, the pore is water-accessible and it should be assigned to the open state in disagreement with the results of the fluorescence-based flux measurements performed on the purified channel reconstituted in liposomes (Hou et al., 2012). This contradiction can be reconciled if the geometric analysis is integrated with a study of the chemical properties of the pore wall. Our equilibrium simulations show a peak of the hydrophobicity profile in correspondence of the hydrophobic region, where also the Potential of Mean Force of water has its maximum. This suggests a scenario of functional occlusion of the pore even in the absence of steric block, which is the hallmark of hydrophobic gating (Aryal et al., 2015). During our equilibrium simulations of the closed state 4HKR, a vacuum bubble appears early in the hydrophobic region and is stably maintained throughout the simulation. The bubble prevents the flow of liquid water and ions that would be obliged to release their hydration shells. In agreement with this pattern, during our TMD simulation the bubble forms in the O → C transition and disapperars in the C → O transition. According to the thermodynamic theory by Roth et al. (2008), even in a geometry as complex as that of KcsA channel, hydrophobic gating is tuned by pore radius and wall hydrophobicity. The phenomenon is predicted to be highly cooperative and to occur abruptly in a narrow range of values of the radius or hydrophobicity (in agreement with our Figures 6C,D). Roth et al. (2008) arrive as far as to say that all ion channels use hydrophobic gating, the only difference regarding the details of the conformational change adopted to tune radius and hydrophobicity of the pore. This statement probably over-estimates the diffusion of hydrophobic gating. However, hydrophobic gating, originally discovered in simple model nanopores (Beckstein and Sansom, 2003), has recently been identified in an increasing number of biological ion channels (see Aryal et al. (2015) and references therein) including bacterial mechanosensitive channels, ligand-gated ion channels of the Cys-loop family (including the nicotinic acetylcholine receptor, GLIC, and 5-HT3 receptor), and even members of the superfamily of tetrameric P-loop cation channels.
The functional assignment of the P288L mutant (PDB: 6AKI) is just as controversial. The dOrai P288L mutant is the equivalent of the P245L gain of function mutant (Nesin et al., 2014) of hOrai1 that causes tubular myopathy and congenital miosis. Moreover, when Liu et al. (2019) performed patch clamp measurements on HEK cells transfected with the P288L mutant, they recorded an inward-rectified Ca2+ current that in the absence of calcium was replaced by a current of monovalent cations. However, Hou et al. (2020) were unable to detect ion permeation through purified P288L Orai in liposomes. Hou et al. (2020) also observed that the narrow pore radius profile of P288L made this structure similar to the non-conductive unlatched-close conformation discovered by their group. Another piece of evidence is represented by the scanning mutagenesis study by Yeung et al. (2018). This study revealed that P245C, along with many other mutants of Orai1, displays a basal level of constitutive activation that can be enhanced by STIM1 interaction. Indeed, the STIM1-induced increase of current shows an inverse relationship with constitutive activity. These results suggest that open mutants are not maximally active but rather adopt one or more states that can be further activated by STIM1. This scenario is consistent with our equilibrium simulations where 6AKI structure is conformationally unstable undergoing a spontaneous bending of TM4 helices and the disruption of a bubble initially present in the hydrophobic region. We thus suggest this structure represents an intermediate in the gating process rather than the open state conformation. The P288L structure resolved by Liu et al. (2019) is thus likely to represent one of the metastable states postulated by Yeung et al. (2018) whose activity can be enhanced by STIM1.
CRAC gating mechanism is a highly controversial issue. In a seminal work Yamashita et al. (2017), on the grounds of Cd2+ accessibility experiments on cysteine mutants of pore wall residues, proposed a mechanism based on a modest counter-clockwise rotation of pore helices aimed at displacing from the pore lumen the bulky side-chains of hydrophobic residues. This model was also supported by equilibrium MD simulations (Yamashita et al., 2017) of wild type and mutant channels revealing frequent spontaneous conformational fluctuations involving rotation of the pore helix relative to the crystallographic structure. The rotation of F99 was also observed in MD simulations performed by Bulla et al. (2019) on the H134C constitutively open mutant. The rotation of pore helices, however, was not observed in a number of subsequent computational and experimental works. Frischauf et al. (2019) in a molecular dynamics simulation study of a homology model of human CRAC channel did not observe any rotation of pore helices. Neither was any rotation observed in the crystal structure of the putatively open mutant P288L (Liu et al., 2019). Recently the crystal structure of another constitutively open mutant, H206A, has been resolved (Hou et al., 2018). The resolution (6.7 Å) however, was so low that side chains were not visible making it impossible to ascertain a possible rotation. When the structure was resolved again (Hou et al., 2020) at 3.3 Å resolution through cryo-electron microscopy, rotation was not observed and the data suggested a simple dilation of pore helices. However, it must be noted that, in order to increase the resolution of the cryo-EM structure, the mass of CRAC channel was increased through formation of a complex with the Fab fragment of a monoclonal antibody. The binding site of the antibody is the extra-cellular loop connecting helices TM2 and TM3 and the close proximity of the docking point with the pore helices might prevent their rotation. Even if Hou et al. (2020) showed that acute application of the antibody does not alter Ca2+ influx, the short incubation time of the antibody-channel mixture may have led to a strained conformation limiting the mobility of pore helices.
Our Targeted Molecular Dynamics simulations showed a rotation of pore helices occurring as a twisting, rather than a rigid body rotation. Interestingly, the rotation angle plot exhibited a change in slope matching the time of formation or disruption of the bubble in the hydrophobic region. The rotation of the hydrophobic region however, induced a change of the Solvent Accessible Area that opposed rather than favouring the formation of the bubble. Further analysis revealed that helix rotation might play a role in the change of pore radius even if helix displacement is also important. In other words our work suggests that the purpose of pore helix rotation is not to create a thermodynamically favourable environment for bubble formation or disruption but it contributes to change the pore radius complementing the effect of helix displacement.
A fascinating feature of CRAC channel is the recently proposed (Zhou et al., 2019; Yeung et al., 2020) allosteric nature of its activation mechanism. The activator protein STIM1 is known to bind to the TM4-ext helices, the outermost ring of helices. This event then induces opening of the pore that is lined by helices TM1, the innermost ring of helices. The coupling between these two events occurring far away in space implies the propagation of a conformational wave.
The allosteric nature of CRAC gating is also suggested by a recent work of Bulla et al. (2019) on a homology model of human CRAC channel. In particular, it was shown that the tubular myopathy related mutation T184M, on helix TM3, favours channel opening but is strictly dependent on STIM1. The mutation thus, does not lock the pore in a permanently open state but favours the propagation of the conformational change triggered by STIM1 docking. This finding is consistent with our results. Indeed, residue T184 in human CRAC corresponds to residue L256 in the Drosophila variant and our contact analysis revealed that the neighbouring residue G255 is involved in the breakdown or formation of contacts with the critical H206 residue in the final stage of the process. In order to shed light on this mechanism, we systematically applied this approach and we thus determined the sequence of contact breakdown and formation during the C → O and O → C transitions. We discovered that in the opening process contact breakdown starts at the coiled-coil between TM4-ext helices (where STIM1 is expected to bind) and proceeds to the extracellular side across the TM3-TM4b interface. The breakdown wave then further proceeds to the inner helices. What is more interesting, both in the opening and closing processes, the final stage involves formation and breakdown of contacts of H206 suggesting that the whole mechanism might be finalized to this event. The importance of H206 is well documented in the literature (Yeung et al., 2018). Its mutations to smaller and/or hydrophylic residues (like Ala, Cys, Ser, Thr) generate Ca2+ selective, constitutively open mutants.
The analysis of our TMD simulations reveals that, in the opening process, the extension of helix TM4 causes a massive breakdown of contacts in the TM3-TM4b interface that leads to the separation of the two helices. In particular, helix TM4b moves aside clearing the space behind TM3 that can move back. This event, in turn, clears the space behind the lower part of helix TM1 that also moves back, increasing the radius of the basic region and drawing water from the bulk. In this last stage, a number of TM1-TM3 contacts are established. The transduction pathway TM4b → TM3 → TM1 (basic region) was also predicted by Liu et al. (2019) based on the analysis of the structure of mutant P288L. The existence of this pathway was validated in patch-clamp and Ca2+ flow measurements of a series of mutants (Liu et al., 2019). For instance, the mutation of residues L153, S154, and K157 that are involved in the TM1-TM3 interactions, significantly reduced the extracellular Ca2+ influx.
The rearrangement of helices TM1, TM2, and TM3 determines in our opening TMD simulations an increase of the inter-helical distances TM1-TM2, TM1-TM3, and TM2-TM3. This results in a decrease of the atomic density around H206 whose side chain leans into the space delimited by the three helices. As soon as the atomic density around H206 is sufficiently low the side chain of H206 swings from a position in hydrophobic contact with L168 to a new position where it forms a hydrophobic contact with A166. It is important to note that the rearrangement of H206 creates a free space behind the hydrophobic region of helix TM1.
The functional role of H206 is object of debate in the literature. According to Frischauf et al. (2019) H206 plays its role by hydrogen bonding S165 and S169 on helix TM1 so as to stabilize the closed state. These bonds, however, can only be found in less than 5% of the frames of our simulations. In an alternative model proposed by Yeung et al. (2018), H206 is hydrogen bonded with the backbone carbonyl of L202, in agreement with our TMD simulations. Moreover, in a series of mutagenesis experiments, Yeung et al. (2018) showed that the ability of the residue in position 206 to stabilize the closed state does not depend on its hydrogen-bonding ability but rather on the side chain volume. In other words H206 would act as a steric brake pushing against helix TM1 and preventing its backward movement. In agreement with this model we speculate that the void space created by the flipping of H206 observed in our TMD simulations would allow the backward motion of the hydrophobic region of TM1. According to the themodynamic theory by Roth et al. (2008) even a small increase in the pore radius could then be sufficient to break the bubble and open the pore.
Even if in our O → C simulation the displacement of H206 takes place just before the formation of the bubble, in the C → O simulation the H206 swing occurs at time t ∼95 ns, after the bubble has already been destroyed. Moreover in neither simulation do we observe any change in the radius of the hydrophobic region after the H206 swing. This pattern however, may be due to an insufficiently long Targeted MD simulation or to the limitations of the TMD algorithm. A more accurate (albeit more computationally expensive) enhanced sampling approach like Transition Path Sampling (Bolhuis et al., 2002) might have reproduced a behaviour consistent with the steric brake model.
The mechanism of conformational transition from the closed to the open state emerging from our simulations, sheds some light on the elusive role of the unlatched-closed conformations. These structures (PDB: 6BBG and 6BBH), featuring extended TM4 helices and a pore domain (TM1-TM4a) indistinguishable from that of the closed state (PDB: 4HKR) within the limits of the diffraction data (Hou et al., 2018), suggest that the unlatching of TM4 helices does not automatically lead to pore opening. Indeed, Hou et al. (2018) suggested that unlatching is a necessary but not sufficient condition for pore opening. This result significantly complicates the formulation of a convincing transition mechanism, but the problem may be solved by adopting a dynamic rather than a static view. Hou et al. (2018) put forward the idea that the unlatched-closed conformations may represent intermediates in the path from the closed to the open state. These authors suggested that, even in the closed state, a chemical equilibrium should exist between the bent and extended conformations of helix TM4. The interaction with the STIM1 activator would then shift the equilibrium to the extended state generating an unlatched-open conformation. The propagation of the conformational change to the inner rings of helices would then complete the transition to the closed state. The results of our equilibrium simulation of 6AKI perfectly fit within this scenario. As already discussed, 6AKI features extended TM4 helices and a pore radius profile similar to that of the closed state. The structure of 6AKI is therefore very similar to that of the unlatched-closed conformations resolved by Hou et al. (2018). The spontaneous bending of TM4 helices observed in our equilibrium simulations highlights the conformational instability of 6AKI supporting the idea that this structure, as conjectured for unlatched-closed conformations, is an intermediate, presumably very close to the quiescent state along the gating pathway. Our TMD simulations, on the other hand, highlight a sequence of events that causally link the unlatching of helix TM4 with the dissolution of the bubble via the backward motion of helices TM3 and TM1, the distancing of helices TM1, TM2, and TM3, the swinging of the side-chain of H206 and the increase of pore radius in the hydrophobic region. In short sum, our work confirms with dynamical data of MD simulations the sequence of channel activation proposed by Hou et al. (2018) on the grounds of static crystallographic pictures.
As already discussed, our work has been performed using as a closed state the X-ray structure of mutant H206A resolved by Hou et al at 6.7 Å resolution. Recently however, a new high-resolution (3.2 Å) cryo-EM structure of mutant H206A has been published (Hou et al., 2020). This suggests the opportunity to discuss the relevance of our results in view of the new structural data. The main merit of the new structure is that it resolves the side-chains of pore-lining residues and its comparison to the closed structure (PDB: 4HKR) shows that the gating mechanism of Orai does not involve rotation of pore helices but just their translation. Our analysis of pore helix rotation was performed using a methodology that does not require knowledge of the exact position of side-chains in the experimental structures. In fact, we defined rotation angles only based on the position of α-Carbons. The modest main-chain RMSD (1.5 Å) between the new 7KR5 structure and the 6BBF structure employed in our study suggests that our Cα-based methodology should be appropriate. Moreover, our TMD simulations were not started from the experimental structures, but from structures equilibrated for 100 ns where the position of pore helix side-chains is allowed to vary with respect to the initial crystallographic conformations. Our simulations did reveal pore helix rotation that, however, only provides a small contribution to the variation of the pore radius; this quantity mainly depends on helix displacement, in agreement with the cryo-EM structure 7KR5. It is possible that an alternative definition of the rotation angles, more dependent on the orientation of side-chains, would have led to smaller or even negligible rotation angles. However, it is also possible that the presence of antibody Fab fragments complexed with CRAC channel at the level of the TM1-TM2 loop (Hou et al., 2020), may have put helix TM1 under strain preventing its ability to rotate. Further studies will be needed to solve this problem.
Another important issue is related to the hydrophobic gating mechanism. Using an hydrophobic constriction with length similar to that of the hydrophobic region of CRAC channel, Aryal et al. (2015) observed a dewetting transition when the diameter of the construct falls below a cutoff of approximately 9 Å. When discussing the features of the 7KR5 structure, Hou et al. (2020) highlighted the fact that the diameter of CRAC hydrophobic region is 5–6 Å in the closed state (PDB: 4HKR) and 9–10 Å in the open state (PDB: 7KR5) and on this ground they predicted a hydrophobic gating mechanism. The fact that our TMD simulations showed formation and destruction of a bubble in the hydrophobic region, shows that our simulations based on the lower-resolution (6.7 Å) 6BBF H206A structure are also compatible with the higher resolution 7KR5 structure.
In short sum, our work, judiciously combining equilibrium and enhanced sampling MD simulations, highlighted the hydrophobic gating mechanism of CRAC channel and traced the allosteric coupling between the TM4 helices where the effector STIM1 binds, and the pore helices where the bubble forms and breaks. Many aspects of this mechanism require further investigation. The events following the H206 flip will have to be identified through longer or more accurate enhanced sampling simulations. Moreover, the role of a basic region in a cation channel will have to be clarified and the interplay between the electrostatic and hydrophobic gates accurately analyzed. These efforts will not only aid in the treatment of the diseases caused by mutations of this channel, but will also deepen our general understanding of hydrophobically-gated ion channels.
4 MATERIALS AND METHODS
4.1 Set-Up of the Systems
The conformation of the closed state of CRAC channel was taken from the Protein Data Bank (PDB ID: 4HKR) and the missing loops 181–190 and 220–235 were modelled with the MODELLER 9.21 software (Sali and Blundell, 1993). This structure contains mutations C224S, C283T introduced to prevent non specific disulfide formation and P276R, P277R (in the hypervariable TM3-TM4 loop) introduced to produce well ordered crystals (Hou et al., 2012). In order to better compare our computational results with the experimental data in the literature, these mutations were retained. The structures of the constitutively open mutants H206A and P288L were also taken from the Protein Data Bank (PDB ID: 6BBF and 6AKI respectively). In order to prepare the systems for Targeted Molecular Dynamics simulations (Schlitter et al., 1994) that require the same number of atoms in the initial and final conformations, short N-terminal and C-terminal extensions have been added to both 6BBF (residues 144–147 and 328–334) and 6AKI (residues 144–149 and 331–334) to match the sequence length of 4HKR, using the MODELLER software (Sali and Blundell, 1993). The structures of 6BBF and 6AKI have been back-mutated to the wild type sequence (mutation A206H in 6BBF and L288P in 6AKI). In order to match the sequence of 4HKR mutations P276R and P277R have also been introduced. Protonation states have been assigned using the WHATIF server (Vriend, 1990). A number of open issues pertaining to the experimental structures of the closed state (PDB: 4HKR) and the putatively open states (PDB: 6BBF, 6AKI) is discussed in Supplementary Material section Open issues on CRAC experimental structures. The three channels were embedded in a lipid bilayer comprising 533 molecules of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and solvated by 62,927 water molecules using the CHARMM Membrane Builder (Wu et al., 2014). We added 184 sodium ions and 172 chloride ions so as to neutralize the charge of the channel and reach a final concentration (NaCl) = 0.15 M. Overall, the system comprised 279,195 atoms and the simulation box had dimensions 145 × 145 × 130 Å.
4.2 Equilibrium MD Simulations
All simulations were performed with the NAMD 2.11b2 suite of programs (Phillips et al., 2005) using the ff15ipq force field (Debiec et al., 2016) for the protein, the Lipid17 force-field (Dickson et al., 2014) for the phospholipids and the SPC/E water model (Takemura and Kitao, 2012).
The three systems first underwent 10,000 steps of conjugate gradient minimization. During equilibration harmonic restraints were applied to nonhydrogen atoms of the protein backbone and side-chains as well as to the phospholipid heads. A harmonic restraint was also applied to the dihedral angle formed by carbons 8–11 of oleoyl acid and to the improper dihedral C1-C3-C2-O2 involving the three carbons of the glycerol unit and the hydroxyl oxygen linked to its central carbon. The equilibration was organized in 12 stages whereby the constraints were gradually released. The values of the force constants used in the 12 stages can be found in Supplementary Table S1.
The production run, following the restrained equilibration, was carried out in the isothermal isobaric ensemble for 100 ns. Pressure was kept at 1 atm by the Nosé-Hoover Langevin piston method, and the temperature was kept at 300 K by coupling to a Langevin thermostat with a damping coefficient of 1 ps−1. Long-range electrostatic interactions were evaluated with the smooth particle mesh Ewald algorithm. For the short-range nonbonded interactions, we used a cutoff of 12 Å with a switching function at 10.0 Å. The integration time step was 2 fs, and the bonds between hydrogen and heavy atoms were fixed to eliminate the most rapid oscillatory motions.
Pore radius profiles have been computed using the HOLE program (Smart et al., 1996). The Potential of Mean Force (PMF) of water and ions as a function of the axial position and of the distance from the pore axis was computed using equation (Im and Roux, 2002): PMF(z, r) = − kBT log(ρ(z, r)/ρbulk) where kB is Boltzmann constant, T is the absolute temperature, ρbulk is the water or ion density in the bulk and ρ(z, r) is the density in position (z, r). In order to avoid a divergence of the PMF in ranges of z devoid of samples, we arbitrarily assign to these bins the maximal value of the free energy of the profile, i.e. the value of the free energy corresponding to the bin with the smallest non-zero water density. The assignment of this constant value to all the bins devoid of samples leads to the emergence of an artificially flat region near the maximum of the PMF as can be observed, e.g,. in Figure 3C; for this region the physical expectation is to find water molecules in the gas state. The electrostatic potential inside the pore has been computed using the PMEPot plugin (Aksimentiev and Schulten, 2005) of VMD as detailed in the Supplementary Methods section of the Supplementary Information. This section also provides information on our protocols to compute rotation angles, solvent accessible area and hydrophobicity profile.
4.3 Targeted MD Simulations
Targeted Molecular Dynamics (TMD) (Schlitter et al., 1994) is an enhanced sampling technique used to drive a system between given end states. The algorithm applies a harmonic biasing potential to the RMSD between the current conformation and the target conformation:
[image: image]
where k is the force constant, N is the number of atoms where the biasing force will be applied and ρ(t) is the target RMSD that during the simulation is linearly decreased from the RMSD between initial and final structure to zero. In our case the system was steered from the final frame of the equilibrium simulation of the closed state (PDB: 4HKR) to the final frame of the equilibrium simulation of the open state (PDB: 6BBF) and vice versa. We applied a biasing force constant of 100,000 kcal/mol/Å2 and we chose a simulation lenght of 100 ns for the C → O transition and 500 ns for the O → C transition. Since the initial distance between closed and open state is 13.94 Å, this choice ensured a sufficiently slow transition with a variation of the RMSD of ∼0.14 Å/ns in the C → O and of ∼0.03 Å/ns in the O → C transition. This extremely slow protocol should allow the relaxation of the degrees of freedom that were not biased during the simulation. The good superposition between the time-evolutions of the current and target RMSD (Supplementary Figure S13) is an indication that the TMD was run slowly enough to allow the system to follow the target RMSD schedule. Finally, in order to avoid unfolding events an harmonic constraint was applied on the α-helical content of TM4-ext helices (force constant 50,000 kcal/mol/Å2).
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The KCNA2 gene encodes the Kv1.2 channel, a mammalian Shaker-like voltage-gated K+ channel, whose defections are linked to neuronal deficiency and childhood epilepsy. Despite the important role in the kinetic behavior of the channel, the inactivation remained hereby elusive. Here, we studied the Kv1.2 inactivation via a combined simulation/network theoretical approach that revealed two distinct pathways coupling the Voltage Sensor Domain and the Pore Domain to the Selectivity Filter. Additionally, we mutated some residues implicated in these paths and we explained microscopically their function in the inactivation mechanism by computing a contact map. Interestingly, some pathological residues shown to impair the inactivation lay on the paths. In summary, the presented results suggest two pathways as the possible molecular basis of the inactivation mechanism in the Kv1.2 channel. These pathways are consistent with earlier mutational studies and known mutations involved in neuronal channelopathies.
Keywords: Shaker, Kv1.2, C-type inactivation, molecular dynamics, network analysis
1 INTRODUCTION
The KCNA2 gene encodes the Kv1.2 channel, a mammalian voltage-gated K+ channel featuring up to 80% homology with the Drosophila Shaker channel (Suárez-Delgado et al., 2020). It is widely expressed in mammals by visceral smooth muscle cells (Wang et al., 1994) and neurons of the central and peripheral nervous system (Niday and Tzingounis, 2018). Its defections/malfunction are linked to neuronal deficiency inducing encephalopathies, ataxia, cerebellar atrophy (Morrison-Levy et al., 2020), and especially childhood epilepsy (Masnada et al., 2017).
Initially, this channel was studied using the structure solved by MacKinnon and colleagues of a modified rat Kv1.2 channel where the voltage sensor paddle, encompassing the S3 and S4 helices, was replaced by the voltage sensor paddle from the rat Kv2.1 channel, the so-called “paddle-chimera channel” (Long et al., 2007). Then, the structure of the Kv1.2 channel was experimentally solved (Chen et al., 2010), revealing that it is characterized by four identical subunits made of six trans-membrane alpha helices each. There are three functional domains: the T1 domain at the amino-terminus, the Voltage Sensor Domain (VSD) that encompasses helices S1 to helix L45 and is sensitive to the membrane potential variation triggering the channel to open, and the Pore Domain (PD) delimited by the S5 and S6 alpha helices with the P-Loop and the Selectivity Filter (SF) (Figure 1A).
[image: Figure 1]FIGURE 1 | Side view of the Kv1.2 channel. The single subunit (A) is colored by domain: in gray, the T1 domain at the N-term; in blue, the Voltage Sensor Domain (VSD) ranging from helix S1 to loop L45, including the positively charged helix S4; in red, the Pore Domain (PD), composed of helix S5, P-Loop, Selectivity Filter, and helix S6. The whole protein (B) is colored by subunit: the first subunit in blue, the second in red, the third in gray, and the fourth in green. Note that the color code has a different meaning in the two sub-figures.
Based on the protein architecture, the Kv1.2 channel is classified as a domain-swapped channel where the peripheral VSDs interact with the PDs of the neighboring subunit (dashed circles in Figure 1B). These channels are characterized by a long helical S4–S5 linker (also referred to as L45) that acts as a mechanical lever pushing onto helix S6 of the neighboring subunit and straightening it to close the pore. These are the main features of the domain-swapped channels canonical activation/deactivation mechanism. On the other hand, in non-domain-swapped channels, the linker L45 is non helical and so short that it is unlikely to exert a force on S6 (Barros et al., 2019).
In most K+ channels, the ion permeation is regulated by conformational changes occurring at least at opposite sites of the PD: the bending of the S6 alpha helices (at the bottom of S6) causes the inner gate to close, determining the transition from the Open (O) to the Closed (C) state of the channel (Liu et al., 1997; Doyle et al., 1998; del Camino and Yellen, 2001; Long et al., 2005; Jensen et al., 2012). On the other hand, structural rearrangement of the SF that forms the outer gate is the cause of the transition from the O to the Inactivated (I) state, a slow process defined as C-type inactivation (Hoshi et al., 1991; Baukrowitz and Yellen, 1995; Ader et al., 2009). The I state plays a key role in the kinetic behavior of the channels because it is reached immediately after the inner gate opening and, likewise, it allows the channel to close leading the conformation of the inner gate towards the closed state (Monod et al., 1965; Cuello et al., 2010). Despite its central role in channel function, the molecular determinants of the inactivation remained quite elusive.
The transitions O → I and I → C and vice versa are regulated by the membrane potential variation, implying a functional connectivity between the VSD and the SF (Olcese et al., 1997; Loots and Isacoff, 1998). Previous computational studies on Shaker activation/deactivation revealed the existence of an alternative pathway that connected the VSD to the PD excluding the long loop L45 (Fernandez-Marino et al., 2018). Successively, experimental evidences supported the idea of a non-canonical activation/deactivation mechanism in the VSD-PD coupling that involved the S4\S5 and S5\P-Loop interfaces (Carvalho-de Souza and Bezanilla, 2019). Moreover, a very similar non-canonical pathway involving the S1 and S5 helices was identified in hERG, a non-domain-swapped channel, where it contributed to the pore opening (Costa et al., 2021). Finally, Bezanilla and coworkers showed that this alternative pathway operates independent of the canonical coupling endowing the voltage dependence to the SF, suggesting a key role in the inactivation mechanism (Bassetto et al., 2021). In order to characterize the dynamic coupling between VSD and SF in Kv1.2 inactivation, in this work, we studied the motion propagation between these two regions analyzing equilibrium fluctuations of the open state. The rationale of this strategy is that the open state immediately precedes the inactivated state in the functional cycle of Kv1.2 with small conformational differences between the two states (Panyi and Deutsch, 2006); in particular, we used the SF as the final endpoint of our search, which is responsible for C-type inactivation (see below).
Based on the KcsA studies about the influence of the inner pore gate on the conformation of the outer pore gate (Cuello et al., 2010), it has been demonstrated that, in Shaker, the residue I470 at the bottom of S6 helix plays a critical role in the C-type inactivation: when the pore opens, this residue modifies its side-chain orientation and physically makes contact with the SF, inducing a constriction capable of stopping the ion flow (Peters et al., 2013). These experimental evidences support the idea of a different coupling mechanism implicated in the C-type inactivation driven by the modifications of the S6 helices after the channel opening and not by a direct coupling with the VSD. Then, it has been shown that the C-type inactivation in hERG, a non-domain-swapped channel, depends on residue F627 of the SF that blocks rapidly the ion flux (Li et al., 2015); similarly, Shaker-like K+ domain-swapped channels are characterized by this type of inactivation (Hoshi et al., 1991; Baukrowitz and Yellen, 1995; Ader et al., 2009). It is notable that this inactivation mechanism completely occurs within the PD so that a mechanism occurring in a non-domain-swapped channel like hERG may also apply to domain-swapped channels of the Shaker family. After the sequence alignment between hERG and Kv1.2 (shown in Supplementary Figure S2), it is evident that in the SF of Kv1.2, only Y377 has a side-chain characterized by a steric hindrance similar to that of the phenylalanine on hERG, which suggests that Y377 may have a similar role to F627 in hERG. For this reason, in addition to VSD-SF couplings, we studied in detail the pathways connecting the PD to the side-chain re-orientation of Y377 that was chosen to be the key residue of the sink region on the SF for the network analysis (for more details, see Methods).
The C-type inactivation in the Kv1.2 channel seemingly originates in VSD-SF and PD-SF couplings. Thus, characterizing microscopically this transition amounts to study how conformational changes of the S4 sensor helix and the pore-delimiting S6 helix propagate to the SF. Considering the long-range conformational re-arrangements of the channels occurring during the transitions from one functional state to another, ion channels can be classified as allosteric molecules (Changeux et al., 1984). A promising approach to study allosteric proteins examines how the fluctuations of residue pairs correlate over the course of an equilibrium simulation to reconstruct the propagation of motion across the protein network (Elbahnsi and Delemotte, 2021). This approach was successfully employed to study the long-range communication path in the E2 enzymes (Papaleo et al., 2012) and in the tRNA synthetase (Ghosh and Vishveshwara, 2007). It has recently been applied also to ion channels, in particular to the Kv1.2–2.1 chimera (Fernandez-Marino et al., 2018) and hERG (Costa et al., 2021) to clarify how motion propagation determines their activation and deactivation. Here, we applied this network theoretical approach to clarify the molecular determinants of inactivation in the Kv1.2 channel.
2 METHODS
The initial configuration of Kv1.2 was taken from the experimentally solved open structure (PDB ID 3LUT) (Chen et al., 2010). Using the CHARMM membrane builder (Jo et al., 2008, 2009), it was embedded in bilayers of 880 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine lipids with 65,408 TIP3P water molecules and 0.15 M of KCl to form a simulation box of ca. 150 × 150 × 175 Å totaling 259,933 atoms. The APBS server (Baker et al., 2001) was used to analyze the protonation states of residues: all aspartates and glutamates were ionized; H271, H378, and H486 were predicted to be in the δ protonation state; H264 was assigned to the ϵ protonation state. Then, the channel was equilibrated in the NPT ensemble for 100 ns. Mutants were produced from the pre-equilibrated wild-type system. At first, they were equilibrated for 6.5 ns in the NPT ensemble applying a time-varying harmonic restraint on each mutated residue and on its neighbors within a cutoff distance of 5.0 Å. The force constant, initially set to 10 kcal/mol/Å, was decreased by 2 units every 0.5 ns of this simulation and then they were equilibrated for 50 ns in the NPT ensemble. All simulations were run with NAMD (Phillips et al., 2005) using the ff14SB force field for the protein (Maier et al., 2015) and the Lipid17 force field for the lipids (Dickson et al., 2014). Pressure was kept at 1.01325 Bar by the Nosé-Hoover Langevin piston method (Martyna et al., 1994; Feller et al., 1995) and the temperature was maintained at 303.15 K by a Langevin thermostat with damping coefficient of 1 ps−1. Long-range electrostatic interactions were evaluated with the smooth Particle Mesh Ewald algorithm with a grid space of 1 Å. For short-range non-bonded interactions, a cutoff of 12 Å with a switching function at 10.0 Å was used. The integration time step was 2 fs.
The contact map analysis was carried out computing for each couple of residues the probability to be in contact during the equilibrium simulations. Precisely, two residues were considered to be in contact when a pair of heavy atoms of the side chains was closer than 5.0 Å for at least 75% of the trajectory.
For the network analysis, the protein was represented as a graph (Bondy and Murty, 1976) where nodes correspond to residues and edges to interactions between pairs. Edge weights were calculated using: [image: image] where Corrij is the correlation coefficient, that is, the normalized covariance of Cα positions:
[image: image]
where [image: image] and [image: image] are the position vectors of the i and j residues and Corrij assumes values in the interval [−1, 1]. Spheres of radius 6 Å were centered on two key residues on S4 and S6 helices and on SF of the neighboring subunit to identify all residues inside them for at least 75% of the trajectory defining the source and sink regions. Shortest pathways were computed using Dijkstra’s algorithm (Dijkstra et al., 1959). The betweenness of each residue was computed with Brandes algorithm (Brandes, 2001) as implemented in the NetworkX library (Hagberg et al., 2008). For more details, see Supporting Methods.
3 RESULTS
3.1 Network Analysis: The Inactivation Pathways
Using the network-theoretical approach (see Methods), we identified two different families of pathways for the motion propagation (Figure 2) joining the VSD and SF and the PD and the SF, respectively. In the first case, the motion from the top of helix S4 went down and jumped onto helix S5 of the neighboring subunit at the level of the residues V301 and S344; at the same time, from the bottom of helix S4, it went up and passed to helix S5 of the neighboring subunit with I304 and L341. Then, through the P-Loop it reached the SF (red arrows in Figure 2A) where the motion of Y377 could affect the dynamics of its counterpart Y377 on the SF of the subunit where the pathway was originated. The VSD-SF path length averaged for the four subunits was ca. 1. This value is expressed by the sum of the arc lengths (weights) dij that are traversed along a path of minimal length connecting residues i and j. Arc weights are computed according to equation [image: image] where Corrij is the correlation coefficient that measured how efficiently the information was transferred from one residue to the other (see Methods). Considering the logarithmic nature of this metric, the length value is a pure number, which is zero only for perfect correlation. Values in the range 0 < dij < 2 typically mean that there is a high correlation of the motion of each pair of residues on the path. In the same way, we saw a direct connection between the inner and the outer pore gates (PD-SF coupling) involving the residues I402 and T373 of the same subunit with an average path length of ca. 1.10 (blue arrows in Figure 2A).
[image: Figure 2]FIGURE 2 | Inactivation pathways of the wild-type Kv1.2 channel. (A) Arrows describe the preferred routes of motion propagation: red arrows refer to S4 → S5 → P-Loop → SF route; blue arrows refer to the S6 → SF route. (B) Side and top-down views of residues implicated in the paths at the interfaces S4\S5, S5\P-Loop, P-Loop\SF and S6\SF.
The centrality index (CI) and the betweenness (B) of each residue implicated in the paths are shown in Table 1: high values correspond to residues that act as hubs in the communication pathways and thus are expected to play a key role in the motion propagation.
TABLE 1 | Centrality index (CI) and betweenness of each residue implicated in the paths. Legend Betweenness (B): low 0 < B ≤ 1; medium: 1 < B ≤ 4; high: 4 < B ≤ Bmax. Residues whose mutations are implied in epileptic encephalopathy are shown in bold.
[image: Table 1]3.2 Contact Map Analysis
The microscopic characterization of the inactivation pathways was done computing a contact map that highlighted all the conserved interactions formed between residues of the same or the neighboring subunits. Figure 3 represents the contact map of the whole protein and of a single subunit where black dots are the formed interactions between residues for at least 75% of the equilibrium trajectory. The contact pattern shown in the whole protein map confirmed the presence of interactions between helices S4 and helices S5 of the neighboring subunit (red box in Figure 3A). Besides, the contacts formed between helices S5 and the P-Loop and helices S6 and the SF of the same subunit (blue box in Figure 3B) supported the second part of the paths that we identified in Figure 2A.
[image: Figure 3]FIGURE 3 | Contact maps of the whole protein (A) and of the single subunit (B). Black dots represent the formed interactions. In the single subunit map, the black dots are the interactions formed at least 75% of the trajectory in 3/4 subunits.
3.3 Mutants
The network approach allowed to identify two routes of the motion propagation as the molecular basis of a VSD-SF and PD-SF coupling mechanisms. The residues that connect the interfaces S4\S5, S5\P-Loop, P-Loop\SF, and S6\SF are strongly coupled in the equilibrium dynamics of the open state. Since they lie on paths that reached the SF excluding the L45 known to be involved in the activation/deactivation of the channel (Barros et al., 2019), it can be hypothesized that they are involved in the channel inactivation. Many of them have been already demonstrated to influence the Shaker or Kv1.2 inactivation if mutated including L361R, L366H, and W366F (Perozo et al., 1993; Yang et al., 2007; Cuello et al., 2010; Cordero-Morales et al., 2011; Bassetto et al., 2021) but a microscopic interpretation of the effects of the mutation is still elusive. Moreover, it was hypothesized that the VSD-SF coupling depends on the volume of the residues that lay along the inactivation pathway (Bassetto et al., 2021). For this reason, in order to describe the microscopic role of each residue implicated in the paths, we applied the same network-theoretical approach to mutated channels and then we computed a contact map to identify the effects of the mutations on the contact formation. In some cases, we reproduced computationally experimental mutants whose effect on the inactivation was already characterized in Shaker channels, e.g., L361R, L366H, W434F. In order to further characterize the role of key residues lying along the pathways coupling the VSD and the PD to the SF and for which an experiment was not available, we produced a computational model of Kv1.2 with non-conservative mutations obtained by replacing individual residues by an alanine. All the mutated residues on the sequence of Shaker and Kv1.2 channels are shown in Supplementary Figure S1 and the corresponding paths lengths are shown in Table 2.
TABLE 2 | Comparison of the average path length between WT and mutants.
[image: Table 2]At first we focused on the VSD-SF coupling path, starting from residues of the voltage sensor helix S4: L293R, L298H, V301A, I304A. In all cases the coupling paths for the inactivation were qualitatively similar to the wild type but with a different path length. The greatest effects were observed mutating L293 on the top of S4 helix, with the average path length reaching values of ca. 10 in the L293R mutant. It probably depended on the introduction of a new positively charged amino acid that influenced the sensitivity to the membrane potential variation. Considering the logarithmic nature of this metric, a difference of two units in the path length corresponds to a difference of one order of magnitude in terms of correlation, meaning that the pathway is effectively hindered in the mutant. These results are in agreement with the experiments on Shaker where L361R channels activated and inactivated at much more hyperpolarized membrane potentials, implying that the inactivation was not preserved (Yang et al., 2007).
In the L298H channel the VSD-SF coupling was extremely weak. The contact map analysis revealed the formation of new contacts between helix S4 and helices S1 and S2 (Figure 4). More precisely, in the mutant, the new histidine maintained the hydrophobic interaction with F348 on helix S5 but its larger steric clash induced a displacement of helix S4 by 3 Å towards helices S1 and S2. We hypothesize that the rearrangements of helix S4 is at the origin of the modification of the inactivation pathways. These computational evidences seem to be in agreement with the experimental Shaker double mutant L366H:W434F where the currents show a decay under sustained voltage-clamp depolarization reminiscent of C-type inactivation, suggesting this process has not been eliminated but rather mitigated. Indeed, L366H relieves the W434F effect of the inactivation increased speed, converting a non-conductive channel in a conductive one (Bassetto et al., 2021).
[image: Figure 4]FIGURE 4 | Conserved interactions formed between helix S4 and helices S1, S2, S3, and S5 of the same or neighboring subunits in the wild-type (A) and in the mutated L298H channel (B).
In the I304A channel the efficiency of the information transfer from VSD to SF became weaker than the wild type. The missing hydrophobic interaction between A304 and L341 on helix S5 is probably the main cause of the loss of inactivation. Interestingly, we identified a new route that from helix S4 reached helix S5 jumping onto helix S1 of the same subunit at the level of R300-F180 contact but this path had a length greater of ca. 3 (see Table 2). Consequently, in I304A channel the inactivation seems to be delayed or completely abolished.
For both V301A and S344A mutants we saw a path qualitatively and quantitatively (length ca. 1) similar to the wild type, meaning that the inactivation would not be affected by the alanine substitutions. Indeed, the contact map analysis revealed that the hydrophobic interactions at the S4\S5 interface were preserved. These results agree with the thesis that the VSD-SF coupling depends on the volume of the residues involved in the inactivation pathway (Bassetto et al., 2021).
Residue F342 on helix S5 plays a central role in the inactivation path connecting the VSD to the SF. Indeed, it is characterized by a very high CI. To further dissect its role in this path, we introduced an alanine substitution in each subunit. The mutated channel F342A had a loss of this coupling mechanism. Interestingly, we saw that the F342–A368 interaction was completely broken by the alanine replacement probably due to the smaller size of the hydrophobic region of the residue.
On the other hand, in the W366F channel, we identified the same VSD-SF path as in the wild type but with a lower average length of ca. 0.60. Here, the efficiency of the information transfer was greater than the wild type, suggesting the presence of an enhanced and faster inactivation in agreement with the experimental results on the Kv1.2 channel (Cordero-Morales et al., 2011) and on the corresponding W434F of Shaker (Perozo et al., 1993). However, the contact map analysis did not reveal new broken or formed interactions.
Finally, we focused on the PD-SF coupling mechanism where we performed the mutations T373A and I402A. In both mutants there was an increase of the path length, meaning that the information transfer was generally less efficient than in the wild type. No interactions were detected between these residues in the contact map analysis, which suggests that the PD-SF coupling breaks. These results are supported by Cuello and coworkers where strong van der Waals interactions were observed between these residues in the pore-helix of the same subunit (Cuello et al., 2010).
It is noteworthy that the mutation of a residue implicated in one of the two pathways that defined the VSD-SF or the PD-SF couplings did not influence the other mechanism. However, the experimental studies showed that mutating a residue along one of the two paths (Perozo et al., 1993; Yang et al., 2007; Cuello et al., 2010; Cordero-Morales et al., 2011; Bassetto et al., 2021) determined the disruption only of that path which is sufficient to impair inactivation. This evidence suggests that the two communication pathways are not inter-changeable and both play a role in the C-type inactivation mechanism.
4 DISCUSSION AND CONCLUSION
In this study, a combined simulations/network theoretical approach was applied to identify dynamical pathways as the possible molecular basis of C-type inactivation in the Kv1.2 channel. This dynamic analysis allowed us to identify two routes of motion propagation that occur during this transition. In particular, our results revealed that the constriction of the SF is coupled to the VSD displacement (i) through helix S5 and the P-Loop and (ii) through a direct connection with the PD.
In the first path, the inactivation starts from helix S4, which is the only part of the channel that responds to changes in the membrane potential. From here, the motion propagates to helix S5 of the neighboring subunit using two bridges in the middle helix, corresponding to residues V301 and I304, respectively. By mutating residues on the top of the helix, we noticed an impairment of inactivation, in agreement with the experimental results obtained in Shaker channels (Yang et al., 2007; Bassetto et al., 2021). It is noteworthy that this pathway encompasses residues L293 and F302, whose mutations into histidine and leucine, respectively, are known to modify the inactivation of Kv1.2 leading to epileptic encephalopathy (Masnada et al., 2017; Pantazis et al., 2020).
Moreover, a second communication pathway was identified coupling the SF to the PD excluding the VSD. In this case, the starting point of the motion propagation is represented by the bending region on helix S6 whose movements, after the channel opening, are transferred to Y377 on the SF through the contact between I402 and T373. Interestingly, residue P405 lays on this path, and it is correlated to slight changes in the inactivation if mutated into a leucine: similar to L293H and F302L, mutation P405L has been shown to induce epilepsy (Syrbe et al., 2015).
Finally, in order to support our computational results, we mutated some residues implicated in the paths whose effects have been demonstrated to modify the inactivation in Shaker channels. The computed changes in the path lengths account for a delayed inactivation in the majority of cases while an acceleration occurs for W366F (see Table 2); these results yield microscopic insights into experimental results (Perozo et al., 1993; Yang et al., 2007; Cuello et al., 2010; Cordero-Morales et al., 2011; Bassetto et al., 2021), in particular on the allosteric mechanism of inactivation.
In summary, our work has unveiled the molecular determinants of C-type inactivation in the Kv1.2 channel through a novel approach combining molecular dynamics simulations and network theoretical techniques. Two pathways were found coupling the VSD and the inner pore gate with the SF providing a tentative explanation of the inactivation mechanism. Interestingly, some pathological mutants shown to impair the inactivation lay on the pathways that we identified, strengthening our computational results.
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With an estimated 1 billion people affected across the globe, influenza is one of the most serious health concerns worldwide. Therapeutic treatments have encompassed a number of key functional viral proteins, mainly focused on the M2 proton channel and neuraminidase. This review highlights the efforts spent in targeting the M2 proton channel, which mediates the proton transport toward the interior of the viral particle as a preliminary step leading to the release of the fusion peptide in hemagglutinin and the fusion of the viral and endosomal membranes. Besides the structural and mechanistic aspects of the M2 proton channel, attention is paid to the challenges posed by the development of efficient small molecule inhibitors and the evolution toward novel ligands and scaffolds motivated by the emergence of resistant strains.
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INTRODUCTION
Influenza A virus is an important pathogen that still causes the death of 290,000–650,000 people in seasonal outbreaks worldwide (Iuliano et al., 2018). It pertains to the Orthomyxoviridae family, which is characterized by the presence of a negative-sense, single-stranded, enveloped ribonucleic acid with a segmented genome (Cheung and Poon, 2007). There are four genera in the Orthomyxoviridae family: Influenza A, Influenza B, Influenza C, and Thogotovirus. Influenza A viruses are found in many different animals, and Influenza B viruses circulate widely only among humans. Influenza A viruses are divided into subtypes based on two proteins on the surface of the virus: hemagglutinin (HA), which is responsible for the receptor binding and membrane fusion, and neuraminidase (NA), which assists the release of the viral progeny (Cheung and Poon, 2007). Up to 18 variants of HA (from type H1 to H18) have been described till now, whereas 11 subtypes have been disclosed for NA. All known subtypes of influenza A viruses have been found among birds, except subtypes H17N10 and H18N11, which have only been found in bats. Only some subtypes (H1N1, H2N2, H3N2, H5N1, H7N7, and H9N2) have been isolated from humans, suggesting that there are restrictions to host viruses in humans.
While infections in humans directly from animals are unusual, sporadic infections and outbreaks caused by influenza A viruses have occurred in the past. The most severe pandemic was the “Spanish Flu” of 1918–1919, which caused 20–50 million deaths by influenza A H1N1 virus strain. The subsequent health challenges were the “Asian flu” in 1957 and the “Hong Kong flu” in 1968, which were caused respectively by H2N2 and H3N2 strains, and more recently the 2009 swine influenza pandemics, which pertains to the H1N1 strain (Cox and Subbarao, 2000; Hayward et al., 2014; Watson et al., 2015; Saunders-Hastings and Krewski, 2016). The latent risk of facing future pandemics underlined the Global Influenza Strategy initiative launched by the World Health Organization in 2019, which has the goal of preventing seasonal influenza, controlling the spread of influenza from animals to humans, and preparing for the next influenza pandemic (World Health Organization, 2019). This threatening scenario underscores the urgency in developing better diagnostic tools and promoting the discovery of effective influenza treatments, including vaccines and antiviral drugs.
This review aims to discuss experimental and computational efforts invested in elucidating the structural basis of the proton conducting activity of the M2 protein channel and the discovery of antiviral compounds targeting the M2 transmembrane domain. To this end, the manuscript first describes the role of the M2 proton channel in the replicative life cycle of the influenza A virus. Then, attention is focused on the structure of the proton channel, which is directly implicated in the proton transfer across the viral membrane as a preliminary event leading to the fusion of viral and host membranes and the subsequent release of the viral genetic material. Emphasis is made on the molecular mechanisms that underlie the proton conduction through the lumen of the M2 proton channel. The discussion also highlights the role played by key residues located in the transmembrane region, and especially the efforts spent in the determination of the pKa of the imidazole rings present in the His37 tetrad. Finally, the manuscript examines the mechanism of action of selected inhibitors, and the evolution followed in the design of novel compounds introduced to increase the inhibition potency and to mitigate the emergence of resistance to current treatments.
THE INFLUENZA A VIRUS REPLICATIVE CYCLE
Influenza A virus replicates in the epithelial cells of the upper respiratory tract of humans, pigs, and horses. Regarding in vitro models, the virus can also affect different cells that contain targets decorated with sialic acid moieties (Julkunen et al., 2001; Sidorenko and Reichl, 2004), which act as the entrance anchor point into the cells.
Enclosed by a lipid-protein envelope, the genetic material of the influenza A virus contains 8 single-stranded RNA segments that encode the genetic information for viral proteins (Dou et al., 2018; Krammer et al., 2018; Jung and Lee, 2020): the membrane-bound hemagglutinin (HA) and neuraminidase (NA), the transmembrane M2 proton channel, the matrix protein M1, the non-structural proteins (NS1, NS2/NEP), and the heterotrimeric RNA-dependent RNA polymerase (RdRp), formed by three domains (PA, PB1, and PB2), and nucleoprotein (NP) components.
The replicative life cycle of the virus is schematically shown in Figure 1. The first step of the cycle is the entry of the virus inside the host cell (step 1). Viral entry into the cell occurs via HA, which recognizes and binds the sialic acid of the host cell receptors. The virions penetrate inside the host cell through clathrin-dependent receptor-mediated endocytosis (step 2). The acidification of the endosome is facilitated by the M2 proton channel, which transfers protons to the interior of the viral particles. This event promotes a large-scale conformational remodeling in HA that facilitates the release of the fusion peptide, and the concomitant structural rearrangement of HA triggers the fusion of the viral and host membranes, leading to conformational changes in the M1 protein that facilitate the release of the viral ribonucleoproteins (vRNPs) to the cellular cytoplasm (step 3) (Honda et al., 2002). These vRNPs comprise complexes formed by the individual viral RNA segments and proteins, including the RNA-dependent RNA polymerase (RdRp), which is associated with the 3′- and 5′-ends of viral RNA segments, and nucleoproteins (NPs) that are coating the remainder of the viral RNA. The vRNP complexes are then transported into the nucleus to initiate transcription and replication by RdRp, which is formed by the polymerase basic protein 1 (PB1), polymerase basic protein 2 (PB2), and polymerase acidic protein (PA). The first step is known as cap-snatching, a process where RdRp (PB2 and PA subunits) interacts with the C-terminal domain of the host RNA polymerase II and removes the first 10–13 nucleotides of a nascent transcript, which is then used as a primer to initiate transcription from the viral RNA template by PB1 (De Vlugt et al., 2018). This is followed by a viral genome replication phase that involves the synthesis of full-length viral RNA and cRNA strands (steps 4 and 5) (Pielak and Chou, 2011). With a late stage of packaging, vRNPs are formed (step 6). The synthesis of M2 protein, HA and NA is carried out by ribosomes bound to the membranes of the endoplasmic reticulum, which are then glycosylated and transported to the Golgi apparatus (step 7) (Sidorenko and Reichl, 2004). Finally, a complex between the membrane-embedded proteins and vRNPs is formed and delivered to the cell membrane, leading to the assembly of new virions that will be released to the extracellular side of the host cell membrane (step 8).
[image: Figure 1]FIGURE 1 | Schematic pattern of the different phases of the replicative cycle in influenza A virus.
The preceding discussion suffices to reveal the complexity encoded in the multi-step processes - cell entry, replication, intracellular trafficking, virion assembly, and release - involved in the generation of new virions. In this scenario, the search for effective antiviral treatments has been inspired by the identification of druggable viral targets with a relevant role in the life cycle of virus infection. Early drug discovery projects targeting the M2 proton channel primarily relied on adamantane-related compounds (Moorthy et al., 2014; Wang et al., 2015). However, the emergence of resistant strains motivated the search of novel therapeutic approaches, including the development of 1) NA inhibitors such as zanamivir and oseltamivir, although drug-resistant variants have also been reported, 2) HA inhibitors, as exemplified by the discovery of arbidol and JNJ7918, and, more recently, 3) RdRp inhibitors, such as pimodivir and baloxavir (Loregian et al., 2014; Wu et al., 2017; Han et al., 2018; Mifsud et al., 2019; Ginex and Luque, 2021). The discovery of small-molecule antiviral compounds against these targets has benefited from the progress made in disclosing the fine structural details of these proteins, the molecular mechanisms that underlie their biological function, and the characterization of the mode of action of inhibitory compounds.
STRUCTURE OF THE M2 PROTON CHANNEL
The M2 proton channel is a homotetrameric integral transmembrane (TM) protein located in the viral envelope of the influenza A virus. It is a selective, pH-dependent channel that regulates the acidification of the interior of the virion, leading to dissociation of the viral RNA from its bound matrix proteins and release of the viral genetic material for replication (Pinto et al., 1992; Pielak and Chou, 2011; Manzoor et al., 2017).
From a structural point of view, the M2 channel is a homotetramer, each monomer consisting of 97 amino acids and can be divided into four main regions: 1) the highly conserved, unstructured N-terminal domain (residues 1–21) located in the viral exterior, which assists the incorporation of the M2 channel into the virion, 2) the TM domain (residues 22–46) (Figure 2), which assembles into a tetrameric domain and is involved in the proton flux, 3) an amphiphilic membrane-anchored helical domain (residues 47–67), which is located in the interface with the membrane and stabilizes the channel by inducing membrane curvature and mediates membrane scission, and 4) the C-terminal domain (residues 68–97), which is located in the viral interior and interacts with the matrix protein M1 and contributes to virus packaging and budding (McCown and Pekosz, 2006; Rossman et al., 2010; Wang and Hong, 2015a).
[image: Figure 2]FIGURE 2 | (Left) Representation of selected residues that shape the inner pore of the M2 proton channel (shown as sticks). (Right) Representation of the four transmembrane helices (residues 22–46; shown as cartoon in magenta, blue, pink and violet), where the amphipathic helices (residues 47–67) that are located near the inner side of the membrane are shown as grey cartoon. Polar heads of membrane lipids in both outer and inner sides of the viral membrane are shown as green spheres (adapted from a Molecular Dynamics simulations of the membrane-embedded M2 proton channel).
The TM region contains the binding site for M2 inhibitors in the interior of the pore, filling a pocket located between the tetrads formed by residues Val27, Ser31, Gly34, and His37 (Schnell and Chou, 2008; Acharya et al., 2010; Cady et al., 2010; Sharma et al., 2010). This pore is implicated in the proton conduction, and the proton current is regulated by the tetrads formed by His37 and Trp41. His37 is a pH sensor and can conduct the proton inside the channel by changing the protonation state of the imidazole side chain, whereas Trp41 acts as a gate of the channel. Accordingly, binding of compounds that fill the binding site in the interior of the M2 channel would sterically impede the passage of protons (Figure 2).
The pH-sensing gating mechanism regulates the proton flux through the channel, which is modulated by the transition from an open state at an acidic pH, where the imidazole rings of the His37 tetrad are protonated, to a closed state at alkaline pH environment, which promotes the deprotonated state of His37 residues. In the open state, the M2 channel is also permeable to some cations, such as Na+ and K+, through an antiporter-like mechanism, carrying out the metal cation efflux in conjunction to proton influx, but the permeability to protons has been estimated to be 106–107 higher than the conduction of alkaline cations (Chizhmakov et al., 1996; Shimbo et al., 1996; Mould et al., 2000a; Manzoor et al., 2017). There is an asymmetric conductance as the proton flux is higher when the pH outside the virus is low, consistently with an acidic endosome. This behavior has been attributed to the presence of the Trp41 gate, which reduces the conduction in the reverse direction (Ma et al., 2013). Thus, when the His37 tetrad is protonated by protons coming from the endosome, the indole moiety of Trp41 undergoes a conformational change and the channel enters an open state that would allow the passage of protons to the interior of the virus.
The functional relevance of His37 and Trp41 is revealed by the drastic effects triggered by mutations in these positions, which cause a reduction in the pH sensitivity of the channel, and a disruption in the proton conduction (Wang et al., 1995; Tang et al., 2002; Venkataraman et al., 2005). Thus, mutations in His37 have a drastic effect on the functional properties of the M2 channel, since the mutated proteins not only increase the proton conduction of the channel, but also suppress the selectivity for proton conduction. As an example, the specific activity determined for the voltage-independent component of the conductance at pH 6.2 for the wild type channel was 0.16 μA/ng, but increased to 1.36 and 30 μA/ng for the H37G and H37E mutated channels, respectively (Holsinger et al., 1994). Furthermore, the mutated ion channels H37G, H37S, and H37T were found to be deficient in ion selectivity (Venkataraman et al., 2005). On the other hand, the expression of the M2 protein in oocytes leads to an inward H+ current upon bathing in acidic media (pH 5.9), which is lost upon return to alkaline conditions (pH 8.5). However, whereas no currents were observed for mutated channels containing Phe41, Cys41, or Ala41 prior to acidification, outward H+ currents were detected by changing acidic conditions to alkaline solution.
Mechanism of Proton Conduction
The specific role played by His37 and Trp41 in assisting the proton flux through the pore of the M2 channel has been the subject of intense efforts, mainly focused on the TM domain, which reproduces most of the biophysical, site-directed mutagenesis and electrophysiological features of the full-length protein. These studies, further assisted by X-ray crystallography of structures solved in membrane-mimetic solvents at different pH and temperature, solution NMR, solid-state NMR (ss-NMR) spectroscopy (see below), in conjunction with computational simulations, have crystallized in several models of proton conduction.
An early mechanistic hypothesis was the water wire model, also known as the shutter mechanism (Figure 3), which assumes the presence of a discontinuous water column when the His37 tetrad is in the deprotonated state, where the channel adopts a closed conformation that would be populated at alkaline pH (Sansom et al., 1997). When the pH decreases, protonation of the His37 tetrad leads to electrostatic repulsion between the charged imidazole rings. This would facilitate the conformational transition to an open state, which enables the diffusion of excess proton through the pore by means of a Grotthuss-type mechanism (Agmon, 1995). By merely working as a gatekeeper, in this model, the His37 tetrad would play a passive role as long as it is not directly involved in the proton transfer.
[image: Figure 3]FIGURE 3 | Schematic representation of the shutter mechanism. In the closed state the channel is in the neutral state (imidazole ring in yellow), and there is not an electrostatic repulsion between the imidazole rings of His37. However, when His37 are fully protonated (coloured in blue), the electrostatic repulsion between imidazole rings triggers a conformational change that allows water and protons to pass through the gate.
In contrast to the shutter model, the currently accepted proton conduction mechanism assumes a proton relay model (Figure 4). According to this model, protons diffuse along a water wire until reaching the tetrad formed by His37, generating an imidazolium intermediate, which in turn releases a proton to the inner side (Pinto et al., 1997; Okada et al., 2001). This mechanism was first proposed by Pinto et al. on the basis of conductance measurements in conjunction with Cys scanning mutagenesis (Pinto et al., 1997). However, a number of questions remained to be elucidated, such as the number of His residues required to be protonated for proton conduction, the stabilization of the protonated imidazolium via interactions with other residues in the channel or with water molecules filling the inner pore, and whether translocation of the proton into the viral interior would be mediated by prototropic tautomerism of the imidazole ring or through conformational flip of the His37 side chain.
[image: Figure 4]FIGURE 4 | Schematic representation of the proton transfer flow associated to conformational rearrangement of the His37 imidazole ring.
Deeper knowledge into the molecular events implicated in proton conduction has been gained from ss-NMR studies. Hu et al. refined the proton relay model suggesting that proton conduction is concomitant with His37 conformational changes (Figure 4) (Hu et al., 2010). At high external pH the His37 imidazole are tightly packed through CH-π interactions, preventing the formation of hydrogen-bonded water chains in the pore. Acidification protonates the imidazole ring at position Nδ1, and the electrostatic repulsion between protonated histidines would widen the pore (Khurana et al., 2009), enabling the reorientation of the imidazolium ring at the microsecond time scale. Proton conduction would involve imidazolium deprotonation facilitated by Cε1-Hε1 hydrogen bonding and continuous ring flips, which would contribute to the proper alignment of the charged imidazolium with C-terminal water molecules and rearrangement of the neutral imidazole to the N-terminal side of the pore to start another protonation cycle.
This proton transfer model dynamically couples the interaction of His37 with water molecules, which are required for delivering protons to the imidazole ring, with the conformational flips of His37 side chains. The barrier of the conformational rearrangement of the His37 residues was estimated to be close to 14 kcal mol−1, which would justify the temperature dependence of proton transport, though possibly this value may contain a contribution arising from the barrier for proton transfer (Lin and Schroeder, 2001). This model is consistent with the deuterium isotope effects (Mould et al., 2000b), and support comes from 15N NMR data, which yielded an estimated rate of 105 s−1 for the protonation and deprotonation of the imidazole nitrogens (Hu et al., 2012). This rate was consistent with the ring reorientation rate estimated from motionally averaged dipolar couplings, supporting the proposal that ring reorientation is synchronized with, and facilitates, proton transfer. Notably, only a single histidine residue is required to be actively involved in proton transfer according to this mechanism.
Other ssNMR studies suggested that proton conduction may also involve the formation and breaking of hydrogen bonds between adjacent pairs of histidines, in conjunction with the assistance of tryptophan residues, to guide the proton through the channel (Figure 5) (Sharma et al., 2010). Thus, two His37 residues are protonated, each proton being shared with an adjacent His residue through a strong hydrogen bond. Accordingly, the His37 tetrad can be viewed as a pair of imidazole-imidazolium dimer (also denoted dimer-of-dimers). This would define the so-called histidine-locked state, which is further stabilized by a cation-π interaction of the protonated histidine with a tryptophan residue. When the pH decreases, a proton is transferred from the hydronium cation to the interresidue hydrogen bond formed between Nδ1 and Nε2 of the hydrogen-bonded histidines, leading to the activated state that contains a third protonated His37. The two imidazolium rings can then rotate, so that a protonated histidine may form a hydrogen bond with water in the N-terminal pore, while a conformational change in the other histidine enables the formation of a cation-π interaction with an indole of Trp41, which would block water access from the C-terminal pore. The conducting state is obtained when this indole moves aside to expose the Nε2 proton to a water molecule in the C-terminal pore. Finally, the histidine-locked state is recovered after the release of the Nε2 proton to a water molecule in the C-terminus. Recent studies have also suggested that the hydrogen bonding between imidazole rings could be formed even at a pH of 7.8 in the neutral charge state (Movellan et al., 2020), and that a water molecule is hydrogen-bonded to the deprotonated nitrogen of the histidine imidazole (Movellan et al., 2021).
[image: Figure 5]FIGURE 5 | Schematic representation of the proton transfer flow associated to formation of hydrogen-bonded interactions between His37 residues.
According to this mechanism, the His37 tetrad would only sense acidification in the N-terminal side, reflecting previous observations obtained upon application of a voltage to drive protons outward in M2-transformed cells (Chizhmakov et al., 2003). The selectivity of proton selective transport is also justified as long as the proton must bind to and unbind from the histidine imidazole ring, which would explain the saturation attained at a moderate pH close to the histidine-tetrad pKa on the N-terminal side (Yi et al., 2009). In fact, the proton flux determined for the H37A mutant exhibits no pH dependence (Venkataraman et al., 2005). Finally, the low conductance would reflect the conformational transition of the Trp41 gate, which opens occasionally to form the conducting state that enables the proton to be released to the C-terminal pore.
More recently, measurement of 15N–15N J-couplings of 15N His37-labeled full-length M2 proton channel have been used to examine the occurrence of various imidazolium-imidazole hydrogen-bonding arrangements in the channel at low pH (Miao et al., 2015; Fu et al., 2020). According to these results, the proton conduction takes place through a dynamical process where low-barrier hydrogen bonds between pairs of His37 residues are broken and reformed.
From a computational point of view, the translocation of the proton has been examined by Carnevale et al. by combining classical Molecular Dynamics (MD) simulations and hybrid quantum mechanics/molecular mechanics (QM/MM) methods. MD simulations were performed using methylammonium cation to examine the response of water molecules lying in the pore to an incoming positively charged moiety for the +2 state of the M2 channel (Carnevale et al., 2010). The results disclosed a broad minimum in the free energy landscape in the region below Val27 side chains, and the existence of a second local minimum in the region near Ala34, where the positive charge is stabilized by interactions with water molecules located above the His37 tetrad, and with the local dipoles of the backbone carbonyl groups. QM/MM computations aimed to determine the energetics of proton transport through the set of water molecules located above His37. In this case, the results supported a nearly free diffusion of the excess proton, as the transport of the proton from the water molecules to a neutral His37 occurs through several local minima separated by small barriers. Therefore, these findings suggest that the confining environment in the pore has little impact on the kinetics of proton diffusion, which should resemble proton transport in bulk water.
As a final remark, it is worth noting the computational study of proton conduction reported by Liang et al. (2016), which resorted to mutiscale simulations to follow the proton translocation through the channel considering distinct protonation states (fully deprotonated, +1 and +2) of the channel in models containing the TM region without (M2TM) and with (M2CD) the amphipatic helix, which together define the conductance domain. To this end, the free energy profile for proton migration was determined by combining multiscale reactive molecular dynamics (MS-RMD) and QM/MM MD simulations, which enabled to follow the proton diffusion from the N-terminal and C-terminals ends of the pore as well as (de)protonation of His37 tetrad. The free energy profile determined for the fully neutral and +1 states reveal a high barrier (>15 kcal mol−1) for His37 deprotonation to the viral interior, leading to a predicted conductance well below the experimental value, suggesting that the ion channel is inactive at high pH conditions. In the +2 state, however, although the electrostatic repulsion between the incoming proton increases the barrier from viral exterior to His37, deprotonation of His37 is facilitated by the increased electrostatic repulsion between the leaving proton and the His37 tetrad, this process being further assisted by larger exposure to water molecules and increased flexibility of Trp41residues. Thus, the His37 deprotonation barrier is decreased to ∼12 kcal mol−1, and the predicted conductance (1.0 and 7.7 for the M2CD and M2TM models, respectively) is in agreement with the measured values (ranging from 0.4 to 4.0; Mould et al., 2000b; Leiding et al., 2010; Sharma et al., 2010).
The whole of these studies illustrate the complexity of gaining a detailed knowledge of the mechanism of proton conduction in spite of the apparent simplicity encoded in the four-helix bundle of the M2 proton channel. The proton conductance determined from electrophysiological assays encompass a variety of molecular events that take place at different spatiotemporal scales, including the formation and breaking of hydrogen-bond complexes implicated in the proton transfer between water molecules and to/from the His37 imidazole-imidazolium ring, the coupling with conformational changes in the side chains of specific residues, and the structural rearrangements observed in the TM helices depending on the protonation state of the His37 tetrad.
The pKa of Histidines
The mechanistic models described above emphasize the relevance of the microscopic pKa of the His37 tetrad (Table 1) in assisting the proton flow through the inner pore of the M2 channel, which in turn would be associated with the pH-dependent equilibrium between open and closed states of the channel.
TABLE 1 | Estimated pKa values determined for the His37 tetrad in different constructs of the M2 channel.
[image: Table 1]Using ultraviolet Resonance Raman spectroscopy and the transmembrane domain of the M2 proton channel (residues 22–46), Okada et al. reported that the proton channel is activated by low pH with a transition midpoint at pH 5.7 (Okada et al., 2001). Using the same construct, studies by Hu et al. measured pKa values of <5.0, 6.3, 8.2, and 8.2, leading to a +2 protonation state at neutral pH (Hu et al., 2006). Recent studies by Hu et al. supported pKa values of 4.0, 4.2, 6.8, and 7.6, which would support a +3 state at neutral pH, revealing the difficulty of elucidating the protonation preferences of the His37 tetrad and the influence of the experimental conditions used in these assays (Hu et al., 2012). On the other hand, NMR studies performed for a larger construct consisting of residues 21–97, which include the transmembrane helix but also the full cytoplasmic domain, led to pKa values of 7.1 and 5.4 for the second and third protonation (Liao et al., 2015). Likewise, a construct formed by residues 18–60, which encompass both the TM helix and the amphipathic helix that interacts with the interfacial region of the lipid bilayer, yielded estimated pKa values of 7.6 and 4.5 for the second and third protonations (Colvin et al., 2014), whereas pKas of 6.3 and 5.5 for the second and third protonations were determined by Miao et al. for the full-length protein (Miao et al., 2015). Even though the first two pKas are lower than the values estimated for shorter constructs, the authors indicate that at pH 6.2, where the channel should become activated, the M2 channel should be primarily in the +2 state. Moreover, the authors point out that there is little opportunity for a singly charged His37 tetrad.
The differences found in the pKas reported in Table 1 can be ascribed to the usage of different constructs, membrane-mimetic lipid environments, and conformational heterogeneity of the tetrameric helical bundle. In spite of these differences, there is consensus that the first two pKas appear to be above the endosomal pH that activates the M2 channel (pH ∼ 6) (Mould et al., 2000b), suggesting that the physiologically active state for the early activation of the M2 channel corresponds to the protonation state of +2 for the His tetrad.
Computational studies have also been performed with the aim to estimate the pKa of the His37 tetrad, while providing atomistic details of the pH-dependent protonation process. In this regard, Dong et al. performed QM/MM calculations to characterize the structural features of the +3 state and its subsequent deprotonation to the +2 species (Dong et al., 2013; Dong et al., 2014). Calculations were performed considering both a 4-fold symmetric arrangement of the His37 residues (histidine-box) and a 2-fold symmetric configuration (i.e., the dimer-of-dimers arrangement). The results showed that in the triply protonated state the two alternative models (histidine-box and dimer-of-dimers arrangements) converge to a single deprotonation mechanism, and exhibit similar free energy profiles with a barrier height of ∼6.5 kcal/mol to release a proton, supporting deprotonation as a mechanism for proton conduction.
Chen et al. have used constant pH replica-exchange MD simulations to determine the pKa values using a simulation model consisting of the TM helix (Chen et al., 2016). In this study, the simulated system consisted of the TM helix embedded in an explicit DMPC lipid bilayer and surrounded by an explicit solvent model (CHARM22 force field). However, the forces on titration coordinates were determined using the Generalized Born model in conjunction with an implicit membrane. Furthermore, a high-dielectric cylinder that encompass the channel was used to account for the continuous water wire in the pore. Finally, 12 replicas were used in simulations, covering a pH range of 3.5–9.0. The pKa values were estimated to be 8.3, 7.1, 6.2, and 5.7, which are in general close to the first three pKa’s obtained in previous ssNMR studies (see Table 1). The largest deviation is limited to the pKa of the last protonation, likely reflecting limitations arising from the Generalized Born model employed in the hybrid-solvent CpHMD, and to the conformational sensitivity of helices related to differences in the lipid environment used in simulations and experiments.
More recently, Torabifard et al. have used CpHMD simulations performed using explicit solvent and the multisite λ-dynamics to estimate the pKa values of the His37 tetrad (Torabifard et al., 2020). They used two models consisting of the TM helix alone (M2TM) and another one that combines the TM region with the amphipatic helix at the interface of the cytoplasmic domain (M2CD). These models were inserted in bilayers composed of a 4:1 ratio of DOPC:DOPE and solvated by water with an ionic force of 0.15 M (CHARMM36 force field). CpHMD simulations were performed using the multisite λ-dynamics approach (Knight and Brooks, 2011). This computational strategy yielded pKa values of 12.5, 10.5, 7.0, and 5.4 for the M2CD model, which are within the range of uncertainty for measured pKa values, especially regarding the first and second pKa values (larger deviations from the experimental data, however, were observed for the M2TM model).
Although the deviations observed between predicted and experimental pKa values may be likely ascribed to inaccuracies in the biomolecular force field, the approximated nature of the physical models used in calculations, incomplete convergence of the CpHMD simulations, and differences in the nature of lipid environments used in simulations and experiments, the results are encouraging and should provide a basis for gaining insight into the molecular factors that underlie the proton conduction in the M2 channel.
Other Factors That Influence the Proton Conduction of the M2 Channel
Besides the protonation state of the imidazole rings of the His37 tetrad, the efficiency of the M2 channel to perform the proton conduction may be influenced by a number of factors related to both the global structure of the ion channel and to the role of key residues other than His37 and Trp41. In this regard, Asp44 (see Figure 2) may contribute to modulate the proton conduction mechanism, as this residue forms direct or water-mediated hydrogen bonds with the indole moiety of Trp41 in the closed state (Acharya et al., 2010). In fact, Asp44 mutants tend to increase the population of the open state, as there is a loss of a stabilizing interaction of the closed state (Ma et al., 2013).
The influence exerted by the N-terminal ectodomain has been examined by Hong and coworkers (Kwon and Hong, 2016). The ectodomain is highly dynamic, although the motional flexibility is reduced for residues closer to the TM domain, possibly reflecting a tethering effect of the TM helix and the influence of lipid headgroups on the membrane surface. Furthermore, the electrostatic repulsion experienced by acidic residues (i.e., the ectodomain contains four acidic residues and only two cationic residues) appear to promote the adoption of TM conformations that would favor the binding of drugs in the inner pore (see below) even in the absence of the drug. This may be a factor that justifies the lower inhibitory concentration of full-length M2 compared to that of the ectodomain-truncated M2.
In this context, the potential role of Asp21 (see Figure 2) has also been recently highlighted by Jeong and Dyer (2017). Thus, by using a laser-induced pH jump coupled with time-resolved Trp fluorescence spectroscopy, protonation of His37 was estimated to occur in an unusually fast process, as reflected in a protonation rate of 1.6 ± 0.4 × 1010 M−1 s−1, suggesting that Asp21 at the end of the ectodomain and Asp24 at the beginning of the TM helix may act synergistically as proton-collecting antenna residues. The electrostatic field created by these residues would thus create a proton-capturing funnel at the entrance of the ion channel, enhancing proton harvesting from the surrounding aqueous phase. Protons would then be captured by hydrogen-bonded wires of water molecules within the pore, and the hydronium cation could be stabilized by interactions with pore-lining carbonyl groups as well as through bridging water molecules (Thomaston et al., 2015). Furthermore, they concluded that protonation of the His37 tetrad promotes opening of the C-terminal region, enhancing the solvent-exposure of Trp41, with a rate of (4 ± 2) × 103 s−1. The temporal decoupling between His37 protonation and this conformational change suggests that probably each proton transport cycle does not require a further conformational change after M2 activation.
Additional studies have examined the effect of the cytoplasmic tail on the conformational properties of the TM domain (Chizhmakov et al., 2003). The results obtained for the cytoplasmic-containing M2 channel reveal that even at neutral pH cationic histidines are present in the interior of the pore, which is in contrast to the results obtained for the TM peptide alone. This effect might be attributed to the acidic character of the cytoplasmic domain, which could facilitate opening of the TM pore at the His37 constriction. Furthermore, the presence of the cytoplasmic domain favors the adoption of a more helical conformation in the His37 backbone, suggesting an ordering effect on the four-helix bundle. Overall, these results provide a basis for the higher proton conductance of full-length M2 channel compared to the TM peptide.
Finally, the stability of the protonated states of the His37 tetrad may be affected by the presence of chloride anions in the interior of the pore. Inspection of the X-ray crystallographic data available for the M2 proton channel in the Protein Data Bank (Berman et al., 2000; Burley et al., 2021) reveals the occurrence of a subset of structures where chloride anions are found in the interior of the pore (this subset is collected in Table 2) (Thomaston and DeGrado, 2016; Thomaston et al., 2018; Thomaston et al., 2020; Thomaston et al., 2021). In four out of the five cases, the chloride anion occupies a well-defined position close to the plane formed by the Trp41 residues. Indeed, the chloride anion is stabilized by hydrogen-bond interaction with the indole NH groups, as well as by electrostatic interactions with the positive charge of Arg45 residues, though this latter effect is counterbalanced by the repulsion with the negative charge of Asp44 (Figure 6A). More strikingly, a chloride anion was observed along the four-fold axis in the plane defined by Gly34 residues in the X-ray structure of the S31N mutated variant (PDB entry 5C02).
TABLE 2 | X-ray structures containing chloride anions at the C-terminus of the M2 proton channel.
[image: Table 2][image: Figure 6]FIGURE 6 | (A) Representation of chloride anions (green spheres) in selected X-ray crystallographic structures of the transmembrane region of the M2 proton channel (adapted from PDB entries 5C02, 6BMZ, 6NV1, 6US8 and 6US9). (B) Representation of the electrostatic potential (kcal mol−1) in a plane passing through the interior of the M2 channel in (left) absence and (right) presence of chloride anions. Isocontours range from +12 (blue) to −12 kcal/mol (red). His37 and Trp41 residues are shown as sticks. Adapted with permission from (Llabrés et al., 2016) (Copyright 2016 American Chemical Society). For the sake of clarify one of the helices is not shown.
MD simulations have also revealed the presence of chloride anions in the interior of the channel pore, though the presence of chloride anions depends on the protonation state of the M2 proton channel. Thus, Mustafa et al. reported the occurrence of chloride anions at the level of the Trp41 tetrad for the +2 and +3 states in short simulations performed for the 22–46 construct (Mustafa et al., 2009). Wei and Pohorille also indicated that chloride anions penetrate the pore in all charged states of the M2 channel, but not for the fully unprotonated form (Wei and Pohorille, 2013). The position of the chloride anions was also affected by the charge state, as they were located in the space defined by the His37 and Trp41 planes for the diprotonated form of the channel. Gleed and Busath (2015), Gkeka et al. (2013) and Llabrés et al. (2016) also reported the presence of chloride anions close to the protonated His37 residues.
The presence of chloride anions in the pore may contribute to modulate the structural stability of the helical bundle, as suggested by Wei and Pohorille (2013). The MD simulations performed in presence of chloride ions revealed that they reside near Trp41, but their presence in this location of the pore depends on the charged state of the channel. Thus, anions do penetrate the pore, but to different degree, in all charged states, and they were absent only in the unprotonated form of M2 channel. Furthermore, simulations performed in the presence of phosphate anions confirmed their presence in the pore, suggesting that the size and specific chemical nature of counterions are not essential for the structural stabilization of the channel. Remarkably, additional simulations carried out in the presence of a uniform electrostatic field instead of explicit ions revealed a destabilization of the helical bundle in the +3 and +4 states, reflecting the electrostatic stabilization afforded by counterions that would balance the electrostatic repulsion between protonated His37 residues.
Besides the structural stabilization, the presence of anions in the pore has a strong influence on the nature of the electrostatic potential in the interior of the channel, which is highly positive in the absence of anions, but only slightly positive when chloride anions are present near the His37 sites, according to the MD simulations reported for the channel in the +2 state (Figure 6B) (Llabrés et al., 2016). Keeping in mind the functional relevance of electric fields in enzyme catalysis as well as in (un)binding of ligands to their macromolecular targets (Tan et al., 1993; Dillon et al., 2006; Fried and Boxer, 2017; Vaissier Welborn and Head-Gordon, 2019), the presence of negatively charged ions in the interior of the pore might be valuable to facilitate the diffusion of the proton from the bulk solvent along the N-terminal side of the luminal pore, and hence the transition from the +2 charged species to the triply protonated state. Furthermore, counterions may also facilitate the binding of Amt and related inhibitors by screening the electrostatic repulsion of the protonated amine of inhibitors with the charged His37 residues in the +2 state.
Finally, it is unclear whether the presence of counterions may have a functional role in assisting the translocation of the proton from the protonated His37 residues to the interior of the virion. At this point, it is worth noting that previous QM/MM calculations have suggested that the presence of chloride anions may increase the barrier for deprotonation (Dong et al., 2014), which would reduce the proton conduction. This effect, however, can be largely dependent upon the precise location of the chloride anions relative to the His37-Trp41 pair. Moreover, the functional impact might also be alleviated if the residence time of the chloride anion is affected by the structural fluctuations of the C-terminus in the triply charged state of the channel due to the larger electrostatic repulsion between the imidazolium rings. In particular, one can speculate that a fast exchange of chloride anions might transiently induce an electric field that would ease the transfer of the proton from the protonated His37 tetrad to the C-terminal side, thus facilitating the restoration of the +2 state and hence enabling the entry of new protons to the interior of the virion. In our view, this is an issue that deserves more attention.
INHIBITION OF THE M2 PROTON CHANNEL
Beyond the definition of the molecular events implicated in proton conduction, a major challenge has been the identification of small molecules that can block the proton flow through the inner pore, and hence be used for therapeutic treatments against flu. Amantadine (Amt) and its ethyl analog, rimantadine (Rmt), were patented in 1961 and 1963, respectively (Du Pont Patent, 1961; Prichard, 1967), but they are no longer recommended for the treatment of flu infection. This obeys to several reasons, such as the limited effectiveness against influenza B virus, unwanted side effects, and the emergence of adamantane-resistant influenza A viral strains, primarily single mutated variants V27A, L26F and S31N. These mutations are found in a specific area facing the interior of the pore, suggesting therefore the location of the binding site in the M2 channel (Grambas et al., 1992; Hoyden, 2006; Deyde et al., 2007). For instance, in contrast to the large and widespread chemical shifts observed upon binding of Rmt to the M2 channel, only minor changes in chemical shifts were detected upon addition of a 4-fold molar excess of Rmt to the S31N mutated channel (Cady et al., 2009; Andreas et al., 2010; Andreas et al., 2012). For our purposes here, the discussion of the molecular determinants implicated in drug binding will be limited to the subset of structures available in the Protein Data Bank that contains drug-like inhibitors (see Tables 3, 4).
TABLE 3 | X-ray and ss-NMR structures of the complexes formed by the wild type M2 proton channel and mutated variants with Amt and Rmt.
[image: Table 3]TABLE 4 | X-ray and solution NMR structures of the complexes formed by the wild type M2 proton channel and mutated variants with adamantane-related compounds.
[image: Table 4]As noted above, the binding site for M2 inhibitors is located in the interior of the pore, filling a pocket shaped by residues Val27, Ser31, Gly34, and His37. Early neutron difraction (Duff et al., 1994) and computational (Samson and Kerr, 1993) studies already identified this pocket as the binding site that mediates the blockade of proton conduction by Amt. Detailed information about the binding mode of Amt and Rmt has subsequently been gained from structural studies based on X-ray diffraction, solution NMR and ss-NMR (Table 3; Schnell and Chou, 2008; Stouffer et al., 2008; Cady et al., 2009; Cady et al., 2010; Thomaston et al., 2018). The inspection of these structures reveals the existence of two binding sites (Figure 7). In most cases the drug is located in the interior of the pore filling the space located between Val27 and Gly34 (pore-binding model), but in two structures (PDB ID 2RLF and 6US8) the drug is also found outside the channel located in a peripheral site close to Leu43 and Asp44 in the C-terminus of the TM helical region (interface-binding model). The high-affinity site lies in the pore, as revealed from the analysis of REDOR dipolar dephasing between 13C-labeled M2TM and perdeuterated Amt in ss-NMR studies performed in a lipid bilayer (Cady et al., 2010). From a computational point of view, free energy calculations also pointed out that binding of Rmt to the pore-binding site is ∼7 kcal/mol more favorable relative to the interface-binding site, leading to more stable drug binding and channel inhibition (Li et al., 2008). The presence of the peripheral binding site can be attributed to the partitioning of the drug in the membrane-like lipidic environment (Duff et al., 1994; Gu et al., 2011). The studies reported by Cady et al. (2010) showed that the highest affinity binding site of amantadine is the N-terminal pore lumen, which is consistent with the known stoichiometry of binding (1:1 drug:channel) and the location of resistant mutations, such as V27A and S31N. However, increasing the drug:channel concentration up to 4:1, the drug contributes ∼7% of the amphiphiles composing the DMPC bilayer, and binding to the low-affinity, peripheral site is observed in NMR studies. Thus, when free amantadine is a major component of the membrane, Amt contacts the C-terminus of the protein, though the affinity for the peripheral site has been estimated to be ∼40-fold lower (see (Wang et al., 2015) for a detailed discussion of biophysical, computational and functional assays that addressed the binding mode of Amt and Rmt).
[image: Figure 7]FIGURE 7 | Representation of the binding mode of Rmt (shown as sticks with C-atoms in pink and yellow, respectively) to the TM helical region of the M2 proton channel (residues Val27 and His37 are shown as sticks; obtained from superposition of PDB structures 2RLF and 6BKL).
Inspection of these structures shows that in the pore the drug is oriented along the axis of the channel. Drug binding causes a dehydration of the channel, thus preventing the formation of a water wire from the N-terminus, although the amino group of Amt and Rmt is bound to water molecules that fill the space located between the drug and the His37 tetrad. In the specific case of Rmt, the two enantiomers bind to the pore with only slight differences in the hydration pattern, and exhibit similar values for association and dissociation kinetic rate constants and binding affinities, which was in agreement with the small differences in the relative binding free energy (around 0.3 kcal mol−1) determined from free energy calculations (Thomaston et al., 2020). Furthermore, Rmt was found to be more potent than Amt, as noted in a ∼14-fold ratio of their binding affinities to the M2 channel. On the other hand, it has been shown that binding of Amt reduces the pKa of His37 and alters the propensity to form hydrogen-bond interactions in the His37 tetrad (Hu et al., 2007; Cady et al., 2011).
From a computational standpoint, fine details of the binding mode of adamantane blockers have been extensively investigated. Yi et al. paid attention to the changes in conformational states of the M2 channel upon binding of Amt through comparison of the ensembles collected for both apo and bound forms (Yi et al., 2008; Yi et al., 2009). In particular, they observed a reduction in the conformational heterogeneity upon Amt binding, as reflected in a narrower distribution of kink angles around Gly34 in the transmembrane helices compared to the apo species, which agrees with the broadened resonances observed from ssNMR studies of this latter form. In contrast, large-kink angles were not observed in simulations. The occurrence of kinks also allows the access of water molecules that may stabilize the kinked helices via hydrogen bonds with the backbone carbonyl and amide groups around the kink, which in turn may also influence the proton conduction.
On the other hand, efforts have been conducted to predict the differences in binding affinity for adamantane inhibitors using free energy calculations, including implicit solvent/implicit membrane molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) approach (Homeyer et al., 2016) and free energy perturbation techniques (Gkeka et al., 2013; Ioannidis et al., 2016). Gratifyingly, alchemical free energy calculations performed for a set of 10 adamantane ligands reproduced satisfactorily the binding potency determined experimentally using isothermal titration calorimetry (ITC) against the M2 channel at high pH (pH = 8), especially keeping in mind that they cover a binding affinity range of only ∼2 kcal mol−1. Nevertheless, it is worth noting that the agreement between computational and experimental data was affected by the nature of the lipids used to model the membrane. In particular, a higher correlation between experimental and computed relative binding free energies was obtained when calculations were performed for the tetramer in a 1,2-dimyristoyl-sn-glycero-3-phosphocholine bilayer, possibly due to a larger mimetic resemblance with the dodecylphosphocholine micelles used for ITC measurements.
Furthermore, the entire recognition process of Amt to the M2 channel has been explicitly explored using multiple-walkers well-tempered metadynamics calculations (Llabrés et al., 2016). The results suggested that Amt retains some degree of conformational motion in the pore allowing the adoption of two main orientations where the amino group is oriented to the N-terminus and C-terminus (denoted up and down, respectively). Binding of Amt would follow a sequential mechanism that would involve trapping of the protonated Amt by the negative electrostatic field created by the tetrad of Asp24, followed by the adoption of a transiently populated intermediate with Amt in the up state, and finally the reorientation in the interior of the pore to the down state, which is the thermodynamically favored orientation (Figure 8). Release of Amt from the down state to the channel mouth is destabilized by ∼12 kcal mol−1. The agreement with the experimental binding affinity (∼8–9 kcal mol−1) is reasonable, since the theoretical estimate omits the free energy contribution due to the release of Amt to the aqueous solvent, and the fact that the apparent Ki might not properly correspond to an equilibrium measurement of the inhibitory constant (Wang et al., 1993; Ma et al., 2009; Rosenberg and Casarotto, 2010). As a particular remark, this study also pointed out that the down → up transition depends on the presence of chloride anions in the C-terminus of the channel, since the stabilization of the down state can be enhanced by ∼6 kcal mol−1 due to the modulation of the electrostatic field in the interior of the pore. Finally, the barrier from Amt dissociation was estimated to be ∼19 kcal mol−1, which compares a value of 22 kcal mol−1 determined from electrophysiological assays (Wang et al., 1993).
[image: Figure 8]FIGURE 8 | Representation of the stepwise mechanism for Amt (carbon/nitrogen atoms shown as orange/blue-colored spheres.) binding to the M2 proton channel. (i) Amt is trapped by electrostatic interactions with Asp24. (ii) Thermal fluctuations of the helices facilitate crossing through the Val27 filter, and Amt fills the channel lumen in the up binding mode (iii) Finally, rotation of Amt leads to the down state, which is further stabilized by chloride anions. Chloride anions are shown as green spheres. For the sake of clarity, only three helices of the tetrameric channel are shown as green cartoon embedded in the lipid membrane. Reprinted with permission from (Llabrés et al., 2016) (Copyright 2016 American Chemical Society).
Mutation of Val27 to Ala causes a drastic alteration in the free energy surface for Amt binding, as noted in a stabilization of the up state less than 1 kcal mol−1, which agrees with the experimentally observed lack of inhibitory potency for the Amt-resistant V27A channel. This effect can be attributed to the increased accesible volume in the inner pore due to the V27A mutation, which encouraged the search of compounds with an expanded hydrophobic cage (Duque et al., 2011; Wang et al., 2011; Rey-Carrizo et al., 2014; Rey-Carrizo et al., 2015; Thomaston et al., 2018). In the case of the spiroadamantane 1 ((1r,1′S,3′S,5′S,7′S)-spiro [cyclohexane-1,2′-tricyclo [3.3.1.1∼3,7∼]decan]-4-amine) shown in Table 4 (Thomaston et al., 2018; Thomaston et al., 2020), comparison of the X-ray structures solved for the wild type and the V27A mutant shows that the compound exhibits a similar arrangement in the ion channel, which is found in the closed conformation (Figure 9) (Thomaston et al., 2020). The ligand exhibits only a slight shift depending on the nature of the residue at position 27. In the V27A complex, the amino group of 1 occupies approximately the same position as the ammonium group of Amt in complex with the wild type channel (PDB entry 6BKK) (Thomaston et al., 2018). This is facilitated by the larger free volume enabled by the presence of Ala27. Nevertheless, in the complex with the wild type channel, the adamantyl group of 1 and Amt overlap, but the ammonium group binds deeper in the pore at the expense of displacing few water molecules. MD simulations performed for the V27A complex with 1 reflected the shift of the ligand toward the N-terminus.
[image: Figure 9]FIGURE 9 | Representation of the binding mode of the spiroadamantane 1 bound to (left) the wild type M2 proton channel (construct 22–46; PDB ID 6BMZ) and (right) the V27A mutant (construct 21–61; PDB ID 6NV1 and 6OUG). The ligand is shown as sticks with C-atoms in pink, and the TM helical region of the M2 proton channel as cartoon (residues Val27, Ala27 and His37 are shown as sticks). For the sake of clarify one of the helices is not shown.
A combination of computational techniques, biophysical studies, functional assays and classical medicinal chemistry approaches has been used also to design potent inhibitors of V27A. This mutation imposes a reduction in the steric constraint found in the wild type channel, suggesting the compounds with a size-expanded hydrophobic cage would be better suited to fit the larger volume of the pocket in the V27A channel (Wang et al., 2011). An example is the spiroadamantane 4, which has an IC50 value of 18.7 μM against the wild type channel and of 0.3 μM against the V27A species. MD simulations showed that the ammonium group occupies the lower aqueous site forming solvent-mediated hydrogen bonds with the His37 residues in both wild type and V27A, but in this latter case the compound was slight shifted toward the N-terminus due to the extra space afforded by Ala27.
Other efforts to develop size-expanded analogs have led to the pyrrolidine derivative 5 reported by Vázquez and coworkers (Figure 10) (Duque et al., 2011; Rey-Carrizo et al., 2014). This compound inhibits the wild type M2 channel with an IC50 of 18 μM, while being ca. 26-fold more potent against the V27A mutant. MD simulations revealed an orientation consistent with the down state of Amt, with the amine nitrogen pointing toward the His37 tetrad with an average tilt angle (i.e., the deviation of the amine nitrogen from the pore axis) of 16°. Nevertheless, in the V27A complex 5 adopted the down orientation, but was also found in a up-like arrangement, presumably facilitated not only by the larger volume in the pore, but also by the widening of the helices at the location of Ala27, as the cross-diagonal distance between Cα atoms at position 27 was enlarged by 1.1 Å compared to the wild type channel. The effect of including other polycyclic scaffolds as the hydrophobic cage have led to analogs 6 and 7 (Figure 10), which exhibit a micromolar potency against the wild type channel (IC50 ∼ 2 μM), but a lower inhibition in the V27A mutant (IC50 ∼ 17.2 and 184.6 μM for 7 and 6, respectively) (Rey-Carrizo et al., 2015), suggesting a limiting effect in the size of the hydrophobic cage even for the V27A channel. At this point, MD simulations suggested that even the center-of-mass of 6 and 7 was located between the planes formed by S31 and A27 tetrads, the protonated amine was pointing to the N-terminus in five out of six MD simulations.
[image: Figure 10]FIGURE 10 | Representation of selected size-expanded analogs of Amt.
The resistance of the S31N channel, which is the most prevalent in currently circulating influenza viruses, to inhibition by Amt is reflected in the more variable motion and orientation of the ligand in the mutated channel. Thus, whereas Amt occupies a stable position in the wild type channel, it showed larger positional fluctuations in the pore of the mutated channel. This trait is reflected in a decreased energetic stability of the ligand in the proximity to the Asn31 side chains, as reflected in potential of mean force calculations. Finally, this destabilization was accompanied by an increase in the density of water molecules around and above Amt in the S31N channel compared to the wild type species, enabling water molecules to fill laterally the available space in the channel pore (Gleed and Busath, 2015). Furthermore, studies conducted for the binding of Rmt to the wild type M2 channel and the S31N variant have related the resistance with the higher dissociation rate constant determined for the mutated channel (Drakopoulos et al., 2018). In turn, this effect was attributed to the reduction in van der Waals interactions due to the shift of the ligand toward the C-terminus due to due to enhanced repulsive forces of the Asn side chains with the adamantyl ring in the mutated channel, and the concomitant weakening of the stabilizing contacts with Val27.
While these features reveal the challenges for developing inhibitors against the M2 S31N variant, significant progresses have been made in the last years. An example is compound 2 ((3S,5S,7S)-N-{[5-(thiophen-2-yl)-1,2-oxazol-3-yl]methyl}tricyclo [3.3.1.1∼3,7∼]decan-1-aminium), also denoted M2WJ332, Table 4). This compound inhibits the proton conduction in electrophysiological assays of the S31N channel with an IC50 of 16 μM, being however much less effective against the wild type ion channel (Rey-Carrizo et al., 2014). Remarkably, the NMR structure reveals that the compound binds the S31N channel in a different orientation compared to Amt and Rmt (Figure 10), since the adamantly ring is located facing the His37 tetrad, whereas the thienyl group is located at the level of the Val27 tetrad. This arrangement is facilitated by the slight expansion (∼1.0 Å) observed at the N-terminus of the TM helices relative to the wild type M2 channel. As noted in the analysis of MD simulations performed for the complex with 2, this binding mode is reinforced by hydrogen-bonds formed by the protonated amine and the isoxazole ring with three Asn31 residues (Wang et al., 2013).
Starting from compound 2, a successful rational design led to compound 3 ((3s,5s,7s)-N-[(5-bromothiophen-2-yl)methyl]tricyclo [3.3.1.1∼3,7∼]decan-1-aminium; Table 4) (Drakopoulos et al., 2018), which exhibits a similar potency in inhibiting both the wild type and the S31N channel (around 77% inhibition in two-electrode voltage clamp assays, and EC50 values of 4.6 and 1.8 μM, respectively). The chemical scaffold of compound 3 combines an adamantane moiety with a bromothiophene unit. However, the most remarkable structural feature is that 3 adopts completely flipped arrangements in the wild type and mutated channels (Figure 11A). Thus, the bromothiophene unit of the ligand faces the His37 tetrad in the wild type channel, but it is pointing toward the N-terminus in the S31N variant. MD simulations confirmed the structural stability of the flipped orientations in the wild type and mutated channels, enabling an interpretation of the structure-activity relationships (Wu et al., 2014). Inspection of the NMR structures (2MUW and 2MUV) does not support the involvement of halogen bonding, as this noncovalent interaction requires specific geometric features between the halogen atom and an electron-rich atom that are not fulfilled in these structures (see Kolár and Hobza, 2016 for details of halogen bonding). Furthermore, MD simulations revealed the formation of weak interactions between the bromine atom and water molecules, supplemented with transient, nonspecific contacts with the imidazole ring of His37 and the carbonyl group of Gly34 in the wild type channel, and with the Val27 side chains in the S31N channel (Wu et al., 2014).
[image: Figure 11]FIGURE 11 | (A) Representation of the binding mode of (left) compound 2 bound to the S31N channel (construct 19–49; PDB ID 2LY0), and compound 3 bound to (middle) the wild type M2 proton channel (construct 19–49; PDB ID 2MUW) and (right) the S31N mutant (construct 19–49; PDB ID 2MUV). The ligand is shown as sticks with C-atoms in pink, and the TM helical region of the M2 proton channel as cartoon (residues Val27, Ala27 and His37 are shown as sticks). For the sake of clarify one of the helices is not shown. (B) Superposition of selected inhibitors of wild type M2 ion channel and its V27A and S31N variants (taken from PBD ID 2KQT, 6US8, 6BMZ, 6NV1, 2LY0, 2MUW, and 2MUV). (C) Representation of the location of the protonated amine nitrogen atom along the channel axis taken from the previous subset of structures. For the sake of simplicity, only three helices of the tetrameric bundle are shown using the backbone skeleton of PDB ID 2KQT as cartoon is shown in plots (B,C).
It is also interesting to highlight the synthesis of aminoadamantane-CH2-aryl derivatives (8 in Figure 10) designed as sensitive probes for blockage of the wild type and S31N ion channels (Tzitzoglaki et al., 2020). These compounds retain the aminoadamantane unit present in 2, but the isoxazole ring has been replaced by a substituted phenyl ring. MD simulations have shown that compound 8 exhibits a stable binding in the S31N mutated channel. The binding mode locates the adamantyl group between Val27 and Gly34, and the phenyl unit fills the space between the side chains of Val27 residues. The results obtained from electrophysiological assays in oocytes evidence that blockage of the proton conduction in the wild type channel is relatively insensitive to chemical changes in the scaffold of 8, such as the insertion of a methylene between the adamantane and amino units or the replacement of adamantane by diamantane or triamantane. However, these changes have a drastic effect on the current blockage of the S31N channel, leading to lower association and higher dissociation rate constants relative to the parent compound 8. These results point out the larger sensitivity of the S31N ion channel to the chemical features of inhibitors upon binding to the pore.
Superposition of the compounds shown in Tables 3, 4 is useful to exemplify the ability of the inhibitors to exploit different sites and binding modes along the interior of the pore in order to prevent proton transport in the wild type M2 channel and the V27A and S31N mutated species. (Figures 11B,C). This feature has been highlighted in previous studies that combined the structural analysis of bound channels with metadynamics calculations (Wang et al., 2013; Gianti et al., 2015), which pointed out the existence of distint locations that can be occupied by the protonated amine along the axis of the channel. These studies also remarked the role played by waters molecules inside the pore, as they contribute to stabilize the inhibitor by facilitating hydrogen-bond bridges with carbonyl groups of the transmembrane helices as well as with the His37 tetrad. From a practical perspective, the presence of multiple interaction sites for the protonated amine and the structure of water clusters that stabilize the inhibitor can be useful hallmarks for guiding the design of new drugs. In this regard, recent studies have indicated that the ammonium group of these inhibitors can act as a hydronium mimic upon binding to the channel pore, suggesting that the adamantane-like compounds function as mechanism-based inhibitors as long as they exploit structural features of the channel implicated in proton transport (Watkins et al., 2020).
As a final remark, it is worth noting a very recent study by Kolokouris and coworkers where a systematic analysis of setup conditions and methodological details, covering from docking calculations to MD simulations, is presented for the M2 channel (Kolocouris et al., 2021). This study examines distinctive traits, such as the usage of M2 (22–46) and M2 (22–62) constructs, lipid content in the bilayer (1,2-dimyristoyl-sn-glycero-3-phosphocholine,1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine, and 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanol-amine), and the effect of cholesterol, paying particular attention to the location of channel blockers and water structure, the presence of chloride anions, structural properties of the helical bundle, and the binding site of cholesterol. While this study deserves practical interest for the choice of parameters in simulations of the M2 proton channel (and related viroporins), we limit ourselves to highlight three findings. First, the results obtained for M2 complexes with Amt at pH 8 revealed that chloride anions approached Arg45 and occupied a position located between Trp41 and Arg45 (at a distance close to 15.5–17.5 Å from the Amt nitrogen atom) presence of chloride anions stabilized in the interior of the pore. The anions approached in the C-terminus. The anions approached Arg45. Second, the simulations with CHARMM36 preserved the structure of the amphipatic helices, providing a correct description for the wedge shape geometry that might be required to modulate the saddle-shape curvatuve of the membrane for the release of virions (Wang and Hong, 2015b; Martyna et al., 2017). Finally, the ability of cholesterol to interact with the tetrameric channel, forming van der Waals interactions with Ile39, Leu40, Leu43, Leu46, Phe47, Ile51 and Phe54, and a hydrogen bond with Ser50, which is in agreement with previous experimental evidence (Ekanayake et al., 2016; Elkins et al., 2017; Elkins et al., 2018), paving the way to future studies about the role of cholesterol in mediating the M2 protein function.
CONCLUSION
Resistance to current pharmacological treatments is a severe health challenge, as illustrated by the emergence of viral strains resistant to drugs interfering with the M2 proton channel, such as Amt and Rmt, but also to antiviral agents targeting neuraminidase, such as oseltamivir, as noticed in a resistant strain associated to the His275Tyr mutation in this protein (Meijer et al., 2009; Ginex and Luque, 2021). Currently circulating seasonal H1N1 and H3N2 strains are now resistant to adamantanes, and oseltamivir is no longer effective against the pandemic H1N1 subtypes (Hussain et al., 2017).
Finding new active antiviral compounds is an urgent need, which may be explored resorting to the application of a combinatorial therapy that should potentiate the effect of two or three drugs endowed with distinct mechanisms of action, hopefully being less susceptible to inactivating mutations (Dunning et al., 2014). A long-term strategy is the identification and characterization of the molecular mechanisms associated to the activity of proteins relevant for the life cycle of the virus, as this knowledge may disclose novel strategies for the design of antiviral compounds.
This approach is illustrated by the research efforts invested in the M2 proton channel. In spite of the apparent simplicity posed by the membrane-embedded four-helix bundle, the flow of protons reflects a complex synergy between different molecular events, involving the acidity of the His37 residues, the structural coupling between His37 and the gating Trp41 residue, the structure of the hydrating water molecules in the pore, the pH-dependent conformational arrangement of the TM helices, the electrostatic funnel created by acidic residues in the N-terminus of the channel, and the influence of the amphiphilic helix and cytoplasmic tail on the flexibility of the TM domain, in addition to the potential influence exerted by other factors such as the nature of the lipid environment in the viral capside.
Although a full understanding of the interplay between these factors, which encompass a diverse range of spatial and time processes, has not yet been achieved, the progress consolidated in the last decades through the combined use of structural, biophysical, physiological and computational techniques is impressive, and the successful development of compound 3 is encouraging. This scientific background defines the framework to address novel questions about the mechanisms of drug resistance and the guidance to novel antiviral and treatment approaches, such as the potential dependence between drug resistance and the nature of the viral strain or the infected cell type, which have been the subject of recent studies (Musharrafieh et al., 2019; Musharrafieh et al., 2020). Hopefully, the outcome will be valuable to enrich our current anti-influenza therapeutic arsenal in the form of effective antivirals less susceptible to drug resistance.
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Voltage-gated potassium channels of the Kv7.x family are involved in a plethora of biological processes across many tissues in animals, and their misfunctioning could lead to several pathologies ranging from diseases caused by neuronal hyperexcitability, such as epilepsy, or traumatic injuries and painful diabetic neuropathy to autoimmune disorders. Among the members of this family, the Kv7.2 channel can form hetero-tetramers together with Kv7.3, forming the so-called M-channels, which are primary regulators of intrinsic electrical properties of neurons and of their responsiveness to synaptic inputs. Here, prompted by the similarity between the M-current and that in Kv7.2 alone, we perform a computational-based characterization of this channel in its different conformational states and in complex with the modulator retigabine. After validation of the structural models of the channel by comparison with experimental data, we investigate the effect of retigabine binding on the two extreme states of Kv7.2 (resting-closed and activated-open). Our results suggest that binding, so far structurally characterized only in the intermediate activated-closed state, is possible also in the other two functional states. Moreover, we show that some effects of this binding, such as increased flexibility of voltage sensing domains and propensity of the pore for open conformations, are virtually independent on the conformational state of the protein. Overall, our results provide new structural and dynamic insights into the functioning and the modulation of Kv7.2 and related channels.
Keywords: voltage-gated potassium channels, Kv7.2, retigabine, homology modelling, docking, molecular dynamics
INTRODUCTION
Potassium channels (K+ channels) are primary regulators of intrinsic electrical properties of neurons and their responsiveness to synaptic inputs (Ashcroft, 2000; Jentsch, 2000; Miller, 2000; Hille, 2001). An increase in the membrane conductance to K+ ions causes neuronal hyperpolarization and, in most cases, reduces firing frequency, exerting a strong inhibitory function on neuronal excitability. On the other hand, reduction in conductance seems to be a hallmark of the hyperexcitability seen in many pain syndromes ranging from traumatic injuries and painful diabetic neuropathy to autoimmune disorders (Shieh et al., 2000; Villa and Combi, 2016; Nikitin and Vinogradova, 2021).
The Kv7.x subfamily of voltage-gated K+ channels, encoded by the KCNQ gene family, consists of five members (Kv7.1—Kv7.5 or KCNQ1–KCNQ5), each showing distinct tissue distribution and subcellular localization, as well as biophysical, pharmacological, and pathophysiological properties (Jentsch, 2000; Robbins, 2001; Brown and Passmore, 2009; Barrese et al., 2018; Abd-Elsayed et al., 2019; Jepps et al., 2021). All these channels assemble into membrane-embedded tetramers. Heteromeric assembly of KCNQ2 and KCNQ3, originally termed the “M-channels”, are primary regulators of intrinsic electrical properties of neurons and of their responsiveness to synaptic inputs (Jentsch, 2000; Robbins, 2001). The M-type potassium current is a slowly activating, non-inactivating voltage-gated current, which occurs at subthreshold potentials. It is named after the proposed pathway of its inhibition, i.e., activation of the muscarinic (M) acetylcholine receptor, which leads to the closure of the channel (Brown and Adams, 1980; Marrion, 1997; Delmas and Brown, 2005; Brown and Passmore, 2009; Hernandez et al., 2009). M-currents contribute to the afterhyperpolarization of the action potentials, the spike frequency adaptation, the shaping of the action potential firing properties, the setting of the resting membrane potential and the regulation of presynaptic functions (Bordas et al., 2015). Studies have shown that the current detected across homo-tetrameric KCNQ2 channels is very similar to the M-current, while KCNQ3 channels are rarely able to generate recordable currents (Maljevic et al., 2003).
KCNQ2 shows a topological arrangement with six transmembrane segments (S1–S6), and intracellular NH2 and COOH termini. The region encompassing segments S1–S4 forms the voltage sensing domain (VSD), with positively charged residues in S4 comprising the main voltage sensor. The S5–S6 region forms the pore domain that contains a P-loop that imparts K+ ion selectivity; the carboxylic tail contains four helices (A-D), which contain regions important for tetramerization or binding to regulatory factors including phosphatidylinositol-4,5-biphosphate (PIP2), ankyrin G, and Calmodulin CaM (Soldovieri et al., 2011). The central pore domain is surrounded by four voltage-sensing domains that respond to membrane depolarization by undergoing a conformational change. This in turn triggers structural rearrangements in the pore domain via electromechanical coupling, ultimately opening the channel gate to allow ion conduction (Bezanilla and Stefani, 1994; Jensen et al., 2012). VSD activation occurs stepwise due to the depolarization and proceeds from an initial resting VSD conformation in which the pore is closed (resting/closed, RC) to an activated VSD with an open pore (activated/open, AO) (Bezanilla, 2000; Wu et al., 2010), passing through a conformational change of the VSD into an activated conformation and the pore still closed (activated/closed, AC) as caught by cryo-electron microscopy (cryo-EM) solved structure of KCNQ2 (PDB ID: 7CR0) (Li et al., 2021) (Figure 1).
[image: Figure 1]FIGURE 1 | Main conformational states, overall tetrameric structure, and RTG binding site of the KCNQ2 channel. (A) Schematic view of the RC and AO conformational states of the channel. The Pore and VSD domains are colored yellow and blue, respectively. The S4 and S4-S5 linker helices are shown as blue and green cylinders, respectively. (B) Top view of the tetrameric channel in the AC conformational state (PBD ID: 7CR0). (C) Zoom on the RTG binding site on the Pore domain of the KCNQ2 channel. The site is a crevice between two adjacent channel monomers (shown as orange and greenish yellow ribbons). Residues in contact with the drug in the experimental structure 7CR2 (Li et al., 2021) are shown using a CPK model with bright surfaces, while residues identified in this work based on previous knowledge are shown as sticks. Residues on the second monomer are labelled by primed numbers.
Functional studies in heterologous expression systems revealed that mutations in KCNQ2 (and KCNQ3) genes are related to the onset of diseases such as epilepsy, benign familial neonatal convulsions (BFNC) or neonatal epileptic encephalopathy (Miceli et al., 2013), peripheral nerve hyperexcitability (PNH or myokymia or neuromyotonia) (Maljevic et al., 2008), neuropathic pain (Di Cesare Mannelli et al., 2017), osteoarthritis or cancer pain, migraine, anxiety, dystonia and dyskinesia, bipolar disorder, bladder hypersensitive disorder, addiction, sensory deficits, stroke (Miceli et al., 2008; Zwierzyńska et al., 2017; Du et al., 2018), mania (Kristensen et al., 2012) and tinnitus (Li et al., 2013). These channels were early identified as pharmacological targets, and M-channel enhancers such as retigabine (hereafter RTG) were developed and approved in humans [with indications and antiepileptic drug (Brown and Passmore, 2009)].
Unfortunately, RTG was withdrawn from the market due to safety issues associated with retina and skin discoloration (Clark et al., 2015). Nonetheless, this compound remains an excellent tool to investigate the mechanism of action related to KCNQ2-opener activity, which is not yet fully unveiled. In particular, while studies have shown that RTG can bind to the hydrophobic pocket located near the channel gate of the subunit of KCNQ2, thereby stabilizing the open conformation of the channel (Gunthorpe et al., 2012), Wang et al. recently suggested that the interaction with KCNQ2 is not gated by channel opening and closing, and that RTG could also interact with the resting states of the protein (Wang et al., 2018).
The binding mode of RTG onto KCNQ2 (featuring an activated VSD and a closed pore—AC) was confirmed by the determination of a cryo-EM structure (Li et al., 2021). The drug sits in a hydrophobic pocket formed by S5, pore helix, and S6 from the neighbouring subunit at the inter-subunit interface in the pore domain (Figure 1). The drug binds to KCNQ2 mainly by hydrogen bonds with the side chain of Trp236, Ser303, and the main chain carbonyls of Leu299, Phe305, as well as the hydrophobic interactions with residues Trp236, Phe240, Leu243, Leu272, Leu299, Phe304 and Phe305. To date there are no KCNQ2 structures available in the RC and AO states and when we performed this work the cryo-EM structure of AC KCNQ2, alone and in complex with RTG (Li et al., 2021), had not yet been published. For this reason, to investigate the structural features underlying the three different conformations, we resorted to using atomistic molecular dynamics (MD) simulations. Here, we report the development and structural validation of new homology models of the human KCNQ2 channel in the RC, AC and AO states. The models turned out to be highly accurate, thus allowing to investigate not only the structural and dynamical features of the channel, but also the binding of RTG to different pore states. By performing ensemble docking and multi-replica MD simulations of the RTG-KCNQ2 complexes in the RC and AO states, we show that this ligand can form stable interactions at the same channel site in both states. Moreover, we reproduce several experimental findings and trends underlying the molecular mechanism behind RTG action, such as a higher flexibility of the VSD domains and an increased tendency to pore opening upon ligand binding.
Overall, our work confirms the high potential of computational methods in this field (Khalili-Araghi et al., 2010; Jensen et al., 2012; Yarov-Yarovoy et al., 2012; Kim et al., 2015; Kasimova et al., 2018; DeMarco et al., 2019; Kuenze et al., 2019; Alberini et al., 2021; Şterbuleac 2021) and provides new insightful data that might help drug design efforts.
METHODS
Homology Modelling and Validation
We aimed to model the AO, AC, and RC states of the KCNQ2 tetramer. The sequence of KCNQ2 was taken from the UNIPROT website (identifying code: O43526), and the modelling was restricted to the transmembrane region of the channel (residue ARG75 to GLN323 in each monomer), amounting to 249 aminoacids per monomer and including helices S0 to S6. The models were generated using the Prime tool (Jacobson et al., 2004) of the Maestro software package (Prime, Schrödinger, LLC, New York, NY, 2019). Namely, the AC model was generated using as (single) template structure the cryo-EM structure of the homologous KCNQ1 channel (PDB ID: 5VMS) (Sun and MacKinnon, 2017), sharing 58% identity and 75% homology with the sequence of KCNQ2 (SupplementaryTable S1). The sequence alignment was performed with Clustal Omega 1.2.4 (https://www.ebi.ac.uk/Tools/msa/clustalo/). Regarding the AO and RC states, as no experimental structure of KCNQ2 in these conformations was available at the time of this investigation, we used as templates the corresponding structures of the KCNQ1 channel previously published by Kuenze et al. (2019). Validation of the structural models was performed by submitting them to the MOLPROBITY webserver (http://molprobity.biochem.duke.edu/) (Williams et al., 2018).
Molecular Dynamics Simulations
Apo proteins. MD simulations of the AO, RC, and AC models of KCNQ2 in explicit phospholipid membranes at 310 K were performed using Amber18 (Case et al., 2018) and the Lipid17 force field (Gould, I.R., Skjevik A.A., Dickson, C.J., Madej, B.D., Walker, R.C.,"Lipid17: A Comprehensive AMBER Force Field for the Simulation of Zwitterionic and Anionic Lipids”, 2018, in preparation). We employed a protocol similar to that recently used by Kuenze et al. to simulate the transmembrane region of the tetrameric KCNQ1 channel (Kuenze et al., 2019). Namely, the models generated by Prime were used as starting conformations for MD simulations after alignment to the membrane normal using the PPM webserver (Lomize et al., 2012) and embedded into bilayers of POPC (palmitoyloleoyl-phosphatidylcholine; ∼250 phospholipids per leaflet) using the membrane builder tool of the CHARMM-GUI website (Wu et al., 2014). A TIP3P water layer ∼30 Å thick and containing 0.15 M of KCl was added on each side of the membrane. In addition, four K+ ions were placed in the channel selectivity filter at positions inferred from the X-ray structure coordinates of PDB 2R9R. The bilayer contained 26 PIP2 (phosphatidyl-4,5-bisphosphate) molecules in the inner leaflet, consisting of an equal number of C4-PO4- and C5-PO4- mono-protonated PIP2 molecules with stearoyl and arachidonoyl conjugations at the sn-1 and sn-2 position. The PIP2 parameters were taken from (Kuenze et al., 2019). No PIP2 was added to the MD system of the AC model because the decoupled state seen in the cryo-EM structure of KCNQ1 is assumed to be due to the absence of PIP2 and the inability of that membrane composition to induce conformational changes. SHAKE bond length constraints were applied to all bonds involving hydrogen. Nonbonded interactions were evaluated with a 10 Å cut-off, and electrostatic interactions were calculated by the particle-mesh Ewald method. Each MD system was first minimized for 15.000 steps using steepest descent for the first 100 steps, followed by conjugate gradient minimization. With protein and ions restrained to their initial coordinates, the lipid and water were heated to 50 K over 1,000 steps with a step size of 1 fs in the NVT ensemble using Langevin dynamics with a rapid collision frequency of 10 ns−1. The system was then heated to 100 K over 50.000 steps with a collision frequency of 1,000 ps−1 and finally to 310 K over 200.000 steps and a collision frequency of 100 ps−1. After switching to the NPT ensemble, restraints on ions were gradually removed over 500 ps and the system was equilibrated for another 25 ns at 310 K with weak positional restraints (force constant of 1 kcal mol−1 Å−2) applied to protein Cα atoms. The protein restraints were then gradually removed over 50 ns, and 9 replicas of production MD, each of 100 ns in length, were conducted for each model (yielding 1 μs for each state) using a step size of 2 fs, constant pressure periodic boundary conditions, anisotropic pressure scaling and Langevin dynamics. Note that, as in (Kuenze et al., 2019), production runs were performed in the presence of soft restraints (k = 2 kcal mol−1 Å−2) between each K+ ion and the 8, 4, 4, and 4 oxygen atoms of residues T277, I278, G279 and Y280 respectively. On top of these runs, for each model and each replica we performed 100 ns additional MD simulations in the absence of restraints. Therefore, for each state we generated a production trajectory corresponding to ∼2 μs of simulated time.
RTG-KCNQ2 complexes. Multicopy simulations of the RTG-KCNQ2 complexes derived from docking calculations (vide infra) were performed using the same settings as for the simulations of the unbound channel. Force field parameters of the ligand were derived from the GAFF (Wang et al., 2004) force field or generated using the antechamber module of AMBER when missing. In particular, atomic restrained electrostatic potential charges were derived after a structural optimization performed with Gaussian09 (Frisch et al., 2016). For complexes in both the AO and RC conformations, the top eight unique (that is, non-identical) docking poses (selected by visual inspection) were selected as starting conformations for MD simulations. Initial structures of the complexes in a model membrane and water solution were generated by superposing these structures to the conformation extracted the MD trajectory of the apo KCNQ2 channel and corresponding to the cluster representative used in docking calculations. Next, three independent MD simulations, each of 1 μs in length, were performed for each complex structure, amounting to 24 replicas for each system and 48 μs of cumulative time.
Molecular Docking of RTG on AO and RC States of KCNQ2
In order to assess the possibility of RTG binding to the AO and RC states of the potassium channel KCNQ2, ensemble docking calculations were performed using Autodock4.2 (Morris et al., 2009). Namely, a cluster analysis was performed on the equilibrium trajectories extracted from the cumulative MD simulations of the apo protein, using as a metric the distance RMSD matrix (dRMSD) calculated on the non-hydrogenous atoms of the putative RTG binding site (that is the enlarged binding site in Figure 1) and a 2 Å cut-off. The analysis was performed separately on each of these four binding sites present on the KCNQ2 tetramer and resulted in an overall number of 42 and 17 clusters for AO an RC states, respectively. The default settings of Autodock were used, except for the grid space, which was set to 0.25 (default 0.375), and for the grid volume, which was automatically set so as to cover all residues lining the binding site, following the automated protocol described in (Basciu et al., 2019b). 7 out of the 8 rotatable bonds of RTG were activated during docking; up to 10 poses per channel structure were saved, resulting in 390 poses onto the AO state and 151 onto the RC state.
Analysis of the MD Trajectories
Stability of the models. The stability of our MD simulations was evaluated in terms of the RMSD of the heavy atoms of the protein along the trajectory with respect to the initial structure (i.e., the homology model) as well as to the experimental structures of the KCNQ2 channel in the AC state, as well as of its complex with RTG [PDB IDs 7CR0 and 7CR2, respectively (Li et al., 2021)].
Root Mean Square Fluctuations (RMSF). The flexibility of the protein was evaluated in terms of RMSF calculations, performed on each trajectory with the atomicfluct command of the AmberTools. The fluctuations were evaluated after alignment of the Pore domain to the average conformation extracted from the corresponding MD trajectory.
Identification of the putative binding site of retigabine. Since no experimental structure of RTG in complex with KCNQ2 was available when this investigation was performed, the putative (lately largely confirmed, see Results) binding site of RTG on the Pore-forming domain of the channels was identified based on the findings in (Lange et al., 2009; Kim et al., 2015). In KCNQ2, the residue W236 was shown to be crucial for the interaction of the channel with retigabine and its analogues (Kim et al., 2015). In particular, the presence of an H-bond donor in this residue was shown to be crucial for binding. Therefore, we identified as putative binding site of retigabine on KCNQ2 the crevice formed by W236 and all the residues within 3.5 Å from it (Figure 1).
Cluster analysis. To perform some of the analyses described below within a reasonable time, and to select a tractable number of (maximally different) structures for molecular docking, a cluster analysis was performed on the cumulative trajectory generated by concatenating the 10 independent trajectories generated for each state. We performed two different cluster analyses, using either the Cα atoms of the protein or all heavy atoms of the residues around each of the four putative binding sites of retigabine. In this way, we obtained structures differing both in their overall architecture and as well as in the conformations of the putative binding site of retigabine. As metric, we used the dRMSD calculated over the selections above (which were also used for structural alignment), with cut off set to 2 Å. These structural clusters were further analysed as described below.
Volume and druggability calculations. Druggability calculations were performed using the f-pocket (Le Guilloux et al., 2009) software as described in previous publications (Basciu et al., 2019b; Basciu et al., 2019a). For each conformation of the protein extracted from the cluster analysis described above, we evaluated its druggability score D, a descriptor ranging from 0 to 1 with higher values identifying more druggable geometries (Schmidtke and Barril, 2010). It is customary to associate scores >0.5 to putative binding sites. We also estimated the approximate volume of the retigabine binding sites by using the software VOIDOO (Kleywegt and Jones, 1994) with the following settings: grid spacing 0.5 Å; probe radius 1.4 Å, growth factor for van der Waals radii 1.05, number of cavity refinement cycles 100. The coordinates of the centres of the cavity were set to the geometrical centre of the sites.
Interaction network. The intra- and inter-molecular interactions involving the retigabine binding sites were calculated using the cpptraj tool of the AMBER18 package (Case et al., 2018, p. 18) and the PLATON software package (Spek, 2009). Namely, the first software was used to characterize the network of H-bonds (given the importance of W236 as H-bond donor), using a cut-off of 3.5 Å for the donor-acceptor distance and of 145° for the donor-hydrogen-acceptor angle. The second software was used to detect stacking interactions, given that a change in the network of residues involved in π-π interactions was suggested to occur upon switch of the channel from a closed to an open state (Syeda et al., 2016). The default parameters were used to detect interactions involving aromatic rings.
Pore morphology. For each simulated system, the presence of—and the morphology of putative tunnels leading from the cytoplasmic entrance to the center of the protein (beneath the selectivity filter) were evaluated using CAVER3.0 (Chovancova et al., 2012) on representative structures extracted from the cluster analysis performed on the Cα atoms of the whole protein, as described above. The probe radius, shell radius, shell depth, and clustering threshold were set to 0.9 Å, 5.0 Å, 3.0 Å, and 3.5 Å, respectively. Tunnel calculations were started for each conformation at the center between residues 276 and 306 on each monomer.
Binding free energy estimation. Free energies of binding for RTG-KCNQ2 complexes were estimated using the molecular mechanics generalized Born surface area (MM-GBSA) approach (Genheden and Ryde, 2015) through the formula:
[image: image]
Gcom, Grec, and Glig are the absolute free energies of the complex, receptor, and ligand, respectively, averaged over the equilibrium trajectory. According to these schemes, the free energy difference can be decomposed as:
[image: image]
where ΔEMM is the difference in the molecular mechanics energy, ΔGsolv is the solvation free energy, and TΔSconf is the conformational entropy. The first two terms were calculated with the following equations:
[image: image]
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EMM includes the molecular mechanics energy contributed by the bonded (Ebond, Eangle, and Etorsion) and non-bonded (Evdw and Eele, calculated with no cutoff) terms of the force field. As customary, we employed the single-trajectory approach, in which only simulations of the complex are employed to generate the ensemble of conformations of the receptor and of the ligand by simply removing the appropriate atoms (Genheden and Ryde, 2015). This corresponds to setting [image: image], [image: image], and [image: image] to zero. ΔGsolv is the solvation free energy, which can be modeled as the sum of an electrostatic contribution (ΔGsolv,p, evaluated using the MM-GBSA or MM-PBSA approach) and a non-polar one (ΔGsolv,np = γΔSA + b, proportional to the difference in solvent-exposed surface area, ΔSA).
The electrostatic solvation free energy was calculated using the implicit solvent model developed by Nguyen et al. (Nguyen et al., 2013) (igb = 8 option in AMBER) in combination with mbondi2 (for H, C, N, O, S elements) and intrinsic radii. Partial charges were taken from the AMBER/GAFF force fields, and relative dielectric constants of 1 for solute and 78.4 for the solvent were used. The non-polar contribution is approximated by the LCPO method (Weiser et al., 1999).
The solute conformational entropy contribution (TΔSconf) was not evaluated as it is notoriously difficult to evaluate with accuracy (Genheden and Ryde, 2015). The estimates were performed on up to 100 different equally spaced conformations extracted from each of the ten most populated clusters calculated from the cumulative trajectories of AO-RTG and RC-RTG complexes.
RESULTS AND DISCUSSION
Model Building and Validation
The homology models of the AC, AO, and RC conformational states of the transmembrane region of the tetrameric KCNQ2 channel were generated according to the protocol described in the Methods section. When building the models, the recently published structure of the human KCNQ2 ion channel in the AC state (PDB ID: 7CR0) was unavailable, and the more reliable template was the AC cryo-EM structure of the KCNQ1 ion channel (PDB ID: 5VMS), featuring a high sequence similarity with KCNQ2 (Supplementary Table S1). The AC tetramer resulting from this modelling displays a closed pore and an activated VSD domain: the Cα-RMSDs values calculated for these domains taking the KCNQ2 structure 7CR0 as reference were 1.0 and 1.6 Å respectively (Supplementary Figure S1), indicating a good agreement between our model and the experimental structure. Moreover, characteristic interactions between E1 on helix S2 with Q3(S4), E2(S2) with R5(S4), and D(S3) with R6(S4), present in the experimental structure, are reproduced in our model (Figure 2). As expected, the access to the pore through the activation gate, lined by residues A306, A309 and S314, is closed.
[image: Figure 2]FIGURE 2 | Conformations of the VSD domain. Top row: Key interactions established between charged/polar residues of the S1-S4 helices in the apo and RTG-bound experimental structures, followed by the three models described in this work. Helices S2, S3, and S4 are shown in dark yellow ribbons, while the sidechains of key residues are represented by sticks colored by atom type. H-bonds/salt bridges are indicated by black dotted lines. Light blue check marks identify interactions present in the apo experimental structure (7CR0) and reproduced in the homology models. Bottom row: Comparison among the molecular surfaces (bottom view from the intracellular side; monomers colored differently) of the channel in the experimental and modelled structures generate in this work.
The AO and RC states were built using as templates the new and refined models of the KCNQ1 channel in the corresponding structures (Kuenze et al., 2019). Also in this case, the resulting models are overall reasonable (Figure 2 and Supplementary Figure S1). In particular, in the AO state the VSD domain reproduces all the key interactions between R and E/D aminoacids sitting on helices S4 and S2, respectively. In contrast, in the resting state the VSD domain features interactions between E1(S2) and R1(S4), E2(S2) and R2(S4), which imply a downward shift of S4 by about 3 helical turns compared to the conformation assumed in the activated state. The pore is clearly closed also in the RC state (Figure 2), while it features a channel leading from the intracellular side to the central cavity (bottleneck radius of 2.46 Å near A309) in the AO state. All models were validated using the MOLPROBITY webserver, with scores of 1.48 (AO), 1.59 (RC), and 1.84 (AC), placing them respectively in the 96th, 93rd, and 84th percentiles (out of 27,675 structures). These values are comparable to that of 1.57 and 1.59 (93rd percentile) obtained respectively for the same region extracted from the cryo-EM structure of KCNQ1 (5VMS) used as structural template and for the cryo-EM structure of KCNQ2 in the AC state (7CR0).
Characterization of Channel Dynamics in the AC, AO, and RC States
Using the homology models discussed in the previous section as starting structures, we performed 9 independent MD simulations for each state, for a total production trajectory of ∼6 μs in length. In all cases the trajectories were relatively stable, with Cα-RMSDs from the initial structure stable around 4 Å (Supplementary Figure S2). These values are very similar to that found by Kuenze et al. in their recent computational work on KCNQ1 (Kuenze et al., 2019). Note that, in the absence of soft restraints between K+ ions and residues of the Pore-forming region, the number of ions simultaneously present within that region oscillates between 2 and 4. In this work we will not discuss further this aspect, while noting that the removal of the restraints had a limited impact on the overall stability of the protein (Supplementary Figure S2).
Given the recent availability of the experimental structure of the apo form of the channel in the AC state, we compared the structural features of the three simulated systems taking that structure (7CR0, PDB code) as a reference. The distribution of the protein Cα-RMSDs across the cumulative production trajectories is sharply peaked around 3 Å for the AC model. This confirms that our model is not only stable during μs long MD trajectories, but samples conformations close to the experimental structure resolved for this state (Supplementary Figure S3). As expected, the RC and the AO states sample conformations that are more distant from the AC experimental structure (peaks around 6 and 8 Å, respectively; Supplementary Figure S3, upper panel). Similar distributions plots calculated separately for each VSD domain and for the Pore confirm the overall good reproduction of the structural features at the level of key regions in every conformational state (Supplementary Figure S3, middle and lower panel, respectively). Consistently with these results, the interactions characterizing the active and resting states of the VSD domain, reproduced in the homology models from which the MD simulations begun, are well conserved in at least one domain of all (66%) replicas of the AO/C (RC) states (Table 1 and Supplementary Tables S2–S4). Note that up to three VSD domains assumed simultaneously an active state conformation along the simulations of the AO state (Table 1). To obtain further structural insights into the KCNQ2 channel in the different states, we performed a cluster analysis on the cumulative production trajectory, using as metric the distance-RMSD among the Cα atoms of the protein.
TABLE 1 | Key interactions characterizing the active and resting states of the four VSD domains of KCNQ2 reproduced along the MD simulations of the apo protein. Interactions were considered in place if recorded for at least 50% of the simulated time (production run). For each replica, the number of interactions occurring in each of the four domains is reported, along with the numbers of active or resting domains (defined in this way if the number of key interactions occurring simultaneously amounts to 3 or more).
[image: Table 1]The results indicate a decreasing structural variability for the AO, AC, and RC states (Supplementary Table S5) and confirmed that each simulation maintains the intended state without evolving to any of the other ones. Indeed, the conformations within each simulation are markedly closer to the initial model of the corresponding state than to the two other ones (Supplementary Figure S4).
Next, we analysed the features of the binding site of the anticonvulsant drug RTG, targeting KCNQ2-5 channels (Kim et al., 2015). Since the structure of RTG bound to the KCNQ2 channel in the AC state (Li et al., 2021) was not published when this study was designed, we identified the putative residues lining this binding site in KCNQ2 based on the information available from literature (see Methods section). Importantly, that region compares very well with the experimental binding site reported by Li et al. with 8 out of 11 residues lining that site being also included in our selection. This essentially expands in this work by a few residues the true binding site for RTG (Figure 1). Moreover, while the binding of RTG has been characterized for the AC state of KCNQ2, no structural information is available regarding the binding of the modulator to the RC and AO states. Therefore, studying the dynamical features of this site on all conformational states of this channel could provide additional insights into the mechanism of action of RTG.
Along this line, we first assessed if and to what extent the precise geometry of the binding site hosting RTG in the experimental structure is reproduced during the MD simulations of the AC, AO, and RC conformational states of KCNQ2. As can be seen in Figure 3, bound-like conformations are sampled along all simulations with the RMSD calculated at the RTG site reaching values as low as 1.3, 1.5, and 1.7 Å for the RC, AC, and AO conformational states, respectively. A significant fraction of conformations with RMSD values lower than 2 Å were sampled in the RC and, to a slightly lower extent, AC states.
[image: Figure 3]FIGURE 3 | Sampling of bound-like conformations of the RTG binding site (see Figure 1) during the MD simulations of unbound KCNQ2 in the three states considered in this work. The graph on the left displays the RMSD distributions (calculated on all heavy atoms of the residues lining the experimental RTG binding site) extracted from the corresponding MD simulations. The three pictures on the right of this graph show the structures featuring the lowest RMSD from the experimental geometry of the RTG site in each simulation. The S5, S6, and S5-6 linker helices from one monomer are shown as greenish yellow ribbons, while the S6 helix from the adjacent monomer (S6′) is colored in orange. Residues from each monomer are shown as sticks colored by atom type (carbon atoms colored as the ribbons). The experimental conformation is shown in grey color.
However, it is worth noticing that also the AO state, starting from a conformation distant 3.6 Å from the experimental geometry (2.3 and 2.4 Å for RC and AC, respectively), also assumed a non-negligible fractions of bound-like conformations.
To further assess the possibility of drug binding at this site in all KCNQ2 conformational states, we estimated the fraction of druggable geometries sampled along the trajectories of each of them. Namely, we calculated the druggability score D on a set of structures obtained from an additional cluster analysis performed on the putative RTG binding site identified in Figure 1 (see Supplementary Table S5). Such analysis was justified not only because of the larger conformational variability of the RTG site in the AO state (Figure 3), but also in view of: 1) previous findings by Kim and co-workers (Kim et al., 2015), reporting two possible orientations assumed by the residue W265 of the KCNQ3 channel—equivalent to W236 in KCNQ2—when in complex with RTG; 2) the change in the network of residues involved in interactions with RTG, which was suggested to occur upon switch of the channel from a closed to an open state (Syeda et al., 2016). According to the software fpocket ((Le Guilloux et al., 2009), see Methods section), a site is defined as druggable (that is, likely to accommodate a drug-like molecule) if D is larger than 0.5. The results of this analysis (Table 2) show that: 1) for each state there are at least two druggable RTG binding sites; 2) in the RC state, three out of four RTG binding sites sample druggable conformations, and their relative population is the highest among the three states; 3) the AO state features the lowest relative population of druggable conformations, although their scores are on average the highest among the series. The occurrence of druggable conformations of the RTG binding sites in all states of the channel could have implications for the action mechanism of RTG and other modulators.
TABLE 2 | Druggability index D calculated with fpocket on each of the four binding sites of RTG in the three different states of the KCNQ2 ion channel. For each site, the average value (weighted by the relative cluster population) of D and its standard deviation are reported, together with the normalized frequency fN of conformations identified as druggable (calculated as sum of normalized fractions of cluster population).
[image: Table 2]Characterization of RTG Binding Onto Putative Binding Site
To identify possible binding modes of RTG on KCNQ2 in the AO and RC conformational states, we performed molecular docking calculations on different conformations of the four putative binding sites located on the Pore domain of the channel. Namely, ensemble docking was performed on 42 and 16 structures in the AO and RC states, respectively (see Supplementary Table S5 and the Methods section). At least one pose resembling the experimental binding mode was reproduced for both states, although the orientation of the residues lining the experimental binding site was virtually reproduced only in the AO state (Supplementary Figures S5, S6). Note that the docking score appears to be relatively insensitive to the conformation assumed by the channel, which points to the possibility of stable RTG binding to the protein bearing an open Pore. To further assess this possibility, starting from the top eight non-overlapping docking poses within each site (selected by visual inspection), we performed 24 1 μs-long simulations for the AO-RTG and for the RC-RTG complexes (three replicas for each pose, for a cumulative time of 48 μs). Given the unavailability of an experimental pose of RTG at the time of running our simulations, we relied on usual criteria (high docking score and pose occurrence) to select plausible conformations of the complexes.
Among the poses selected as starting structures for MD simulations, the ones resembling more closely the experimental structure of RTG featured RMSD values of 4.7 Å and 3.5 Å for the RC and AO states, respectively (Supplementary Figures S5, S6). Out of the 24 MD simulations performed for each of the AO and RC states, respectively 12 and 20 resulted in stable complexes between RTG and the channel, confirming the possibility of complex formation in different KCNQ2 states. Remarkably, in a few (one) simulations of the AO(RC)-RTG complex, the RTG molecule evolved towards a binding conformation closely resembling the experimental one (minimum RMSD values amounting to 0.8 and 0.7 Å from starting values of 4.4 and 4.8 Å, respectively; see Supplementary Figures S7, S8).
More importantly, the most populated cluster of the RTG-AO complex is the one featuring a RTG binding mode essentially equivalent to the experimental one, associated with a relatively high affinity compared to most clusters (Table 3). This nicely validates our overall modelling and simulation strategy, and points to the possibility for this modulator to interact with states other than AC without the need to significantly alter its contact network.
TABLE 3 | Pseudo binding free energies and structural deviations from the experimental pose calculated for the top 10 clusters of the complexes between RTG and KCNQ2 in AO and RC conformational states. Standard deviations are reported in parentheses.
[image: Table 3]To assess more quantitatively the sampling of conformations of RTG resembling the experimental geometry in the RTG-AC complex, we performed a cluster analysis on the cumulative trajectory of each simulated system. In addition, we estimated the stability of the binding poses corresponding to the 10 most populated clusters via MM/GBSA calculations (see Methods section). We notice that, on average, the affinity of the ligand is higher towards the channel in the AO state than the RC one (although the differences are minor and should be taken as a qualitative indication about binding propensity of RTG). While experimental binding geometries were recovered also in the simulations of the RTG-RC complexes (Supplementary Figure S8), they were not picked up in the top 10 conformational clusters (the lowest RMSD being 3.5 Å for the 5th cluster representative, see Table 3).
As we don’t know if the binding mode of RTG is fully conserved across the different states of the channel, in the following we discuss our results in terms of average structural and dynamical, properties across the stable trajectories of the complexes. This allows evaluating our findings on the effect of RTG binding on KCNQ2 free of any experimental bias. First, we found that binding of RTG alters the dynamics of the channel; namely, it slightly rigidifies the Pore domain, and moreover, it increases the flexibility of the VSD domains with respect to the unbound protein, particularly in the AO state (Figure 4). This result is in agreement with the findings reported in (Li et al., 2021), showing an increase in the values of the B-factor off the VSD domains upon binding of four RTG molecules. Our data suggest that such an increase represents a general consequence of RTG binding to any conformational state of the channel. Next, to assess if the enhanced flexibility of the VSD domains resulting from RTG binding affects their propensity towards active conformations, we analysed the occurrence of specific interactions characterizing VSD active and resting (Table 4, Supplementary Tables S6, S7). Interestingly, binding of RTG to the RC state induces a decrease from 66 to 50% in the percentage of MD simulations featuring at least one VSD domain in the resting state (although no active VSD domain was detected, possibly due to the longer timescales of this event compared to the length of our simulations, and to the presence of only one compound instead of four as in the cryo-EM structures). In contrast, binding of the modulator to the AO state does not significantly alters the relative occurrence of activated vs. resting conformations, consistently with the proposed mechanism of action (Gunthorpe et al., 2012; Li et al., 2021).
[image: Figure 4]FIGURE 4 | Effect of RTG binding on the flexibility of KCNQ2, measured in terms of average RMSF calculated on the stable MD simulations discussed in the main text after alignment of the Pore domain. The pictures on the left illustrate the increase in the RMSF values of the VSD domains after binding of RTG to the AO (upper panel) and RC (lower panel) states. The graphs on the right site help to better quantify such an increase.
TABLE 4 | Key interactions characterizing the active and resting states of the four VSD domains of the KCNQ2 channel reproduced during the MD simulations of the RTG-channel complexes. See Table 1 for details.
[image: Table 4]Finally, we investigated if and to what extent the binding of RTG alters the morphology of tunnels leading from the center of KCNQ2 (beneath the selectivity filter) to its cytoplasmic gate. To this end, we run the software CAVER (Chovancova et al., 2012) on the representative structures of all the conformational clusters extracted from the cumulative trajectory of each simulated system (Supplementary Table S5). Consistently with experiments, in the absence of RTG virtually all conformations of the protein bear a tunnel in the AO state; in contrast, only closed conformations were found for the AC and RC states. Tunnel bottlenecks were found near the cytoplasmic end of the protein, with radii ranging from 1.9 to 3.5 Å (2.9 Å for the representative of the most populated cluster; see Figure 5). Binding of RTG to the channel in the AO state did not induce large structural changes in the morphology of the Pore, with 2/3 of the conformations still bearing a tunnel. More relevantly, binding of just one RTG molecule to the RC state seems to alter the conformational equilibrium of KCNQ2 in favour of conformations bearing an open Pore. Indeed, about 1/10 of the cluster representatives feature a tunnel with a bottleneck radius ranging between 1 and 1.2 Å.
[image: Figure 5]FIGURE 5 | Morphologies of the tunnels leading from the center to the cytoplasmic end of KCNQ2. (A,C,E) Tunnels (red surfaces) found in the main (A, C) and fourth (E) conformational clusters extracted from the cumulative trajectories of the channel in the AO state, AO bound to RTG, and RC bound to RTG, respectively. Each monomer is shown in ribbons colored differently, with the Pore domain solid and the rest of the protein transparent. The starting point set for tunnel detection is approximately indicated by a blue capital S letter. (B,D,F) Radii (r) vs. path length (l). The profile of the tunnel found in the most populated non-closed cluster (population in parenthesis) is shown by a black solid line, while the profiles associated to the tunnels found in the remaining clusters are shown by gray dashed lines. The total percentage of clusters bearing a tunnel is also reported in each graph.
While the limitations of our approach do not allow to assess the long-term effects of RTG binding on KCNQ2, the early steps of channel opening induced by ligand binding caught by our analysis shed light on the mechanism of action by this compound. Overall, our findings support an allosteric mechanism in which binding of RTG to the channel would promote its transition towards the AO conformational state. Such conformational transition could occur, according to our data, without the need for drastic rearrangements of RTG within the binding site recently validated by Li and co-workers (Li et al., 2021).
CONCLUDING REMARKS
KCNQ2 is a main molecular determinant of the M-current, a widespread K+ current regulating neuronal excitability. Because of their fundamental role in regulating cellular excitability, this channel in its heterotetrameric form with KCNQ3 is implicated in several human disease conditions, including epilepsy, pain, migraine, arrhythmias, sensory dysfunction, and metabolic illnesses. The KCNQ2/KCNQ3 opener retigabine represents an attractive compound for the treatment of these diseases. Structural information about the molecular interactions of this compound with KCNQ2 along the conformational cycle (the various states) of the channel can be highly informative to drug design efforts.
However, apart the recent cryo-EM structure of AC KCNQ2, alone and in complex with RTG (unavailable when this work was undertaken), to date there are no KCNQ2 structures available in the RC and AO states. For these reasons our efforts were aimed at generating models of all three states and characterise their dynamics and interaction with RTG. Conformations extracted from the molecular dynamics simulations were used to dock RTG into the AO and RC states and compared with the experimental structure of the KCNQ2 in the AC state complexed with RTG. All the generated models of both the apo structures in various states as well as the complexes with RTG were subjected to MD simulations, for a total simulated time of ∼50 μs. The analysis of the trajectories confirmed the stability of the apo structures as well as the AO and RC structures complexed with RTG. Our results on the effect of binding of one RTG molecule to the AO and RC states are in line with experimental findings on the channel in the AC state bound to four drug molecules. Overall, our data suggest that RTG can bind to the same site of the channel, and maintaining the same orientation, independently of the KCNQ2 (and thus Pore domain) conformation/state. Furthermore, our simulations of the RTG-bound states unveil a tendency of the channel towards increased flexibility of the VSD domains and sampling of conformations corresponding to an open Pore, which are also in line with experiments. The excellent agreement of our simulations with the experimental AC state structure gives trust into our modelling approach and confidence that the new models of the AO and RC states of this channel are reliable, allowing to uncover new insightful details on the interaction of this channel with RTG.
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Various all-atom molecular dynamics (MD) simulation methods have been developed to compute free energies and crossing rates of ions and small molecules through ion channels. However, a systemic comparison across different methods is scarce. Using a carbon nanotube as a model of small conductance ion channel, we computed the single-channel permeability for potassium ion using umbrella sampling, Markovian milestoning, and steady-state flux under applied voltage. We show that a slightly modified inhomogeneous solubility-diffusion equation yields a single-channel permeability consistent with the mean first passage time (MFPT) based method. For milestoning, applying cylindrical and spherical bulk boundary conditions yield consistent MFPT if factoring in the effective bulk concentration. The sensitivity of the MFPT to the output frequency of collective variables is highlighted using the convergence and symmetricity of the inward and outward MFPT profiles. The consistent transport kinetic results from all three methods demonstrated the robustness of MD-based methods in computing ion channel permeation. The advantages and disadvantages of each technique are discussed, focusing on the future applications of milestoning in more complex systems.
Keywords: ion channel, permeability, milestoning, molecular dynamics simulations, carbon nanotube
INTRODUCTION
Ion channels are complex biological nanopores that perform vital physiological functions with high sensitivity and precision. Over the decades, molecular dynamics (MD) simulation has become an indispensable tool for computing the functional properties of ion channels directly from their dynamic structures. Various MD-based methods were developed for investigating the thermodynamics and kinetics of ions or small-molecules permeation at the single-channel level. Many pioneering atomistic MD simulations on ion channels have focused on computing ion permeation from equilibrium free energy profiles, or potential of mean force (PMF), in conjunction with electro-diffusion theory (Bernèche and Roux, 2001; Allen et al., 2004; Domene et al., 2008; Fowler et al., 2013). The increased computing power and performance of MD engines have also enabled researchers to simulate single-channel conduction explicitly under a constant external electric field (Khalili-Araghi et al., 2006; Roux, 2008) or an asymmetric ionic concentration across the channel (Kutzner et al., 2011; Khalili-Araghi et al., 2013). If the system reaches a steady-state under voltage or concentration gradient, a mean flux rate and a steady-state density profile can be obtained from the ensemble of nonequilibrium processes. These equilibrium and nonequilibrium MD simulations have significantly deepened our understanding of the ion channel permeation process at the high temporal and spatial resolution (Roux, 1998; Zheng and Trudeau, 2015; Flood et al., 2019; Carnevale et al., 2021).
Unlike the steady-state flux under voltage, the equilibrium MD approaches can be generally applied to any small-molecule permeation (neutral or charged). Several theoretical frameworks can be used to compute crossing rates from PMF profiles obtained from enhanced sampling simulations. Particulary, if the PMF is dominated by a single large barrier and the permeant diffusion is constant at the barrier region, the crossing rate can be estimated via Kramer’s theory or transition state theory (TST) borrowed from reaction kinetics. However, for complex biological ion channels, the aforementioned assumptions may be far from satisfied. Alternatively, molecule permeation may be considered a one-dimensional nonreactive diffusive process that can be described using the fluctuation-dissipation theorem. For instance, PMF can be used together with the position-dependent diffusion coefficient to estimate permeability using the inhomogeneous solubility-diffusion (ISD) equation (Diamond and Katz, 1974). ISD equation has been applied successfully in studying solute permeation across the membrane (Awoonor-Williams and Rowley, 2016; Venable et al., 2019). Herein, we show that a slightly modified ISD equation yields a single-channel permeability consistent with a mean first passage time (MFPT) based method, which extracts detailed kinetics along the molecular permeation pathway directly from rare-event sampling methods. Recent examples of such rare-event sampling applied on ion channels include milestoning (Alberini et al., 2018; Cottone et al., 2020; Jiang et al., 2021a), weighted ensemble sampling (Adelman and Grabe, 2015), and Markov state models (Teo and Schulten, 2013; Choudhary et al., 2014; Domene et al., 2021; Hempel et al., 2021). In theory, the PMF-based method, MFPT-based method, and steady-state flux under voltage should converge to the same single-channel permeability for the same studied system. However, a systemic comparison between different methods is still lacking.
In this work, we use a carbon nanotube (CNT) as a model (Figure 1A) of small conductance (∼2 pS) ion channel to compare K+ permeability from milestoning, umbrella sampling (US), and voltage simulations. This CNT system has been used to compute K+ permeability using a transition path approach similar to the reactive flux method (Zhou and Zhu, 2019). We chose this system because its free energy barrier height (∼4 kcal/mol) and microsecond-timescale crossing rate are physiologically relevant. Such a system requires nontrivial sampling (beyond the capability of brute-force MD), but the rigidity of the CNT still allows good convergence and unambiguous comparison of all methods tested here.
[image: Figure 1]FIGURE 1 | (A) Simulated CNT system, consisting of two fixed layers of carbon atoms as water impermeable membrane. 6 K+ and 6 Cl− ions are shown in tan and pink, CNT in orange color, and water oxygen in cyan. Membrane carbon atoms are shown as blue spheres (B). z-coordinate distribution of a tagged K+ from each umbrella sampling window (corresponding data from milestoning are shown in Figure 2B). (C) PMFs from two blocks of umbrella sampling trajectories, generated from MBAR with 80,000 data points per window, with error bars in shaded color (D). The position-dependent diffusion constant of K+ computed from umbrella sampling. The transparent lines represent data from the first 20 ns and second 20 ns per window. A thick green line represents averaged and symmetrized values. Inset is the plot of the correlation function used to compute correlation time [image: image] and D(z) (see methods) (E). Local resistance (the integrand of Eq. 3) for permeating K+ (F). Integration of the permeation resistance, 1/ [image: image], as a function of z.
The original milestoning simulation requires running short trajectories in each milestone until they reach another milestone (Faradjian and Elber, 2004). Here, we use the “soft-walls” Voronoi-tessellated Markovian milestoning, which confines the sampling within the Voronoi cells using flat-bottom harmonic restraining potentials (Maragliano et al., 2009). The implementation of this “soft-walls” version (referred to as milestoning thereafter) resembles, to a large degree, the conventional umbrella sampling setup. A detailed comparison of the sampling, PMF, and MFPT results from milestoning and umbrella sampling is the focus of this study. In addition, we tested two bulk boundary conditions, namely the cylindrical and spherical boundaries, that are particularly useful for conducting milestoning on ion channels.
The CNT system chosen here is designed to satisfy the symmetric single barrier requirement, thus allowing us to check the robustness of the milestoning method by computing both inward and outward permeation rates. We also show that the MFPT from milestoning is extremely sensitive to the frequency of recording the relevant collective variables (e.g., the coordinates of the tagged ion). All physical quantities and the obtained results are summarized in Table 1. The overall consistent single-channel permeability demonstrated the robustness of the theoretical and computational framework tested here. The limitation and strengths of each method are discussed and compared.
TABLE 1 | Summary of the three methods for computing single-channel permeability.
[image: Table 1]THEORY AND METHODS
Relation Between Single-Channel Permeability, Mean First Passage Time, and Conductance
Assuming permeating molecules do not interact under sufficient low concentration, under physiological conditions, single-channel permeability [image: image] (cm3/s) can be related linearly to the rate of crossing [image: image] or mean first passage time (MFPT) [image: image] under equilibrium, [image: image] , in which [image: image] is the symmetric solute concentrations. Here, we use the number of molecules per second for [image: image], seconds per molecule for MFPT, and molecule/cm3 for [image: image].
For ionic permeation under voltage and/or concentration gradient, Goldman–Hodgkin–Katz (GHK) flux equation describes the ionic flux across a homogenous membrane as a function of a constant electric field (voltage) and an ionic concentrations gradient. Under symmetric concentration and constant voltage, the current ([image: image]) and the permeability ([image: image] can be related by the GHK flux equation, [image: image] where [image: image] is the charge of the permeant, [image: image] is the voltage, F is the Faraday constant, R is the gas constant, T is the absolute temperature, and [image: image] is the concentration (Hille, 2001). When applied to a membrane-embedded single-channel model and ions only cross the membrane through the channel, [image: image] in the GHK equation corresponds to the single-channel permeability. GHK flux equation thus relates single-channel conductance [image: image], a nonequilibrium property, to the equilibrium property [image: image].
It can be seen from the equations above that the crossing rate [image: image], MFPT, and conductance [image: image] are all concentration-dependent; only [image: image] is independent of concentration. Experimentally, [image: image] is usually measured relative to the potassium ion permeability, thus representing an intrinsic property of each channel. It is hence an ideal quantity for rigorous comparison between different computational methods.
System Setup and Equilibrium Protocols
The coordinates of the carbon tube (CNT) were taken from Zhou and Zhu (2019). Briefly, it is an uncapped armchair CNT with 13.5 Å in length and 5.4 Å in radius. Two carbon sheets form an artificial membrane to separate the solution (Figure 1A). Constraints were applied to all carbon atoms to keep the system rigid. The CHARMM36 force field was used (MacKerell et al., 1998; Mackerell et al., 2004). After solvation, the box size was 38 × 38 × 75 Å3, which contained 2503 TIP3P water molecules, six K+, and six Cl−. All MD simulations were performed using 1 fs time step using NAMD2.13 package under NVT ensemble, with 1 atm and 300 K temperature using Langevin thermostat (Hoover et al., 1982; Evans, 1983). Cutoff for calculating vdW interaction and short-range electrostatic interaction was set at 12 Å and force-switched at 10 Å. Long-range electrostatic interactions were calculated using the particle mesh Ewald algorithm (Darden et al., 1993). The system was equilibrium for 100 ns before conducting umbrella sampling, milestoning, and voltage simulations.
Umbrella Sampling Simulations
A total of 28 windows (−27Å < z < +27 Å) were sampled. Each window was separated by 2 Å apart. The tagged K+ was restraint by a harmonic restraint on z and a flat-bottom harmonic cylindrical restraint. The force constant for harmonic restraint was 2.5 kcal/mol/Å, and that for cylindrical restraint was 10 kcal/mol/Å within 6 Å on the X-Y radius plane. The reference dummy atom to pull the K+ was set at (0, 0, 0). The harmonic distance restraint was determined by the projected vector along z between the dummy atom and tagged K+. The cylindrical restraint was determined by the center of mass of all carbon atoms from CNT. Each window was run for 40 ns (Figure 1B). The PMF (Figure 1C) was computed using Pymbar 3.0.3 (Chodera et al., 2007; Shirts and Chodera, 2008). The output frequency was 0.5 ps per frame.
Position-Dependent Diffusion Coefficient D(z)
D(z) of K+ inside the CNT was calculated from umbrella sampling trajectories (Figure 1D). The correlation time was extracted from each umbrella window [image: image] using [image: image] , where [image: image] is the deviation of the z-position of the ion at time [image: image], [image: image], from the time-averaged position [image: image] in each window. [image: image] is the variance. Following the formulation of Berne et al. (1988), Woolf and Roux (1994), Hummer (2005), the Laplace transformation of the velocity autocorrelation function along the reaction coordinate [image: image] in the harmonically restrained umbrella sampling gives [image: image] .
Markovian Milestoning With Cylindrical Bulk Restraint
The same as in umbrella sampling, the z-coordinate of the tagged ion was used to define a set of Voronoi cells along the channel pore and identify the milestones as the boundaries between the cells. To facilitate the comparison in analysis, we kept the Voronoi cell setup (28 cells and 2 Å apart) and the bulk cylindrical restraint (6 Å radius) identical to our umbrella sampling windows (Figure 2A). The only difference is that a flat-bottom harmonic restraint of force constant 100 kcal/mol/Å, instead of the weak harmonic restraint, was used to confine the sampling within each cell (Figure 2B vs. Figure 1B). We then ran 28 local simulations confined in each cell and collected the kinetics of transitions between milestones. More specifically, let us introduce a set of M Voronoi cells Bi, i = 1, … ,M. Since the total flux in and out of each cell is zero at statistical equilibrium, the rate of attempted escape from cells Bj to Bi, [image: image] , and the equilibrium probability πi for the tagged ion to be in cell Bi satisfies a balance equation:
[image: image]
[image: Figure 2]FIGURE 2 | (A). Raw data plotted along the channel z-axis and radial distance [image: image] from channel center axis (x, y = 0, 0) from 28 milestoning sampling cells. (B) Distribution of the milestoning data along the z-axis (same plot from the US is shown in Figure 1A). (C) PMF from Milestoning sampling. Different color represents different Colvars frequency (i.e., the frequency of recording the z-coordinates of the tagged ion). The bold purple (0.5 ps) is the data used for the final comparison. (D) MFPT plot with the same color representation as PMF plot. The curves with dot solid lines are outward directions of tagged ion, and dash curves present inward direction. (E) Maximum waiting time between successive transitions (F). Minimum waiting time between successive transitions (G). z-position decorrelation time in each milestoning cell. (H) Convergence of the variables in Eq. 2 for computing the rate matrix. Milestoning cell 11 is chosen as an example here.
The free energy of each cell can be obtained from the solution of Eq. 1 as −kBTln(πi) (Figure 2C). By defining a milestone Sij as the boundary between two adjacent Voronoi cells Bi and Bj, the dynamics of the system is reduced to that of a Markov chain in the state space of the milestone indices (Vanden-Eijnden and Venturoli, 2009). The MFPT between any pair of milestones Sij and Sik can hence be calculated from the rate matrix whose elements [image: image], the rate of moving from milestone Sij to Sik, are given by 
[image: image]
where [image: image] is the number of transitions from Sij to Sik, normalized by the time spent in cell Bi . [image: image] is the time passed in cell Bi after having hit Sij before hitting any other milestone, normalized by the total time spent in cell Bi . The inward and outward MFPT profiles were obtained by reversing the milestone indices when constructing the rate matrix (Figure 2D). The [image: image] and [image: image] can be used to monitor the convergence of the rate matrix (Figure 2H).
The total sampling time of all 28 cells was 4.9 μs, where each cell was sampled between 150 and 300 ns. The NAMD Colvars output frequency was 0.5 ps. The PMF and MFPT were computed using a set of in-house python scripts https://github.com/yichunlin79/CNT_milestoning_method with different frame sizes. In order to check whether the Colvars output frequency has any effect on MFPT, additional milestoning simulations were conducted with the Colvars output frequency of 0.2 ps and a total sampling time of 2.74 μs.
Markovian Milestoning With Spherical Bulk Restraint
For spherical bulk restrained milestoning, a total of 14 Voronoi cells were used, including eight cells inside the channel (identical to the milestoning above) and three layers of spherical shell on each side of the channel (Figure 3A). The distance between the tagged K+ ion and two dummy atoms fixed at the Cartesian coordinates of (0, 0, −8) and (0, 0, 8) are used to set up the spherical shells in bulk with radius increments of 3, 3, and 4 Å. Additional z > |8|Å restraint is applied to keep the ion outside the channel. All restraint force constant is 100 kcal/mol/Å. The length of each bulk window is 150 ns with Colvars output frequency of 0.5 ps−1.
[image: Figure 3]FIGURE 3 | (A) Sampling plot with spherical restraint at two bulk ends. The three spherical radius intervals are 3 Å, 3 Å, and 4 Å from channel to bulk (B). PMF of the spherical restraint system. The x-axis represents the cell index number. (C) MFPT of the spherical restraint system. x-axis represents the cell index numbers.
Voltage Simulations
After 100 ns equilibrium simulation, constant electric fields corresponding to the transmembrane potential of ±0.3 and ±0.4 V were applied perpendicular to the membrane to all the atoms using NAMD2.13. In order to be consistent with the umbrella sampling and milestoning, a cylinder restraint of 6 Å radius was applied to a tagged K+ in bulk with 10 kcal/mol/Å force constant for ±0.4 V systems. All other ions moved freely beyond the cylinder restraint region. The K+ conductance was computed by counting the total number of crossing events and computing the charge displacement along the z-axis (Figure 4). Error bar was computed from three independent replicas of 200 ns. For ±0.3 V systems, all six K+ were restrained inside the same cylindrical bulk boundary, and a single replica of 60 ns was conducted. The time step was 1 fs, and the output frequency was 5 ps for all voltage systems.
[image: Figure 4]FIGURE 4 | Current-voltage (I–V) plot for a single K+ with a cylinder restraint of radius 6 Å in bulk. The slope of the linear fitting defines the conductance (A). K+ current computed using direct counting method. (B). K+ current computed using charge displacement method. The error bars are calculated from three replicas of 200 ns at each voltage.
RESULTS AND DISCUSSION
Single-Channel Permeability From Inhomogeneous Solubility-Diffusion (ISD) Equation
Molecular permeation through ion channel can be described by ISD if the one-dimensional free energy and diffusion along channel normal is sufficient to describe the diffusion process (relaxation of orthogonal degrees of freedom is fast relative to the reaction coordinate) and the permeant velocity relaxation time is instantaneous (on the scale of integration time step). The only difference with the ISD equation used for membrane permeation is that a flat-bottom lateral potential [image: image] is often used to confine a single tagged ion in a cylindrical bulk region outside the ion channel. The effective cross-sectional area due to the lateral restraint is thus [image: image], which can be approximated to [image: image] in a homogenous bulk, where [image: image] is the radius of the cylinder. Hence, [image: image] defines the effective bulk concentration in the simulated region, which led the probability of the ion inside the channel [image: image] over the true bulk density [image: image] to be [image: image] , where [image: image] is the PMF with the bulk value set to zero at the cylindrical region and [image: image] (Allen et al., 2004; Zhu and Hummer, 2012). [image: image] is the temperature, and [image: image] is Boltzmann’s constant. Therefore, at low ionic concentration, single-channel permeability can be estimated using a slightly modified ISD equation: 
[image: image]
In Eq. 3, [image: image] is the position-dependent diffusion constant of the studied permeant along the z-axis (Figure 1D). The interval of the integration, [image: image], is the lower and upper boundaries of the channel pore, beyond which PMF reaches the bulk value. [image: image] is the radius of the cylindrical restraint when the ion is outside of the [image: image] interval. It is necessary to set [image: image] larger than the maximum pore radius so that it has no energetic contribution inside the pore. The radius of the cylindrical restraint defines the effective bulk concentration. Thus, it offsets the bulk PMF value and ensures that the single-channel permeability from Eq. 3 is concentration-independent.
In both umbrella sampling and milestoning, the same cylindrical restraint with [image: image] = 6 Å is applied in the bulk region, and the same window size of 2 Å was used. The only difference is that a weak harmonic restraint with a force constant of 2.5 kcal/mol is applied for all umbrella windows to ensure sufficient overlapping between neighboring samplings, but a strong flat-bottom harmonic restraint with a force constant of 100 kcal/mol is applied for all milestoning cells to confine the sampling within each cell. Figure 1B and Figure 2B illustrate the biased sampling distribution imposed by these two types of restraints. The PMFs from the US are shown in Figure 1C. With bulk value offset to zero, a broad energy barrier of 3.8 kcal/mol located inside the channel region is consistent with a previously reported PMF (Zhou and Zhu, 2019).
Using the PMF or [image: image] in Figure 1C and D(z) in Figure 1D, the permeability estimated from Eq. 3 is (8.96 ± 0.02) × 10−16 cm3/s. We can also plot local resistance (the integrand of Eq. 3) for permeating K+ through CNT (Figure 1E) and the integration of the permeation resistance, 1/ [image: image], as a function of the z-axis (Figure 1F). It is not surprising that the 1/ [image: image] bears the same feature as the outward MFPT in Figure 2D.
Permeability Computed From Mean First Passage Time
The MFPT of a single K+ crossing the CNT is computed from Voronoi-tessellated Markovian milestoning simulations (see Methods). The distributions of the tagged K+ confined in each 2 Å cell by flat-bottom harmonic restraint are shown in Figures 2A,B. Milestoning simulation yields a consistent PMF profile with the highest energy barrier of 4.1 kcal/mol at the center of the CNT (Figure 2C). As the CNT used here is symmetric by design, a rigorous check of sampling convergence is the perfect symmetricity (mirror image) of the inward and outward MFPT profiles (Figure 2D). The inward and outward MFPT profiles can be obtained by reversing the milestone indices when constructing the transition rate matrix.
We found that while PMF is nearly insensitive to the Colvars frequency (i.e., the frequency of recording the z-coordinates of the tagged ion) tested here, MFPT is susceptible to this frequency. In the current study, the frequency of 5 ps−1 severely overestimates the MFPT due to the missing transition events. Lower frequency also yields less data, which leads to asymmetric MFPTs. Here, the MFPT from the sampling saved per 5 ps has ten times fewer data points than the one from 0.5 ps. Thus, it failed to converge even after 18 μs of sampling. The ideal frequency has to be system-dependent (local diffusion and shape of the underlying free energy landscape). For our CNT system, the Colvars frequencies of 0.2 ps−1 and 0.5 ps−1 yield an identical and symmetric MFPT of 2.6 ± 0.03 μs for K+ permeation.
Using the PMF, [image: image] and MFPT, [image: image] from the milestoning (with 0.5 ps−1 Colvars frequency), the single-channel permeability computed from Eq. 4, derived from Eq. 3 and Eq. 5, (Votapka et al., 2016) is 2.92 × 10−16 cm3 s−1, in fairly good agreement with the permeability of 8.96 × 10−16 cm3s−1 computed from ISD equation (Eq. 3) using umbrella sampling data:
[image: image]
Decorrelation Time Versus Waiting Time in Milestoning
Vanden-Eijnden et al. have shown that Markovian milestoning yields exact MFPTs if the milestones are chosen such that successive transitions between them are statistically independent (Vanden-Eijnden et al., 2008; Vanden-Eijnden and Venturoli, 2009) and thus no definition of lag time is needed. To check this assumption for transitions between two neighboring milestones, in each cell, the maximum and minimum waiting time between two neighboring milestones is extracted and plotted in Figures 2E,F. The mirror image-like relation between these two plots manifests that the transition down the slope of PMF is the fastest, and the one against the slope is the slowest. Hence, the longest waiting time of 94.0 ps and the shortest waiting time of 9.0 ps are in the same cell where the PMF is steepest. The velocity decorrelation time is less than the smallest frame size (0.2 ps). The z-position decorrelation time for the tagged K+ in each cell is plotted in Figure 2G. The maximum positional decorrelation time (7.6 ps) is also located at the steepest PMF region. Hence, for all pairs of milestones, the velocity decorrelation time and position decorrelation time are both less than the minimum waiting time for successive transitions between milestones.
Mean First Passage Time Computed From Spherical Boundary Condition
Laterally confining the ion in the bulk region (cylindrical restraint) is convenient for describing the thermodynamics and kinetics of the ions across the channel along the channel pore axis (z-axis). However, the geometries of ion channels are diverse. For funnel-shaped channel pores [e.g., connexin hemichannel (Jiang et al., 2021a)] or pores connected with lateral fenestration [e.g., Piezo1 channel (Jiang et al., 2021b)], a spherical boundary may be a better choice to capture the distribution and dynamics of ions near the channel entrance. Hence, we further tested milestoning simulation using spherical restraint for ions in the bulk region (Figure 3A). Unlike the cylindrical restraint, which yields constant ionic concentration along the z-axis, the effective ionic concentration in the current spherical bulk cells decreases as the radius of the sphere increases. Thus, the PMF and MFPT are plotted against the milestoning cell index rather than the z-axis (Figures 3B,C).
At low concentration, single-channel permeability (cm3/s) can be related linearly to the mean first passage time (MFPT) [image: image] under equilibrium p = 1/c⟨t⟩, in which c is the symmetric solute concentrations. Because single-channel permeability is an intrinsic property of a channel, independent of solute concentration or the shape of the bulk cells, the ratio of MFPT from spherical restraint over cylindrical restraint should be equal to the reciprocal bulk concentration ratio. The concentration of a single ion in a hemisphere with a radius of 10 Å is 1.26 M and in a cylinder with a radius of 6 Å and length of 10 Å is 0.68 M. Therefore, the concentration ratio of ∼2 is indeed consistent with the MFPT of 2.6 μs from cylindrical restraint (Figure 2E) and 1.3 μs from spherical restraint (Figure 3C).
Mean First Passage Time Computed From Umbrella Sampling
In the high diffusion limit, the MFPT of diffusive motion of K+ from the lower to upper boundaries of the channel pore, [image: image] , can be written as
[image: image]
Eq. 5 was originally developed for computing the average reaction time for diffusion processes governed by a Smoluchowski-type diffusion equation (Szabo et al., 1980). It is also used to derive Eq. 4 from Eq. 3 (Votapka et al., 2016). To cross-validate our results, we apply the [image: image] and D(z) from umbrella sampling to Eq. 5 and obtain an MFPT of 2.2 [image: image] 0.02 [image: image]s, fairly similar to the 2.6 [image: image]s MFPT computed directly from milestoning. This consistency further demonstrated the robustness of the tested MD methods for computing transport kinetics.
Permeability Computed From Steady-State Flux
As mentioned above, under low concentration and constant electric field, we can simplify the GHK flux equation for computing the single-channel permeability [image: image] from conductance measurement. Under symmetric concentration, the GHK flux equation can be written as 
[image: image]
where [image: image] is the unitary conductance of a single channel, [image: image] is the gas constant, [image: image] is the charge of the permeating ion, [image: image] is the Faraday constant, [image: image] is the bulk concentration of the ion, and [image: image] has the same meaning above, except that the unit is eV here (0.026 eV at 300 K). At sufficiently small voltage, the current-voltage (I-V) relation is expected to be linear, and the slope defines the conductance.
Ionic conductance from MD simulations can be computed using two approaches. The most commonly used is a direct counting method, in which the currents were computed from the number of permeation events (N) over a simulation period (τ), I = N/τ. In our code (see Github link in Methods), the channel is split into upper, inner, and lower regions. A positive permeation event of K+ is counted if the time evolution of ion coordinates follows a lower-inner-upper sequence, and a negative permeation event is in reverse order. The carbon nanotube is applied with positive and negative 0.4 V voltage with 200 ns per replica. Each voltage simulation was repeated three times with different initial velocities. A least-square fitting of the I/V curve gave the conductance of 2.7 ± 0.94 ps by the direct counting method (Figure 4A).
A more efficient approach that does not rely on completed permeation events is to compute the instantaneous ionic current from charge displacement along the z-axis, [image: image] , in which [image: image] and [image: image] are the charge and z coordinate of ion i and L is the length of the channel pore (Aksimentiev and Schulten, 2005). This charge displacement method yielded a similar conductance of 2.3 ± 1.2 pS, indicating a good convergence of the voltage simulations (Figure 4B).
With an ionic concentration of 0.52 M (one single K+ in a cylinder bulk of radius 6 Å and length 28 Å), the permeability is (11.9 ± 6.36) × 10−16 cm3/s by the charge displacement method, and (13.6 ± 4.81) × 10−16 cm3/s by the direct counting method. In addition to ± 0.4 V simulations, ionic current calculated from 60 ns of ±0.3 V with sixfold higher concentration yields a similar permeability of 10.9 × 10−16 cm3/s. Only the results from low concentration are reported in Table 1.
DISCUSSIONS
In this study, we used a carbon nanotube (CNT) as a toy model of a small conductance ion channel and computed the single-channel permeability from umbrella sampling, Markovian milestoning, and steady-state flux under voltage (Table 1). The PMF and MFPT for a single K+ permeating through the CNT produced from Markovian milestoning and umbrella sampling are in good agreement. Milestoning with cylindrical bulk restraint and spherical bulk restraint were tested and yielded consistent MFPTs when the effective bulk concentration is accounted. The single-channel permeability from voltage simulation is also within the same order-of-magnitude as those obtained from PMF-based and MFPT-based methods. These results are also in the same range as the previously reported K+ permeability of (25 ± 7) ×10−16 cm3/s computed using a transition path approach with the CHARMM22 force field (Zhou and Zhu, 2019).
It should also be noted that the current CNT model is chosen because it reproduces macroscopic properties (e.g., free energy, conductance) similar to common small-conductance ion channels. However, two carbon sheets were used as an artificial membrane to separate the solution. In the absence of a dielectric medium surrounding the channel transmembrane region, this toy model is unsuitable for investigating detailed electrostatic interaction between the ions and the channel.
In terms of computational resources, umbrella sampling has the advantage because PMF converges much faster than MFPT. However, MFPT allows extracting the kinetics directly from sampling. Thus, it does not rely on the assumption of ISD formulism and does not require additional calculations of position-dependent diffusion coefficient. Steady-state flux is straightforward to apply if the permeant is charged and sufficient sampling is achievable under reasonable voltages. However, if the permeant is not charged, a constant concentration gradient needs to be applied. Furthermore, the effect of an unphysiologically large voltage bias or electrochemical gradient on channel property is likely system-dependent and difficult to predict over a long simulation time. Compared with the steady-state flux approaches, the milestoning approach does not depend on the charge of the permeant. Thus, it can be used to study any type of small molecular permeation, such as the transport of a second messenger, cAMP, through a connexin26 hemichannel (Jiang et al., 2021a). Therefore, the use of milestoning has a significant promise for future applications on complex systems that are challenging to extract kinetics from unbiased MD or PMF-based enhanced sampling approaches.
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Pentameric ligand-gated ion channels (PLGICs) are a family of proteins that convert chemical signals into ion fluxes through cellular membranes. Their structures are highly conserved across all kingdoms from bacteria to eukaryotes. Beyond their classical roles in neurotransmission and neurological disorders, PLGICs have been recently related to cell proliferation and cancer. Here, we focus on the best characterized eukaryotic channel, the glycine receptor (GlyR), to investigate its mutational patterns in genomic-wide tumor screens and compare them with mutations linked to hyperekplexia (HPX), a Mendelian neuromotor disease that disrupts glycinergic currents. Our analysis highlights that cancer mutations significantly accumulate across TM1 and TM2, partially overlapping with HPX changes. Based on 3D-clustering, conservation, and phenotypic data, we select three mutations near the pore, expected to impact GlyR conformation, for further study by molecular dynamics (MD). Using principal components from experimental GlyR ensembles as framework, we explore the motions involved in transitions from the human closed and desensitized structures and how they are perturbed by mutations. Our MD simulations show that WT GlyR spontaneously explores opening and re-sensitization transitions that are significantly impaired by mutations, resulting in receptors with altered permeability and desensitization properties in agreement with HPX functional data.
Keywords: glycine receptor (GlyR), mutations, hyperekplexia, cancer, molecular dynamics, coarse-grained (CG) methods
INTRODUCTION
Pentameric ligand-gated ion channels (PLGICs) form a large family of integral membrane proteins with a central role in signal transduction from prokaryotes to eukaryotes (Dacosta and Baenziger, 2013; Changeux, 2014; Taly et al., 2014). Their ring-like pentamer architecture, with a fivefold symmetry axis centered on the ion-conducting pore, is conserved from bacteria to humans and mediates an incredibly sophisticated mechanism to allosterically propagate signals from the extracellular binding site to an ionic gate situated up to 50 Å away. In animals, PLGICs share a conserved extracellular cysteine bridge, which gives its name to the so-called Cys-loop family of ionotropic receptors. Given their key role in chemical synapses, Cys-loop receptors are major drug targets in neurological conditions from Alzheimer to rare genetic diseases. Mostly expressed at post-synaptic neurons, upon pre-synaptic neurotransmitter release, they mediate passive ion fluxes that shift the membrane potential. Depending on pore-lining residues, PLGICs are selective for cations like sodium ions (Na+) and result in excitatory effects, e.g. the nicotinic acetylcholine receptor (nAch-R) or the serotonin type-3 receptor (5-HT3-R), or are selective for anions like chloride ions (Cl−) resulting in inhibitory effects, e.g., the α-aminobutyric acid receptor (GABAA-Rs) or the glycine receptor (Gly-Rs) (Figure 1).
[image: Figure 1]FIGURE 1 | Structure and mutations of the glycine receptor (GlyR). (A,B) Human GlyR closed (5cfb) and desensitized (5vdh) structures used as reference in this study (left), zoom onto TM2 pore helices with key pore residues highlighted with licorice representation (center) and corresponding profile of pore radii calculated by HOLE (right). (C) COSMIC GLRA3 mutations colored by frequency; note the top mutation in blue (S241L) at the end of pore lining TM2 (orange). (D) Chord plot of the network of conserved contacts from 5CFB, with doubly HPX-COSMIC mutated residues in bold (top) and mutational clustering across GLRA1-3 genes weighted by conservation score (bottom). Note how multiple peaks overlap with positions mutated in startle disease (red) and the highest one corresponds to the TM1-2 region where HPX changes concentrate. See related Supplementary Figure S1, Supplementary Table S1. 
Whether prokaryotic or eukaryotic, PLGICs share a topology characterized by a large N-terminal ligand-binding extracellular domain (ECD), followed by four transmembrane domains (TM1–4). Monomers assemble into a pentameric cylinder, with the five orthosteric ligand binding sites (LBS) located at ECD subunit interfaces, TM2 helices shaping the ion channel pore across the central symmetry axis, and TM4 helices facing the plasma membrane (Figures 1A,B, left). This universal topology is linked to incredibly conserved functional mechanisms to regulate ion gating (Gielen and Corringer, 2018). Classically, PLGIC activation was interpreted with simple two-state models like the MWC (Monod et al., 1965), in which receptors spontaneously sample resting/shut and active/open states until agonist binding shifts the equilibrium. Nevertheless, single-channel studies and growing structural data show a far more complex conformational cycle, with striking similarities across species. In the initial pre-activation or “priming” step, agonist binding stabilizes the ECD in a contracted higher-affinity conformation (“un-blooming”), triggering a key revolving motion of TM2-3 loop at the ECD–TMD interface and subsequent ECD–TMD rotation in opposite directions (“quaternary twist”) (Nemecz et al., 2016). This sequence of events is captured by the so-called “locally closed” conformations, where the ECD has undergone the transition toward the active state-like conformation, but the TMD still remains in a resting conformation (Prevost et al., 2012). In the activation step, global twisting couples to cooperative tilting of pore-lining helices (“iris-like gating”) (Martin et al., 2017), which widens the upper part of the channel (“activation gate”, TM2 9′ and 13′; see Figures 1A,B right), formed by two or three rings of hydrophobic residues that create a barrier to ion permeation (Althoff et al., 2014; Du et al., 2015). Once the gate is open, ions flow according to their electrochemical gradient and channel selectivity, determined by the “selectivity filter” at the cytoplasmic end of the pore (TM2 -1′ or -2′). Remarkably, this “unbloom-and-twist” allosteric mechanism that propagates a signal (ligand) from the ECD to a remote TMD pore gate is encoded in the PLGIC fold, as predicted by elastic network models (ENMs) (Bahar et al., 2010), and it has been further confirmed by molecular dynamics (MD) (Calimet et al., 2013) and coarse-grained eBDIMS simulations (Orellana et al., 2016). Apart from agonist-elicited activation, PLGICs also share another key physiological property: desensitization, in which the sustained agonist presence causes the channels to transit from the active to an agonist-bound inactive state (Katz and Thesleff, 1957) to prevent over-activation. Once the agonist disappears, receptors slowly recover, although the detailed transitions from agonist-unbound desensitized states to unbound resting or open states are still unclear. Desensitization mainly involves pore closure at its intracellular end (TM1-2 loop), which therefore also acts as the main “desensitization gate” (Hibbs and Gouaux, 2011).
Among Cys-loop receptors, strychnine-sensitive GlyR, the major inhibitory ionotropic receptor in the brainstem and spinal cord, has become by far the better characterized (Howard, 2021): there are over 40 structures deposited in the Protein Data Bank, mostly in open, closed and desensitized-like states (Du et al., 2015; Huang et al., 2015, 2017b, 2017a; Kumar et al., 2020; Yu J. et al., 2021, Yu et al., 2021 H.); a few are trapped in a super-open states, whose physiological significance has been questioned, specially by MD (Cerdan et al., 2018; Cerdan and Cecchini, 2020; Dämgen and Biggin, 2020; Dämgen et al., 2020). Apart from these rich structural data, GlyR stands out among the eukaryotic PLGICs due to its role in neurological diseases and particularly in a rare Mendelian condition known as hyperekplexia (HPX) or “startle disease” (Lynch et al., 2017). Similar to the way the alkaloid strychnine antagonizes glycine binding, hyperekplexia disrupts glycinergic neurotransmission, resulting in exaggerated “startle” responses and muscle stiffness. Analysis of hyperekplexia patients has resulted in an exceptional amount of information on GlyR mutations and their phenotypic impact being gathered during the past two decades (Lewis et al., 1998; Chung et al., 2010; Bode et al., 2013; Bode and Lynch, 2014). As the GABA receptor, GlyR usually functions as an heteropentamer of alpha and beta subunits, but only alpha subunits form functional homopentamers. Over 50 mutations have been linked to hyperekplexia, mostly targeting the alpha1 subunit (GLRA1), thus providing an exhaustive mutational scanning map in terms of structural areas where missense changes result in GlyR disruption (Chung et al., 2010; Bode et al., 2013; Bode and Lynch, 2013, 2014). In general, HPX mutations (Supplementary Table S1, Figure 1D) are either recessive and typically associated with low surface expression (loss-of-function), or dominant, mostly located around TM2 and causing prolonged desensitization and/or spontaneous activation (gain-of-function), which leads to reduced maximal currents.
Despite the fact that its central function is synaptic signaling, PLGICS are also expressed in non-neural cells where they play a diversity of roles, including stem cell and cancer proliferation (Young and Bordey, 2009; Zhang et al., 2013; Bhattacharya et al., 2021). GlyR is no exception and is known to be expressed in cells as diverse as hepatocytes, spermatozoa, pancreatic, endothelial, or renal cells (Lynch, 2004; Van den Eynden et al., 2009). As tumor genomic screenings advance, an increasing number of GlyR mutations are being reported in a surprising variety of tumors. For the three GlyR genes, GLRA1-3, cancer-reported mutations display an intriguing clustering partially overlapping with HPX positions (Figures 1C,D, Supplementary Table S1). Here, we perform a preliminary exploration of selected GlyR mutations using as model the GLRA3 homomer, which apart of being structurally well characterized in humans also carries the highest frequency of mutations, specially focused on the lower TM2 section (Figure 1C). Based on mutational clustering, conservation, and ENM analysis, we select for MD study three TM1 and 2 mutations found in tumors, which are close or overlap with hyperekplexia-mutated positions (S241L, R252S, and V260M) of uncertain functional effect. Our results suggest that these residue substitutions are far from neutral but profoundly impair channel permeability, selectivity, and desensitization.
METHODS
Structural Data, Sequence Alignment, and Conserved Network Analysis
The reference wildtype structures for closed (PDB ID: 5CFB, Figure 1A) and desensitized state (PDB ID: 5VDH; Figure 1B) human GlyR GLRA3 homopentamer were obtained from the Protein Data Bank and the series of mutants, S241L, R252S, and V260M were constructed from both states, resulting in eight systems. To select candidate mutations for further study, we focused on the resting 5CFB structure to perform a simple weighting analysis based on the 3D space distribution and degree of conservation as in Orellana et al. (2019b). First, we fetched the information for GLRA1-3 missense mutations reported in the COSMIC database (Tate et al., 2019) (Supplementary Figures S1, S2). Conservation scores were retrieved from the ConSurf database (Ashkenazy et al., 2016); to get a simpler overview of residue conservation, sequences for GLRA1-3, GBRA1, and the intensely studied PLGICS G.violaceus GLIC and C. elegans GluCL were retrieved from the UniProt database (The UniProt Consortium, 2021) and aligned with ClustalW (Supplementary Figure S1). Then, in order to evaluate spatial 3D clustering, we applied a simple counting algorithm: each amino acid is represented by its C-alpha carbon, and the number of mutations reported for each position and its neighbors within a 3D-sphere of cutoff radius 9 Å (typical to evaluate residue pairwise interactions) is added to obtain a raw number of hits (i.e., reported mutations within the 3D-sphere) (Supplementary Figure S2A), which are then weighted according to their ConSurf scores (Figure 1D, bottom). Hence, random isolated mutations or changes in non-conserved areas are filtered out to obtain a final estimate of the conserved spatial mutation concentration around each amino acid. Finally, the contact network between highly conserved residues (i.e., those with ConSurf scores 8–9) was plotted with a chord diagram to visualize interactions across different regions and mutated areas (Figure 1D, top).
Principal Component Analysis
Principal component analysis (PCA) (Jolliffe, 2002) is a statistical technique to reveal dominant patterns in noisy data. The diagonalization of the covariance matrix of the system allows obtaining the major axis for statistical variance or principal components (PCs). In this way, complex multidimensional data are mapped to a reduced set of coordinates, which contain the dominant trends explaining data variation. PCA has been widely applied in structural biology to analyze ensembles, usually coming from MD simulations (Amadei et al., 1993, 1996). Protein structures are aligned to a reference in order to compute a covariance matrix, which describes the mean-square deviations in atomic coordinates from their mean position (diagonal elements) and the correlations between their pairwise fluctuations (off-diagonal elements). Diagonalization then yields a set of eigenvectors (principal components, PCs) and eigenvalues representing the motions that explain the variation in the atomic coordinates. In the structurally rich ensembles here analyzed, the first two PCs contain, on average, around 60–80% of the ensemble structural variation (Orellana et al., 2016), and provide excellent coordinates to assess mutation effects on MD sampling (Chen et al., 2021a; 2021b). On this framework, a structure i containing N residues is thus accurately characterized by its projections onto the conformational space defined by the major components, PCk (k = 1, 2 .… 3N-6) (see Figure 2)
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where T i-0 is the difference between the coordinates of i-structure and the apo reference, PC is one of the major axes, and α is the angle formed by PCk and T i-0. Here, we retrieve all available GlyR structures in the Protein Data Bank, corresponding to H. sapiens, D. rerio, and S. domesticus, and after elimination of structures with missing gaps and alignment to the common conserved core, we obtain an ensemble of 33 structures (3jad, 3jae, 3jaf, 5cfb, 5tin, 5vdh, 5vdi, 6plo. 6plp, 6plq, 6plr, 6pls, 6plt, 6plu, 6plv, 6plw, 6plx, 6ply, 6plz, 6pm0, 6pm2-6, 6ubs, 6ubt, 6ud3, 6vm0, 6vm2-3, 7mlu) that aligned to 5cfb with low RMSD. As previously shown by us (Orellana et al., 2016), major PCs are captured, i.e., correlate with the heuristic variables that typically characterize PLGIC conformations (Supplementary Figure S2B). Projections were used to also track the time evolution of trajectories (Figure 4).
[image: Figure 2]FIGURE 2 | Principal component analysis and elastic network modeling of GlyR. (A) Simplified scheme of the conformational cycle depicting the three main meta-stable states: closed, open, and desensitized, with ECD in blue and TMD in pink depicting blooming and open and closed pore TM2 orientations (see the main text). (B) Experimental GlyR ensemble containing human and zebrafish structures (top) and principal components from the GlyR ensemble (bottom): the major component tracks the anticorrelated ECD-TMD twist, while the second captures iris-like pore gating. (C) Projections of the GlyR ensemble onto PC1-2, with structures colored according to their radius. Note how structures separate onto three clusters corresponding to the assigned functional states, with the only exception of open blocked 6ud3. The human closed structure 5cfb is used as a reference and thus projects at the origin. See related Supplementary Figure S1, Supplementary Table S1.
Molecular Dynamics Simulations and Essential Dynamics
We used the CHARMM-GUI web interface to build systems for MD simulation (Jo et al., 2008, 2017), which allowed us to repair missing residues in the crystal structures and build a membrane bilayer containing ∼300 phospholipid POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) molecules. A hexagonal water box was used to reduce the cell volume and overall system size. Membrane-embedded proteins were then solvated using the TIP3P water model. The CHARMM36m force field was used to describe the system (Huang et al., 2016). Potassium (K+) and chloride (Cl−) ions were added to maintain the physiological salt (150 mM KCl) concentration to mimic intracellular conditions. Energy minimization, equilibration, and production runs were carried out with GROMACS (Pronk et al., 2013; Abraham et al., 2015), following the CHARMM-GUI Membrane Builder standard protocols (Wu et al., 2014). The temperature was maintained at 303.0 K using the Nose–Hoover thermostat (Nosé, 1984; Hoover, 1985) and pressure was set to 1.0 bar using the Parrinello–Rahman barostat (Parrinello and Rahman, 1981) with semi-isotropic pressure coupling. Hydrogen bonds were constrained using the LINCS algorithm (Hess et al., 1997), short-range van der Waals (vdW), and electrostatic interactions cutoffs were set to 12 Å, and long-range electrostatic interactions were described using the particle mesh Ewald approach (Ewald, 1921; Essmann et al., 1995) with periodic boundary conditions. Production runs were carried out using a 2 fs time step and writing at every 1 ps interval. Each system was simulated for 300 ns, with four replicas starting from different random seeds. Therefore, in total, we simulated 1.2 μs for each one of the eight GlyR systems, i.e., from 5CFB/5VDH, with WT/S241L/R252S/V260M sequences. To filter out noise and extract the main collective motions, we performed essential dynamics (ED) (Amadei et al., 1993; Daidone and Amadei, 2012) for each system’s 1.2 μs meta-trajectory (Figure 3A) using in-house scripts. The relative free energy landscape (FEL) at 300 K was obtained from the probability distribution of the reaction coordinate, R (PC1, PC2) (Figure 3B). GROMACS tools with defaults were used to perform the RMSD cluster analysis of the TMD and calculate the average TM1-2 helicity. For cluster analysis (Figure 8), all simulated systems were combined at a 1 ns interval to yield a single and long Cα atom 9.6 μs trajectory of 9600 frames, and an RMSD cut-off of 0.20 nm was selected to obtain lesser and larger clusters. See the summary of all simulations in Supplementary Table S2.
[image: Figure 3]FIGURE 3 | Conformational space sampling by elastic network models and essential dynamics across the three major axis for transition defined by closed (5CFB), desensitized (5VDH), and super-open (6PM0) structures from each PC cluster. (A) Overlap between the first 10 ENM modes computed from the three state representatives versus the three transitions (left) and between the first 10 ED modes from 5CFB and 5VDH simulations versus the three transitions (right). (B) Relative free energy landscapes for 1.2 us meta-trajectories upon projection onto PC1-2. Note how simulations from 5CFB (top row) extend in the direction of super-open structures, and while for WT GlyR populate two minima, for mutations sample an elongated one. On the contrary, simulations from 5VDH evolve toward the closed cluster, while for WT GlyR they point to 5cfb, mutants tend to evolve to collapsed closed states that project at negative PC2 values. All simulations from 5VDH are indicated with *.
Elastic Network Normal Mode Analysis
Elastic network models (ENM) (Atilgan, 2018) are minimal coarse-grained representations of protein structures as beads-and-springs. In the anisotropic network model (ANM), the potential energy of a protein structure—assumed to be at an energy minimum—is defined by a network of interactions with nodes at the Cα atoms coupled by uniform springs (Tirion, 1996; Atilgan et al., 2001). Once the pair force constants Kij are defined, the network potential energy is approached by the parabola:
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where Rij and Rij0 are the instantaneous and equilibrium distances between all nodes. Within normal mode analysis (Case, 1999), the Hessian matrix of the energy second derivatives is diagonalized, yielding a set of orthonormal 3N-6 eigenvectors representing the normal modes, which have been shown to accurately predict intrinsic collective motions. Here, we use the nearest-neighbors MD-derived ED–ENM algorithm, which predicts experimental conformational changes (Orellana et al., 2010) and, implemented onto ED–ENM Brownian dynamics (eBDIMS), entire sequences of intermediate states along transition pathways (Orellana et al., 2016; 2019a). Average thermal fluctuations for each residue pair i, j and each residue i are evaluated as in Atilgan et al. (2001) (Supplementary Figure S2C).
Essential Dynamics and Normal Mode Analysis Similarity Against Experimental Transition Vectors
An experimental conformational change between two conformations R1 and R2 can be described by the normalized difference 3N-dimensional vector ∆r = (R2 - R1)/║R2 - R1║ between the two sets of alpha-carbon coordinates, after optimal superimposition of the structures. Therefore, given a motion space from ED or NMA, the degree of similarity or overlap between the directions of the experimental ∆r vector and a given kth mode υk is measured by their angle cosinus (Yang et al., 2009):
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where ∙ designates the dot product and the bars denote the vectors’ modulus or magnitude; a cosinus close to 1 means that the directions are parallel (Figure 3A). Therefore, the similarity between ANM or ED modes and the transition is evaluated by the cumulative contribution of the first M modes
[image: image]
Here, we consider M = 10, which typically cover >90% of the variance (Orellana et al., 2010) (Figure 2A).
Heuristic Channel-Defined Structural Variables
To evaluate channel descriptors as in Orellana et al. (2016) (Figures 5–7, Supplementary Table S3, S4), we used VMD along with in-house tools and scripts written in python, C++, and FORTRAN. The quaternary twist motion is the anti-correlated rotational movement of the ECD versus TMD around the channel axis, which decreases as the channel transitions to the open state. Channel closing is also coupled to ECD collapse (un-bloom) to a narrower diameter. The iris-like gating motion can be broken down into two components in the form of tilt and twist motions of the M2 helices that alter the pore radius. Hence, blooming was evaluated as the maximal radius of the extracellular domain defined by maximally separated residues at the tip of the five subunits. Quaternary twist was calculated as the average rotation angle of each subunit with the vector from extracellular domain and transmembrane domain CM to overall CM on the XY plane. The tilt and the twist angle of M2 helices were calculated as an average over five subunits. In order to get comparable angles between subunits, the reference structure (5CFB) was aligned to the center of mass of each M2 helix. X-axis was characterized between two centers of mass: M2 helix and the protein center of mass. The Z-axis was chosen as the principal of inertia parallel to the symmetry axis. Finally, the Y-axis was defined as the vector normal to the XZ plane. With these axes, the tilt angle is calculated between the projected helical axis onto the XZ plane and the Z-axis and twist angle between the projected helical axis onto the YZ plane and Z-axis. Pore calculations were performed with HOLE (Smart et al., 1996) using 0.5 Å step from C-alpha atoms only. The pore radius at 9′ was averaged over a 2.5 Å window in both directions from the center of mass of 9’ residues. The average hole profiles were obtained for the structures during the production run using only M2 helices and are reported with their standard deviation. Hydration in the GlyR channel was quantified by calculating the number of water molecules inside the channel pore along the axis normal to the bilayer. To study the conductivity of the GlyR channel in wild type and mutant proteins, we identified the water/ions in the pore and their z axis coordinates (bilayer normal) at every snapshot and plotted them versus simulation time.
RESULTS AND DISCUSSION
GlyR Cancer Mutations and Dominant Hyperekplexia Changes Partially Overlap on TM1-2
As of March 2022, there are around 1000 cases of tumors reported to carry GlyR mutations: 952 for GLRA1, 1196 for GLRA2, and up to 1546 for GLRA3. After removing nonsense and deletion changes, we retrieved 245, 255, and 299 mutations, for GLRA1-3, respectively. Mutations for GLRA1 concentrate in 175 positions (70%), for GLRA2 in 174 (68%), and for GLRA3 in 208 (69%), which represent approximately 50–60% of the GlyR chain (347 positions); a majority of these changes are considered to be passenger mutations due to defective repair mechanisms in neoplastic cells. Nevertheless, as the mutations are not evenly distributed along GLRA sequences but preferentially focused on key conserved regions (Figures 1C,D, Supplementary Figure S1, Supplementary Table S1), we hypothesized they could impact on the receptor function. Particularly, for GLRA3, mutation S241L has high frequency, with over 20 cases reported, in contrast with top GLRA1 and GLRA2 mutations. Moreover, nearly half of the cases (12) of S241L mutation are linked to melanoma, followed by skin carcinoma (8), while in GLRA1-2, they tend to spread across multiple tumor types. A closer look also reveals specific changes recurrently appearing across GLRA1-3 genes and/or often overlapping with HPX mutations sometimes identical (see Figures 1C,D, Supplementary Table S1). Overall, these mutational patterns strongly suggest that at least a fraction of these changes could affect the channel function, which we decided to investigate in more detail for GLRA3, due to the availability of solved human X-ray structures and its significant mutational frequency. We focused our analysis on the resting state, represented by structure 5CFB. To filter out as many random changes as possible, we quantified mutation clustering (Figure 1D bottom, Supplementary Figure S2A) based on the 3D space distribution and degree of conservation as in Orellana et al. (2019b); we also mapped GLRA1-2 and hyperekplexia mutations to better detect overlapping patterns. We considered not only the raw number of mutations reported but also the recurrence of multiple allele changes onto the same positions (Supplementary Figure S2A). Upon weighting the spatial concentration of mutations by their ConSurf scores, we were able to identify four broad mutational clusters, which display overlap between hyperekplexia and cancer-reported GLRA1-3 changes: three minor ones at the ECD, located around loop D (residues 65–75), loop A (residues 95–110), and the Cys-loop ECD–TMD interface (residues 140–150), and a major one across TM1-2 (residues 222–244) to TM2 (residues 250–272); note that almost all reported HPX mutations overlap with one of these peaks with a few exceptions (Figure 1D bottom), with the notable exception of the most frequent mutation, R271L/Q/P, located at TM2-3 loop. Highest clustering scores were achieved at the area surrounding the TM1-2 loop region, where the selectivity filter and desensitization gate locate, and which contains HPX mutations such as P250T known to prolong desensitization (Saul et al., 1999). This area contains the highest frequency mutation, S241L/P (ConSurf score 8), located at the end of TM1, and its contacting neighbor R252S (ConSurf score 9), at the end of TM1-2 loop/beginning of TM2. While S241 is close to dominant hyperekplexia change W239C, of unknown functional effect, R252 is mutated in HPX as R252H/C, which results in low expression and activity. Another high-scoring neighbor area upstream TM2, close to 9′ gate, contains mutation V260M (ConSurf score 8), which corresponds exactly with a dominant HPX change (del Giudice et al., 2001; Castaldo et al., 2004) known to disrupt gating. Importantly, both R252 and V260 are located in the pore-opposing TM2 face, at the level of lower 2′ and upper 9′ gates (see Figures 1A,B, right). To further evaluate the significance of mutations, we also compared mutational patterns with the conserved contact networks of 5CFB (Figure 1D, top) and 5VDH (not shown). In contrast with S241 and R252, mostly involved in the local TM1-2 loop connectivity, V260 participates in longer-range intrachain contacts connecting TM2 with TM3; moreover, it also contacts TM2 (T262) across adjacent subunits in the closed but not the desensitized state (not shown). Overall, the concentration of these dramatic size, charge, and polarity changes overlapping HPX mutants near the conserved activation and desensitization gates suggests that they are not neutral but can impact receptor stability and conformation.
GlyR Ensemble Encodes Opening and Desensitization Transitions
In spite of the diversified roles of PLGICs, structural studies have revealed an astonishing degree of fold and conformational conservation across species. Our previous studies of the channel GLIC and other model proteins show that the PCA of structural ensembles containing multiple conformations can reveal the pathways for inter-connecting transitions providing an accurate framework to monitor MD sampling (Orellana et al., 2016; Orellana, 2019). Currently, there are dozens of zebrafish and human GlyR structures solved in closed, desensitized, and open and super-open states (Figure 2A). We aligned n = 33 nearly-intact homo- and heteromeric structures (Figure 2B; RMSD = 2.2 ± 0.7 Å) and performed PCA to extract the dominant ensemble motions and then investigate how they correlate with channel descriptors and annotated functional status. Similar to what is observed for prokaryotic GLIC (Orellana et al., 2016), the first mode (PC1, 63% of the variance) tracks the global quaternary twist and blooming motion (R = 0.9 and 0.6), as well as TM2 tilt (R = −0.8), while the second mode (PC2, 10% of variance) captures most of TM2 twist and pore gating (R = 0.7 and 0.6) (Figure 2B, Supplementary Figure S2B), separating super-open from desensitized structures (see Methods for definitions). Together, PC1-2 (73% variance) split the structural ensemble onto three to four major clusters (Figure 2C): to the right, closed/antagonist-bound structures (pore radius ≈1.5 Å, 1.2 Å for 5CFB), and to the left, those with an un-bloomed ECD and a wide-open (top left corner, pore radius > 3 Å e.g., 6PMO) or desensitized central channel (lower left corner, ≈ 1.5 Å, 1.4 Å for 5VDH); the only exception is the open-blocked structure 6UD3. Significantly, structures annotated as open states (6PLO, 6PM2, 6PLY, etc.) appear correctly located as a sub-cluster along the path from fully desensitized to super-open structures (pore radius ≈2.5 Å), which supports that PC1-2 space is a suitable framework to annotate channel status based on global correlated features of multiple descriptors. Finally, we also investigated to which extent these large-scale gating movements coupled to opening/desensitization are intrinsic to the different GlyR states, as previously suggested (Bertaccini et al., 2010; Zhu and Hummer, 2010; Zheng and Auerbach, 2011). We took as representatives of the three main PC1-2 clusters our reference human closed (5CFB) and desensitized (5VDH), together with one of the super-open zebrafish structures (6PMO); these three structures altogether broadly define three main transition directions along which the conformational cycle could potentially proceed. ENM from these three distinct states (Figure 3A) indicates that while the opening transition could be fairly spontaneous in the absence of a ligand (overlap ≈60%), the same was less likely for re/desensitization. In contrast, normal modes computed from 5VDH displayed poor overlap with the associated transitions, suggesting a rigid structure with more uncorrelated local motions. Residue fluctuations from 5CFB–ENM (Supplementary Figure S2C) also indicated that these mutations are located in a transition region from high [TM1-2 loop (S241L)] to low flexibility (TM2, from R252S to V260M) and thus could have diverse effects despite their proximity, which we then explored with fully atomistic MD.
Molecular Dynamics Reveals Mutations Perturb GlyR Conformational Dynamics
We performed MD simulations from the closed inhibited (PDB: 5CFB) and desensitized (PDB: 5VDH) human GLRA3 homopentamers after removing all ligands (the antagonist strychnine, in the first, and agonists glycine, AM-3607 and ivermectin in the latter), for WT and mutant sequences. Root-mean-square fluctuations (RMSDs) of the Cα atoms versus the initial experimental structures were calculated for all systems to confirm simulation convergence (Supplementary Figure S3A) and estimate the overall stability and flexibility of unbound closed and desensitized states upon ligand removal (Supplementary Figure S3B). Despite the fact that differences across replicates and GlyR variants were small, a closer look reveals a slightly more rigid desensitized state, with distributions shifted to lower values (Supplementary Figure S3B). This is often observed for bound/unbound systems and in agreement with our ENM preliminary analysis. Nevertheless, for both closed and desensitized state simulations, TM1-2 mutations in general shifted RMSD distributions to the right, suggesting increased conformational flexibility. While for R252S, the peak height is clearly shifted toward higher RMSDs suggesting greater thermal fluctuations, in V260M, the distribution spreads over multiple peaks suggestive of different conformational clusters. Interestingly, S241L displays virtually no difference versus WT GlyR for 5CFB simulations, in contrast with 5VDH simulations. Locally, the introduced mutations disrupt highly stable hydrogen bond and salt bridge WT interactions in both the closed and the desensitized receptors, both at the local TM1-2 level and globally (Supplementary Figures S4A,B). Significantly, a WT salt bridge between Asp247 and Arg252 present in 5CFB but absent in 5VDH is broken by all three mutations in the closed state. Among mutants, R252S has a major impact on the closed state introducing multiple non-native salt bridges not seen in any WT simulations far away from the mutation site, around TM3-4. Native contacts in this area, which are maintained in both 5CFB and 5VDH simulations, are the most perturbed by mutations; interestingly, V260M closed state simulations display interactions seen in the open-like/desensitized state like Glu300-Lys320. Similar changes are seen in hydrogen bond patterns, with mutations mostly affecting longer-range interactions with TM3 and TM4. Despite these profound reshaping of interactions, TM1-2 local helicity is mostly unaffected (Supplementary Figure S4C), only displaying transient and very limited unfolding in desensitized state simulations, focused at helix termini surrounding the TM1-2 loop junction.
Given the long-range impact of mutations in H-bonding and salt bridge connectivity, we then explored their effect on global dynamics by extracting the MD essential modes (ED; see Methods) explored by each system (Figure 3A) and computing their alignment with the three major transition directions defined from PC1-2 clusters. Consistent with ENM predictions, we observed that simulations from the closed state tend to spontaneously sample toward the direction of the super-open cluster (51% overlap with 5cfb ↔ 6pm0) more than toward the open-like desensitized area (overlap with 5cfb->5vdh, 0.45%), while simulations from 5VDH tend to relax toward the closed state and barely sample along the open-desensitized axis (76% overlap with 5cfb ↔ 5vdh versus 20%). By contrast, all mutants and specially V260M enhance the opening transition displaying even better alignment with 5cfb ↔ 6pm0 (55–60% versus 50%) while they are slightly less efficient sampling in the recovery direction toward the closed state (overlaps 5cfb ↔ 5vdh 70%), especially in the case of TM1-2 loop mutations. These trends are also visible upon MD projection onto PC1-2 to build the corresponding free energy landscapes (Figure 3B) and to examine trajectory time evolution (Figures 4A,B). While WT closed simulations sample one major minima around the starting structure and a minor one skewed toward the direction of super-open structures (Figure 3B top), mutants show one larger elongated minimum shifted again toward the same super-open direction. Inspection of the simulation PC1-2 time evolution reveals that indeed a fraction of 5CFB trajectories proceed along PC1(blooming) and PC2 (gating) toward un-blooming/pore opening directions characteristic of the open/desensitized state, especially in the case of V260M (Figure 4A). By contrast, WT desensitized simulations show two small minima in the direction of 5CFB closed state (at 0.0), while mutant ones, also sampling across the same PC1 direction, point toward lower PC2 values, which are only explored in closed mutant simulations (see below). Accordingly, all 5VDH trajectories uniformly proceed along PC1 toward 5cfb minima (Figure 4B), although in terms of PC2 pore gating, the majority evolve toward the super-open cluster. Overall, this suggests a general trend for mutants to favor channel opening while slowing down recovery from desensitization, as is often reported for HPX mutations. Interestingly, although the biological relevance of super-open structures has been questioned, projections onto PC1-2 space clearly show that all simulations from the closed state are sampling PC2 toward solved super-open structures, while simulations from the desensitized 6PMO sample mostly PC1 toward the closed state cluster.
[image: Figure 4]FIGURE 4 | Time evolution of MD replicates along PC1 and PC2. (A) Time evolution of MD trajectories along PC1, which separates closed from open/desensitized structures, for each of the four replicates from each system. Note how for simulations from the closed state (top), trajectories evolve in both closed and open/desensitized directions or stay around the starting structure, with the exception of V260M, in which all runs proceed toward the open region to the left. On the contrary, all desensitized state simulations (bottom) progress in the closing direction. (B) Time evolution of MD trajectories along PC2, which separates closed from open/desensitized structures, for each of the four replicates from each system. Trajectories stay or evolve toward pore closing, with the exception of S241L and V260M, which have replicates progressing toward opening. On contrast, most simulations from the desensitized state (bottom) evolve toward pore opening, except for R252S*.
Finally, to better characterize the conformational effect of mutations, we also examined the classical heuristic variables describing PLGIC geometry: quaternary twist, blooming, and TM2 tilt and twist angles (Supplementary Table S3, Figures 5, 6). As could be expected, the ECD quaternary twist (Figure 5A) was higher not only for closed versus open state simulations but also for mutants versus WT trajectories, displaying in all cases a neat gradient across PC1. However, less marked gradients were observed for the rest of channel parameters, as could be expected from their poorer correlations with PCs (Supplementary Figure S2B). Apart from the quaternary twist, the ECD configuration is also defined by its maximum radius or blooming, which was shifted to the right by all mutations in both closed and desensitized simulations (Figure 5B). Interestingly, ECD blooming appeared more constrained, i.e., un-bloomed (higher peaks) in TM2 R252S* and V260M*, in comparison with S241L*. The impact of mutations was also apparent in local TM2 variables like helix twist and tilt (Figures 6A,B), especially upon projection, which revealed heterogeneous distributions across the PC1-2 space. Globally speaking, TM2 twist and tilt increased along PC1 toward the open/desensitized state directions. Nevertheless, while R252S increased tilt values dramatically in desensitized state simulations but also in the closed state, reaching in both cases the highest values (10.5 and 9.9 Å, respectively), V260M displayed relatively low tilt angles, especially in 5VDH simulations. Notably, S241L displayed only a mild increase, only noticeable in 5VDH simulations. Overall, although TM1-2 mutations have a similar mild allosteric effect on ECD features, they profoundly and differently disrupt the local configuration of the pore, sampling extreme values for TM2 twist and tilt angles, which can appear uncorrelated to PC1 and associated blooming and quaternary twist.
[image: Figure 5]FIGURE 5 | WT and mutant GlyR global ECD dynamics from 1.2 us meta-trajectories. (A) Global ECD-TMD quaternary twist angle and (B) blooming. Note that the most global descriptor of channel status, quaternary twist, preserves a clear gradient-like pattern across the PC1-2 space both in WT and mutant simulations. See average values in Supplementary Table S3.
[image: Figure 6]FIGURE 6 | WT and mutant GlyR local TM2 features extracted from 1.2 us meta-trajectories. (A) TM2 helix twist and (B) TM2 helix tilt. Mutations perturb not only TM2 features but also display long-range allosteric effects on ECD blooming versus WT. See average values in Supplementary Table S3.
Pore Analysis Shows That TM2 Mutations Perturb Pore Gates and Water-Ion Permeation
As these heterogeneous TM2 mutant features suggested a major impact on the pore, we investigated in more detail their effect on pore radius and its permeability for water (Figure 7, Supplementary Table S3). As could be expected from trajectory time evolution (Figure 4B, bottom), WT desensitized simulations from 5VDH, which start with a closed radius of 1.48 Å, quickly evolve opening the pore as seen by broader radius distributions up to a maximum of 3.26 Å (1.7 ± 0.6 Å), in comparison with 5CFB simulations, which start at 1.28 Å and reach up to a maximum of 2.85 Å (1.3 ± 0.5 Å) (see Figure 7A, Supplementary Table S3). Significantly, mutations tend to display broader distributions, generally shifted to the right and with multiple peaks that suggests a diversity of open and closed pore configurations. Differences versus WT simulations are particularly significant for 5CFB simulations, with mutants displaying a clear tail (S241L, V260M) or secondary peak (R252S) at higher nearly open radius close to 2 Å (Figure 7A). This shift to the right is also seen for 5VDH mutant simulations with the exception of V260M; notably, secondary peaks at collapsed pore states barely sampled by the WT are also seen for mutants. These pore radius changes translate to variations in water permeation versus the WT protein. The number of water molecules in the channel ranges from 40 to 120 for the closed state GlyR protein, with an average of ≈80 water molecules in the channel. This seems to shift toward higher values and with a broader distribution for mutant proteins, which have an average of ≈90 water molecules in the channel and maximal values for all mutations around 130–140 (Supplementary Table S3). By contrast, simulations from 5VDH have on average less water molecules in the channel, although in the case of TM2 mutants can reach higher hydration than the WT (up to 170 water molecules for TM1-2 loop mutants versus 160 for WT-GlyR) (Figure 7B).
[image: Figure 7]FIGURE 7 | Minimum pore radius (A) and hydration (B) calculated for WT and mutant GlyR from MD simulations. While WT simulations display Gaussian-like distributions of both pore radius and hydration, mutations shift them toward the right and/or split them in multiple sub-peaks suggestive of enlarged and more hydrated pore states. See average values in Supplementary Table S3.
To gain more insight into these differently hydrated pore states explored by MD, we performed TMD cluster analysis on the complete trajectory set with GROMACS (Figure 8, Supplementary Table S4). Simulations initiated from the desensitized state sampled four clusters: cluster 1, which accounts for nearly half of the total conformations sampled by GlyR from closed and desensitized states, and clusters 3, 9, and 10, which in total, account for 7% of the total population and sample expanded pores up to 2Å. Interestingly, we observed that this major semi-open cluster 1 conformation (1.5 ± 0.4 Å) was also sampled by both V260M (13% of cluster 1) and R252S (4% of cluster 1) simulations initiated from the closed state, which allowed the observed increased water permeation (Figure 8A right). Cluster 2 was mostly sampled by WT closed state simulations (51%) as well as the three mutants studied. In contrast, cluster 3, which features an expanded pore around 1.7 Å, is distinctively assigned for R252S* (95% of the cluster). Clusters 5 and 7 are also unique of R252S closed state simulations and feature a slightly collapsed pore (0.8Å), also found in cluster 6, which has a mixed population of conformers from neighbor S241L and R252S mutants (see Supplementary Table S4). Notably, similar collapsed states, previously observed in simulations (Dämgen and Biggin, 2020), are characterized by loss of the fivefold symmetry of the TMD pentamer (cluster 5 in Figures 8B,C). In our simulations, these states accounted, however, for a minor fraction of total sampling and were mostly populated by R252S, which, on the other hand, sampled also expanded pore states like the other mutants as well as WT* trajectories.
[image: Figure 8]FIGURE 8 | C-alpha RMSD cluster analysis of the GlyR TMD. (A) Projections of major clusters onto PC1-2 space (left) and cluster representatives showing water permeation (right): top row, cluster 2 (WT) versus cluster 1 (WT* and V260M); bottom row, cluster 3 (R252S*), cluster 4 (S241L), and cluster 5 (R252S). (B) Top and bottom views of representative TMD clusters and M2 helix residues shown with surface representation. Note the similarity of the open state from 5VDH in WT simulations (WT*) versus the V260M initiated from 5CFB (V260M). (C) Top and bottom views of representative TMD clusters, with side chains for pore gates (Leu261, Pro250) shown as licorice. See Supplementary Table S4.
From PLGIC structures and mutagenesis work, it is known that there are two major constriction points in the GlyR pore: an upper ring of hydrophobic residues at the 9′ position of TM2 (the L9′ activation gate, formed by Leu261) and a lower ring of Pro residues at −2′ (the P-2′ desensitization gate, corresponding to Pro250). While the central L9′ gate is closed in antagonist-bound structures (5CFB, 3JAD), in desensitized structures (5VDH, 3JAF) it is P-2′ that closes the intracellular “mouth” of the channel. The P-2′ is wide-open in the so-called super-open structures (3JAE). In general, despite the observed minoritary collapsed TMD clusters, all our simulations resulted in pore relaxation versus the initial crystallographic structures, but with substantial differences upon mutation. A closer inspection of pore profiles (Figure 9A) revealed that TM1-2 mutants dramatically reshape the central channel in a similar way. In the closed state, mutations expand the lower (P250, 9′) but decrease the upper (A272, 20’) pore sections, while in the desensitized simulations, they tend to destabilize and enlarge both. Mutations also displayed wider pore fluctuations, remarkable for S241L and V260M. Although the short time scale of our simulations did not allow us to observe complete opening of the channel, some of the sampled clusters, especially for the mutants, reached pore radius around 1.7–1.8 Å, which can allow the passage of a partially hydrated chloride ion (1.8Å); in such wider pore conformations, water was observed forming continuous molecule chains across the channels. A closer examination of water and ion penetration into the channel revealed that chloride ions penetrate indeed deep into the channel from the enlarged intracellular “mouth”, although only for WT* and V260M* simulations, this resulted in complete permeation events (Figures 9B,C, Supplementary Movies S1, S2). Notably, the enlarged open mouth at the level of the selectivity filter also allowed the entry of potassium ions to the vestibule in 5CFB simulations.
[image: Figure 9]FIGURE 9 | Pore radius profile for WT and mutant GlyR from MD simulations. (A) Pore profiles for closed/resting state WT (5CFB) and mutants constructed from it are shown to the left; WT* (5VDH) and mutants constructed from it are shown to the right side. Note how in both closed and desensitized/open state simulations all mutants tend to widen the P250 gate. (B) Water and ion permeation across the channel. The closed activation gate in 5CFB simulations (top) appears as a white area around Leu261, missing in desensitized state simulations (bottom). Chloride ions cross the area in WT* and V260M* in relation with permeation events (see Supplementary Movies S1, S2); there is also an entry of potassium ions through the selectivity filter (P250) in closed state simulations (yellow), but they stay in the vestibule. (C) Chloride ion distribution inside the channels; note the shift to the right for mutants due to the wider channels accommodating a larger number of ions.
SUMMARY AND CONCLUSION
Here, we aim to perform a preliminary study of uncharacterized GlyR mutations reported in human tumors. Based on 3D-clustering, conservation, and vicinity or overlap with hyperekplexia changes, we focused on three mutations potentially disrupting gating for further study: one located in the TM1-2 loop, at the “mouth” of the channel (S241L), and two at the back of pore TM2 (R252S and V260M). Our goal was to explore whether they were neutral or perturbed channel dynamics and potentially function. To evaluate functional/conformational status and monitor our simulations, we performed PCA of the current ensemble of GlyR structures, in order to obtain suitable reaction coordinates to build an “experimental” conformational landscape (Orellana et al., 2019a; Orellana, 2019). We confirmed the resulting PCs tracked multiple key channel descriptors providing an automatic and reasonable classification of the solved structures. MD projections on PC1-2 space allowed us to quantify how trajectories sample large-scale motions correlated with multiple channel features. This provided a framework to analyze sampling by MD simulations of human WT and mutant GlyR. Surprisingly, we found evidence that not only the closed-super-open transition is encoded in the experimental structures but also that they are indeed sampled in unbiased WT simulations in the absence of ligand. While WT simulations from the closed state clearly evolve in the direction of super-open solved structures, simulations from the desensitized state tend to sample the recovery transition back to the closed state and not toward the super-open, as suggested by ENM. Our integrated structural analysis also revealed that mutations perturb sampling in a similar way, enhancing the exploration of the opening direction and disrupting relaxation to the native closed state. These global features relate to the local disruption of TM1-2 contacts, which results in an altered TM2 orientation that favors a wider pore and increased water permeation. Nevertheless, the impact of mutations was clearly distinct, with the mutation R252S, which targets the most conserved residue, resulting in non-native interactions and sampling of collapsed pore states. On the contrary, mutation V260M was the closest in behavior to the closed state and displayed enhanced sampling of the opening transition. Importantly, chloride permeation was only observed for WT* and V260M* simulations from the desensitized state. Functional evidence suggests that the mutation of Arg252 results in non-conducting channels, which would agree with our observations of a profoundly impaired channel. On contrast, the V260M HPX mutant has been shown to result in spontaneous activity and prolonged desensitization, also in agreement with our simulations. Functional data for mutations surrounding S241L are still lacking, but our results suggest a behavior in between the other two, probably closer to WT and V260M in terms of channel permeability and conduction despite its proximity to R252S.
In summary, our analysis indicates, on one side, that the concentration of GLRA1-3 mutations across TM1 and TM2 is very likely not random, and, on the other, that these changes certainly disrupt the GlyR function in the tumor cells carrying them, as seen for HPX. Whether and how disrupting GlyR function can represent and advantage for cancer cells is beyond the scope of this work but certainly deserves further computational as well as functional investigation.
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K+ channels allow a very efficient passage of K+ ions through the membrane while excluding Na+ ions, and these properties are essential for life. The 3D structure of the KcsA K+ channel, solved more than 20 years ago, allows to address many relevant aspects of K+ permeation and selectivity mechanisms at the molecular level. Recent crystallographic data and molecular dynamics (MD) studies suggest that no water is normally present inside the selectivity filter (SF), which can instead accommodate four adjacent K+ ions. Using a multi-scale approach, whereby information taken from a low-level simulation approach is used to feed a high-level model, we studied the mechanism of K+ permeation through KcsA channels. More specifically, we used MD to find stable ion configurations under physiological conditions. They were characterized by two adjacent K+ ions occupying the more central positions of the SF (sites S2 and S3), while the other two K+ ions could be found at the external and internal entrances to the SF. Sites S1 and S4 were instead not occupied by K+. A continuum Bikerman–Poisson–Boltzmann model that takes into account the volume of the ions and their dehydration when entering the SF fully confirmed the MD results, showing peaks of K+ occupancy at S2, S3, and the external and internal entrances, with S1 and S4 sites being virtually never occupied by K+. Inspired by the newly found ion configuration in the SF at equilibrium, we developed a simple kinetic permeation model which, fed with kinetic rate constants assessed from molecular meta-dynamics, reproduced the main permeation properties of the KcsA channel found experimentally, including sublinear current-voltage and saturating conductance-concentration relationships. This good agreement with the experimental data also implies that the ion configuration in the SF we identified at equilibrium would also be a key configuration during permeation.
Keywords: K channels, permeation, KcsA, molecular dynamics, Bikerman–Poisson–Boltzmann, kinetic model, IV curve
STATEMENT OF SIGNIFICANCE
K+ channels allow a very efficient passage of K+ ions through the membrane while excluding Na+ ions, and these properties are essential for life. We studied these mechanisms of K+ permeation through KcsA channels using a multi-scale approach, whereby information taken from low-level simulations is used to feed a high-level model. More specifically, we developed a simple kinetic permeation model which, fed with kinetic rate constants assessed from molecular meta-dynamics, reproduced the main permeation properties of the KcsA channel found experimentally.
INTRODUCTION
K+ channels are membrane proteins that allow a very efficient passage of K+ ions while excluding Na+ ions. They are essential for the establishment of the negative resting potential across the membrane and the repolarization phase of the action potential. The bacterial KcsA channel has been amongst the most studied K+ channels, and the first to have its structure solved by X-ray crystallography (Doyle et al., 1998). Soon after the resolution of the crystal structure, the group of Christopher Miller performed electrophysiology experiments on KcsA channels (Lemasurier et al., 2001) and found properties quite similar to those previously found for many mammalian K+ channels, such as sublinear current-voltage (IV) relationship under symmetrical K+ conditions, outward rectification (i.e., the channel conducts better in the outward direction), and saturating conductance-concentration relationship. Thus, any plausible mechanism of K+ permeation through the KcsA channel should explain and reproduce these features observed experimentally.
Structurally, the KcsA channel is formed by the juxtaposition of four identical protein subunits, each composed of two transmembrane segments, TM1 and TM2 (Doyle et al., 1998). Starting from the cytoplasmic side (the bundle crossing), the four TM2s of the KcsA channel form the lining of the water-filled internal cavity, which is ∼10 Å wide and extends into the lipid membrane for about two-thirds of its thickness. At the extracellular pore entrance, the four P loops from each subunit form a narrow selectivity filter (SF) that is about 12 Å long and 3 Å wide and allows the passage of only naked ions (without their hydration shell). The SF is formed by a highly conserved sequence of amino acids (TVGYG) that have their carbonyl (hydroxyl in the case of threonine) oxygens pointing toward the center of the pore. Since these oxygens have a partial negative charge, their electrostatic interactions with the permeating K+ ions likely contribute to the permeation process.
Our comprehension of the permeation properties of KcsA moved greatly forward when the high-resolution electron density maps allowed us to clearly identify four high electron density positions inside the selectivity filter (called sites S1 to S4, from extracellular to intracellular). Two other electron-dense positions were found: one immediately outside the extracellular entrance (site S0) and the other below S4, at the center of the intracellular cavity (site Scav) (Morais-Cabral et al., 2001). Unfortunately, at that time, it was not possible to determine whether the observed electron densities inside the selectivity filter originated from K+ ions or from water, as they give a very similar X-ray diffraction pattern. A number of observations and physicochemical considerations initially suggested that the four binding sites (S1–S4) within the SF were alternatingly occupied by two K+ ions—sitting either in S1 and S3 or in S2 and S4—and two water molecules in the remaining sites (Bernèche and Roux, 2001; Zhou and MacKinnon, 2003).
Later experiments, based on anomalous diffraction X-ray crystallography and solid-state nuclear magnetic resonance, pointed instead to a selectivity filter exclusively occupied by K+ ions (Langan et al., 2018; Öster et al., 2019). In accordance, in long MD simulations that allowed to observe thousands of K+ permeation events, K+ ions were frequently found simultaneously occupying the sites S2 and S3, and the passage of water molecules through the SF was virtually never seen (Furini et al., 2009; Köpfer et al., 2014; Wu, 2017).
In either case, permeation would occur with a K+ ion approaching the SF from one side and pushing the single file of K+ ions (and possibly water molecules) forward to the other side (Morais-Cabral et al., 2001). This mechanism is usually referred to as knock-on (“soft” or “hard”, depending on the presence or absence of water), meaning that the incoming K+ ion pushes forward the single file of whatever is in the SF. Interestingly, Kratochvil and colleagues (Kratochvil et al., 2016) made MD simulations with the SF displaying either KWKW (K-water-K-water; the soft knock-on mechanism) or 0KK0 (void-K-K-void; the hard knock-on mechanism) configuration. Their results showed that only an SF in the soft knock-on configuration could predict two-dimensional infrared (2D IR) spectra that matched experimental data from isotope-labeled semi-synthetic KcsA channels and were thus interpreted as evidence against the hard knock-on mechanism. However, a follow-up study using MD simulations found that both mechanisms can generate 2D IR spectra compatible with the experimental data (Kopec et al., 2018). This study in fact indicated that 2D IR spectroscopy cannot effectively distinguish between these two conduction mechanisms in K+ channels.
Unfortunately, none of the mechanisms proposed until now, based on structural considerations and MD results, has been tested for its ability to correctly predict the channel behavior in terms of current-voltage and conductance-concentration relationships. This is because if on one side MD simulations have revealed atomic details of the binding sites and the energetics in the SF, on the other side, they can hardly predict the shape of the IV relationships under different experimental conditions. Even very long simulations can greatly underestimate the channel conductance (i.e., by nearly 40 folds at a voltage of 300 mV as in Jensen et al., 2013). Also, the outcome of other approaches, such as Brownian dynamics (BD) simulation (Bernèche and Roux, 2003) and Poisson–Nernst–Planck (PNP) type models (Furini et al., 2006; Dyrka et al., 2013; Liu and Lu, 2017), employed to compute the IV curves, was rather unsuccessful in predicting the experimental data (Lemasurier et al., 2001). Taking all this together, it appears that more information and new approaches are required to determine the exact mechanism of K+ permeation through the SF, and more key physical properties need to be included in the modeling.
To find more quantitative and predictive mechanisms of permeation, kinetic models could be used in conjunction with MD simulations in a multi-scale approach. Kinetic models picture the channel pore in a few stable configurations, and the permeation process as ions hopping from one stable configuration to the next, with an associated probability given by the rate constant characterizing that transition (Hille, 2001). Although kinetic models can only give an approximate picture of the permeation process, they are able to connect the model output to experimental results through the flux equations that can easily be obtained from the model. This will allow to evaluate the soundness of a postulated permeation process derived from structural data and MD results. One such model has been recently found using long MD simulations, where K+ permeation through the KcsA channel can be described by a quite simple sequence of Markov states (Domene et al., 2021). In this type of model, which we may define as an association/dissociation model (A/D model, (Nelson, 2011)), the current is produced by the binding of a K+ ion to the SF on one side of the membrane and the unbinding of another K+ ion on the other side. In this case, the exit (unbinding) of the K+ ion is not to be seen as directly linked to (in fact, it is temporally separated from) the entry of a K+ ion on the other side. Notably, in contrast to the classical knock-on mechanism (Hodgkin and Keynes, 1955), these types of models do predict sublinear IV relationships and saturating current-concentration curves (Nelson, 2011), in line with experimental data.
Based on these considerations, in this study, we tested whether an A/D type permeation model could reproduce the experimentally observed permeation properties from KcsA channels. The approach used in this study was: 1) to exploit MD simulations and structure-based Poisson-Boltzmann (PB) modeling (modified to include steric and dehydration effects) for sketching the A/D reaction scheme of K+ permeation in the KcsA channel and defining its rate constants; 2) to test the consonance of the kinetic model output with experimental results.
METHODS
Molecular Dynamics
We used the structure of the open conformation of a KcsA channel carrying the E71A mutation that prevents inactivation (PDB code 5VK6, (Cuello et al., 2017)). Previous MD results have shown that both the SF and the intracellular gate of this channel remain in an open-conductive configuration following time extensive simulations (Li et al., 2018). The channel protein was embedded in a membrane with 200 POPC lipid molecules, having a dimension of 100 × 100 Å. The system was solvated in two steps, and the distance between the maximum and minimum z coordinates and the water box edges in the z-axis was set to 12 Å. First, the system was solvated below the membrane plane with a water box of dimensions 102.69, 101.01, and 12.86 (x, y, and z in Å), using 11,508 TIP3 water (Jorgensen et al., 1983) molecules. Then, it was solvated above the membrane plane with a water box of dimensions 102.69, 101.01, and 12.76 (x, y, and z in Å), using 11,508 TIP3 water molecules. After the addition of the water molecules, the system presented a total net charge of 14.0 e0. The system was then neutralized by adding in a total of 100 Cl- ions plus 86 K+ ions, ending up with a salt concentration of 0.4 mol/L.
The MD simulations in the present study were performed employing the NAMD molecular dynamics package (Phillips et al., 2005). The CHARMM36 force field (MacKerell et al., 1998; Best et al., 2012), with no NBFIX modification, was used in all MD simulations. An initial minimization (2,000 steps) was performed with explicit solvent using the TIP3 water model in the NpT ensemble. A distance cut-off of 12.0 Å was applied to short-range, non-bonded interactions, and 10.0 Å for the smothering functions. Long-range electrostatic interactions were treated using the particle-mesh Ewald (PME) method (Darden et al., 1993). Annealing was then performed by raising the temperature from 60 to 300 K, using a simulated temperature ramp of 0.24 ns. The pressure was maintained at 1 atm using the Nosé-Hoover Langevin piston (Martyna et al., 1994; Feller et al., 1995). A distance cut-off of 12.0 Å was applied to short-range, non-bonded interactions, and 10.0 Å for the energy switching function. Long-range electrostatic interactions were treated using the PME method. The equations of motion were integrated using the r-RESPA multiple time step scheme (Phillips et al., 2005) to update the short-range interactions every 1 step and long-range electrostatic interactions every 2 steps. The time step of integration was chosen to be 2 fs for all simulations. In this step consisting of 0.29 ns of simulation, all the backbone protein atoms and the K+ ions in the selectivity filter (in S0 to S4) and immediately outside were restrained. After the annealing, a 1 ns equilibration was performed in which the temperature was maintained at 300 K using Langevin dynamics. Also, during this simulation time, all the backbone protein atoms and the K+ ions in the selectivity filter (in S0 to S4) and immediately outside were restrained (with a force constant of 1 kcal/(mol*Å2)). Finally, a fully unrestrained MD simulation was performed.
Adaptive biasing force. The energy profiles associated with the movement of K+ ions along the selectivity filter were assessed using the adaptive biasing force (ABF) method which allows the calculation of the free energy variation along a coordinate of reaction (Darve et al., 2008; Hénin et al., 2010). ABF is based on the computation of the potential of mean force (PMF) along the reaction coordinate ξ, which is neutralized by the equal and opposite biasing force which enables the system to escape from the free energy minima, which otherwise would not allow to study the whole energy landscape. In fact, the biasing force yields a uniform transition coordinate, with only minimal residual barriers that can be easily crossed only owing to thermal fluctuations. The application of the ABF method preserves the main dynamic characteristics, including the random fluctuating force, while flattening the potential of mean force to erase free-energy barriers and, in this way, promoting the transitions between states. All this is done in an adaptive manner, without the need for prior information on the PMF (Comer et al., 2015). This kind of simulation is performed with no constraint in the coordinate reaction ξ, which implies that during the simulation the complete reaction path is discretized into small increments δξ that are explored in a continuous fashion. We started these simulations from the already equilibrated structure of KcsA mentioned earlier and proceeded with the ABFs. To allow the system to stabilize, a total of 30 ns simulation was performed, at the end of which we verified that the assessed energy profile was stable and did not change with simulation time. Furthermore, to achieve a high-resolution profile, we performed all the ABF using a δξ of 0.05 Å. During this simulation time, the backbone protein atoms of the channel transmembrane helices, sufficiently far from the selectivity filter, were restrained to a specific range of motion.
Free energy perturbation. To assess the binding free energy for the K+ ions in the sites of the SF, which is described as [image: image], we performed the free energy perturbation (FEP) (Pearlman, 2002), a technique that allows to calculate the free energy variation of a system in which progressive perturbation changes occur starting from an initial state λ = 0, to get to the final state λ = 1. We can refer to this technique as a dual topology approach since both the initial and the final states are defined. As the MD progresses, the potential energy function characteristic of λ = 0 is scaled into that representative of λ = 1 by increments of δλ = 0.05. We run the simulation with a total of 35 ps for each δλ, both for the K+ ions in the bulk water and in the sites to get the binding free energy. The first 15 ps were excluded from the energy ensemble average calculation to allow the system to equilibrate. Soft-core potentials were used with a shifting coefficient for the van der Waals radii of 2.0 Å. Free energy differences were evaluated using the simple overlap sampling (SOS) algorithm of the ParseFEP plugin of VMD (Liu et al., 2012). Six different FEP values were averaged for each system.
Continuum Model
Continuum models like Poisson–Boltzmann (PB) and Poisson–Nernst–Planck (PNP) equations can generally describe ion channels at equilibrium and non-equilibrium conditions, and therefore they can predict long-range behavior and stable configurations of the SF (Eisenberg, 1998; Nonner et al., 1999). However, considering ions as points without volume can deter their applicability under particular conditions, including the narrow SF of the KcsA channel where the negative charges carried by carbonyl oxygens are so strong to bring K+ ions to saturation levels inside it. This calls for modifications of the classical PB/PNP model to account for the steric effect of ions. To study the equilibrium situation, we consider, here, the Bikerman–PB model as one such alternative to the classical PB model. Moreover, as ion solvation energy is significant for K+ ions entering the narrow SF, this energy, calculated with the Born model, was included in our modeling.
Geometry. Using the mutant E71A KcsA structure and the water molecule with a radius of 1.4 [image: image] as the rolling ball, we generated the protein domain in our Cartesian computational mesh as illustrated in Figure 1A. A cross-section of the channel together with the distribution of its permanent charges are shown in Figure 1B. Note the narrow SF surrounded by carbonyl oxygens, with its structure shown in the inset. The membrane was further compensated to surround the channel protein in our rectangular computation domain, [image: image]. Therefore, the whole computational domain [image: image] consists of the protein/membrane domain [image: image] and the electrolyte solution domain [image: image].
[image: Figure 1]FIGURE 1 | Geometry of the continuum model. (A) generation of protein domain by rolling ball mechanism. A mesh with its center inside an accessible surface is classified as a protein mesh. Otherwise, the mesh is classified as a solution mesh. (B) cross-section of KcsA with permanent charge distribution. The structure of the narrowest part of the channel, the SF, surrounded by carbonyl oxygens from the TVGYG motifs, with its binding sites, is shown in the inset. Note that unlike conventional notation, here, blue spots denote negative charges and red spots denote positive charges according to the color bar.
Bikerman–PB model. The Helmholtz free energy for the classical PB model is
[image: image]
with the internal energy U and entropy S described as follows:
[image: image]
[image: image]
where [image: image] is the electric potential; p and n are concentrations of cation and anion (K+ and Cl− here); [image: image] and [image: image] are valencies of cation and anion; q is the permanent charge of protein; e is the elementary charge; [image: image] is permittivity with [image: image] being the permittivity in a vacuum and [image: image] the dielectric constant (relative permittivity); [image: image] are the solvation energy for cation and anion, respectively; T is the temperature. The variation of F with respect to [image: image] gives the Poisson equation,
[image: image]
By doing the variation of F with respect to p and n, we obtain the chemical potentials for cation and anion, respectively.
[image: image]
[image: image]
where solvation energy, based on the Born model, for cation and anion is
[image: image]
with [image: image] being the radius of ion i.
Herein, we include the steric effect to improve the classical PB model mentioned earlier. The steric effect has long been approached in modeling by modifying either internal energy or entropy in free energy (Bikerman, 1942; Borukhov et al., 1997; Horng et al., 2012). Through the entropy approach, Bikerman (Bikerman, 1942) modified classical Boltzmann distribution by adjusting bulk and local ion concentrations via excluded volume. Borukhov, Andelman, and Orland rigorously derived the same formula by adding solvent entropy through excluded volume into free energy (Borukhov et al., 1997). The Bikerman model has been a popular steric model due to its easiness of application and qualitatively good agreement with experiments. The original Bikerman model has no size distinction among ions, and all ion sizes are designated as [image: image]. Many subsequent studies have extended the Bikerman model to include specific ion size via modification of the chemical potential described in (5) and (6) to the following,
[image: image]
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where [image: image] and [image: image] are volumes for cation and anion, respectively. This adjustment was rigorously derived and discussed in the review article by Horng (Horng, 2020).
At equilibrium, the chemical potential is uniform everywhere and
[image: image]
with
[image: image]
[image: image]
where the subscript b denotes the bulk situation. Note that [image: image] is set to 0 in Eqs. (11) and (12) conventionally for the bulk situation. Eqs. (8)–(12) can solve for p and n:
[image: image]
[image: image]
where [image: image] and
[image: image]
Readers are referred to Horng (2020) for detailed derivation. Note that with [image: image], Eqs. (13) and (14) reduce to classical PB distribution,
[image: image]
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Eq. (4) together with Eqs. (13) and (14) form the governing equation to solve for [image: image] in [image: image] and [image: image] in [image: image]. Boundary conditions for [image: image] at equilibrium are
[image: image]
meaning no voltage bias applied across the channel. No-flux boundary conditions are applied to four sides of the computational domain,
[image: image]
where [image: image] denotes the outward normal direction. The interface conditions between electrolyte and protein/membrane are
[image: image]
where [image: image] denotes the jump across the interface [image: image] and [image: image] is the surface density of permanent charge at the interface. Here, [image: image] due to the rolling ball scheme. For computational efficiency, Eq. (4) is augmented to be pseudo-time-dependent,
[image: image]
We then solve for Eq. (21), instead of Eq. (4), until the steady state is reached. By the framework of the method of lines (MOL), finite volume method (FVM) is first used for the spatial discretization of Eq. (21). Then, the resultant system of ordinary differential equations (ODEs) after semi-discretization in space is integrated in time by RK4 until the steady state is reached.
As mentioned earlier, the steric effect and solvation energy difference are significant inside SF. Herein, we isolate the SF domain from the electrolyte solution domain by defining [image: image]. The physical and numerical parameters used in the current investigation are
1) Bulk solution concentration: [image: image].
2) Dielectric constant distribution: [image: image] at [image: image]; [image: image] at [image: image]; and [image: image] at [image: image]. A sharp linear transition from bulk [image: image] to [image: image] is designated at both edges of [image: image] as shown in Figure 3A. Debye length based on [image: image] is [image: image].
3) Ion diameter: [image: image].
4) Bulk diffusion coefficients: [image: image].
5) Grid size: [image: image].
6) Computational domain: [image: image] with [image: image] in [image: image].
Note that [image: image] is generally larger than the width of SF, which means that the electric double layers (EDLs) in the SF will overlap. Dielectric constant inside SF, [image: image], is practically hard to estimate by MD or be measured experimentally. So, here, we treated it as a model parameter. In the beginning, we only knew water inside SF should be far less than in the bulk, and therefore the value should be far less than 80. We have conducted simulations with [image: image] being set to 10, 8, 6, 4, 2, and 1.5 and discovered the less occupation of S1 and S4 by K+ ions as [image: image] decreases mainly due to the increasing solvation energy barrier based on the Born model, Eq. 15. The value 1.5 gives a complete absence of K+ ions at S1 and S4 which agrees best with our MD equilibrium result shown in a later section.
Solution of the Kinetic Model
The solution of the kinetic model was obtained by assuming that the system is at steady state, meaning that the rate of formation of each state is equal to the rate of disappearance, giving a zero rate of change. More specifically, considering a kinetic model having N different states, under steady-state conditions, we can write a system of N equations of the type
[image: image]
where kji is the rate constant going from state j to state i, and nj is the fractional occupancy of state j, with j that varies over all the states connected with state i. Using this system of equations and considering the additional constraint that the sum of fractional occupancies is unity, [image: image] , we can find the unknown fractional occupancies of the various states that can then be used to assess the ion current as follows:
[image: image]
where [image: image] is the valence of a K+ ion (+1), and i and j vary for all possible transitions i→j representing either the entry of a K+ ion from the intracellular bath or its exit to the extracellular bath.
In our specific case, the kinetic scheme shown in Figure 4 gives rise to the following system of equations:
[image: image]
[image: image]
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where [image: image] and [image: image] represent the extracellular and intracellular K+ concentrations and ni represents the fractional occupancy of state i and [image: image]. The motivation of using the four-states scheme shown in Figure 4 to describe the permeation pathway and construct the kinetic model accordingly will be explained later. The above linear system of equations was solved at varying voltages and K+ intracellular and extracellular concentrations, and the ni were used to assess the current as follows:
[image: image]
or equivalently
[image: image]
As with any cyclic kinetic model, the so-called microscopic reversibility needs to be respected at the equilibrium (zero voltage), that is, the product of the kinetic rate constants in the clockwise direction should equal the product of the rate constants in the counterclockwise direction. In our case, we have three cycles, thus the microscopic reversibility should read:
[image: image]
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[image: image]
Multi-scale approach for predicting IV relationships. To predict the IV relationships for the KcsA channel, we considered the association/dissociation model shown in Figure 4, with the rate constants assessed from MD data. More specifically, we used the MD ABF method to assess the energy profiles associated with the various transitions present in the kinetic scheme and to estimate the diffusion rate constants outside and inside the selectivity filter of the channel. In order to take into account the effect of the transmembrane voltage on the voltage dependent rate constants of the model, kb and kf, an electrostatic energy corresponding to a linear voltage drop through the SF was added to the energy profile. Once these parameters are known, the kinetic rate constants can be estimated using Eqs. (28) and (29), to be described, and the currents under various voltages and K+ concentrations using Eqs. (25) and (26).
RESULTS
Molecular Dynamics of K+ Permeation in KcsA Channel
We performed MD simulations starting from the newly determined crystallographic configuration of the selectivity filter of KcsA, with four K+ ions sitting in the four SF binding sites, very close to each other, plus a K+ ion in the cavity and another one in the external vestibule (Figure 2A, left). Since this configuration was obtained from crystallized channels held at a very low temperature, we first verified if it was also present as a relatively stable configuration at more physiological temperatures, which are easily reached by heating the crystal from 60 to 300 K and letting it equilibrate for about 400 ns. We performed this simulation ten times, each time randomly re-initializing the atoms’ velocities, and every time, at the end of the equilibration, we observed a K+ ion configuration invariably characterized by two K+ ions at the two most internal binding sites of the selectivity filter (S2 and S3) (Figure 2A, right). The S1 and S4 positions were instead empty or rarely occupied by water (water occupancy was 25.2 ± 7.3% for S1 and 11.5 ± 1.4% for S4).
[image: Figure 2]FIGURE 2 | Molecular dynamics of the KcsA channel. (A) left: KcsA structure and initial K+ ion configuration used in our MD simulations. K+ ions were placed in sites S1–S4 inside the selectivity filter, at the cavity, and in the site Sex found in X-ray crystallography. Right: typical ion configuration found after heating and equilibration. (B) left: plot of the K+ ion position as a function of time for one typical MD simulation. The black lines represent the position of the four SF crystallographic sites (assessed as the center of mass of the eight carbonyl oxygens) while the red lines represent the position of the K+ ions. Right: SF configuration found at 50 ns, with only three K+ ions bound to the SF. (C) amplitude histogram of the K+ ion position assessed from a 400 ns long MD simulation, showing four preferential positions. The arrows indicate the K+ binding sites found in the high-resolution structure. (D) binding free energy assessed using the free energy perturbation technique for the four K+ binding sites found to be typically occupied in our simulations. The plot reports the difference between the free energy variation obtained following the annihilation of a K+ ion in water (ΔGbulk) and a K+ ion sitting in a binding site (ΔGsite). In the initial configuration, shown on the left of panel A, ions were constrained within +/- 1 [image: image] from the binding site using a collective variable approach of NAMD. Since the application of a constraint adds an entropy term to the free energy variation (Wang et al., 2006), the same constriction was also applied to the bath K+ ion, in order to have the same effect on all free energy values presented.
Two other K+ ions were, respectively, found at the intracellular and extracellular entry of the selectivity filter. These K+ ions were instead only partially hydrated, as they also interacted with the protein residues. More specifically, the K+ at the external site interacted with the carbonyl oxygens of tyrosine 78, located at the extracellular entry of the selectivity filter, while the K+ at the intracellular entrance interacted with the hydroxyl oxygens of threonine 75. As can be seen from the frequency plot of Figure 2C, neither of the two sites exactly matches the corresponding binding sites found in the crystal (Scav and S0, indicated with arrows in the plot), especially the internal site which was clearly distinct from Scav. The position where we found the internal K+ site corresponds very closely to the S5 site found by Jensen et al. (2010) on Kv1.2, so we will refer to it as site S5. As for the external site that was found less distant from the crystal site S0, we kept this name. In any case, these simulations consistently showed the presence of the stable 0/2/3/5 configuration in the SF at the end of equilibration (cf. Figure 2B).
We also assessed the binding free energy of the four identified K+ binding sites, using free energy perturbation (a technique that essentially consists in slowly annihilating the K+ ion interactions with the environment and assessing the free energy change observed during the process). If the free energy change is significantly higher than for the annihilation of a K+ ion in water, then we can arguably talk about a K+ binding site. The bar plot in Figure 2D shows that the free energy increase for K+ annihilation in all the four binding sites is systematically higher than in the bath, meaning that these are all true binding sites for K+. Notice, however, the considerably smaller binding free energy for both external sites S0 and S5, compared to the internal sites S2 and S3, which is arguably the basis of the high conduction rates in this channel. In several simulations, we were in fact able to observe the unbinding of K+ from either the S0 or S5 position (Figure 2B, K+ unbinding from S5, occurring at 45 ns; lowest red trace), followed by a concerted motion of the three remaining ions as a single file along the selectivity filter (Figure 2B, concerted transition from 0/2/3 configuration to 2/3/5 configuration).
The Bikerman–PB Continuum Model of KcsA Channel
To verify if the stable 0/2/3/5 configuration, indicated by MD simulations, is a consistent occurrence at steady state, we applied the Bikerman–PB continuum model to the same channel structure used in MD simulations. PB/PNP-type continuum models can generally describe ion channels in equilibrium and non-equilibrium conditions, and therefore could be a useful integrative approach to MD, especially in predicting long-range behavior and stable configurations of the SF (Eisenberg, 1998; Nonner et al., 1999). The computation results based on the Bikerman–PB model for equilibrium situation, [image: image] and symmetric K+, are shown in Figure 3. Figure 3A illustrates the channel’s cross-sectional view with the dielectric constant values assigned to the significant locations of the channel, namely εr,P = 2.0 in the protein matrix ([image: image]), εr,SF = 1.5 in the SF ([image: image]), and εr,bulk = 80 for the channel vestibules and bulk ([image: image]). Figure 3B shows the distribution of the electric potential [image: image], where we can observe a very negative electric potential distribution along the SF. As a consequence, K+ is strongly accumulated and Cl− heavily depleted inside the SF and the entrances (Figures 3D, E). There are, however, two ion depletion spots at the SF, where no ions are virtually ever found (Figure 3E). These two spots are located at sites S1 and S4 of SF, as better illustrated in Figure 3F, where [K+] and -q (minus of permanent charges) are plotted together to show how carbonyl oxygens attract K+ ions, especially at their ridge where saturation peaks with [K+] ≈ 80M are formed. Note that this extremely high saturation concentration happening at ridges (better presented in panel A of Supplementary Figure S1) actually comes from the Bikerman model, Eqs. (8) and (9), where [image: image] (to be more specific [image: image] according to our simulation data) with [image: image] when K+ ion saturating and Cl− ion totally excluded from SF. With [image: image], the saturation concentration is [image: image]
[image: Figure 3]FIGURE 3 | Cross-section distribution of (A) dielectric constant [image: image], (B) electric potential [image: image], (C) line density distribution of K+ ions along the central axis, (D) [image: image] and (E) [image: image], at equilibrium ([image: image]). (F) close-up of cross-section distribution of [image: image] and [image: image] around SF.
Yet the K+ distribution along the central axis shown in Figure 3F cannot fully reveal the effective residence of K+ ions in the SF. For this reason, we integrated [K+] over the xy-plane cross-sectional area of the SF to obtain the line density of K+ ions as a real measure of the K+ spatial distribution along the SF, as shown in Figure 3C. Notably, we find peaks of K+ residence at sites S0, S2, S3, and S5, but basically none at sites S1 and S4. The fact that S0 and S5 display much larger peaks than S2 and S3 is mainly due to K+ ions having much more room at vestibule sites S0 and S5 than S2 and S3 do inside the SF, rather than a real difference in the concentration of the K+ ion at these sites, as indicated in Figure 3F. The slightly higher line density distribution at S2 than at S3 agrees with the observation from MD that S2 is a more stable binding site than S3 (Figure 2D) (Noskov et al., 2004). These results fully agree with MD simulations reported in Figure 2, showing the presence of a stable 0/2/3/5 configuration. Significant physics stays behind the stability of the 0/2/3/5 configuration, which is illustrated by comparing the results of the Bikerman–PB model with the classical PB model. Readers are referred to supplementary information in this article for further details.
The Association/Dissociation (A/D) Permeation Kinetic Model in KcsA Channel
MD and continuum modeling results shown above inspired us the A/D permeation mechanism shown in Figure 4. As we have seen, the channel shows an energetically stable configuration with sites S5, S3, S2, and S0 occupied by K+ ions and sites S4 and S1 empty (state 2 in Figure 4, also cf. first 45 ns simulation of Figure 2B). From this 4-K+ ion configuration, the channel can easily exchange with the bath either the K+ ion in S5 or in S0, as indicated by the binding energetics of Figure 2D. To verify if the stable 0/2/3/5 configuration, indicated by MD simulations, is a consistent occurrence at steady state, we applied the Bikerman–PB continuum. We also considered the occurrence that both K+ ions in S0 and S5 unbind in rapid succession, and in any case, before either ion in S2 or S3 moved, leaving the selectivity filter in the 2-K+ configuration (state 4) that we have observed in our MD simulations (data not shown, see also the supplementary movie in (Köpfer et al., 2014)).
[image: Figure 4]FIGURE 4 | Permeation kinetic model for KcsA channel proposed in this article. See text for description.
From the above considerations, K+ permeation can be viewed as a K+ ion binding to either one of the two external sites, S5 or S0, in states 1 or 3, and another K+ ion being released (unbinding) from the opposite site (upper part of the scheme). In fact, the two events may also occur in the reverse order, with first the unbinding of a K+ ion and then the binding of another K+ at the opposite site (lower part of the scheme). In order for the system to give a continuous K+ flux, we finally need to picture how the two 3-K+ ion configurations, state 1 and state 3, can interconvert into one another through a single file movement, considering that in our model this inter-conversion must be voltage dependent. In fact, it is the only voltage-dependent process, given that the voltage applied across the membrane drops mostly inside the selectivity filter (Catacuzzeno et al., 2020), thus leaving the binding and unbinding of K+ to and from sites S0 and S5 essentially outside the electric field. We are aware that the states of our permeation model shown in Figure 4 are mainly derived from MD simulations under equilibrium conditions. It is, however, reassuring that a recent study performed on the same E71A mutant KcsA channel, under non-equilibrium conditions, has come up with essentially the same model (Domene et al., 2021).
To verify whether the permeation mechanism considered can predict the experimental current-voltage relationships, we estimated the model rate constants through MD simulations. For rate constants not involving the binding of K+ ions, namely the inter-conversion rates between states 1 and 3 and all the dissociation constants, kds, we used the mean first-passage time (MFPT) theory, originating from the Langevin’s diffusion model (Szabo, 1979; Cooper, Gates, and Eisenberg, 1988a; Cooper, Gates, and Eisenberg, 1988b; Schulten et al., 1981). According to this theory, a rate constant k can be estimated as the inverse of the mean first-passage time, that is, the time needed to go from the initial state i to the final state f of the transition.
[image: image]
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where U(x) is the energy profile associated with the process, D is the diffusion constant, and k and T have their usual meanings. i, b, and f represent respectively the initial position, the point of maximal energy, and the final position along the reaction coordinate.
As for the K+ association rate constants, kas, we assumed that they are diffusion-limited and assessed their values from the following equation derived from the Smoluchowski (Debye, 1942):
[image: image]
where rc is the radius of the hemisphere through which K+ can enter the pore, here considered to be 1.5 Å and D is the bulk K+ diffusion coefficient. Notice that Eq. (29) is valid only under the assumption that K+ ions can freely diffuse to the binding site. While this is probably correct for the binding site S0, the binding to site S5 likely involves K+ diffusion through the more restricted region of the intracellular hydrophobic pore; thus, our estimate of ka1 and ka4 and the resulting estimated current would likely represent an upper limit.
As can be seen from Eqs. (28) and (29), the association rate constant depends obviously on the energy profile encountered during the process but also on the diffusion constant of K+ ions approaching the site involved in the transition. We estimated the K+ diffusion coefficient, both in the bath and the selectivity filter, from MD simulations, as the mean squared fluctuation of the K+ ion position along the z-direction (Bernèche and Roux, 2001; Bullerjahn et al., 2020). It may be noticed that the value assessed for K+ ions in the bath (0.235 ± 0.021 A2/ps) is slightly higher (yet within 20%) than the experimental value of 0.196 A2/ps. Inside the selectivity filter, we obtained, as expected, a much lower value for the diffusion coefficient, namely 0.040 ± 0.005 A2/ps, in substantial accordance with previous measurements (Allen et al., 2000).
We then estimated the energy profile associated with each of the transitions present in the reaction scheme. To this end, we used the adaptive biasing force (ABF) method, where the energy profile is adaptively assessed as the force needed to obtain a uniform distribution of the system along the reaction coordinate. Starting from the uneven distribution of K+ ions due to their accumulation at the energy wells of the actual energy profile, additional energy is applied and changed adaptively until the K+ distribution of the system is homogeneous along the reaction coordinate, meaning that the biasing energy exactly compensates for the original energy profile. The inverse of the biasing energy is then taken as the energy profile characterizing the process. Figure 5 shows the application of this method to assess the energy profiles associated with the various reaction steps present in the model considered. In the case of the interconversion between the 3-K+ ion configurations (Figure 5C), we performed a mono-dimensional ABF in which the reaction coordinate is the center of mass of the three K+ ions.
[image: Figure 5]FIGURE 5 | Assessment of the energy profiles and kinetic rate constants for the K+ permeation kinetic model. Energy profiles were assessed by using the adaptive biasing force (ABF) 1D method for the K+ unbinding from S0 into the extracellular solution (A when starting from a four-ion configuration, and C when starting from a three-ion configuration of the SF), from S5 into the intracellular solution (BD), and for the interconversion of the three K+ ions inside the SF (E). In (A) and (C), the reaction coordinate is the distance between the most extracellular K+ ion and the center of mass of the carbonyl oxygens forming site S1. In (B) and (D), the reaction coordinate is the distance between the most intracellular K+ ion and the center of mass of the carbonyl oxygens forming site S4. In (E), the reaction coordinate is the distance between the center of mass of the three K+ ions and the center of mass of the carbonyl oxygens of residue 79. (F) inset: energy profile for the 3-K+ ion configuration of the selectivity filter, plotted as in panel E but with the addition of linear electrostatic energy of variable amount (corresponding to potential differences from -200 to +200 mV). Compared to panel E, only the part of the energy profile going from configuration S3/S2/S0 (energy well #1) to configuration S5/S3/S2 (energy well #3) is reported. Main plot: forward and backward rate constants (Kf and Kb in the scheme of Figure 4, respectively) as a function of voltage, assessed from the energy profiles shown in the inset, using Eq. (28). The numbers associated with certain wells in the energy profiles define the configuration shown below the graphs.
Since we assumed the 3-K+ interconversion process to be voltage dependent, the assessment of the rate constants was performed both with the original energy profile and after adding various electric potential differences linearly dropping along the entire profile (Figure 5F inset). The plot in Figure 5F reports the estimated rate constants as a function of the applied potential.
As with any cyclic reaction, the model considered must respect the principle of microscopic reversibility, imposing that any molecular process and its reverse occur at equal rates, at equilibrium. Notably, the estimated rate constants were quite close to this condition, so we had to modify them only slightly (less than 25%, manually adjusted) to get perfect microscopic reversibility (Table 1).
TABLE 1 | Rate constants evaluated from MD and adjusted by microscopic reversibility.
[image: Table 1]To assess the effects of the diffusional restriction imposed by the intracellular vestibule, we also used the following Smoluchowski version of the association rate constant, where the accessibility to the S5 site is considered through a cylindrical hole of radius [image: image] instead of a hemispherical surface:
[image: image]
Here, [image: image] represents the length of the intracellular vestibule, approximately 20 Å, and [image: image], as before, represents the distance of the adsorbing surface from the binding site, taken as the position of the maximum value along the energy profile. Using this equation, we found that the K+ association binding constant [image: image], that has a value of 7 × 108 s−1 M−1 assuming a hemispherical absorbing surface, changes to 4.9 × 108 s−1 M−1 with an [image: image] of 13.5 Å (chosen to get a Cα- Cα distance of Thr112 of 32 Å, as in the 3f5w structure) and to 1.9 × 108 s−1M−1 using an [image: image] of 8.5 Å (chosen to get a Cα-Cα distance of Thr112 of 22 Å, as in the 5vk6 structure). Since currents at very high voltages and relatively high concentrations linearly depend on [image: image] based on Eq. 25, these results suggest that the current predicted would depend on the KcsA structure used.
Figure 6 top shows the predicted IV relationships at different K+ concentrations and compares them with those observed experimentally. Notably, all the major features of the experimental IVs, namely the amount of current carried, the rectification (less current at negative than positive voltages), the sub-linearity (saturation at highly positive and negative voltages), and the saturation of the chord conductance at high concentrations, appear quite well reproduced. Slightly lower predicted currents than those observed experimentally are instead found at relatively low K+ concentrations, especially at negative voltages. We think that this may originate from surface charge effects that would tend to increase the K+ concentration close to the channel, especially when the ionic strength is low. The bottom panels compare the conductance-concentration relationship derived at two potentials from our model with those found experimentally. Matching between experimental and modeling data is objectively good.
[image: Figure 6]FIGURE 6 | Experimental and simulated current-voltage (IV) and conductance-concentration plots. Left: experimental IV relationships (top) of the KcsA channels taken at different symmetrical K+ concentrations (indicated) and conductance-concentration relationships (bottom) at two membrane potentials. Data are from LeMasurier et al. (2001). Right: IV and conductance-concentration relationships predicted by our model using the kinetic scheme of Figure 4 and rate constants adjusted for microscopic reversibility in Table 1. The conditions used in our modeling were the same as those used to obtain the experimental results.
DISCUSSION
Upon heating and equilibrating a K+-filled SF, as observed in X-ray crystallography, we found a stable SF configuration consisting of two K+ ions bound to the crystallographic binding sites S2 and S3, and two additional K+ ions weakly bound right at the entrances of the selectivity filter, at sites not apparent in the crystal, sites S0 and S5. K+ ions sitting in these two sites appear only partially hydrated, as they are in part stabilized by the carbonyl oxygens of tyrosine 78 and the hydroxyl oxygens of threonine 75, respectively. The Bikerman–PB continuum model, shown to correctly predict this stable 0/2/3/5 K+ ion distribution, confirmed the MD-derived configuration and provided clues on the physicochemical determinants behind it.
The configurations found suggested an association-dissociation kinetic model of permeation that could reproduce the experimentally observed conductance saturation and current-voltage sub-linearity, thus showing that an A/D model of permeation could well apply to the KcsA channel. Interestingly, our proposed mechanism is very similar to that found by Domene et al. (2021) where they analyze relatively long (microseconds) MD simulations from the E71A mutant KcsA channel in terms of transition probability matrix. However, in that study, the authors attempted neither to assess the kinetic rate constants related to various SF configurations nor to verify the prediction of the experimental electrophysiological data.
Notice that the experimental data used for comparison in Figure 6 is actually for WT KcsA (Lemasurier et al., 2001), whereas our multi-scale predictions are carried out using the E71A mutant. This is because there are only a few current-voltage measurements available in the literature for E71A (Hirano et al., 2010; Rotem et al., 2010; McCoy et al., 2014), and none of them has documented current-voltage curves under a wide range of bulk concentrations as carried out by LeMasurier et al. (Lemasurier et al., 2001). WT and E71A might differ in some aspects of the permeation. Generally speaking, the difference in outward current is small between WT and E71A but larger in the inward current (Rotem et al., 2010). It has been explained that E71A mutation reduces the outward rectification by increasing inward current at strong negative voltages, suggesting that the “flipped Asp80” creates a ring of extracellular charges and increases inward current with no effects on the outward current (Rotem et al., 2010). Our results presented in Figure 6 are in accordance with this observation, though Asp80 remained in the non-flipped position, as in WT, in our MD simulation (Supplementary Figure S2). Thus, the subtle current deviation of E71A from WT at strong negative voltages may indeed reflect their minor structural differences around the selective filter. However, it is not clear if the difference can be fully explained by the Asp80 side-chain orientation.
To identify a realistic mechanism of K+ permeation through KcsA channels, in this study we used a multi-scale approach, whereby the information obtained from MD and from continuum models at equilibrium is used to postulate a plausible kinetic model of permeation, in terms of both the number, types, and connections between the stable configurations considered and the quantitative values of the rate constants connecting them. Once this step is completed, the kinetic model can be easily verified for its predictive capability of the permeation properties experimentally available. The approach that we used here was necessary because the assessment of the single-channel current by MD typically requires a few weeks on a common workstation, a time that needs to be scaled up correspondingly because these assessments have to be repeated at several membrane potentials to construct more informative current-voltage relationships. This high computational cost strongly limits the range of possible analyses and imposes the use of non-physiological simulation conditions in terms of membrane potentials and ion concentrations. The second shortcoming of an approach fully based on MD simulations is the overwhelming number of details that the resulting trajectories provide (i.e., the positions and the velocities of all the atoms over time) most of which are not relevant for the conduction and selectivity mechanisms. On the contrary, they might be harmful as they could hinder the identification of the effectively relevant features for the process under investigation. The multi-scale approach proposed in this study tries to overcome these two current shortcomings of MD simulations on computational costs and data interpretability by using kinetic models of ion conduction. Possible shortcomings of our approach are instead represented by the limited molecular details taken into account and the use of the diffusion theory when assessing the rate constants.
A multi-scale approach has previously been used by Bernèche and Roux (2003) to predict the current passing through the KcsA channel. Similar to what we did, they derived the energy profile encountered by the ions during permeation as well as the ion diffusion coefficient, from MD, and used this information to predict the ion movements. However, instead of using the kinetic model approach, as we did, the ion permeation was predicted by the Langevin equation that assesses the random movement of a particle along the energy profile. Interestingly, the ion energy profile was assessed by assuming a 1/3 and 2/4 K+ ion configuration and water between K+ ions, in accordance with the soft knock-on model more in vogue then. Notably, the resulting energy profile correctly predicted the concentration-current relationship at varying voltages but not the IVs that were heavily hyperlinear and distant from experimental observations.
In the same study, they found that ionic currents in the tens of picoamperes, that is, in the order of those found experimentally in KcsA channels, were obtained with energy barriers of 2‐3 kcal/mol (Bernèche and Roux, 2003). These results are in apparent contrast with ours, as we obtain similar currents with an energy barrier about twice as high. Because of this incongruence, we made a few tests on our calculation procedure. First, we checked that the rate constants we assessed using the mean first-passage time theory were compatible with the height of our energy barriers. To this end, we considered a quadratic energy barrier 5 kcal/mol high and a 2 Å well-to-peak distance, that is, an energy barrier similar to what we obtained for the binding/unbinding of K+ ions to the external sites (using a diffusion coefficient of 0.235 A2/ps). Using Kramer’s equation, we analytically obtained a kinetic rate constant of about 108 s−1, that is, the same order of magnitude of our kinetic rate constants (cf. Table 1). Second, a rate of 108 ions per second going through the channel pore, each carrying a charge of 1.6 10−19 C is expected to result in a current in the order of 10–20 pA.
Another issue that needs to be addressed in this context is why long MD simulations carried out on the KcsA channel have often resulted in predicted currents significantly smaller than those observed experimentally (Köpfer et al., 2014; Furini and Domene, 2020; Mironenko et al., 2021). Imperfect force fields, lack of an intracellular domain in the structure used in the computation, differences in the phospholipid composition, the use of periodic boundary conditions, or the method for the application of the transmembrane potential have been suggested as possible causes1. We would like to draw attention here to another possible cause: the size of the intracellular vestibule. K+ channels conductance has been suggested to heavily depend on the physical dimension of the hydrophobic intracellular vestibule (Naranjo et al., 2016). This makes it possible that the width of the intracellular vestibule of the KcsA structure chosen for MD simulations can be a major cause of the variable current predicted, due to the quite variable dimensions experimentally found in different instances (Cuello et al., 2010a; Cuello et al., 2010b). Notably, simulations using a fairly large intracellular vestibule (Cα-Cα distance at Thr112 of 32 Å, as derived from PDB crystal structure 3f5w (Köpfer et al., 2014)) give KcsA currents in substantial accordance with that found experimentally (up to a factor of 2). By contrast, simulations using a much smaller size for the intracellular vestibule (22 Å, as derived from PDB structure 5vk6 (Furini and Domene, 2020; Domene et al., 2021)) give KcsA currents about one order of magnitude smaller. Our method to calculate the current through KcsA does not include the physical dimension of the intracellular vestibule but uses a rate constant for K+ binding to S5 assessed by assuming K+ diffusion through a (large) hemispherical surface surrounding the binding site (thus minimal K+ diffusion restrains to reach the site). We believe that this is the reason why our modeling predicts K+ current amplitudes substantially higher than those found by MD and in agreement with those found experimentally. In accordance, a version of the Smoluchowski equation taking into account the diffusional restriction present in the intracellular vestibule results in a reduction in the estimated current.
We have seen that site S5, which we found right at the internal entrance of the SF, can be a major determinant of the K+ flux through the KcsA channel. Although site S5 is not present in the crystal structure, it has already been seen in previous MD studies of the KcsA channel. Köpfer et al. (Köpfer et al., 2014) reported K+ ions partially hydrated and bound to site S5, in a position very close to that found in the present study, and suggested to be an important intermediate, in conjunction with site S0, of the permeation process. MD simulations of KcsA channel permeation performed by Domene et al. (Domene et al., 2021) also show K+ ions sitting at a center of mass position, slightly below the tyrosine hydroxyl oxygens. Although these authors described these K+ ions as sitting in the cavity (at site Scav), their position was completely different from that shown by the crystal electron density (Morais-Cabral et al., 2001), and in fact more similar to site S5 we found in this study and also found by Köpfer et al. (Köpfer et al., 2014). A K+ binding site positioned just below the hydroxyl oxygen, and termed S5, was also identified with MD simulations by Jensen et al. (Jensen et al., 2010), using the Kv1.2 channel structure. Our data and the cited literature suggest that partially hydrated K+ ions interact with the selectivity filter at site S5 in the internal entrance that arguably represents a stable position and an important intermediate for the permeation process of the KcsA channel.
Our data could also make a small contribution to the ongoing debate between hard and soft knock-on permeation models (see (Mironenko et al., 2021) for a recent review) for a recent review. Our equilibrium results showing the stable 0/2/3/5 configuration, with sites 1 and 4 empty (0KK0 configuration), explicitly indicate that water is not present inside the SF. In fact, we never observed water molecules stably sitting in the SF at equilibrium. Although we did not conduct real-time MD simulations that could have disclosed other K+ configurations in the SF, our results, for what little they can say, are consistent only with the hard knock-on permeation model. We wish to add that absence of water inside the SF during K+ permeation was also reported by Öster et al. (Öster et al., 2019), and our 0KK0 configuration was found to be the most probable state by Domene et al. (Domene et al., 2021) and a key configuration by Köpfer et al. (Köpfer et al., 2014). Notice that the latter two studies were carried out under permeation conditions.
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FOOTNOTES
1Incidentally, the fact that our method, essentially based on equilibrium MD computations, predicts currents close to those experimentally observed would exclude the possibility that the inconsistency derives from an erroneous force field.
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Morphological analysis of protein channels is a key step for a thorough understanding of their biological function and mechanism. In this respect, molecular dynamics (MD) is a very powerful tool, enabling the description of relevant biological events at the atomic level, which might elude experimental observations, and pointing to the molecular determinants thereof. In this work, we present a computational geometry-based approach for the characterization of the shape and dynamics of biological ion channels or pores to be used in combination with MD trajectories. This technique relies on the earliest works of Edelsbrunner and on the NanoShaper software, which makes use of the alpha shape theory to build the solvent-excluded surface of a molecular system in an aqueous solution. In this framework, a channel can be simply defined as a cavity with two entrances on the opposite sides of a molecule. Morphological characterization, which includes identification of the main axis, the corresponding local radius, and the detailed description of the global shape of the cavity, is integrated with a physico-chemical description of the surface facing the pore lumen. Remarkably, the possible existence or temporary appearance of fenestrations from the channel interior towards the outer lipid matrix is also accounted for. As a test case, we applied the present approach to the analysis of an engineered protein channel, the mechanosensitive channel of large conductance.
Keywords: channel and pore characterization, computational geometry, molecular surface, molecular dynamics, skeletonization, alpha shapes theory, ion channels
1 INTRODUCTION
Ion channels (Kew and Davies, 2009; Lemoine et al., 2012) are a biological class of prominent pharmacological importance and are targets for over 20% of drugs on the market. Moreover, to expand their use beyond the natural one, ion channels have been successfully modified to confer them new artificial gating mechanisms through the combination of molecular biology and protein engineering (Banghart et al., 2006). In addition to membrane proteins, channel-like passages can be also found in other relevant intracellular proteins, as in ferritin where channels regulate ion uptake and release (Chandramouli et al., 2016). Therefore, characterizing the structural and dynamic features of ion channels can significantly improve our understanding of their functioning and unveil the more subtle details of their mechanism, which are often elusive to experimental observations. In this context, molecular dynamics (MD) simulations have proven very valuable to investigate channel behavior with atomistic detail, thus integrating biological and crystallographic information and helping achieve a more comprehensive understanding of channel function (Treptow and Klein, 2012). As an example, MD simulations have been fruitfully applied to describe pathways and barriers for ion translocation in a pentameric ligand-gated ion channel (Di Maio et al., 2015) or to gain new insights into the peculiar gating mechanism of an engineered protein (Chandramouli et al., 2015), the mechanosensitive channel of large conductance (MscL) equipped with a light-triggered gating, as originally proposed by Feringa and coworkers (Koçer et al., 2005). MD also proved to be instrumental in the characterization and design of biological pore constructs for biotechnological applications (Spitaleri et al., 2021).
Here, we propose a novel computational tool for the automatic recognition and structural characterization of a protein channel from a given MD trajectory, rooted in the alpha shape complex analysis and the notion of discrete flow as described in (Edelsbrunner et al., 1998), see more details in Section 2.1. Alpha shape theory is also at the basis of how the NanoShaper software builds the protein Solvent-Excluded Surface (SES) and finds cavities and pockets (Decherchi and Rocchia, 2013). This method enriches the capabilities of NanoShaper to identify and characterize cavities in molecular structures (Decherchi et al., 2018) and is focused more specifically on the identification of permanent or transient channels formed within a protein, from which it was dubbed Chanalyzer. Notably, it does not require predefined user parameters for channel identification, such as the notion of membrane plane, it is numerically robust and well-suited for analyzing a large collection of molecular configurations as issued from extended MD simulations of biological systems. In addition, the method supports a detailed geometric analysis based on the concepts of skeleton and centerline and identifies both channels ends through the use of graph-based techniques. The identification of the channels is computationally efficient and a proximity strategy has been adopted to accelerate the calculation of channel entrance and exit from one MD frame to the following one. Interestingly, its extensive geometric characterization allows for the identification of the channel main axis, but also of possible ancillary tunnels and potential fenestrations facing the lipid membrane. It also provides a geometric approximation of the local section orthogonal to the central axis of the lumen, to more easily identify symmetry-breaking configurations and anomalies. To validate the present approach and to show the complete set of geometrical information that it provides, we analyzed a number of MD trajectories of an engineered protein channel, the mechanosensitive channel of large conductance (MscL). Overall, results show a very good agreement with previous calculations of channel local radius, as well as the provisioning of new information thus supporting the routine use of Chanalyzer for the detailed study of protein channels in a large variety of biological systems.
2 METHODS
2.1 Preliminary Concepts on Alpha Shape Theory
A popular representation of macromolecules is the union of possibly overlapping spherical balls, each of them representing an atom. Using computational geometry concepts, the relative distances among the atoms are captured by the Voronoi diagrams (Voronoi, 1908) and Delaunay simplices (Delaunay et al., 1934). These concepts are fundamental for defining and delimiting both the space occupied by the molecule and its complement (Edelsbrunner and Mücke, 1994). The illustration of the Delaunay triangulation (Dt) of a simplified molecule, represented in 2D as a set of disks of the same radius, is shown in Supplementary Figure S1 in the supplemental material (disks are in light gray). The Dt triangulates the convex hull of the centers of the disks, representing the atoms. It reports a complex, which is basically a set of triangles or tetrahedra in the space. The part of the complex that corresponds to the molecule is the so-called alpha shape and corresponds to triangles that cover only regions inside the union of the disks and, in degenerate cases, contains also segments and isolated points. In the figure, the alpha shape is represented by gray triangles and bold black edges. The complement can be organized into connected components. With respect to the figure, there are three components, the largest one is represented in light blue. The small black arrows indicate the edges of the complement external to the alpha shape. These edges can be envisaged as part of a degenerate triangle having the third vertex at the infinity. Starting from these edges, it is possible to define a direction of visit for the component, the so-called discrete flow, and to determine how deep that component is. Components without external edges – such as the one in light red on the right – correspond to internal voids; components with one external edge (mouth) correspond to pockets; components with two mouths correspond to channels.
2.2 Geometric Processing
2.2.1 Trajectory Post-Processing
The trajectory is converted from the original dcd to the multiple pdb format using the VMD tool (Humphrey et al., 1996), after excluding water molecules and ions. Then it is split into individual frames and finally annotated with the atomic radii information. Finally, only the information on atom centers and radii is retained in a.xyzr file, which is the standard input of NanoShaper (Decherchi and Rocchia, 2013).
2.2.2 Channel Identification
We build our method to identify channels on the alpha shape theory (Edelsbrunner and Mücke, 1994). A molecule is here modeled as a collection of three-dimensional balls, one ball per atom; since the radius varies with the different atoms, we build their weighted Delaunay triangulation (wDT) using the routines in (The CGAL Project, 2013). We then obtain a simplicial complex whose nodes correspond to the atoms and volumetric elements are tetrahedra. As a convention, it is assumed that the faces of the convex hull of the wDT are virtually connected to a point at infinity. We characterize this structure using the discrete-flow procedure as detailed in (Edelsbrunner et al., 1998). The discrete-flow aims at identifying the tetrahedra of the simplicial complex that are in the complement of the molecule and is defined on the basis of geometric considerations on how much a tetrahedron is “obtuse” and its circumcenter spans over external tetrahedra. In more detail, starting from the tetrahedra that include the infinity point (those tetrahedra are external by definition), the flow induces a partial ordering between couples of adjacent tetrahedra. At this point, using a graph depth-first visiting scheme driven by the discrete-flow ordering, we identify the tetrahedra that descend from the infinity: each arc of the graph identifies a connected component of tetrahedra that is a potential cavity of interest, as discussed in (Liang et al., 1998). Figure 1A visualizes the connected components of tetrahedra obtained during the graph visiting.
[image: Figure 1]FIGURE 1 | Pipeline of Chanalyzer. At the top, the basic flow is described. (A) Identification of the connected components of tetrahedra that are not entirely inside the SES. Each component represents a cavity (in blue the largest one, ascribed to the channel, in red the other ones, which are discarded); (B) the intersection of the blue component with the SES identifies the channel surface; (C) skeletonization (in green) revealing a footprint of the pentameric structure and the source-target path (in red); (D) centerline in red and several sections (in orange the central one).
The connected component having the largest volume, shown in blue in Figure 1A, corresponds to the volumetric approximation of the channel. To estimate geometric properties, this tetrahedral approximation is projected onto the molecular surface, here built via NanoShaper as a triangular mesh approximation of the SES. The SES triangular mesh is processed to keep only those triangles having the barycenter inside the tetrahedral approximation of the channel. This extraction is based on the query of a k-d tree. It is worth noting that other molecular surface representations and other software to compute the MS could in principle be employed too; we here rely on NanoShaper as it also bases the MS computation on the SES definition via alpha shape theory and weighted Delaunay triangulations.
2.2.3 Geometric Characterization
The outcome of Section 2.2.2 is a portion of the SES that roughly corresponds to the channel, see an example in Figure 1B. In a generic case, such a surface is expected to be roughly tubular in shape but, in some particular cases, it can present bi- or multi-furcations, whose biological or biophysical implications might need some attention. To characterize such a surface portion, we firstly extract the mean curvature flow skeleton (Tagliasacchi et al., 2012) using its CGAL implementation, which is an approximation of the medial axis of the channel. Even if intuitive and very popular in computer graphics, the skeleton is strongly sensitive to surface perturbations and corners, as visible in Figure 1C. Therefore its robust identification requires particular caution.
Skeleton Identification and Pruning
The skeleton of the cavity previously extracted via CGAL does not present a linear structure but it may contain several ramifications and ancillary paths preventing a clear identification of the channel and its main entrances (see Figure 1C). In order to overcome this limitation, we adopted a pruning procedure extracting from the skeleton the path that best represents the main direction along which the channel structure develops. Once this is done, we can also locate the two main entrances, discriminating them from possible lateral alternatives. This pruned representation of the skeleton is extracted by retrieving in the skeleton graph a path with the property of maximizing both length and straightness. In order to achieve this, a score s(γ) is defined for each path γ of the graph as follows:
[image: image]
where length(γ) is the number of edges that compose γ and tortuousness(γ) is a positive real number close to zero when γ is rectilinear and steadily increases as the path loses its rectilinear behavior. It is calculated as the average distance of the nodes of p from the straight line connecting its start and end nodes. Thus, paths assuming high score values are both straight and long while curved/short paths present low score values. The pruning algorithm considers the shortest paths connecting all the pairs of vertices of the skeleton graph and computes the score value for each of them. Then, the shortest path γ having the maximum score value is elected as the core skeleton of the channel and adopted as input to the next steps of the channel identification pipeline. In Figure 1C we superimpose the output of the pruning algorithm, red dots, to the curve skeleton obtained with CGAL.
Centerline Computation
To study tubular geometries with complex morphologies we here employ the Vascular Modeling ToolKit (VMTK) (Piccinelli et al., 2009), a standard software package for the geometric analysis of vessels segments. Given source and target points, VMTK can provide a number of useful quantities about the global morphological properties, such as the unit vectors of local Frenet-frames of the centerline which, in turn, allow to compute curvature and torsion. The skeleton pruning step allows Chanalyzer to focus on the channel axis and, potentially, to consider secondary entrances.
Extraction of Visible Contour of a Channel
The previous steps of the procedure allow projecting the identified channel on the molecular surface. In order to better analyze the channel and compute information about its shape, it can be useful to consider, rather than all the portion of the surface identified as composing the channel, just the part of it which is visible from the centerline. The extraction of this visible contour of the channel is achieved by clipping the channel surface with planes that are orthogonal to the centerline itself. More specifically, given a point p of the centerline, πp is defined as the plane passing through p and orthogonal to tp where tp is the tangent vector of the centerline at the point p. Intersecting πp with the channel surface, the section Sp of the channel at level p is retrieved. One can expect that such a section is a simple and closed curve but, in practice, Sp can also consist of multiple connected components not all visible from the point p. In order to extract from Sp the portion visible from p, we consider a suitable sampling of the rays starting from p and belonging to πp and for each of them, we return the points of Sp intersecting the selected ray and visible from p. More properly, we represent the points of Sp as a graph G whose vertices are the points of Sp and whose edges consist of the pairs of points of Sp closer than a given threshold. Given a ray r, we select, among the points of Sp close to r, the one which is the closest to p and then we return the connected components of G containing such a vertex. The collection of connected components retrieved by varying the ray will represent a suitable pruning of section Sp and a good candidate for representing the contour of the channel at the level of p. The knowledge of the sections of the channel contour opens various possibilities for visualizing and analyzing the shape of the channel itself. Finally, in Figure 1E we depict the centerline obtained with VMTK along with some channel sections. For instance, for each point p of the centerline, it is possible to evaluate the closest and the farthest points of the contour section (and the corresponding distances) to p as well as evaluate the symmetry, the radius, and the shape of the various contour sections (see Figure 2), for instance fitting a contour section with an elliptical template using the Hough transform (Romanengo et al., 2019).
[image: Figure 2]FIGURE 2 | Visible contour of a channel. On the left, is the visible contour of the channel (in light green) and the molecular surface (in grey). On the right, three sections of the visible contour: on the top, the section coinciding with the bifurcation of the skeleton; in the middle, the central section of the channel; at the bottom, a section clearly revealing the pentalobated nature of the channel. In each section, we spotlight some of the geometric features provided by the proposed approach. Specifically, in the top and in the bottom sections, the closest and the farthest points to the centerline are represented in blue and red, respectively. In the middle section, the ellipse (depicted in red) that best fits it is shown. Its knowledge allows retrieving further information about the local channel shape, such as its eccentricity.
2.2.4 From Individual Structures to Trajectory Analysis
In Sections 2.2.2 and 2.2.3 we described how to analyze an individual structure. This procedure can be fruitfully extended to many frames extracted from an MD trajectory, taking advantage of the fact that the displacement of the molecule between two consecutive frames is limited. Therefore, we perform the full procedure of skeleton identification only on the first frame. Then, for the (i + 1)-th frame, we use an initial guess regions for the entrances the borders of the surface closest to the channel’s entrances frame i. If we notice a significant discrepancy between the centerlines of two consecutive frames, we reinitialize the procedure.
2.2.5 Computational Complexity
The theoretical computational costs for extracting the simplicial complex and identifying the connected components between which to identify the channel are both O(n logn) on the number of atoms considered. For the geometric characterization of the channel, the cost is: O(t logt + m ⋅ s) for the identification of the channel surface where t is the number of vertices of the SES, m is the number of atoms of the channel, s is the number of vertices of the channel mesh; the skeleton costs O(s2), while the centerline and its characterization occur in O(s logs) + O(s ⋅ r) operations where r is the number of points where we estimate the centerline.
The worst-case complexity of the skeleton pruning is O(v ⋅ e + v2) where v and e are the number of vertices and edges of the skeleton, respectively.
The extraction of the visible contour of a channel for a point p of the centerline has worst-case complexity O(s + d ⋅|Sp|) where d is the number of directions or rays on which the visibility is evaluated and |Sp| is the number of points which the section of the channel surface orthogonal to the centerline at p consists of. For all the points of the centerline, the complexity of such a procedure is O(s ⋅ r + d ⋅|S|⋅ r) where r is the number of points of the centerline and |S| is the maximum number of points composing a section. Assuming that the number of SES vertices of the protein goes as O(n2) and that the size of the channel is somehow limited, a rough estimate of the overall complexity is O(n2log(n)).
2.3 Molecular Dynamics Simulations
The studied molecular systems are four variants of the engineered MscL channel, a pentameric protein channel, originally investigated in (Chandramouli et al., 2015) (PDB code 2OAR). Each variant differs from the others in the way residue 21 is functionalized among the five subunits. In this functionalization, a photo-activating ligand, namely the 6-nitroveratryl alcohol, which splits into 6-nitrosoveratyl aldehyde and a free acid upon light irradiation, was attached through a Cysteine-selective alkylating reagent to the residue 21 of each protein monomer (more details can be found in (Chandramouli et al., 2015)). Concerning the MD simulations, the adopted force field is CHARMM (v.27 (MacKerell et al., 1998)) for the protein and (v.36 (Klauda et al., 2010)) for the lipid. The parameters for the photo-activating ligand have been computed through QM calculations at the DFT level of theory. The water model is TIP3P, while the ionic concentration of K+ and Cl− is set to 1 M. Equilibration is carried out for about 10 ns in the NpT ensemble, followed by the production run according to the NVT ensemble under normal conditions (T = 300 K). For nonbonded interactions, a cutoff of [image: image] is used. All simulations are performed with periodic boundary conditions, treating the long-range electrostatic interactions with the Particle Mesh Ewald (PME) algorithm (Darden et al., 1993).
3 RESULTS
The Chanalyzer approach is applied to the analysis of the MscL system in order to compare the present analysis to the one originally carried out (Chandramouli et al., 2015). In that work, a variable number of modifications of the MscL channel was applied to generate corresponding molecular models by attaching a photo-activating ligand at residue 21 to the five monomers of the protein, as experimentally tested by Feringa and collaborators (Koçer et al., 2005). We focused on four of these functionalized systems, namely the NL, 1, 3, and 5L, having 0, 1, 3, and 5 photo-activating ligands, respectively. In the analysis reported in (Chandramouli et al., 2015), snapshots of the MD trajectory were superimposed and fed to the HOLE software (Smart et al., 1996) after removing the side chains, to measure the radius of the channel of the different generated models. This was aimed at highlighting the symmetry breakage and at confirming the progressive engineered expansion of the channel radius with the sequential addition of negative charges upon photo-ligand removal. This effect is apparent in Figure 3 where the computed average radii evaluated along the longitudinal channel axis (i.e., at different z values) by the present approach and by the HOLE software (Smart et al., 1996) are shown. Averages are performed over about 150 MD configurations for each considered system and a re-binning procedure is used along the z-axis. The agreement between Chanalyzer (solid lines) and HOLE (dashed lines) data is extremely good, with results basically indistinguishable in most regions and abundantly within the standard deviation in correspondence of local minima and saddle points. The observed systematic shift in pore radius (from 5L to NL) supports an increasing role of the residual charges, thus confirming the previously observed charge-mediated MscL gating (Birkner et al., 2012).
[image: Figure 3]FIGURE 3 | (A) Solid lines, time-averaged channel radius along with the axial z position for each of the considered systems as obtained by Chanalyzer with associated SD (in the legend). Dashed lines, the same radius derived via the HOLE software. (B) Example of the dynamical behavior for the no-ligand system. The colormap is associated with the instantaneous value of the radius, as returned by Chanalyzer.
In two of the simulated systems, namely NL and 1L, potassium ion percolation was also observed. It is therefore interesting to compare how close are ion permeation paths to the centerlines of the corresponding MscL channels. Note, however, that ion translocation pathways can be affected by local and specific steric or electrostatic effects induced by residue side chains, not accounted for in our evaluation of the centerline which is based only on backbone atoms. In Figure 4, the centerlines, as returned by Chanalyzer, and the average trajectories followed by the K+ ions in the NL and 1L systems are depicted. In the latter case, the average is carried over the multiple MD configurations and a re-binning is performed along the z-axis. The general trend is that in those locations where the radius is smaller, as expected, ions are more constrained towards the centerline. However, around [image: image] the ions tend to be more displaced towards the channel walls as compared to other locations with similar radii. This is likely a consequence of the net electrostatic attraction of the charged residues, upon photo-ligand removal. Interestingly, this suggests that a systematic comparison between centerlines and ion trajectories could be used as an indirect way to probe the local interactions between ions and residues along the channel and can be helpful in suggesting preferential mechanisms affecting translocation.
[image: Figure 4]FIGURE 4 | Average centerlines. Colors code for the size of the associated radius. Black dots are average ion positions for the permeating configurations. From top to bottom and left to right: (A) NL, (B) 1L, (C) 3L, and (D) 5L.
4 DISCUSSION
We presented here the application of the Chanalyzer geometric approach to the analysis of the channel morphology and dynamics of four differently functionalized forms of the MscL system, as a test case. Computational geometry has been already exploited to study the details of molecular structures. For instance, cavities and tunnels arising at the molecular surface of a protein have been studied with the NanoShaper software (Decherchi et al., 2013; Decherchi and Rocchia, 2013). In the field of protein channels, a popular analysis tool is provided by the HOLE software (Smart et al., 1996), which finds the maximum radius of a sphere centered within the channel starting from a given point (provided by the user to be inside the channel), so as that it does not overlap with the van der Waals interior surface of the pore and makes that sphere proceed and adapt its size throughout the channel, assumed to be nearly rectilinear. Successively, two tools have been developed by the same group, namely CAVER (Petřek et al., 2006) and its improved version, MOLE (Petřek et al., 2007), to explore routes between protein clefts and cavities. CAVER’s underlying algorithm is based on a skeleton search using a three-dimensional grid. Finally, MolAxis (Yaffe et al., 2008), a more recent tool also based on alpha shape theory, was successfully applied to the 5HT3 receptor (Di Maio et al., 2015) to identify lateral ion channels besides the central longitudinal one. However, MolAxis still strongly relies on user parametrization and can suffer from method-specific artifacts and approximations. While further improvements to the Chanalyzer project are still needed and its development is currently ongoing, it already sets up a framework that enables the accurate evaluation of several channel features that start from the purely geometric analysis but can easily integrate other relevant physico-chemical information, e.g. the chemical nature (i.e., atom identification) of the pore lumen as it inherits the properties of the SES calculated by NanoShaper. Remarkably, the fact that Chanalyzer does not need user-specific parameterization, such as a predetermined direction of the channel axis, does represent a clear advantage in the treatment of those cases where the geometrical shape is not predominantly tubular and may present bi- or multi-furcations, as well as ancillary pathways towards the surrounding lipid matrix. These so-called fenestrations may have relevant biological or biophysical implications still not well known (Jorgensen et al., 2016). For such reasons, we believe that biophysical modeling can significantly benefit from user-friendly and versatile geometric approaches, such as Chanalyzer.
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Claudins are cell-cell adhesion proteins within tight junctions that connect epithelial cells together. Claudins polymerize into a network of strand-like structures within the membrane of adjoining cells and create ion channels that control paracellular permeability to water and small molecules. Tight junction morphology and barrier function is tissue specific and regulated by claudin subtypes. Here, we present a molecular dynamics study of claudin-15 strands within lipid membranes and the role of a single-point mutation (A134P) on the third transmembrane helix (TM3) of claudin-15 in determining the morphology of the strand. Our results indicate that the A134P mutation significantly affects the lateral flexibility of the strands, increasing the persistence length of claudin-15 strands by a factor of three. Analyses of claudin-claudin contact in our μsecond-long trajectories show that the mutation does not alter the intermolecular contacts (interfaces) between claudins. However, the dynamics and frequency of interfacial contacts are significantly affected. The A134P mutation introduces a kink in TM3 of claudin-15 similar to the one observed in claudin-3 crystal structure. The kink on TM3 skews the rotational flexibility of the claudins in the strands and limits their fluctuation in one direction. This asymmetric movement in the context of the double rows reduces the lateral flexibility of the strand and leads to higher persistence lengths of the mutant.
Keywords: tight junctions (TJ), claudin-15, ion channels, molecular dynamics, molecular mechanics
INTRODUCTION
Tight junctions (TJs) are macromolecular structures that connect the apical surface of epithelial cells. In freeze-fracture electron microscopy, they appear as a network of linear strands in the cell membrane (Farquhar and Palade 1963; Goodenough and Revel 1970; Claude and Goodenough 1973; Staehelin 1973), and form a barrier to control transport of small molecules across epithelia (Fromter and Diamond 1972; Staehelin 1974; Claude 1978; Van Itallie and Anderson 2006). Disruption of TJ and their barrier function can lead to numerous diseases pertaining to liquid retention in tissues (Clayburgh et al., 2004; Shen et al., 2011). As key components of tight junctions, claudins polymerize into strands which regulate paracellular permeability across epithelial tissue layers (Van Itallie and Anderson 2006; Mineta et al., 2011; Yamazaki et al., 2011; Günzel and Yu 2013; Tamura and Tsukita 2014; Milatz et al., 2017). So far, 27 members (subtypes) of the claudin family are identified in mammals (Mineta et al., 2011). Claudin subtypes express subtype-specific functional differences as well as subtype-specific strand morphology, and can even assemble into heterogenous strands with other subtypes (Inai et al., 2010; Milatz et al., 2010; Tamura and Tsukita 2014). Although the mechanism of assembly is still a mystery, our understanding of claudin strand assembly has improved by the structural insights revealed by recent crystallographic structures (Suzuki et al., 2014; Saitoh et al., 2015; Shinoda et al., 2016; Nakamura et al., 2019), and the functional models derived for claudin channels (Furuse and Tsukita 1999; Rossa et al., 2014a; Suzuki et al., 2015; Milatz et al., 2017; Alberini et al., 2018; Samanta et al., 2018).
Claudins are tetra-span membrane proteins with two extracellular segments, ECS1 and ECS2, which form a five-strand β-sheet close to the surface of the membrane (Suzuki et al., 2015, 2014; Shinoda et al., 2016; Nakamura et al., 2019; Vecchio and Stroud 2019). Claudin strands in TJs are formed by cis-interactions between monomers in the same membrane and trans-interactions between extracellular segments of monomers between two cells (Piontek et al., 2008; Krause et al., 2015; Piontek et al., 2017; Tsukita et al., 2019; Piontek et al., 2020). One of the models for claudin strand polymerization, inspired by the crystallographic structure of mouse claudin-15 and cysteine cross-linking experiments, proposed that claudins assemble into an anti-parallel double row within the membrane which is then attached to a similar structure on an adjacent cell (Suzuki et al., 2015). This architecture of claudin strands originally proposed by Suzuki et al. (Suzuki et al., 2015) was later verified by molecular dynamics (MD) simulations and docking studies of claudin-15 to generate plausible architectures of claudin strands, including evidence for cation-selective claudin pore transport (Alberini et al., 2018, 2017; Irudayanathan et al., 2018; Samanta et al., 2018; Zhao et al., 2018).
In this model, the cis-interactions involve side-by-side interactions of claudins at the extracellular side involving the third transmembrane helix TM3, ECS2 and a short extracellular helix ECH that is parallel to the membrane (Piontek et al., 2008; Krause et al., 2015; Suzuki et al., 2015; Piontek et al., 2017; Alberini et al., 2018; Samanta et al., 2018). Critical to the proposed architecture is another set of cis-interactions between two anti-parallel rows of claudins in the membrane leading to “face-to-face” dimerization of β-sheets to generate the pipe-like structure of claudin pores (Suzuki et al., 2015). Studies of claudin strands in fibroblasts show that claudin strands are dynamic with the ability to arch, bend, and form new branches through remodeling (Sasaki et al., 2003; Van Itallie et al., 2017; Zhao et al., 2018). However, the molecular basis for claudin strand branching, bending, and remodeling remains unaccounted for in this model (Suzuki et al., 2015).
We recently developed a mechanistic model that describes the molecular nature of strand flexibility within this context (Fuladi et al., 2021). In our model, claudins form interlocking tetrameric ion channels that slide with respect to each other to accommodate local curvature of the strand without loss of function. Simulations of claudin-15 strands at large scale showed that this movement is facilitated by flexible side-by-side cis-interactions that allow rotation and displacement of claudin monomers with respect to each within the membrane (Fuladi et al., 2021).
Recent crystallographic structures of claudin-3 and two of its mutants P134A and P134G suggests that cis-interactions between claudins is indirectly affected by a single mutation at position 134 on the third transmembrane helix (TM3) of claudin-3 (Nakamura et al., 2019). In members of the mammalian claudin family, this position is mainly occupied by glycine, proline (as in claudin-3), or alanine (as in claudin-15). With a protein structure very similar to claudin-15, TJ strands formed by claudin-3 showed a distinct morphology with sparsely distributed almost linear strands. On the other hand, the TJ strands formed by two claudin-3 mutants, P134A and P134G, appeared to be highly flexible with many hairpin curves similar to those formed by claudin-15. Structural comparison of wild-type (WT) claudin-3 with its mutants indicates that the proline residue at position 134 bends the third transmembrane helix (TM3) toward the membrane pulling the entire extracellular domain toward the membrane by approximately 8°. Intriguingly, mutations of P134 to a glycine or alanine recovered the highly flexible TJ morphology with many hairpin curves, similar to the TJs formed by claudin-15. It was therefore suggested that the kink in the secondary structure of TM3 might limit the mobility of claudins in the strand by indirectly stabilizing the cis-interactions between them (Nakamura et al., 2019). However, this remains to be seen in claudin-15.
Here, we present a molecular dynamics (MD) study of claudin-15 strands in lipid membranes and compare mechanical properties of wild-type (WT) and A134P mutant strands. We show that the A134P mutation significantly affects the lateral flexibility and the persistence length of the strands. Moreover, our analyses of the simulation trajectories and side-by-side cis-interactions between claudins reveal the molecular mechanism for the increased stiffness of the mutant strands. We used a combination of all-atom and hybrid resolution models for our simulations. The all-atom simulations were used as benchmarks and control simulations to establish the stability of the models and to identify inter-atomic interactions with more accuracy. On the other hand, the hybrid resolution models (Fuladi et al., 2021), while preserving the atomic nature of the protein, allowed us to study the dynamics of the strands at large scales (sub-μm) and at long time scales required for persistence length calculations.
MATERIALS AND METHODS
System setup
Four sets of claudin-15 strand models were prepared for molecular dynamics (MD) simulations. Two systems of “single layer” claudin-15 strands corresponding to wild-type and the A134P mutant in a POPC lipid bilayer were constructed and simulated with atomic resolution. In addition, two sets of claudin-15 strands in a double membrane system were constructed for the wild-type (WT) and A134P mutant at various lengths (30–135 nm) and were simulated at hybrid resolution as described below (Figure 1).
[image: Figure 1]FIGURE 1 | Single-layer and double-layer claudin-15 strands. (A) All-atom model of the single-layer claudin-15 strand in a single POPC lipid bilayer including 18 monomers (30 nm). (B) Double-layer claudin-15 strands embedded in two parallel POPC lipid bilayers represented at hybrid resolution with 36 monomers and 18 paracellular channels (30 nm). Additional systems of claudin-15 strands with 63 and 135 nm lengths were also simulated.
The initial structure of wild-type (WT) claudin-15 strands were based on our refined model of claudin-15 channels with twelve monomers embedded in two parallel lipid membranes (Samanta et al., 2018). The “single-layer” models of claudin-15 in the POPC bilayer were constructed by selecting a single layer of claudin strands with their surrounding lipid bilayer in the refined model and replicating it three times along its length to build a 30 nm claudin-15 strand with 18 monomers (Figure 1A). Two patches of POPC lipid bilayers (20 nm × 10 nm) were added on the two ends of the system to separate the system from its periodic images. The system was then solvated and neutralized with 150 mM of NaCl salt via the molecular visualization program VMD (Humphrey et al., 1996). The resulting system consists of 18 claudin-15 monomers, 2,043 lipid molecules, 183,888 water molecules, and 1,038 Na+ and Cl− ions in a 20 nm × 50 nm × 26 nm simulation box with a total of 877 K atoms. The A134P mutant system was prepared by mutating the alanine (A) at position 134 on the claudin-15 sequence to proline (P) in this model using the Mutator Plugin (version 1.5) of VMD (Humphrey et al., 1996).
The WT and the A134P mutant single-layer systems were simulated at all-atom resolution for 547 ns as described below. In the first step, the protein backbone and lipid head groups were restrained harmonically with a force constant of 2 kcal/mol.Å2 and the lipid tails were equilibrated for 200 ps at constant volume and temperature. In the next step, the lipid head groups were released and the system was equilibrated at constant pressure for 2 ns, after which, the two extracellular loops of claudins (residues 33–44 of ECS1 and residues 148–155 of ECS2) were released to move freely while the rest of the protein backbone was gradually released by decreasing the force constant to 1.0, 0.75, 0.5, and 0.25 kcal/mol.Å2 over 45 ns After releasing all restraints, the system was equilibrated freely for 500 ns at constant pressure.
Two sets of claudin-15 strands corresponding to the WT and A13P mutant were prepared in a double-membrane system (here referred to as the “double-layer” systems). The initial structure of the double-layer systems was the refined model of claudin-15 channels with twelve monomers (3 claudin-15 channels) (Samanta et al., 2018), which was replicated along the strand to create 30 nm, 63 nm, and 135 nm-long strands. These systems consist of 36, 84, and 180 claudin monomers in two parallel POPC lipid membranes (Figure 1B). The ions in the equilibrated refined model of the three-channels system (150 mM NaCl) were replicated along with the protein and lipid bilayers to construct the three large systems. Four patches of 20 nm × 10 nm POPC lipid bilayers were added at the two ends of the system to separate the claudin strands from their periodic images. The three systems with 36, 84, and 180 claudins before adding water molecules consist of 640 K, 1.2 M and 2.2 M atoms. The corresponding A134P mutant systems for each strand were then generated in VMD Humphrey et al., 1996 by mutating the alanine (A) at position 134 to proline (P).
The six double-layer systems were then converted into hybrid-resolution models using the PACE forcefield Han et al., 2010; Wan et al., 2011; Han and Schulten 2012. PACE forcefield models lipids and solvents consistent with the MARTINI forcefield (Marrink et al., 2007), while proteins are represented by a united-atom (UA) model, where heavy atoms and polar hydrogens are explicitly represented. The conversion was performed using the python scripts provided by Han’s laboratory at (http://web.pkusz.edu.cn/han/) to convert protein, lipids, and ions into the hybrid model. The resulting system was then solvated by adding MARTINI water molecules (Marrink et al., 2007). This was done using the VMD solvate plugin and by specifying the MARTINI forcefield. The hybrid model systems ranging from 20 nm × 50 nm × 26 nm to 20 nm × 150 nm × 26 nm consist of 192 K, 365 K, and 735 K particles.
The six double-layer systems were equilibrated for 1.125 μs following a process similar to the equilibration of the all-atom system. Briefly, by harmonically restraining the protein backbone and lipid head groups with a force constant of 2 kcal/mol.Å2, the lipid tails were equilibrated for 200 ps at constant volume and temperature. The lipid head groups were then released and the systems were equilibrated for 2 ns at constant pressure and temperature. Finally, the two extracellular loops of claudins (residues 33–44 of ECS1 and residues 148–155 of ECS2) were released to move freely while the rest of the protein backbone was gradually released by decreasing the force constant to 1.0, 0.75, 0.5, and 0.25 kcal/mol.Å2 over 70 ns. The equilibration process was performed with a time step of 2 fs. The simulations were then followed by 1.055 μs of simulation time at constant pressure, using a time step of 2 fs for the first 140 ns and a time step of 3 fs for the last 915 ns.
Molecular dynamics simulations
MD simulations were performed using the program NAMD (Phillips et al., 2005). All-atom simulations were carried out using CHARMM36 forcefield for proteins (MacKerell et al., 1998; MacKerell Jr et al., 2004; Best et al., 2012, ionsJorgensen et al., 1983), and phospholipids (Klauda et al., 2010) with the TIP3P water model (Jorgensen et al., 1983). These simulations were carried out with a time-step of 1 fs and assuming periodic boundary conditions. Langevin dynamics with a friction coefficient of γ = 5 ps−1 was used to keep the temperature constant at 333 K. The Langevin Nosé-Hoover method (Feller et al., 1995) was used to maintain the pressure at 1 atm in constant pressure simulations. Long-range electrostatic forces were calculated using the particle mesh Ewald method (Darden et al., 1993) with a grid spacing of at least 1 Å in each direction. The simulations used a time-step of 1, 2, and 4 fs for bonded, short-range nonbonded, and long-range electrostatic interactions calculations, respectively. A 1-4 rule is applied to the calculation of nonbonded interactions. Additional restraints were applied by enforcing a harmonic potential with a force constant of 2.0 kcal/mol.Å2, unless otherwise stated.
The hybrid resolution PACE models were simulated assuming periodic boundary conditions and using a time-step of 2 fs or 3 fs. The dielectric constant is set to 15 as recommended for MARTINI simulations with non-polarizable water (Marrink et al., 2007). The electrostatic interactions are switched to zero between 9 Å and 12 Å, and the van der Waals interactions cutoff is set to 12 Å. Langevin dynamics with a friction coefficient of γ = 5 ps−1 was used to keep the temperature constant at 333 K. The Langevin Nosé-Hoover method (Feller et al., 1995) was used to maintain the pressure at 1 atm in constant pressure simulations. The hybrid-resolution PACE simulations were carried out with a special version of NAMD 2.9 in which this capability is implemented.
TM3 tilt and bending angle calculations
The tilt angle of the third transmembrane helix (TM3) in claudins is defined as the angle between the helical axis and the bilayer normal. The helical axis of TM3 in all-atom simulations of WT and A134P mutant was calculated using the HELANAL algorithm using the MDAnalysis library (Sugeta and Miyazawa 1967; Kumar and Bansal 1996, 1998; Bansal et al., 2000) and was averaged over the last 100 ns of the trajectories with a frequency of 60 ps. The bending angle of TM3 at position 134 is defined as the angle between the two vectors connecting A134/P134 to the two ends of the TM3 helix. The two points defining the endpoints of TM3 are residue 123 on the cytoplasmic side and residue 141 on the extracellular side of TM3. The position of Cα of these residues is used to calculate the bending angle, which is averaged over the last 100 ns of the trajectories with a frequency of 60 ps.
Curvature calculations
The local curvature of the strands in the plane of the membrane is calculated for the longest double-layer system (135 nm with 180 claudins) for the WT and the A134P mutant. The local curvature is estimated as the reciprocal of the radius of tangential circles fitted to the strands. For these calculations, claudin strands are projected into a two-dimensional polymer in the plane of the membrane. The center of mass of the each four pore-forming claudins constitutes a data point i marked as (xi, yi). For the two 135 nm-strands, 44 data points are recorded. To determine the radius at each position i, a circle is fitted to the data points between i-5, i+5 (for i = 6, … , 39). The best fit is determined via least-square linear regression and the local radius ri is used to calculate the curvature [image: image]. For each system, the last 600 ns of the simulation trajectories with a frequency of 60 ps are used for these calculations. Twelve data points from the ends of the strands were excluded from these calculations to exclude the effect of interaction of the strands with their images across the periodic boundaries.
Persistence length calculations
We calculated the persistence length (lp) of claudin-15 strands from equilibrium MD simulation trajectories. We used the worm-like chain approximation (Gittes et al., 1993; Marko and Siggia 1995; Wiggins and Nelson 2006) to estimate the persistence length of the strands in the plane of membrane from thermal fluctuation in the strands. In these calculations, claudin strands are considered two-dimensional linear polymers in the plane of the membrane that are made of discrete segments. Each four pore-forming claudins are considered to be a segment located at position [image: image], where [image: image] is the center of mass of the four claudins.
At each point on the strand [image: image], the tangent angle ϕi is determined as the angle corresponding to the tangent vector [image: image]. The persistence length is defined as the distance along the strand over which the tangent angles become uncorrelated. Assuming a discrete strand made of segments with length δs, the contour length between any two points i and j on the strand is estimated to be s = |i − j|δs. We defined the contour fragment δs to be the distance between two segments [image: image] averaged over all segments during the simulation time; [image: image].
The persistence length lp is then calculated as the length over which the correlation between the tangent angles defined as [image: image] is dropped by a factor of e:
[image: image]
The factor of two in the denominator is due to the two-dimensional nature of the strands. We calculated the persistence length for three WT strands and the three A134P strands in the double-layer systems with lengths ranging from 30 to 135 nm. The last 600 ns of the simulations trajectories were used for this calculation with a frequency of 60 ps. The slope of the initial decay of the logarithm of the cosine correlation functions is used to calculate the persistence length. The number of points included in curve fitting is determined by an R-squared cut-off of 0.95.
The calculations for the persistence length, curvature and the helical kink of TM3 were performed in VMD using in-house tcl scripts to extract the data and the analyses were performed in MATLAB. The scripts are available from: https://biophys.lab.uic.edu/script-library/
RESULTS AND DISCUSSION
In order to investigate the impact of TM3 structure on the flexibility of claudin-15 strands, we carried out MD simulations of the wild-type (WT) and A134P mutant claudin-15 strands in double- and single-layer membrane systems (Figure 1). These models of claudin strands were generated based on our previously refined structure of claudin-15 strands (Samanta et al., 2018; Fuladi et al., 2021) in accordance with the proposed architecture of Suzuki et al. (Suzuki et al., 2015). Eight systems of various lengths, ranging from 30 to 135 nm with 26–180 claudin monomers were studied. Due to the large size of the systems and the time scales required to capture the strand fluctuations (∼ μseconds), we carried out the double-membrane strand simulations at a hybrid resolution using the PACE forcefield Han et al., 2010; Wan et al., 2011; Han and Schulten 2012. The PACE forcefield combines a united atom (UA) representation of proteins with a coarse-grained (CG) model of lipids and solvents to efficiently capture the dynamics of the strands at large scales (Han and Schulten 2014; Deeng et al., 2016; Jewel et al., 2017; Ward et al., 2017; Fuladi et al., 2021), allowing us to calculate the persistence length of the WT and mutant strands and compare their lateral flexibility. To assess the effect of A134P mutation on conformational changes of the protein and side-by-side cis−interactions between claudin monomers, the WT and A134P mutant strands were simulated at atomic resolution in a single lipid membrane. These simulations enabled us to compare the secondary structure of TM3 in WT and A134P mutant strands within a more realistic environment and to perform a more detailed analysis of the side-by-side (cis−) interactions between neighboring monomers.
Claudin-15 strand stability
We assessed the structural stability of claudin-15 strands in “single-layer” and “double-layer” membrane systems simulated at various lengths. The two single-layer systems of WT and A134P mutant were stable during the 500 ns simulations. The average root mean square deviation (RMSD) of claudin-15 backbones with respect to their initial structures was 3.0±1.0 Å for the WT strand and 2.8±0.5 Å for the mutant strand. Interestingly, claudin monomers were slightly more stable in the mutant strand. The RMSD of claudin pairs with respect to their initial conformation, an indication of the stability of the-side-by-side interactions, was also comparable for the WT and mutant strands (3.2±0.6 Å for the WT and 3.0±0.3 Å for the mutant backbones).
The double-layer systems simulated at hybrid resolution were stable during the 1μs simulation trajectories with an average RMSD of 4.3±0.1 Å for the WT and 4.4±0.1 Å for the mutant strands with respect to the initial structure. The protein stability is comparable in all-atom and the hybrid-resolution models. We have previously reported a detailed comparison of structural properties of claudin strands in hybrid-resolution and atomic simulations showing similar stabilities of two models Fuladi et al., 2021. In the double membrane systems, the tetrameric claudin channels formed between the two membranes were also stable with an average RMSD of 6.7±0.3 Å for the WT and 6.6±0.2 Å for the mutant strand backbone with respect to the initial structures.
A134P mutation reduces lateral flexibility of claudin-15 strands
The A134P mutant is expected to affect the two-dimensional rigidity of claudin strands in the membrane (Nakamura et al., 2019). We calculated the persistence length of claudin strands in the double-layer systems and compared it between the WT and mutant strands. The persistence length (lp) is an indication of lateral flexibility of the strands in the plane of membrane and is directly related to their bending rigidity as well as the temperature (Fuladi et al., 2021). The persistence length was calculated for the six double-layer systems of WT and A134P mutant with lengths ranging from 30 to 135 nm. The calculations are similar to our previous work (Fuladi et al., 2021), and are briefly described in the Methods section. In summary, lp is calculated as the distance over which the direction of the strand becomes uncorrelated and is estimated from exponential decays of the correlation function of tangent vectors over the length of the strand. We calculated the persistence length from thermal fluctuations of the strand in equilibrium simulations over μ-long trajectories (Figures 2A,B). The persistence length of the WT strands was 150.0 nm with a standard deviation of 48.9 nm across the three systems, while the A134P mutant strands had an average persistence length of 590.2 nm with a standard deviation of 79.3 nm. The WT persistence length is consistent with our previously reported values for claudin-15 (∼174 nm) Fuladi et al., 2021, and falls within experimentally estimated values of claduin-15 (Zhao et al., 2018). The only experimental measurement of the persistence length in claudin-15 is from analyses of local curvature of the strands in freeze-fracture electron microscopy of the WT claudin-15 by Zhao et al. (Zhao et al., 2018) with a relatively large error bar (191±184 nm).
[image: Figure 2]FIGURE 2 | TM3 bending restrict claudin-15 strand flexibility. (A) Equilibrated configuration of WT and A134P strands of various lengths simulated for 1 μs in double parallel lipid bilayers and hybrid resolution, show the “curvy” morphology of cluadin-15 strands as opposed to the more “straight” shapes of A134P mutant strands. (B) The strand persistence length is calcualated for each length of WT and A134P claudin-15 strands. The horizontal lines show the average persistence length for WT and A134P mutant strands. (C) The distribution of local curvature along the length of the longest simulated strand (135 nm) is calculated for WT and A134P strands.
The larger persistence length of the A134P mutant strands in comparison to the WT claudin-15 strands (∼3.5 fold) indicates that the A134P mutants are less flexible with a relatively high bending modulus. The bending rigidity of the strands, and thus, their persistence length is directly related to the average curvature of the strands over time (Fuladi et al., 2021). We calculated the average curvature of the strands over time for the longest (135 nm-long) strand simulated here for the WT and the A134P mutant (Figure 2C). The average local curvature of the WT strand is approximately 36.5 μm−1, while the local curvature of the A134P strand is significantly lower with a sharper distribution averaged at 19.8 μm−1. The ∼3.5 fold increase of the persistence length in the A134P mutant in our simulations is consistent with the lower curvature of the mutant strands in comparison to the WT strands (Figures 2B,C) and indicates that the mutation significantly reduces the lateral flexibility of claudin-15 strands.
The A134P mutant is similar structurally to claudin-3, which is shown to have a distinct architecture with straight strands (Nakamura et al., 2019). Interestingly, mutation of P134 in claudin-3 to an alanine (A), as in claudin-15, reproduces the signature curvature of claudin-15 strand morphology (Nakamura et al., 2019). However, this site of interest had not yet been investigated in claudin-15. These simulations indicate that claudin-15 significantly decreases bending flexibility of the strands similar to those observed in freeze-fracture electron microscopy of claudin-3 (Nakamura et al., 2019), suggesting that residue 134 plays a key role in lateral flexibility of the strands. However, we can not yet rule out the role of other transmembrane residues in claudin assembly (Rossa et al., 2014a) and their contribution to strand flexibility.
As we showed in our previous work, claudin-15 strand flexibility is mostly attributed to flexible cis-interfaces between neighboring claudins (Fuladi et al., 2021). In particular, we showed that there are three sets of side-by-side cis-interaction between claudins pivoted at the extracellular helix (ECH), which confer flexibility to the strands. Residues 143–147 located on the extracellular end of TM3 play a key role in defining one set of these interfacial interactions. Mutation of P134 of TM3 in claudin-3 is shown to affect the secondary structure of TM3, and thus, it is not surprising that it affects the strand flexibility. To understand the molecular mechanism of strand flexibility and the effect of A134 mutation on the interfacial interactions, we investigated the secondary structure of TM3 in the all-atom simulations of WT and A13P mutant claudin-15 strands and analyzed the frequency of side-by-side cis-interactions and its implications on strand flexibility.
A134P mutation results in TM3 bending
TM3 is the longest transmembrane helix in claudin-15 with 36 residues and extends beyond the membrane into extracellular solution (Figure 3A). In claudin-15, A134 is located in the middle of TM3 near the extracellular lipid-water interface. A proline at the position of this residue is expected to create a bend in the TM3 helix as observed in the crystal structure of claudin-3 (Nakamura et al., 2019) and claudin-4 (Shinoda et al., 2016) and transmembrane helices of other membrane proteins (von Heijne 1991; Cordes et al., 2002). This is while the structures of claudin-15 Suzuki et al., 2014 and claudin-19 (Saitoh et al., 2015) with alanine at this position, and P134A/G claudin-3 mutants (Nakamura et al., 2019) show a relatively straight conformation of the TM3 helix.
[image: Figure 3]FIGURE 3 | A134P mutation results in the bending of TM3. (A) Superposition of WT and A134P mutant claudin-15 monomers exhibits the bent structure of TM3 after A134P mutation. Gray bars suggest boundaries of the outer (Ext.) and inner (Cyt.) leaflets of the lipid bilayer. (B) TM3 bending angle for the WT and A134P mutant monomers is calculated over the last 100 ns of the simulation trajectories of single-layer strands. (C) The secondary structure of helices and β-strands in WT and A134P monomers show structural stability of the monomers over the last 250 ns of simulation time. Key interactions within each monomer, in the form of (D) a salt bridge between N148 and K155 stabilizes the structure of ECS2, and (E) interactions between the backbone of F65 and L48 β-strands and side chain of R79 on TM2 stabilize the β-sheets and orientation of ECH. These interactions are maintained in mutant monomers (shown in purple) similar to WT monomers (shown in green).
Simulation trajectories of claudin-15 strands in a single membrane indicate that, in the WT strand, TM3 is helical with a helical axis that is titled by 8.3° ± 2.2° with respect to the membrane normal. Upon mutation of A134P, while the tilt angle of the helix does not change in the membrane, the mutation results in bending of the helix at position 134, where the extracellular end of the helix bends toward the membrane. The average bending angle of TM3 changes from 168.4° ± 3.5° in WT claudin-15–162.5° ± 3.5° in A134P mutant (Figures 3A,B). The shift in the bending angle of claudin-15 after A134P mutation (∼ 6° difference) is comparable to the difference observed between WT and P134A/G mutants claudin-3 (∼ 8° difference) (Nakamura et al., 2019).
Superposition of the WT and A134P monomers shows that in the A134P mutant, the extracellular domains including, ECS1 with five β-strands, the loop between β1 and β2, and the extracellular helix (ECH), and ECS2 are inclined toward the membrane in the direction of the TM3 bending (Figure 3A). Simulation and analyses of the extracellular domain of claudins indicate that these domains are relatively rigid and form the backbone of paracellular pores (Alberini et al., 2018; Samanta et al., 2018). In claudin-15, the extracellular domains are directly connected to TM3 by residues 150–154 of the ECS2 loop. The conformation of ECS2 is stabilized by salt bridge between K155 and N148 (Figure 3D), as identified in the crystal structure and MD simulations of claudin-15 (Suzuki et al., 2014; Samanta et al., 2018) and homology models of claudin-5 (Piontek et al., 2008). This interaction was conserved in ∼ 83% of the simulation time in A134P mutant strand monomers and in ∼ 86% of the time in WT strand monomers.
Another key interaction for stabilizing the structure of extracellular domain in claudin-15 is between the sidechain of an extended arginine R79 on TM2 and the backbone of F65 on ECH and L58 on the β-sheets (Figure 3E). This interaction which was observed in the crystal structure of claudin-15 (Suzuki et al., 2014) is important in stabilizing the extracellular β-sheets and keeping the short extracellular helix ECH in place, i.e. parallel to the membrane and perpendicular to TM2. This set of interactions was maintained for 97% of the simulation time in A134P mutant monomers and 85.5% in WT monomers. It is through these robust interactions that the extracellular domains maintain a rigid conformation that is critical for the tetrameric assembly of claudins into paracellular pores.
Despite the bent structure of TM3 and the shift in extracellular domains positioning, the overall secondary structure of mutant monomers was maintained 91.6% of the simulation time for helices and 75.9% for β-strands in A134P mutant monomers, compared with 83.8% and 78.3% for the WT monomers (Figure 3C). As indicated by these results, mutant monomers are more stable and rigid in their structures compared with WT monomers. The rigidity of the structure of mutant monomers is projected into mutant strands dynamics, with lower fluctuations in their shapes and minimal deviations of monomers from the straight arrangement. To explain the effect of bent TM3 and the rigidity in mutant monomers on strands flexibility further, we explored the flexibility of cis− interactions in WT and mutant monomers.
Effect of TM3 bending on cis−interactions
The linear arrangement of claudins in a row in the membrane is maintained through two sets of cis−interactions; a set of side-by-side cis-interactions as observed in the crystal structure of claudin-15 Suzuki et al., 2014, as well as a set of “face-to-face” cis-interactions between two anti-parallel claudin rows originally proposed by Suzuki et al. (Suzuki et al., 2015). TM3 is one of the main contact points between neighboring claudins. Residues 146 and 147 on the extracellular end of TM3 are critical for side-by-side cis−interactions and strand formation (Piontek et al., 2008, 2011; Suzuki et al., 2014; Samanta et al., 2018).
We have recently proposed a model for claudin strand flexibility, in which the lateral flexibility of the strands is attributed to flexible side-by-side interactions between claudin monomers (Fuladi et al., 2021). In this model, claudin-15 monomers move as tetrameric units within the strands. In this movement tetrameric units forming ion channels slide with respect to each other to adjust to the local curvature of strands imposed by external restraints. Those simulations revealed three dominant side-by-side interfaces pivoted at the extracellular helix ECH (residues 66–71) as claudins monomers rotate/slide with respect to each other within the strand. Interactions between ECH (S68) and the extracellular end of TM3 (F146) (Figure 4A) are one of the three interfacial interactions and are dominant at zero or positive (outward) curvatures of the strands. The second set of interactions is between ECH (S67) and ECS2 (E157) (Figure 4A) that are again mostly present at zero or positive curvatures of the strands (Fuladi et al., 2021). At negative (inward) curvatures, both of these interaction sets are weakened and are replaced by interactions between ECH and ECS1.
[image: Figure 4]FIGURE 4 | Side-by-side cis-interactions between WT and A134P claudin-15 strands. (A) A snapshot of three claudin-15 monomers in the single-layer strands after 500 ns of simulation in all-atom resolution highlighting two sets of side-by-side cis-interactions. (B) Pair-wise distance distribution of M68 (ECH)–F146 (TM3) and S67 (ECH)–F157 (ECS2) in the all-atom simulation of the single-layer WT and A134P mutant claudin-15 strands. The extended tail of the distribution in the case of WT suggests more flexible side-by-side interactions in the WT compared to the A134P mutant. (C) “Face-to-face” interactions between claudins are maintained through hydrogen bonds between the backbone of the β-sheets of claudins. These interactions are maintained throughout the simulation of both WT and mutant strands. The position of Cα of residues involved in hydrogen-bonding is highlighted as spheres.
Analyses of our all-atom simulation trajectories indicate that both ECH-TM3 and ECH-ESC2 interacting interfaces are present in the WT and A134P claudin-15 strands (Figure 4B). However, the distribution of the pair-wise distances between the residues involved in these two sets differs between the WT and A134P mutant. The extended distribution of pair-wise distances (up to 10Å) in the WT claudin-15 strand indicates loose interactions between neighboring monomers and a more flexible cis−interface. The extended tail of the distribution corresponds to instances in which these interactions are replaced with those involving ECH and ECS1 dominant at negative (inward) curvatures. In contrast, the sharp distance distribution of pairwise distances (up to 6 Å) in the A134P mutant indicates tight interactions and therefore a more rigid configuration for the strands. In the WT trajectories, the TM3-ECH interface represented here by M68-F146 interaction is only present in ∼82% of the simulation time, while the same interaction is maintained for ∼95% of the simulation time in the A134P mutant. The TM3-ECH interactions are mostly present at zero (straight) or positive (outward) curvatures and are expected to vanish at negative (inward) curvatures Fuladi et al., 2021. Similarly, the interactions between ECH and ECS2 (S67 and E157) is less maintained in the WT compared to the mutant. Both of these interactions are dominant in the straight configuration of A134P mutant consistent with our previous results (Fuladi et al., 2021), however, the configurations dominant at negatively curved strands corresponding to the extended tail of ECH-TM3 distance distribution are only present in the WT strand. This indicates that mutation of A134P in TM3 strengthens the interactions between TM3 and ECH, and limits its replacement with alternative interactions including ECS1. Thus, these simulations provide the molecular basis of the increased persistence length and decreased flexibility of claudin-15 strand upon A134P mutation.
While side-by-side cis−interactions demonstrated variations between the WT and A134P mutant strands, other inter-molecular interactions were well-maintained. The face-to-face interactions formed between the claudins in opposing rows of the same membrane were not affected by the A134P mutation. The antiparallel double-row arrangement of claudins in a single lipid membrane is stabilized through hydrogen bonds between two β4 strands of neighboring claudins (Figure 4C). The average distance between the β-strands of claudins over the last 15 ns of the simulation was comparable for the WT (3.34 ± 1.52 Å) and mutant (2.83 ± 0.03 Å) systems, indicating that face-to-face interactions were not affected by the TM3 bending in A134P mutant strands.
These simulations corroborate the results of the double-layer systems by indicating that the A134P mutation reduces the lateral flexibility of claudin-15 strands. The broader range of cis-interfaces observed in WT strands allowed interacting monomers in the same membrane to rotate relative to their neighboring monomer, resulting in higher curvature of the WT strands. Conversely, the cis-interfaces became rigid due to a bent TM3 in A134P mutant claudins, which explains the lower flexibility of the A134P mutant and the more straight shape of tight junction strands in claudin-3 (Nakamura et al., 2019). A tight cis-interface limits relative movement of claudins and inhibits bending of the strands (to negative curvatures).
CONCLUSION
We investigated mechanical flexibility of claudin-15 strands and the effect of a single point mutation A134P on lateral flexibility of the strands. The A134 residue is located on the third transmembrane helix (TM3) of claudin-15 and is not directly involved in claudin-claudin interactions. However, it was recently suggested that the distinct morphology of tight junctions formed with claudin-3 is due to a proline at this position, and mutation of P134 to an alanine (A) in claudin-3 resulted in strands similar to claudin-15 (Nakamura et al., 2019). Here, we investigated the reverse effect in claudin-15, i.e. mutation of A134 to proline (P) in claudin-15 via MD simulations. Our results reveal that the A134P mutation increases the persistence length of claudin-15 by more than 3x, consistent with the comparatively straight shape of claudin-3 strands (Nakamura et al., 2019).
Our results indicate that the A134P mutation does not establish any new contacts between neighboring claudins nor does it eliminate any of the previously reported contacts (Suzuki et al., 2014; Fuladi et al., 2021). However, it does change the dynamics of the strand fluctuations. In a recent model describing the dynamics of claudin-15 strands, we showed that lateral flexibility of claudin strands is due to flexible side-by-side cis-interactions pivoted at the short extracellular helix ECH (Fuladi et al., 2021). Mutation of A134 to proline locks this pivoted movement to switch between two out of three interfaces with limited occurrence of the third interface. Considering that the strands are made of an anti-parallel double row of claudins, this subtle change results in a relatively straight shape of the mutant strands. The mutation might also indirectly affect other potential cis−interfaces to influence strand morphology (Rossa et al., 2014a; Rossa et al., 2014b; Gong et al., 2015; Irudayanathan et al., 2018).
These findings corroborate the role of cis-interactions in conferring flexibility to the strand and their effect on strand morphology. They elucidate the indirect role of transmembrane helices, not necessarily on claudin assembly, but on modulating their dynamic properties by providing a microscopic description for large-scale properties of the strand at micro-meter length scales.
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‘Dihexanoyiphosphocholine.

References

Cady et al. (2009)
Stouffer et al. (2008)
Cady et al. (2010)

Thomaston et . (2018)

Schnell and Chou, (2008)
Thomaston et . (2018)
Thomaston et . (2018)
Thomaston et . (2021)

Thomaston et . (2021)
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PDB ID Construct (mutant) Method Experimental conditions References

(1r,1'8,3'S,5'S,7'S)-spiro [cyclohexane-1,2’-tricyclo [3.3.1.1~3,7~]decan]-4-amine

NHz
6BMZ 22-46 X-ray (2.63 /3\} pH: 7.0 T: 293/100 K* Thomaston et al. (2018)
LCP (MNG-3-C8)°
BNV1 22-46 (V27A) X-ray (2.50 /3\} pH: 7.5 T: 293/100 K Thomaston et al. (2020)
LGP (MNG-3-C8)
60UG 21-61 (V27A) X-ray (3.01 /3\’ pH: 80 T: 293/100 K Thomaston et al. (2020)
LGP (MNG-3-C8)
(35,55,75)-N-{I5-(thiophen-2-yi)-1,2-oxazol-3-yllmethyl}tricyclo[3.3.1.1~3,7~]decan-1-aminium (M2WJ332)
s
0.
[ ) Yy
H
N,
2LY0 19-49 (S31N) NMR pH: 68 T: 313K Drakopoulos et al. (2018)
DPC®

(38,58,7S)-N-[(5-bromothiophen-2-yl)methyl]tricyclo[3.3.1.1~3,7~]decan-1-aminium

2MUW 19-49 NMR pH: 7.5 T: 313K Wang et al. (2013)
DPC

2MUV 19-49 (S31N) NMR pH: 7.5 T: 313K Wang et al. (2013)
DPC

“Temperature of crystalization/temperature of data collection in Kelvin.
“Structures obtained considering  liidic cubic phase (LPC) formed by monoolein and maltose neopentyl glycol analogue (MNG-3-C8).
-Dodecylphosphocholine.
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Construct His37 pKas Lipid environment® References

(22-46) 82,82, 63, <50 DMPC, DMPG Hu et al. (2006)
(22-46) 76,68, 4.9, 42 DPPC, DPPE, SM, Chol Hu et al. (2012)
(21-97) 71,54 POPC, POPE, SM, Chol Liao et al. (2015)
(18-60) 76,45 DPhPC Colvin et al. (2014)
Full length 6.3,6.3, 565 DOPC/DOPE Miao et al. (2015)

"DMPC: 1,2-dimyristoyl-sn-3-phosphocholine; DMPG: 1,2-dimyristoyl-sn-glycero-3-phosphoglycerol; DPPC: 1,2-dipalmitoy-sn-glycero-3-phosphocholine; DPPE: 1,2-dipalmitoyl-sn-
glycero-3-phosphoethanolamine; SM: egg sphingomyelin; POPC: 1-palmitoyl-2-oleoyl-sn-glycero-3-phophocholine; POPE: 1-paimitoyl-2-oleoyksn-glycero-3-phosphoethanolamine;
DPHPC: 1,2-diphytanoyl-sn-glycerol-3-phosphocholine; DOPC: dioleoylphosphatidyicholine: DOPE: dioleoylphosphatidylethanolamine.
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PDB ID

5C02

6BMZ

BNV1

6US8

6US9

Resolution (A)

1.69
263
250
1.70

2.00

Construct (mutant)

22-46 (S31N)
22-46
22-46 (V27A)
22-46

22-46

“Temperature of crystalization/temperature of data collection (values in Kelvn).
bObtainad consideringa ligidic cubic phase (LPC) formed by monoolsin and oclyl glucopyranoside (OG) or malfoss neopentyl glvool anglogue (MNG-3-C5).

Experimental conditions

pH: 8.0T: 283/100 K*
LCP (0G)°

pH: 7.0T: 208/100 K
LCP (MNG-3-C8)°
pH: 7.5 T: 208/100 K
LCP (MNG-3-C8)

pH: 7.5 T: 208/100 K
LCP (MNG-3-C8)

pH: 8.5 T: 208/100 K
LCP (MNG-3-C8)

References

Thomaston and DeGrado, (2016)
Thomaston et al. (2018)
Thomaston et al. (2020)
Thomaston et al. (2021)

Thomaston et al. (2021)
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