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Model predictive control (MPC) methods are widely used in the power electronic control field, including finite control set model predictive control (FCS-MPC) and continuous control set model predictive control (CCS-MPC). The degree of parameter uncertainty influence on the two methods is the key to evaluate the feasibility of the two methods in power electronic application. This paper proposes a research method to analyze FCS-MPC and CCS-MPC’s influence on the current prediction error of three-phase active power filter (APF) under parameter uncertainty. It compares the performance of the two model predictive control methods under parameters uncertainty. In each sampling period of the prediction algorithm, different prediction error conditions will be produced when FCS-MPC cycles the candidate vectors. Different pulse width modulation (PWM) results will be produced when CCS-MPC solves the quadratic programming (QP) problem. This paper presents the simulation results and discusses the influence of inaccurate modeling of load resistance and inductance parameters on the control performance of the two MPC algorithms, the influence of reference value and state value on prediction error is also compared. The prediction error caused by resistance mismatch is lower than that caused by inductance mismatch, more errors are caused by underestimating inductance values than by overestimating inductance values. The CCS-MPC has a better control effect and dynamic performance in parameter mismatch, and the influence of parameter mismatch is relatively tiny.
Keywords: active power filter, model predictive control, power quality, finite control set- model predictive control, continuous control set model predictive control, error analyses
INTRODUCTION
In industry, daily life, and new energy power generation (Zhang et al., 2021), many electronic devices are connected to the grid. These will cause harmonic pollution, consume reactive power and reduce the power quality of the power grid (Singh et al., 1999). Showing in Figure 1, The scale of China power quality market caused by harmonic pollution is also expanding. In order to solve these power quality problems, many solutions are proposed, including improving the structure of converter topology (multilevel converter, Vienna rectifier, LCL) (Meynard and Foch, 1992; Kolar et al., 1996; Rodriguez et al., 2002), improving the control method (Rodriguez et al., 2013; Vazquez et al., 2017; Zhou et al., 2021). With the increasing importance of power quality problem, APF was proposed. APF has become popular to improve power quality in the grid it can eliminate harmonics and compensate for reactive power. APF detects harmonics based on instantaneous reactive power theory and then injects harmonics into the power grid through APF to achieve the purpose of compensating harmonics (Garcia-Cerrada et al., 2007). Since APF was put forward, many control methods have appeared, including proportional integral (PI) control, widely used in traditional industry (Garcia-Cerrada et al., 2007; Li et al., 2021). MPC is a control method developed from practice to theory with the development of the industry. It has been widely used in the field of power electronics and converters, which has a good control performance (Marks and Green, 2002; Rodriguez et al., 2007; Bordons and Montero, 2015). The CCS-MPC generates continuous output, and the optimal predictive value is obtained by solving the constrained cost function (Bordons and Montero, 2015), but the modulation signal needs to be generated by pulse width modulation (PWM). The FCS-MPC does not use PWM and depends on switching devices’ characteristics. In a limited set of switching vectors, the optimal vector is selected according to the tracking target and constraints (Aguilera et al., 2013; Young et al., 2016). The general constrained MPC system performs many computations, and constrained CCS-MPC usually has a higher computing cost than FCS-MPC because part or all of its optimization occurs online. When the condition is unconstrained, the analytical solution can be obtained to make the control off-line. The results’ solution needs to be obtained through the optimization algorithm, which can solve the long-term prediction problem. The FCS-MPC involves online optimization in the next step or two. It does not require optimization algorithms with fast dynamic performance and is typically used in short-term prediction.
[image: Figure 1]FIGURE 1 | Market scale of power quality equipment in China.
CCS-MPC uses the plant’s dynamic mathematical model to predict, at the current time, which compares the predicted output of from 1 to Np (prediction horizon) time stamp the with the reference value. By establishing the cost function and solving the minimum problem, the optimal input of future Nc (control horizon) can be obtained at each time stamp. In the converter application, PWM modulation is needed, and the first group of the control sequence is applied to the converter. Such a process is carried out at each time cycle, so it is also called receding-horizon model predictive control.
For a three-phase two-level converter, eight switch combination states can generate seven different vectors (including two zero vectors). That is, seven voltage outputs can be generated at each time. Therefore, the principle of FCS-MPC is necessary to:
1) Establish the mathematical model of the converter (based on Kirchhoff’s law),
2) The discrete prediction model is obtained,
3) The cost function is established;
4) FCS-MPC traverse seven vectors;
5) The switch state combination is obtained under the minimum cost function, applied to the converter.
These predictive control methods inevitably produce predictive error (PE) in practical application, PE affects the converter performance. Due to the nonlinear nature of FCS-MPC, it is impossible to use the same mature analysis method as a linear system to evaluate the influence of parameter changes (Bogado et al., 2014). Therefore, in previous studies, the influence of model parameter mismatch has been empirically discussed by studying models under different uncertainties (Kwak et al., 2014; Norambuena et al., 2019; Liu et al., 2020).
Studies Liu et al. (2020) proposed that the MPC has the problems of parameter mismatch (PM) and model uncertainty, these problems can cause steady-state errors. Therefore, a new cost function is designed to improve the robustness of FCS-MPC, that is, the integral error term is added to the cost function, which effectively improves the robustness of conventional FCS-MPC. Previous work Norambuena et al. (2019) proposed a new design scheme, which incorporated the past error into the new control system action (as a new term of cost function), and adjusted the weight factors according to the past error, and improved the steady-state performance under PM. To overcome the uncertainty of PM and parameters, the studies in Kwak et al. (2014) proposed an adaptive online parameter identification technology, which based on the least square estimation, the input current and input voltage are used to calculate the input inductance and resistance of active front end (AFE) in each sampling period without additional sensors. Although the parameters are uncertain, AFE still generates sinusoidal current with unit factor (Ahmed et al., 2018). As in Young et al. (2016), the inductance and resistance changes of FCS-MPC are analyzed using the mathematical model in motor and inverter applications, respectively. In this paper, according to its application in APF, the PE analysis is carried out using mathematical methods.
Most previous research relies on empirical methods to study the control systems under the uncertainty of parameters in the prediction model. This paper aims to analyze the prediction error under the condition of uncertain parameters, different states, different reference, and load changes, the control performance of the two MPC methods on APF under the above conditions is analyzed. that is, the compensation ability of APF to track harmonics. The analysis of prediction error is verified by simulation. Finally, this paper gives the choice of control methods in different environments.
THREE-PHASE PARALLEL APF SYSTEM AND CURRENT CONTROL METHOD
The MPC relies on the APF mathematical model to predict how the possible control actions affect its response. So, the action expected to minimize a particular cost function is applied, and the process is sequentially repeated. The appropriate model of APF is needed to obtain good control performance.
Figure 2 shows the topology of the general voltage type APF, which can compensate the harmonic current generated by the nonlinear load, where:
1) ea, eb, ec are grid voltage,
2) ica, icb, icc are the output compensation current of APF,
3) iLa, iLb, iLc are load current, where L and R are the filter inductance and equivalent resistance,
4) C is DC side capacitance, which stores energy for bidirectional flow of APF, and grid energy, for Udc of the DC voltage, holds stability.
[image: Figure 2]FIGURE 2 | Three-phase parallel APF structure diagram.
Three groups of switches Sx∈{Sa,Sb,Sc} are defined as two states: on and off. In addition, dead zone protection is added to the output switch. These switches are defined as Eq. 1.
[image: image]
The vector composed of Sx in different switching states of three-phase two-level APF, by applying the complex Clark transformation 1–8 for eight possible switch configurations, the voltage vectors are be shown in Figure 3.
[image: Figure 3]FIGURE 3 | Two-level parallel APF switch vector in the complex α-β frame.
Calculation of Harmonic Reference Current
First of all, only when the standard harmonic current is detected, the APF can work normally, there are many kinds of harmonic detection methods, at present, the most widely used method is the ip-iq method proposed by Akagi et al. (1984) and Xiong et al. (2020). Besides, PI is used to control the DC side capacitor voltage of APF, the compensation part is injected to keep the energy interaction between the AC and DC sides and stabilize the voltage reference value (Xie et al., 2011). The principle is shown in Figure 4, it has good dynamic performance and tracking performance.
[image: Figure 4]FIGURE 4 | ip-iq method for harmonic detection.
The detected three-phase harmonics iah, ibh and ich are taken as reference values where Xref = [iah;ibh;ich]. In the harmonic detection link, there is a period delay from current detection to harmonic calculation, so it cannot be used as the reference value of the predicted value at the next moment. The reference value can be predicted by Lagrange interpolation Eq. 2. In order to reduce the amount of computation, the low order interpolation method is adopted in this paper
[image: image]
Mathematical Model of Three-Phase APF
In the three-phase static coordinate system, assuming the three-phase symmetry, according to Kirchhoff’s current law, the dynamic Eq. 3 can be obtained, where uca,ucb, and ucc are the output voltage of APF.
[image: image]
Equation 4 can be obtained by discretizing a-phase in Eq. 3:
[image: image]
Traditional FCS-MPC
The principle of FCS-MPC is shown in Figure 5 (Aguirre et al., 2018).
[image: Figure 5]FIGURE 5 | FCS-MPC principal diagram.
In FCS-MPC, 8 switch vectors shown in Figure 3 are cycled in turn, these 8 states represent the 8 outputs of APF, which are substituted into the mathematical model to predict the output at the next moment. Therefore, parameter matching is particularly important. Tracking harmonics in a three-phase coordinate system will produce the accumulated error, in order to better follow the detected harmonics, cost function is established in the α-β coordinate system, shown in Eq. 5. The minimum switching state of the cost function is solved, APF is controlled by modulation signals generated by FCS-MPC (Aguirre et al., 2018).
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Q is the coefficient of the tracking harmonic reference in the a-β coordinate system, hlim is the limiting amplitude of predicted output value, such as Eq. 8, s is the number of switch changes in the period, and γi is its weighting factor.
[image: image]
Traditional CCS-MPC
As shown in Figure 6, the principle of CCS-MPC is to solve the optimization problem and apply the optimal control input to the system. The most significant advantage is considering the multi-objective and constraint problems, and through PWM modulation, achieve fixed switching frequency.
[image: Figure 6]FIGURE 6 | CCS-MPC principal diagram.
According to Eq. 3, let the state variable be x = [iα; iβ], input is u = [eα-ucα; eβ-ucβ], therefore, the state-space model of three-phase two-level APF in α-β coordinate can be obtained:
[image: image]
[image: image]
The continuous system (Eq. 9) is discretized:
[image: image]
[image: image]
The Euclidean norm produces an over proportional cost (in powers of two) compared to the 1-norm, giving a higher penalization of more considerable errors than smaller ones. It can be used to control variables closer to the reference and reduce the ripple amplitude. First, the prediction horizon is set as Np, the control horizon is set as Nc, and the weight factor of each state quantity is Qe. Simultaneously, to hope that the control action is not too large, the constraint on the control quantity is added, and the weight factor is R. Through proof in the Supplementary Appendix, it can establish the cost function Eq. 13.
[image: image]
One of the essential characteristics of MPC is that it can consider the constraints in the optimization process. When APF works, it does not violate the system characteristics, so the cost function is transformed into a constrained quadratic programming (QP) problem.
[image: image]
The above minimization problem is equivalent to solve a convex quadratic programming problem, in this paper, the interior point method is used to solve quadratic programming problems. The algorithm’s purpose is to find a feasible descent direction from the interior point in a feasible region so that the interior point moves along this direction, reducing the value of the cost function. The interior point method is practical and has low complexity, which is one of the core algorithms to solve the QP problem.
PE IN MPC DUE TO MODEL PM
Manufacture, service, and life of converter, these will inevitably affect the control effect because of the parameter error. In the PE analysis of FCS-MPC, this paper adopts the same analysis method as Young et al. (2016). In the parameter estimation and sensitivity analysis, the assumption that load and load parameters change simultaneously is balanced.
Meanwhile, to analyze the effectiveness of CCS-MPC control performance for actual parameter mismatch or disturbance, the inductance and resistance analysis in Young et al. (2016) is also used to analyze the load resistance value R and load inductance value L, the impact of their changes on prediction error. Different disturbances are added to the load resistance, and inductance, Ro = R + Rd, Lo = L + Ld, R and L are the actual parameters, Rd and Ld are the disturbances.
PE in FCS-MPC
In FCS-MPC, the output prediction value under PM will affect the judgment of cost function, which will lead to a non-optimal switch vector state is selected, thus affecting the actual control effect. In this paper, after adding the mismatch factors, Ro = R + Rd, Ro = R + Rd, the new prediction method is Young et al. (2016),
[image: image]
ip (k+1) is the prediction value of the next time after the Euler difference, and Ts is sample time. In this paper, a one-step prediction is used. To analyze the prediction error value under the influence, we have this definition:
[image: image]
Substituting (Eqs 3, 15) into (Eq. 16), ie can be obtained:
[image: image]
The prediction error can be calculated by Eq. 17. It can be found Eq. 17 that the error value depends not only on the resistance and inductance value but also on the current i(k), the grid voltage e(k), and the output value u(k) of APF. It is worth noting that if there is an error in the current prediction, it will accumulate to the next time. In a small sampling period, the grid voltage e(k) remains unchanged, and u(k) depends on one of the seven predictive output switching states of FCS-MPC. In this paper, the control variable method is used to take the switching state of a particular combination. For the convenience of analysis, the output is assumed to be a zero-vector. The PE caused by current and APF output voltage has been discussed in Young et al. (2016). under the parameter (Ts = 0.0001, R = 2 W, L = 2 mH), as shown in Figure 7, the sensitivity of the absolute error value is determined when the resistance value and inductance value do not match. It can be found that the inductance value mismatch has a more significant influence on the absolute value of the predicted current error than the mismatch of the resistance value; When parameters match, |ie| = 0; When the resistance value is underestimated, it has more influence on PE than when it is overestimated. Besides, we can find that the error caused by overestimation of inductance is smaller than that caused by underestimation, and the distribution is asymmetric.
[image: Figure 7]FIGURE 7 | The PE in FCS-MPC.
PE in CCS-MPC
This section is compared with FCS-MPC, CCS-MPC does not need to establish a particular cost function, its constraints and control objectives are included in its cost function, but the control of APF needs PWM modulation first. In CCS-MPC, U is obtained by solving the cost function, and APF is controlled to compensate for the harmonic current of the power grid. The solution of U is based on the solution of the QP problem, so the change of parameters will affect the discrete state-space model and the predicted value for the future. In calculating ip (k + Np) iteratively, errors will accumulate, which will eventually affect the result, and may not be the optimal modulation voltage. In order to analyze the influence of parameter mismatch on the control effect of CCS-MPC, a state space model with disturbance is established:
[image: image]
where
[image: image]
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After the state matrix changes, the error value is obtained by Supplementary Appendix.
[image: image]
Let the prediction horizon Np = 10 and the control horizon Nc = 4, for the convenience of analysis, set the initial current value i (k|k) = 20 A, u (k) = 100 in the control horizon. Figure 8 shows the PE value by the terminal when the resistance and inductance values do not match. In other words, this error is the result of increasing at the time stamp k + p with the prediction horizon, it is shown in the Supplementary Appendix.
[image: Figure 8]FIGURE 8 | The terminal PE in CCS-MPC.
Different from FCS-MPC, because of the characteristic of CCS-MPC, the error is superposition, the influence of load error on the error is also different. when Ro/R = 1, Lo/L = 1, the PE = 0; When Ro/R < 1 and Lo/L < 1, the PE is more sensitive and has a more significant impact on the results; compared with the change of resistance, the change of inductance has more PE; When Ro/R > 1 and Lo/L > 1, the error value has a lower influence on the prediction results and has asymmetry. Therefore, in practice, when the load parameters are overestimated or underestimated in the mathematical model, especially the inductance value, the control effect will be greatly affected.
CCS-MPC of APF needs to solve the QP problem, The first group of control sequences is applied to APF after PWM is applied. To compare the PE value of the grid current after the output of PM with APF, the first group of control sequences u is obtained in this paper should be substituted into the APF mathematical model. Meaning, the compensated grid current value at the next moment and the error value is defined as:
[image: image]
After the PM is introduced, the QP problem is solved respectively, and the relationship in Figure 8 can be obtained with mismatched inductance and resistance values.
uQP is the first group of solved control sequences, that is, the input applied to APF. CCS-MPC and FCS-MPC have the same characteristics of asymmetric distribution of resistance and inductance sensitivity, because CCS-MPC can deal with multiple constraints, it will also have a certain impact on the error. This paper analyzes the error under different conditions.
In different reference and state, when the parameters do not match, we will establish different state matrix and input matrix by substituting different inductance and resistance values. Through the Supplementary Appendix to solve the control sequence, the first group of control sequence is applied to the discrete state space equation, and their next time prediction values are obtained, respectively. By subtracting them, we get the prediction error in Figure 9:
1) Compared with the terminal error in Figure 8, PE value is smaller, because it is solved in the entire prediction horizon.
2) There is a correlation between PE and input, when the input reaches the limit, PE will increase significantly.
3) When the input is in the limited range, PE can keep a specific constant value.
4) It should be noted that when the state value is different, the influence caused by resistance and inductance will also change.
5) The results of CCS-MPC are mainly affected by the change of resistance value, which is related to the coefficient of input matrix R.
[image: Figure 9]FIGURE 9 | The PE and first group control value in CCS-MPC.
Steady State Performance Under State Value and Reference Value Change
This section focuses on the influence of PM on prediction error and control effect under different reference values and current state values. In this section, the control variable method is used to analyze the influence of Ro/R and Lo/L on PE, the possible result when the state value or the reference value changes. The performance of FCS-MPC has been analyzed in Young et al. (2016). This section mainly analyzes the steady-state performance of CCS-MPC.
In Figure 10, it is different from the published work, we analyzed the sensitivity of parameter mismatch when the state value changes, as in Figure 9, we set the parameters and reference values to be variation, and the changes of inductance value and resistance value are discussed respectively:
1) The closer the reference value is to the value of state, the smaller the PE is, and near it, the PE is close to zero.
2) When the resistance value is constant and Lo/L < 1, the change of PE is more sensitive than the inductance value is overestimated. If Lo/L = 1, PE is equal to zero.
3) When Lo/L = 1, The change of PE is affected by the mismatching of resistance parameters. PE increases near the iref (k|k) = 0.
4) The larger the gap between the state value and the reference value, the larger the PE.
[image: Figure 10]FIGURE 10 | Steady-state performance change with reference change.
For CCS-MPC, the cost function contains the reference value in the whole prediction horizon, so the reference value will affect the generation of control sequence and cause prediction error, which will be found in the Supplementary Appendix. Figure 11 shows that when the reference variables remain unchanged, the influence of the change of reference value on PE is analyzed, and the changes of inductance value and resistance value are discussed respectively:
1) PE is small when the state value is close to the reference value.
2) When the Ro/R = 1 and Lo/L < 1, the change of PE is more sensitive than when the value is overestimated; If Lo/L = 1, PE is equal to 0.
3) When Lo/L = 1, PE increases rapidly with the underestimation of resistance. PE increases near the i (k|k) = 0.
4) The larger the difference between the reference value and the state value, the larger PE.
[image: Figure 11]FIGURE 11 | Steady-state Performance change with state change.
SIMULATION RESULTS AND ANALYSIS
In this section, simulation results verify the performance of CCS-MPC and FCS-MPC on PM, the MATLAB/Simulink model is established, and their results are compared. The simulation parameters are shown in Table 1.
TABLE 1 | Simulation model parameters.
[image: Table 1]Performance of APF
According to the above parameters, in the APF system, the load adopts a three-phase uncontrollable rectifier circuit to verify the above analysis results in SIMULINK. The dynamic performance of predictive control abruptly changes the load value from 8 to 4 Ω in 0.2 s, verifying the dynamic performance of predictive control. As shown in Figure 12, (A) describes the three-phase voltage of the APF system, and (B) describes the uncompensated three-phase load current. Due to the influence of nonlinear load, the load current is distorted, (C) is the three-phase harmonics detected by Section Calculation of Harmonic Reference Current, and (D) describes the THD of the distorted load current. At 0.17 s, THD is 16.48%, and the main harmonic is the 5th, 7th, 11th, 13th, 17th, and 19th harmonics.
[image: Figure 12]FIGURE 12 | Performance of APF under nonlinear load.
Steady State and Dynamic State Performance Under Change of Inductance Value
Figure 13 shows the load and reference currents after harmonic compensation with FCS-MPC when Ro/R = 1 and Lo/L are 0.25, 1, and 1.75, respectively. (A): The results show that PM will increase the steady-state error of FCS-MPC when the inductance is seriously underestimated, the current waveform is worse than (B,C). The follow-up of the harmonic reference value is also poor, confirming the above analyzes on PE when the inductance value is underestimated. (B) describes the case of no error in inductance and resistance values, the effect of three-phase compensation is improved, and it also has good follow-up when the load changes suddenly. In (C), the inductance value is overestimated, so the compensated current waveform is close to (B), and the control effect is slightly worse than (B).
[image: Figure 13]FIGURE 13 | Transient response with FCS-MPC under load inductance modeling error.
Figure 14 shows the load and reference currents after harmonic compensation with CCS-MPC when Ro/R = 1 and Lo/L are 0.25, 1, and 1.75, respectively. Under the same conditions, the control effect of CCS-MPC is better than that of FSC-MPC. When the inductance is underestimated, steady-state error (SSE) is smaller than that of FCS-MPC; The dynamic performance improves attributed to CCS-MPC controlling in the multiple time horizon in the future. However, from the following effect, in (A), the dynamic effect is worse than (C), verifying that when the resistance value is underestimated, the influence on the control effect is greater; At the same time, it can be found that the performance is the best when parameter matching does not occur.
[image: Figure 14]FIGURE 14 | Transient response with CCS-MPC under load inductance modeling error.
Steady State and Dynamic State Performance Under Change of Resistance Value
Figure 15 shows the load current and reference current following harmonic compensation with FCS-MPC when Lo/L = 1 and Ro/R are 0.25, 1, and 1.75. Compared with Figure 14, in the same case, When the resistance value is underestimated, the effect on the steady state error is not as great as when the inductance value is underestimated. Compared with (A,B), the steady-state error caused by the mismatch of the resistance value is larger, but it smaller than that caused by the mismatch of inductance value.
[image: Figure 15]FIGURE 15 | Transient response with FCS-MPC under load resistance modeling error.
Changes of THD During PM
Figure 16 shows the load and reference currents after harmonic compensation with CCS-MPC when Lo/L = 1 and Ro/R are 0.25, 1, and 1.75, respectively. Compared with Figure 15, under the same conditions, its dynamic performance is better when the parameters do not match. However, when a large gap occurs between the reference value and the state value, it may still cause a large tracking error, the reason is that the gap between them will increase the objective function. In CCS-MPC, the dynamic performance is slightly worse when the resistance is overestimated, this result is consistent with the analysis in the previous section.
[image: Figure 16]FIGURE 16 | Transient response with CCS-MPC under load resistance modeling error.
FCS-MPC has no modulation control, the switching frequency varies according to load conditions, they are difficult to compare fairly. In order to make a fair simulation comparison, the THD of the two methods is consistent when the load does not change.
As shown in Figure 17, in order to better compare the performance between two control methods, the THD harmonic compensation results under different mismatches degrees are analyzed, which are consistent with the above analysis results.
1) Lo/L= Ro/R = 0.25, that is, when the resistance is underestimated, FCS-MPC causes the more significant error because of in a short time domain, the results cannot be optimized. The THD with FCS-MPC also decreases with the decreases of load.
2) We can see from Figure 16 that the dynamic performance of CCS-MPC is obviously better.
3) When the parameters are underestimated, the error caused by CCS-MPC is smaller than that caused by FCS-MPC.
4) After stabilization, the steady-state performance of FCS-MPC is better, which is related to its short time horizon control.
5) In general, CCS-MPC has high fault tolerance when parameters and load are easy to change with the environment, and FCS-MPC has better performance under stable conditions.
[image: Figure 17]FIGURE 17 | Changes of THD with two methods.
Significantly, the actual control effect is affected by other conditions. Although CCS-MPC has good performance when the PM and the load change, and it can add constraints to the system input and state, the actual control effect is also affected by other control parameters, such as prediction horizon Np, horizon Nc, state; input constraints, and weight factors, it is not easy to get the optimal parameters among these factors. In addition, it should be noted that the factor of the weight matrix can also be changed to reduce the error accumulation in the future time horizon. FCS-MPC shows good performance in a stable condition, which also has a great relationship with the processor performance and sampling time Ts, moreover, it can also improve the control effect by multi-step prediction or optimizing the cost function. For the application of predictive current control in converter field, according to the above analysis, the value of the load current will affect the control effect. Secondly, the reference value and the current state value will also significantly impact the control effect. At different levels of the power grid, the two methods may have different control effects, which can be further analyzed in the future.
CONCLUSION
This paper focuses on the two popular MPC methods of three-phase APF, FCS-MPC, and CCS-MPC, and analyzes their inductance and resistance values when they are not matched. And then analyzes the influence of the current state and harmonic reference value. The analysis and results show that for the two control methods, the error caused by underestimating inductance value is greater than that caused by overestimating, and the control effect is also significantly affected. Compared with inductance mismatch, the error caused by resistance mismatch is smaller and approximately symmetrical. Regarding the influence on the results, the mismatch of inductors is dominant, so more accurate inductance values are needed in the actual industrial environment. The analysis in Section Steady State and Dynamic State Performance Under Change of Inductance Value also relates to the power grid level and the nonlinear load size, different reference values and state values will have a particular impact on the prediction results. Finally, the control method also needs to consider the load fluctuation.
After the analysis in this paper, the results show that CCS-MPC has a better control effect and dynamic performance, and the influence of PM is relatively tiny. But when the system is stable, THD is lower with FCS-MPC. In different situations, the selection of different MPC methods can improve the performance of APF, and the asymmetry of load parameter changes can help determine which MPC method APF should use in different situations. In published studies, parameter identification and observer setting are effective solutions, they can effectively improve the sensitivity of MPC in parameter changes. In the future, the discussion at the end of the fourth section, which is worthy of attention in the following research.
Detailed simulation results are provided in this paper. However, the lack of experimental research makes the persuasion of this paper limited. As for the comparison of CCS-MPC and FCS-MPC in design and experiment, some simulations or experiments given in the published papers can provide some reference for readers (Aguilera et al., 2013; Bordons and Montero, 2015; Young et al., 2016; Ahmed et al., 2018; Wendel et al., 2018; Karamanakos and Geyer, 2019).
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With the continuous growth in the amount of wind power accessed by the AC grid, the impact of the grid connection of wind-power generators with the power system has gradually increased. In this study, the subsynchronous oscillation of a synchronous generator (SG) shaft caused by the integration of direct-drive permanent-magnet synchronous generators (PMSGs) was investigated. The mechanism governing the effect of the connection strength between the PMSG and AC power system on the stability of the generator shaft system was analyzed based on the complex torque coefficient method. When the connection strength between the PMSG and AC power system weakens, the same voltage variation that occurs at the point of common coupling of the PMSG stimulates more intense power fluctuations in the PMSG, and the electrical damping injected by the PMSG into the SG increases considerably. This may cause the oscillation mode dominated by the generator shaft system to move to the right half of the complex plane, thereby reducing the stability of the generator shaft system. In addition, the evaluation process of the influence of the PMSG on the SG shaft system was summarized, and the proposed method can determine the stability of the AC power system after the integration of the PMSG. Finally, the effectiveness of the proposed method was validated via study cases, and conclusions were drawn. This method is expected to serve as a useful tool for the risk assessment of subsynchronous oscillations in wind farms.
Keywords: permanent-magnet wind-power generator, complex torque coefficient method, shaft system, synchronous generator, small-signal stability
INTRODUCTION
Wind power is a clean and renewable energy source that has the potential to be harnessed on a large scale. Hence, wind-power generators have been developed rapidly in recent years (Zhang et al., 2021; Liu et al., 2021). However, the dynamics of AC power systems are also considerably affected by the large-scale integration of wind-power generators. The dynamic interaction between wind power and the AC grid can result in oscillation instability in the power system (Xiong and Zhuo, 2013; Xiong et al., 2020; Du et al., 2021). On July 1, 2015, subsynchronous oscillations (SSOs) occurred in a wind farm containing direct-drive permanent-magnet synchronous generators (PMSGs) in Xinjiang Uygur Autonomous Region, China, and the SSOs spread to a thermal power plant located 300 km away from the wind farm, causing three synchronous generators (SGs) to be cut off to ensure torsional vibration protection and resulting in a power loss of 1280 MW (Xie et al., 2017). In order to solve the off-grid accident caused by subsynchronous oscillations, A lot of research has been done from different ways Zhou et al. (2021).
Nasiri and Hansen et al. conducted research on improving system stability from the perspective of improving the low voltage ride through (LVRT) capability of PMSGs. Nasir et al. (2015) summarized performances of different LVRT capability enhancement methods and use of some LVRT capability enhancement methods in PMSG based wind turbine which are applied in other kind of wind power generators. The enhancement methods were compared by simulation analysis, which laid a good foundation for the determination of the future research direction. Nasiri and Mohammadi (2016) presents solutions by improve back-to-back converter’s controllers and limit active power to maintain the peak current of the grid side inverter in a safe range during different asymmetrical grid faults. This study improves the stability of the grid side converter when asymmetric faults occur and provides a new idea for the stable operation of the power system. Hansen and Michalke (2009) presented a control strategy which enhances the LVRT capability of wind turbines during grid faults. These beneficial studies improve the LVRT capability of wind turbines and play an important role in the stable operation of wind farms in the case of faults.
At the same time, the influence of large-scale wind power access on the stability of synchronous generator shaft in AC power system has been studied from the perspective of mechanism analysis. Zhang et al. (2018) studied the impact of PMSGs on the oscillation stability of a power system based on an impedance model and found that a PMSG behaves as a negative resistor at the SSO frequency when the parameters of the converter control system are set improperly. Based on open-loop modal resonance, Du et al. (2017b) explained the reasons for the generation of SSOs, which were induced by the improper setting of the parameters of the converter control systems of the PMSG. That is, an inappropriate set of control parameters can cause an open-loop oscillation mode (OLOM) of the PMSG to move toward an OLOM of the SG shaft, thus resulting in a reduction in the damping of the closed-loop oscillation mode of the SG shaft. In addition to an improper set of control parameters, a weak grid connection is another key factor affecting the oscillation stability of a PMSG-integrated power system. Case studies conducted by Jiang et al. (2000) showed that the oscillation mode of the phase-locked loop (PLL) or direct-current capacitor voltage control outer loop (DCVL) can move toward the right half of the complex plane as the grid connection weakens. Alawasa et al. (2013) studied the SSO incident that occurred in Xinjiang and found that a weak grid connection caused by a PMSG wind farm is one of the decisive factors governing the SSO of a non-series-compensated power system. Furthermore, Dong et al. (2017) demonstrated that as the short circuit ratio (SCR) decreases, some specific SSO modes of the PMSG wind farm can move to the right of the complex plane, and when the SSO modes are close to the oscillation modes of the SG shaft, subsynchronous torsional excitation can occur. However, current studies have only confirmed that a weak grid connection can deteriorate the stability of the power system under specific scenarios, and general conclusions on the amplification effect of a weak grid connection on the dynamic interaction between the wind farm and AC power system still need to be drawn (Du et al., 2019b).
The methods used to analyze the SSO of wind-power-integrated systems include mode analysis and frequency domain analysis (Piyasinghe et al., 2014; Fu et al., 2021a; Fu et al., 2021b). When studying the SSO of a multimachine power system induced by the integration of wind-power generators using mode analysis, the wind farm and multimachine power system should be considered as a combined entity and the stability of the system should be judged according to the eigenvalues of the closed-loop state-space matrix of the combined entity. The results obtained using mode analysis have high accuracy. However, the computational burden is high when a large number of wind turbine generators (WTGs) and SGs are present in the system. In addition, the results can only provide conclusions pertaining to stability judgment and cannot reveal the mechanism behind the instability caused by the integration of wind-power generators. Frequency domain analysis includes impedance-model-based analysis and the complex torque coefficient method, which reveal the mechanism of the SSO in terms of negative resistance and negative damping, respectively, with a clear physical meaning. However, both the methods only provide sufficient nonessential conditions for the stability of the system, and thus, the stability judgment can be conservative. In the SSO analysis based on the complex torque coefficient method, the researched system is divided into two subsystems: a mechanical subsystem and an electrical subsystem. The stability of the system can be assessed according to the sum of the real parts of two equivalent coefficients obtained by calculating the equivalent mechanical torque coefficient and equivalent electromagnetic torque coefficient at a certain torsional vibration frequency. If the sum is greater than zero, the torsional mode can be determined to be stable (Canay, 1982). In recent years, the complex torque coefficient method has been used in the SSO analysis of wind-farm-integrated power systems owing to its advantages, i.e., simplicity of establishing the theoretical model and the ability to reflect the damping and frequency characteristics of the mechanical and electrical subsystems in the SSO frequency band (Gao et al., 2015; Du et al., 2019a). Considering the limitations of the traditional complex torque coefficient method in the stability analysis of a multimachine power system (Xu, 2000), an improved complex torque coefficient method is proposed in this paper by combining the frequency domain analysis and mode analysis. Wang et al. (2021) proposed an improved complex torque coefficient method, which combined frequency domain analysis with mode analysis, to analyze the dynamic interaction between the fan and generator from the perspective of the damping mechanism. However, this study did not analyze the influence of line parameter variations of AC systems on the dynamic interaction between grid-connected wind farms and multigenerator power systems. In view of the possible amplification effect of line parameter variations on the dynamic interaction, it is necessary to carry out research on the influence of the connection strength on AC system parameters to clarify the physical meaning of the SSO of the synchronous shaft system caused by multiple wind-farm grid connections. In the present study, an index to evaluate the stability of SSO was established under the condition of a weak connection of a wind farm to a power grid, and the mechanism of SSO caused by the weak connection was revealed. The results of this study are expected to serve as a theoretical basis for subsequent measures undertaken to suppress SSO.
The remainder of this paper is organized as follows. In the next section, the linearized state-space model of a multimachine power system with multiple integrated PMSGs is presented. In Section Stability Criterion for Multiple-Wind-Farm-Integrated Power System Based on Improved Complex Torque Coefficient Method, methods and indicators based on the improved complex torque coefficient method are proposed to evaluate the risk of SSO of the shaft of the multimachine power system considering the impact of the integration of PMSG wind farms. In addition, the mechanism of the shaft oscillation of the multimachine power system caused by the PMSG wind farm under a weak grid connection is revealed. Section Study Cases presents the demonstration of the effectiveness of the proposed method via study cases and the analysis of the interaction process between multiple wind farms and a multimachine power system. The final section summarizes the conclusions of the study.
LINEARIZED STATE-SPACE MODEL OF MULTIMACHINE POWER SYSTEM WITH MULTIPLE INTEGRATED PERMANENT-MAGNET SYNCHRONOUS GENERATORS
Figure 1 shows the configuration of a power system with multiple integrated PMSGs. In the figure, [image: image] denotes the reactance of the line connecting the kth PMSG to the power system. There are three dynamic links of PMSGs: internal and external loop controller dynamics, PLL dynamics, and connected circuit dynamics. Wang et al. (2021) and Du et al. (2021) built a model for these dynamics (see Supplementary Appendix for details). By integrating the dynamic process of the internal and external loop control of the network-side voltage source converter (VSC) and the dynamic process of its PLL, the block diagram of its transfer function can be obtained, as shown in Figure 2.
[image: Figure 1]FIGURE 1 | Configuration of power system with multiple integrated PMSGs (MSC: machine-side converter; GSC: grid-side converter).
[image: Figure 2]FIGURE 2 | Diagram showing dynamic process of GSC of kth PMSG considering PLL.
According to Figure 2, the transfer function of the internal and external loop control dynamics, PLL dynamics, and connected circuit dynamics of the network-side VSC can be considered as shown in Eq. 1.
From Figure 2, the transfer function of the grid-side converter (GSC) considering the dynamics of the PLL and the connecting line can be obtained as
[image: image]
Let us denote
[image: image]
From (1), the relationship between the output power and terminal voltage of the PMSG is
[image: image]
where.
[image: image]
From (3), it can be seen that under a certain frequency, as XL increases from 0, FX (s) increases from 1, causing stronger power fluctuations under the same voltage fluctuation ΔVxy. In particular, when the denominator of FX (s) approaches 0, ΔPk and ΔQk approach infinity, which can result in the loss of the stability of the system. Thus, an increase in XL can increase the intensity of the dynamic interaction between the grid-connected PMSG wind farm and the AC power system and may affect the stability of the wind-farm-integrated power system. Therefore, FX (s) can reflect the impact of the change in XL on the dynamic response strength of the PMSG and the effect of the PMSG on the stability of the power system after being connected to the grid. To further study the relationship between XL and the stability of the PMSG-integrated power system, FX (s) is considered separately, and the transfer function of the kth PMSG can be written as
[image: image]
where [image: image]. [image: image] and [image: image] can be obtained based on Eqs. 1–3.
Based on (4), the transfer functions of N PMSGs can be written as
[image: image]
where ΔVw = [ΔV1 ΔV2 ··· ΔVn]T, ΔPw = [ΔP1 ΔP2 ··· ΔPn]T, and ΔQw = [ΔQ1 ΔQ2 ··· ΔQn]T.
Referring to the mathematical model of the multiple-PMSG system and taking ΔPw and ΔQw as inputs and ΔVw as the output, the state-space model of the multimachine power system can be written as
[image: image]
where ΔXs is the vector of the state variables of the multimachine power system and As is the linearized state-space matrix of the system. BP, BQ, Cs, DP and DQ are coefficient matrices. By performing Laplace transform in (6), the open-loop transfer function of the multimachine power system can be obtained as
[image: image]
The characteristic equation of the multimachine power system with multiple integrated PMSGs can be established from Eqs. 5–7. To derive the analytical expression for the complex torque coefficient of the SG shaft, the SGs in the multimachine power system are further divided into two interconnected open-loop subsystems: the electrical and mechanical subsystems. The output and input of the mechanical subsystem are the vector of the rotor angular displacement increments of the SGs in the system, Δδ = [Δδ1 Δδ2 ··· Δδn]T and the vector of the torque increments of the SGs ΔT = [ΔT1 ΔT2 ··· ΔTn]T, respectively. Each of the elements in ΔT is constituted by the superposition of the corresponding items of the torque column vectors ΔTe, ΔTwP, and ΔTwQ, where ΔTe = [ΔTe1 ΔTe2 ··· ΔTen]T is the torque vector of the electromagnetic torque change of each SG caused by the internal electrical quantity of the SGs and
[image: image]
where ΔTwP and ΔTwQ are the torque vectors corresponding to the torques supplied by the active and reactive power injected by the h wind farms, respectively. Then, the state-space model of the mechanical subsystem of the multimachine power system can be obtained as
[image: image]
where ΔXm is the vector of the state variables of the shafts of the SGs. Am, Bm, and Cm are the state-space matrix, input matrix, and output matrix, respectively.
The input and output of the electrical subsystem are Δδ and ΔT, respectively, and the corresponding state-space model is
[image: image]
where ΔXe is the vector of the electrical parts of the SGs and the external system. Ae, Be, and Ce are the state-space matrix, input matrix, and output matrix, respectively.
According to (9) and (10), the transfer functions of the mechanical and electrical subsystems are
[image: image]
Thus, the closed-loop interconnected mode of the mechanical and electrical subsystems of the multimachine power system with N integrated PMSGs can be obtained as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Closed-loop interconnected mode of mechanical and electrical subsystems of power system with N integrated PMSGs.
The model shown in Figure 3 and expressed in (11) is the basis for the study of the stability criterion based on the improved complex torque coefficient method for a multiple-PMSG-integrated power system.
STABILITY CRITERION FOR MULTIPLE-WIND-FARM-INTEGRATED POWER SYSTEM BASED ON IMPROVED COMPLEX TORQUE COEFFICIENT METHOD
Decomposition of Multimachine Power System
To obtain the damping torque coefficients of the N PMSGs fed into each SG according to the definition of the complex torque coefficient method, the electromagnetic torque increment of each SG in the AC power system should be expressed according to the rotor angular displacement increment (or angular velocity increment) as in the case of a linear relationship (Canay, 1982). Because the power angle characteristic of any SG in a multimachine power system is a multivariable function of the relative rotor angle between an SG and the other SGs, the input torque increment of the mechanical subsystem of each SG cannot be directly expressed as the linear combination of its rotor angular displacement increment and angular velocity increment (Xu, 2000). Therefore, the transfer functions in (11) should be organized further.
First, the shaft of the SG under study can be decoupled and the torsional vibration mode of the shaft under study can be separately expressed, as described by Ni et al. (2002). There are N-1 subsynchronous torsional vibration modes and one rigid-body resonant low-frequency mode in the N-mass shaft system, where the common mode usually behaves as a low-frequency oscillation mode and can be ignored. Assuming that the kth SG in the system has shaft torsional vibration modes, the shaft system can be transformed into lk equivalent rotors with decoupled modes. Each equivalent rotor contains only one independent mode, and the external torque ΔTk is uniformly added to each equivalent rotor.
The superscript (m) denotes the decoupling mode, and the decoupling equivalent rotor angular displacement vector of the shaft system of the kth SG can be obtained as [image: image]. The sum of the elements in the vector [image: image] is equal to the actual small-signal increment of the rotor angular displacement Δδk. When the ith torsional vibration mode λki appears in the system, the rotor angular displacement of the equivalent mass of the other decoupling modes is approximately 0, that is, [image: image]. Then, the shaft decoupling equation corresponding to the torsional vibration mode λki is
[image: image]
where [image: image], [image: image], and [image: image] are the decoupling inertia time constant, decoupling damping coefficient, and decoupling elastic coefficient corresponding to λki, respectively.
Combining (7) and (12), the decomposed representation of the state-space model of the AC system can be expressed as
[image: image]
where ΔXe is the vector of the state variables in ΔXs except Δδk and Δωk, and the matrices before the state variable vectors and input and output vectors are the corresponding coefficient matrices.
Then, the closed-loop interconnected system model of the multiple-PMSG-integrated power system corresponding to the shaft oscillation mode λki after the decoupling of the shaft systems of the SGs can be obtained, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Interconnected multimachine power system with multiple integrated PMSGs.
Calculation of Damping Torque
From Figure 4, it can be seen that the electromagnetic torque fed into the kth SG in the AC power system consists of three parts:
[image: image]
As indicated in Figure 5, the effect of the torques of the N PMSGs on the ith shaft oscillation mode of the kth SG can be divided into two parts. One part is directly applied to the rotor of the SG via the output active and reactive power ΔPw and ΔQw of the multiple PMSGs, i.e., the last two terms in (14). The other part acts on Tk via the influence of ΔPw and ΔQw on the rest of the state variables of the SGs in the system; this part is included in the first term in (14). To reflect the interaction between the SGs and PMSGs, the sum of the second part is denoted as ΔTwk.
[image: image]
[image: Figure 5]FIGURE 5 | Participation factors of λ1: (A) participation factors of three SGs and two wind farms to λ1 and (B) participation factors of PMSGs in wind farm one to λ1.
Then, the transfer functions from ΔPw to ΔTwkP and ΔQw to ΔTwkQ, i.e., GPk(s) and GQk(s), can be obtained as
[image: image]
GPk(s) is a row vector corresponding to the N elements in the column vector ΔPw, and GQk(s) is a row vector corresponding to the N elements in the column vector ΔQw. Substituting (16) into the linearization state equation of the PMSGs expressed in (7), the relationship between the input variables of the PMSGs and the feed electromagnetic torque ΔTwk of the kth SG can be derived as
[image: image]
As derived by Du et al. (2016), for the ith shaft oscillation mode λki of the kth SG, the transfer function GUk from the angular velocity variable of the SG Δωk to the terminal voltages of the h wind farms [image: image] can be expressed as
[image: image]
where [image: image] is the vector of all the eigenvectors of ΔXs, υk is the eigenvector corresponding to Δωk, and GUk is the vector of the transfer functions corresponding to the elements in the input vector [image: image]. Combining (17) and (18), the transfer function corresponding to the oscillation mode λki between the increment of the electromagnetic torque injected by the PMSGs to the kth SG ΔTwk and the angular velocity increment Δωk can be obtained as
[image: image]
The real part of Gwk (λki) is the electrical damping torque coefficient injected by the PMSGs to the kth SG and is denoted as Dwk. From (19), it can be seen that Gwk(λki) is proportional to [image: image]. When a wind farm is connected to the grid through a long-distance transmission line, [image: image] is proportional to [image: image]; hence, the increase in line reactance will result in an increase in Gwk(λki) and the electrical damping torque coefficient injected by the PMSGs into the kth SG.
Stability Criterion
We denote the ith shaft oscillation mode of the kth SG before the N PMSGs are connected to the grid as λki0, which can be obtained through the eigenvalue analysis of As. After the N PMSGs are connected to the grid, the damping torque coefficient Dwk injected into the AC system by the N PMSGs can be used to characterize the dynamic interactions between the shaft system of the kth SG and the N PMSGs. The sensitivity of λki to Dwk can be defined as
[image: image]
Then, the subsynchronous dynamic interaction index can be obtained as
[image: image]
From this, the vibration mode of the shaft system of the multimachine power system after the N PMSGs are integrated can be calculated as
[image: image]
From (3) and (21), it can be seen that when [image: image] increases from 0, FX (λki) increases from 1, resulting in the same change in ΔVw and stimulating more intense power fluctuations. If the electrical damping torque coefficient injected into the SGs by the N PMSGs increases considerably, the grid connection of the PMSGs can have a considerable impact on the ith shaft oscillation mode of the kth synchronous machine. If the sensitivity Ski is positive at this time, the increase in the damping torque coefficient will cause the eigenvalue to move to the right half of the complex plane, reducing the stability of the SG shaft system. This explains the mechanism of the shaft oscillation caused by the weak grid connection; that is, the wind farm can provide a large damping torque coefficient to the shaft system of the SG under a weak grid connection, which can reduce the stability of the system. When the real part of Δλki is greater than the real part of the original oscillation mode, oscillation instability will occur.
The process to evaluate the risk of the SSO of the shaft system of the SGs in an AC power system with N integrated PMSGs by the improved complex torque coefficient method can be summarized as follows:
1) Establish the mechanical–electrical coupling model of the AC power system with N integrated PMSGs, and calculate the initial value of the ith shaft oscillation mode of the kth synchronous machine in the AC system before the N PMSGs are integrated, i.e., λki0.
2) Decouple the shaft of each SG in the system and establish the model of the vibration mode (λki) of the shaft system to be studied after the N PMSGs are integrated, as shown in Figure 5. Calculate the sum of the damping torque coefficients of each PMSG up to the kth SG, Dwk, corresponding to the oscillation mode obtained according to (19) to provide a prediction for the stability of the system.
3) Calculate the sensitivity of λki to Dwk and Ski. If the real part of Ski is greater than 0, the integration of the PMSG will deteriorate the stability of the system, and the stability of the system under these circumstances can be assessed based on (22). If the real part of λki is smaller than 0, that is, after the integration of the PMSG, the oscillation mode will still be in the left half of the complex plane and the shaft system of the SG will be stable. If the real part of λki is greater than or equal to 0, the shaft system will suffer from SSO or the system will be in a critical stable state.
In this section, the process and indicators for evaluating the risk of the SSO of the shaft system of the SG considering the impact of the integration of PMSGs are proposed based on the improved complex torque coefficient method. Compared to the traditional method of eigenvalue analysis, the proposed method calculates eigenvalues and participation factors on subsystems with lower orders, and hence, the computational burden is reduced. In addition, the proposed method can analyze the dynamic interaction between PMSGs and SGs from the perspective of damping, which can explain the clear physical meaning of the SSO of the shaft system of SGs caused by the integration of multiple PMSGs. Furthermore, on the basis of Section Linearized State-Space Model of Multimachine Power System with Multiple Integrated PMSGs, it is concluded in this section that the reduction in the connection strength can increase the strength of the dynamic response of the PMSG under more generalized conditions, thus confirming the universality of the amplification effect of a weak connection. In addition, this section explains the mechanism of the shaft oscillation caused by the weak grid connection of the PMSGs based on the complex coefficient method; that is, the wind farm can provide a large torque coefficient to the SG shaft system under a weak connection. If the sensitivity of the oscillation mode to the torque coefficient is positive, the stability of the system will deteriorate and oscillation instability may be induced.
STUDY CASES
The configuration of an example power system is shown in Figure 6. The system includes two wind farms: wind farm one consists of 10 PMSGs, whereas wind farm two consists of eight doubly fed induction generators (DFIGs). The electric power from wind farm 1, wind farm 2, and an SG is collected at the power collector busbar and then delivered to the main AC grid through a transmission line with the reactance of XL. The main AC grid is composed of two SGs and a load center. Models of the PMSG and DFIG proposed by Du et al. (2017a) and Liu et al. (2017) were adopted in this study for the WTGs in wind farms one and 2. The SGs adopt a 20-order model that considers the detailed shaft dynamics of the six masses. The models and parameters of the SG and the transmission line are set by referring to the IEEE first standard model (Fan et al., 2010).
[image: Figure 6]FIGURE 6 | Configuration of example system.
Subsynchronous Oscillation Risk Evaluation Under Weak Grid Connection
The connection strength of the wind farm to the main AC grid can be evaluated using the SCR, which is defined as (IEEE Subsynchronous Resonance Task Force, 1977)
[image: image]
where Prated is the rated capacity of the wind farm. The strength of the connection of the wind farm to the AC grid decreases with an increase in the SCR value. If we take Prated = 1 (p.u.) and V0 = 1 (p.u.), then
[image: image]
When the SCR is less than or equal to 2, the wind farm is considered to be weakly connected to the AC grid. In this study case, XL is initially set to 0.5. Thus, the SCR is approximately 2, and the wind farm is weakly connected to the grid.
First, the risk of the SSO of the system under a weak grid connection was assessed. The oscillation mode of the system was calculated according to the improved complex torque coefficient method, and an unstable shaft oscillation mode was found for the third SG, λ1 = 0.46 ± 99.20j. Then, eigenvalue analysis was carried out based on the full-order model of the system, and the real value of this oscillation mode was obtained to be λ1’ = 0.33 ± 98.73j, which is very close to the calculation result obtained via the improved complex torque coefficient method. Thus, the effectiveness of the improved complex torque coefficient method was confirmed. Furthermore, the participation factor of this oscillation mode was calculated, and the result is shown in Figure 5A, which indicates that the unstable shaft oscillation mode is related to not only the third SG but also the PMSGs in wind farm 1. To more clearly analyze the influence of the PMSGs on the shaft system of the SG under a weak grid connection, the participation factors of each PMSG in wind farm one were expanded, as shown in Figure 5B, which indicates that all the PMSGs participate in the unstable shaft oscillation mode and that the state variables of a large participation factor of the oscillation mode are related to the DCVLs of the PMSGs.
In the next study cases, the influence of the GSC control parameters of the PMSG and the number of PMSGs in the wind farm on the SSO of the shaft system of the SG was investigated under different grid connection strengths.
Impact of GSC Control Parameters of Permanent-Magnet Synchronous Generators Under Different Grid Connection Strengths
According to the previously calculated participation factors (Section SSO Risk Evaluation under Weak Grid Connection), the dynamic interaction between the DCVL of the GSC of the PMSG in wind farm one and the shaft system of the third SG can cause the SSO in the example power system. We denote the proportional and integral coefficients of the PI controller of the DCVL of the PMSG as Kpdc and Kidc, respectively, and the corresponding oscillation mode of the wind farm as λ2. Then, the impact of the GSC control parameters of the PMSG under different grid connection strengths was studied by setting different values for XL, thereby giving different grid connection strengths to the system and helping us observe the influence of Kidc on the shaft oscillation mode. The Kidc value of each PMSG in wind farm one was gradually increased from 150 to 250. The variation in the root loci of the oscillation modes λ1 and λ2 with a change in Kidc is shown in Figure 7. In this figure, the black solid line corresponds to the case of XL = 0.5 and the SCR is approximately 2, which indicates a weak grid connection. The red solid line corresponds to the case of XL = 0.4 and the SCR is approximately 2.5, which indicates a relatively weak grid connection. The blue solid line corresponds to the case of XL = 0.3, and the SCR is approximately 3.33, which indicates a strong grid connection. The green hollow circle is the initial decoupling value of the SG shaft system. The curves of the corresponding shaft damping torque De according to the change in Kidc under different grid connection strengths are shown as black, red, and blue solid lines in Figure 8.
[image: Figure 7]FIGURE 7 | Root loci of λ1 and λ2 with change in Kidc under different grid connection strengths.
[image: Figure 8]FIGURE 8 | Curves of shaft damping torque De with change in Kidc under different grid connection strengths.
From Figures 7, 8, it can be seen that as Kidc gradually increases from 150 to 250, the interaction between the shaft of the third SG and the GSC DCVL of the PMSG gradually increases. The oscillation mode λ1 first moves toward the right half of the complex plane, and the system tends to be unstable. With a further increase in Kidc, the interaction between the shaft of the third SG and the GSC DCVL of the PMSG gradually weakens and λ1 returns to the left half of the plane again; i.e., the system returns to stability. Figures 9A–D show the participation factors under different Kidc values when XL = 0.5, which clearly reflects the process shown in Figure 8.
[image: Figure 9]FIGURE 9 | Participation factor of λ1 for different Kidc values (XL = 0.5): (A)Kidc = 160, (B)Kidc = 200, (C)Kidc = 215, and (D)Kidc = 250.
In addition, from the root locus of λ1 and the curve of the corresponding damping torque De under different Kidc values shown in Figures 7, 8, it can be seen that with a decrease in XL, i.e., with an increase in the connection strength, the damping of the shaft oscillation mode improves. When XL = 0.3, the system remains stable while Kidc increases from 150 to 250.
The simulation results presented in this section show that for the SSO caused by the dynamic interaction between the PMSG and the shaft of the SGs, the control parameters of the PMSG and the grid connection strength have a considerable impact on the system stability, and unreasonable parameter settings and a weak grid connection can lead to oscillation instability in the system.
To verify the correctness of the above analysis results, nonlinear simulation was performed when Kidc was set to 150 (corresponding to a weak dynamic interaction between wind farm one and the third SG) and 200 (corresponding to a strong dynamic interaction between wind farm one and the third SG) under three different grid connection strengths (Figure 10A–C). During the simulation, the input power of each PMSG in wind farm one was set to increase by 5% at 0.1 s to reflect a sudden increase in the wind speed and the sudden increase lasted for 0.01 s. The nonlinear simulation results were consistent with the results of the previous analysis.
[image: Figure 10]FIGURE 10 | Nonlinear simulation results: (A)XL = 0.5, (B)XL = 0.4, and (C)XL = 0.3.
In addition, it is found through calculation that when XL = 0.354, In the process of Kidc increasing gradually, the root trajectory of the shaft oscillation mode is just tangent to the dividing line where the real part of the complex plane is zero. When Kidc = 208, the system is in a critical stable state, where Δλki is about 0.7. The nonlinear simulation results under this parameter environment are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Nonlinear simulation results of critical stable state.
Impact of Number of PMSGs Under Different Grid Connection Strengths
Next, the influence of the number of PMSGs in the wind farm on the stability of the SG shaft system under different connection strengths was analyzed. The black, red, and blue solid lines in Figure 12 represent the root loci of the shaft oscillation mode of the third SG, λ1, with a change in the transmission line reactance XL when wind farm one contained 10, 15, and 20 PMSGs, respectively. The black, red, and blue solid lines in Figure 13 represent the curves of the corresponding shaft damping torque De as XL varied when wind farm one contained 10, 15, and 20 PMSGs, respectively. XL was set to increase from 0.2 to 0.5; i.e., the SCR decreased from 5 to 2, and the grid connection varied from strong to weak.
[image: Figure 12]FIGURE 12 | Root loci of [image: image] with change in XL under different number of PMSGs.
[image: Figure 13]FIGURE 13 | Curve of De with variation in XL under different number of PMSGs.
From Figures 12, 13, it can be seen that as the number of PMSGs in the wind farm increases, λ1 gradually moves to the right half of the complex plane and the risk of instability in the SG shaft system increases. In addition, as XL increases, the number of PMSGs affects the stability more clearly.
The nonlinear simulation results in Figure 14 confirm the correctness of the conclusions drawn from the previous analysis, and the disturbance provided to the example system during the simulation was the same as that in the previous analysis. From the nonlinear simulation results, it can be seen that when the wind farm contains different number of PMSGs, the system loses stability under a small disturbance when the grid connection is weak, whereas the system remains stable when the connection strength is strong. In addition, as the number of PMSGs increases, the risk of oscillation instability also increases.
[image: Figure 14]FIGURE 14 | Nonlinear simulation results: (A) 10 PMSGs, (B) 15 PMSGs, and (C) 20 PMSGs.
CONCLUSION
This study investigated the influence of multiple PMSGs on the stability of the shaft system of an SG in an AC power system and revealed the mechanism governing the effect of the connection strength between the PMSG and AC power system on the stability of the SG shaft system based on an improved complex coefficient method. In addition, a method to determine the stability of the AC power system while considering the integration of PMSGs was developed. The main conclusions of this study can be summarized as follows:
1) When the length of the line connecting the PMSG to the AC power system increases, the same voltage change that occurs at the point of common coupling can cause a greater power response of the PMSG, which can increase the impact of the integration of the PMSG on the AC power system.
2) Based on the improved complex torque coefficient method, it is concluded that the electrical damping torque coefficient injected by the PMSG into the SG is proportional to the reactance of the connecting line between the PMSG and AC power system. When the PMSG is connected to the grid through a long-distance line, the electric damping torque coefficient injected by the PMSG also increases.
3) The PMSG provides a large damping torque coefficient to the SG shaft system under a weak grid connection. If the sensitivity of the oscillation mode to the torque coefficient is positive, the stability of the SG shaft system will reduce because of the weak grid connection. If the reduced damping is greater than the damping of the original oscillation mode, oscillation instability will occur.
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To fully utilize the frequency regulation (FR) capability of wind turbines (WTs) and to avoid a secondary frequency drop caused by the rotor speed recovery, this paper firstly proposes an FR capability evaluation method for wind farms based on the principle of equal rotational kinetic energy of WTs, and analyses the essence of cooperative rotor speed recovery for WTs. Based on these, a cooperative synthetic inertia control (CSIC) for wind farms considering FR capability is proposed. By introducing the cooperative coefficient, the CSIC can fully utilize the FR capability of WTs, maintain the fast response of WTs with synthetic inertia control, and reduce communication requirements for the wind farm control center. By directly compensating the auxiliary FR power of WTs, the CSIC realizes the cooperative rotor speed recovery for WTs between different wind farms, avoiding a secondary frequency drop and a complex schedule of rotor speed recovery for multiple WTs. Finally, the simulation results verify the effectiveness and feasibility of the proposed control.
Keywords: synthetic inertia control, frequency regulation capability evaluation, wind farm, cooperative control, frequency control
INTRODUCTION
As a clean and efficient renewable energy, wind power has been widely used around the world and its penetration rate also has been increasing (Lugovoy et al., 2021; Li et al., 2019; Zhang et al., 2021; Xiong et al., 2020). Wind power generation systems mainly use the maximum power point tracking (MPPT) control Chang-Chien et al. (2011), Liu et al. (2021) decoupling the output power of the inverter from the system frequency, which cannot provide inertia and frequency support for the power systems (Hafiz and Abdennour, 2015; Bonfiglio et al., 2019; Ratnam et al., 2020). Therefore, the frequency deviation and the rate of change of frequency (RoCoF) indicators of the power system are easily exceed, causing a series of adverse consequences (Xiong and Zhuo, 2013; Dreidy et al., 2017; Xiong et al., 2021). To guarantee the frequency safety, the frequency indicators related relays will be triggered when these indicators exceed the pertinent thresholds regulated by the grid code in many countries (Attya et al., 2018; Entso-Eaisbl, Brussels, Belgium, Tech, 2019). Typical RoCoF relay sets range from 0.1 Hz/s to 1.0 Hz/s in 50 Hz power systems, and from 0.12 Hz/s to 1.2 Hz/s in 60 Hz power systems (Freitas et al., 2005).
To ensure frequency stability of power system, many countries and regions issue guidelines or regulations for wind power auxiliary service, requiring wind farms to participate in frequency regulation (FR) as conventional power plants during transient events (Francisco et al., 2014; Xue and Tai, 2011; Kheshti et al., 2019). Therefore, an FR controller is attached to the wind turbine (WT) to provide auxiliary service Bevrani et al. (2010), Ravanji et al. (2020), mainly including power standby control deAlmeida et al. (2006), Dreidy et al. (2017), Wang et al. (2020) and synthetic inertia control (SIC) (Van de Vyver et al., 2016; Liu et al., 2018). Notably, the SIC researched widely, mainly exerts the rotor kinetic energy of the WT to participate in FR, thus less effect on its power generation efficiency.
Due to the small capacity of single WT, wind power FR often is researched from the wind farm. Normally, the WT’s FR capability is determined by the wind condition and operating state. If the WT excessively participates in FR process and exceeds its FR capability, its rotor speed protection will be triggered, thus inducing a secondary frequency drop (Liu et al., 2018; Xiong et al., 2018).
To fully utilize WT’s FR capability and to avoid a secondary frequency drop, the research on frequency control for wind farms is mainly carried out in cooperative FR power distribution and cooperative speed rotor recovery of WT. In terms of cooperative power distribution Chang-Chien and Yin (2009), defines a weight coefficient of FR power based on pitch angle standby control, which is proportional to the wind speed and characterizes the WT’s FR capability, and the FR power is distributed according to the weight coefficient (KV and Senroy, 2013). proposes a method with a variable droop coefficient based on speed standby control to automatically distribute FR power to WTs operating at different wind speeds. However, the FR capability evaluation method depending on wind speed is susceptible to the volatility and uncertainty of wind speed Shi et al. (2016) proposes a quantitative FR capability assessment method for single WT, and proposes a self-coordinated frequency control based on the evaluated FR capability. However, the method only considers the WT operating state, and the collaborative frequency control of wind farms containing WTs with different parameters need further research. Besides, considering secondary frequency drop induced by simultaneous rotor speed recovery of all WTs, the speed recovery delay is directly set for the cooperative speed recovery in (Conroy and Watson, 2008; Ping-Kwan Keung et al., 2009). However, it could be extremely complicated for the wind farm with multiple WTs to schedule the rotor speed recovery.
In view of the above deficiencies of the cooperative power distribution and cooperative rotor speed recovery control, this paper proposes a cooperative frequency control strategy with the directly-driven wind turbine with permanent-magnet synchronous generator (D-PMSG) as the research object. This paper researches the FR capability evaluation method for single and multiple wind farms based on that for single WT, and designs rotor speed recovery control. Firstly, this paper analyzes the essential factors affecting synthetic inertia control and the rotor speed recovery for WT, and then propose a cooperative synthetic inertia control (CSIC) for wind farms considering FR capability. By introducing the FR capability coefficient and cooperative coefficient, the CSIC can distribute WT’s FR power according to its FR capability to avoid excessive response. Besides, the compensation function for FR power can smoothly recover the rotor speed to its optimal operation point, avoiding a secondary frequency drop and a complex schedule of rotor speed recovery for multiple WTs.
The reminder of this manuscript is outlined as follows. The principle of traditional SIC and parameter design method are introduced in Principle of Synthetic Inertia Control. Cooperative Synthetic Inertia Control for Wind Farms Considering FR Capability proposes the FR capability evaluation method, the CSIC for wind farms, and the rotor speed recovery control for WT. Realization of CSIC for Wind Farms analyses the essence of CSIC and cooperative rotor speed recovery control and proposes a new realization method of CSIC for wind farms considering FR capability. Finally, the effectiveness and feasibility of the proposed control are verified in Simulation Verification.
PRINCIPLE OF SYNTHETIC INERTIA CONTROL
Principle of Conventional PD Synthetic Inertia Control
With an inertia constant of nearly 6s for a megawatt D-PMSG (Morren et al., 2006), the kinetic energy stored in its rotor during normal operation is considerable. Therefore, based on the MPPT control, the auxiliary FR power related to the frequency deviation and RoCoF indicators is introduced to simulate the primary frequency regulation characteristic and inertia response characteristic of the conventional synchronous generator, such as the classical proportional differential synthetic inertia control (PDSIC) shown in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic diagram of PDSIC.
Therefore, when PDSIC is adopted, the auxiliary FR power PSIC is
[image: image]
where p is the differential operator, kp and kd are the proportional and differential control coefficients respectively, Δω* is the per unit of the system frequency deviation which satisfies Δω*= ω*−1 and ω* = ω/ωn, ω is the system angular frequency, and ωn is the rated system angular frequency.
The D-PMSG reference power Pw_ref consists of the MPPT control power PMPPT and the auxiliary FR power PSIC, i.e.
[image: image]
where the PMPPT can be expressed as (Chinchilla et al., 2006)
[image: image]
where ωw is the rotor speed, kmax is the control coefficient maximizing captured wind energy with the value of 0.5ρπr5Cpmax/λopt3, and Cpmax and λopt are the power coefficient and tip speed ratio corresponding to the optimal power respectively.
To prevent D-PMSG controlled by PDSIC mode from shutdown due to excessively participating in system FR, the PDSIC enable signal PROen is set as 0 by the speed protection module when its rotor speed falls below the lower limit of rotor speed protection ωw1 (is usually set as 0.6 p.u.), thus taking the WT directly out of the system FR.
Parameter Design for Synthetic Inertia Control
Considering the D-PMSG as a virtual equivalent synchronous generator, the PDSIC parameters kp and kd can be written as (Shi et al., 2016)
[image: image]
where Rvir is the virtual droop coefficient of the equivalent synchronous generator, γ is the synthetic inertia coefficient, Pwn is the rated power of D-PMSG, and Hw is the inertia constant of D-PMSG.
Due to the fast response characteristic of power regulation of wind power converter, the synthetic inertia Hvir of the D-PMSG controlled by PDSIC mode is adjustable, i.e.
[image: image]
where the range of γ is roughly (0, 10) limited by rotor speed regulation. Specially, the D-PMSG can show a greater synthetic inertia towards the grid than its own inherent inertia during γ > 1.
COOPERATIVE SYNTHETIC INERTIA CONTROL FOR WIND FARMS CONSIDERING FR CAPABILITY
Structure of Cooperative Synthetic Inertia Control for Wind Farms
The structure of the cooperative synthetic inertia control between different wind farms is shown in Figure 2. Assuming ignoring communication delays, the FR capability coefficient of WT ka (i,j), single wind farm ka_farm,i, and multiple wind farms ka_farms are evaluated sequentially. Then auxiliary FR power of multiple wind farms PSIC_farms can be calculated by ka_farms in the grid dispatching center; the auxiliary FR power of each wind farm PSIC_farm,i can be calculated by PSIC_farms and ka_farm,i. Finally, in the wind farm control center, the auxiliary FR power of each WT PSIC (i,j) can be calculated by PSIC_farm,i and ka (i,j). It can be seen from the above process that the WT’s FR power distribution according to its FR capability can be realized.
[image: Figure 2]FIGURE 2 | Structure of cooperative synthetic inertia control for wind farms.
FR Capability Evaluation Method
FR Capability Evaluation Method for Single D-PMSG
Generally, the D-PMSG’s FR capability is related to the wind condition and operating state. Under PDSIC mode, D-PMSG’s FR capability is related to the rotor kinetic energy and the adjustable capacity of converter.
Limited by the rotor kinetic energy of the D-PMSG and the capacity margin of the converter during the system frequency falling or rising, the D-PMSG’s FR capability can be quantitatively evaluated by
[image: image]
where ka is the FR capability coefficient defined in (Shi et al., 2016), varying from [0, 1], and a is the per unit of the rotor speed, i.e. a =[image: image]= ωw/ωwn.
The relationship between the FR capability coefficient ka and the rotor speed [image: image] is shown in Figure 3. Under the MPPT control mode, when the D-PMSG’s capability is less than 0.2 p.u. it does not participate in the system FR, and the D-PMSG rotor speed is about 0.6 p.u. When [image: image] is less than 0.6 p.u. the D-PMSG is not involved in the system FR process due to the limitation of the rotor speed protection. When [image: image] is in 0.6–1 p.u. ka increases firstly and then decreases with [image: image] increasing. And ka increases to the maximum until [image: image]= 0.836 p.u. From the variation of ka, it can be seen that the D-PMSG’s FR capability is strongest at medium wind speed. The detailed definition of D-PMSG’s FR capability coefficient ka is shown in the Supplementary Appendix A.
[image: Figure 3]FIGURE 3 | D-PMSG’s FR capability coefficient versus rotor speed.
FR Capability Evaluation Method for Single Wind Farm
The FR capability coefficient ka reflects the operating state. However, the FR capability of single wind farm is not only related to the operating state of D-PMSGs, but also their parameters, such as the rated capacity Pwn and the inertia constant Hw.
To evaluate the FR capability for single wind farm, a wind farm containing n D-PMSGs can be equal to a synchronous generator with a rated power Pfarmn, i.e.
[image: image]
where Pwn, i is the rated power of the i-th D-PMSG.
Considering that 1) the rotor kinetic energy Ekn of D-PMSG operating at rated speed is equal to the product of Pwn and Hw and 2) rotational kinetic energy is identical before and after equivalence, the FR capability coefficient ka_farm for the equivalent wind farm can be expressed as
[image: image]
where ka, i and Hw, i are the FR capability coefficient [see (6)] and the inertia constant of the i-th D-PMSG respectively, and Hfarm is inertia constant of the equivalent wind farm, i.e.
[image: image]
Obviously, the range of ka_farm also is (0, 1) because of ka, i∈(0, 1). Specially, if the rated power and inertia constants of all D-PMSGs are equal respectively in a wind farm, (8) can be written as
[image: image]
From (8) and (10), when the parameters of all D-PMSGs keep constant, the FR capability of the wind farm is enhanced with the increase of the proportion of D-PMSGs operating at medium wind speed. Besides, when all D-PMSGs keep their operating states invariant, the larger rated power Pwn and the inertia time constant Hw are, the greater FR contribution of the D-PMSG in this wind farm.
FR Capability Evaluation Method for Multiple Wind Farms
Similarly, based on the principle of rotational kinetic energy keeping identical before and after equivalence, m wind farms participating in the system FR process can be equal to a synchronous generator. Thus, the FR capability coefficient of multiple wind farms ka_farms can be defined as
[image: image]
where ka_farm, i, Pfarmn, i, and Hfarm, i are FR capability coefficient, total rated power, and equivalent inertia constant of the i-th wind farm respectively; Pfarmsn and Hfarms are the total rated power and equivalent inertia constant of the m wind farms, and their expressions are
[image: image]
Obviously, the ka_farms also is in (0, 1) because of ka_farm, i ∈ (0, 1).
Principle of Cooperative Synthetic Inertia Control for Wind Farms
By regarding m wind farms involved in system FR process as an equivalent WT and considering the FR capability of wind power, the auxiliary FR power of multiple wind farms based on the traditional PDSIC can be expressed as
[image: image]
where kp_farms and kd_farms are SIC coefficients, which can be calculated by
[image: image]
In power system, the auxiliary FR power of the i-th wind farm PSIC_farm, i is determined by its FR capability coefficient ka_farm, i and rotor kinetic energy of equivalent WT operating at rated speed, namely
[image: image]
In the i-th wind farm, the j-th D-PMSG’s auxiliary FR power PSIC (i,j) is determined by its FR capability coefficient and the rotor kinetic energy at rated speed, namely
[image: image]
Substituting (15) into (16) gives PSIC (i, j) as
[image: image]
From the above distribution process of auxiliary FR power, the cooperative control achieves auxiliary FR power distribution according to the FR capability of D-PMSG and wind farm.
Cooperative Rotor Speed Recovery Control of D-PMSG Between Different Wind Farms
After the system FR process of D-PMSG controlled by SIC mode, the change of rotor kinetic energy causes rotor speed to deviate from its optimal rotor speed calculated by MPPT control and reduces its power generation efficiency. Therefore, an effective rotor speed recovery control is required to make the D-PMSG operate at optimal speed in time.
The essence of the rotor speed recovery control is to gradually reduce the auxiliary FR power PSIC to 0, thus providing an acceleration torque towards the optimal rotor speed. This paper proposes a rotor speed recovery control implemented by directly compensating the auxiliary FR power PSIC calculated by the SIC module, and the principle of proposed control is shown in Figure 4. Obviously, the compensated power ΔPREC can be obtained by
[image: image]
where fREC(t) is the compensation function and determines rotor speed recovery process.
[image: Figure 4]FIGURE 4 | Rotor speed recovery control based on direct compensation of auxiliary FR power.
To reduce the secondary impact of D-PMSG rotor speed recovery process on the system frequency, the response characteristics of the conventional synchronous generator governor are considered in this paper. The optimized quadratic function is used for power compensation control. By introducing the start time of the rotor speed tREC, on and duration of the rotor recovery process TREC, the flexible control of the rotor speed recovery process is realized. The compensation function fREC(t) is
[image: image]
where tREC, on is the start time of the rotor speed recovery control and TREC is the duration of the rotor recovery process.
Obviously, during the system FR process, the different start time and duration of rotor speed recovery have different effects on the system frequency. Since the system inertia response process is usually around 5–10 s, the rotor speed recovery control should be enabled within 5–10 s after the start of SIC. A larger TREC can reduce the secondary impact of the rotor speed recovery on the system frequency; however, it also can reduce the speed of rotor speed recovery, resulting in a long recovery time. Therefore, the determination of TREC is required a compromise between the time of rotor speed recovery and the secondary impact on system frequency. Considering the primary frequency regulation usually within 10–30 s, the duration TREC can be set as around 30 s.
For multiple wind farms participating in system FR process, they can be equated to an equivalent WT whose compensation power ΔPREC_farms during the rotor speed recovery process is
[image: image]
Similar to (17), for the j-th D-PMSG in the i-th wind farm, the speed recovery compensation power ΔPREC (i,j) can be obtained by
[image: image]
According to (17) and (21), during rotor speed recovery process, the auxiliary FR power command eventually received by the D-PMSG is
[image: image]
Considering the rotor speed recovery process, the structure is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Structure of CSIC considering the rotor speed recovery process.
Although the start time and duration of the rotor speed recovery process are the same for all D-PMSGs in a wind farms, the output power of the wind farms can change smoothly due to the compensation function, thus effectively avoiding a secondary frequency drop.
REALIZATION OF CSIC FOR WIND FARMS
In actual engineering, if the cooperative synthetic inertia control for wind farms shown in Figure 2 is strictly implemented, on the one hand, the real-time communication burden is increased by a large amount of data between the D-PMSG, the wind farm control center and the grid dispatching center; on the other hand, limited by the communication delay, the response speed of the D-PMSG controlled by PDSIC mode is weakened. To meet the requirements for rapidity of D-PMSG participating in inertia regulation and transient primary frequency control, ignoring the delay (the ideal situation) in the process from D-PMSG operating states summary to FR power distribution, this paper analyzes the essence of CSIC and proposes a new realization method of CSIC for wind farms considering FR capability based on the cooperative control shown in Figure 2.
Firstly, the cooperative coefficient ζfarms is defined by D-PMSG inertia constant and equivalent inertia constant of the wind farms involved in the system FR process, namely
[image: image]
By substituting (13) (14), and (23) into (17), the auxiliary FR power of the j-th D-PMSG in the i-th wind farm controlled by CSIC mode can be expressed as
[image: image]
where kp and kd can be calculated by (4).
Similarly, substituting (13) (14), and (23) into (22) gives the above FR power considering the rotor speed recovery as
[image: image]
From (24), the cooperative control for multiple D-PMSGs is achieved by the FR capability coefficient ka and cooperative coefficient ζfarms. Specially, ka reflects the real-time state of D-PMSG, which D-PMSG can adjust the degree of participating in FR according to its operating state; ζfarms characterizes the relative size of the inertia of single D-PMSG and the equivalent inertia of the wind farms, which D-PMSG can further adjust the degree of participation according to its relative FR capability, thus achieve cooperative control for multiple D-PMSGs. Besides, ζfarms increases with increase the D-PMSG inertia constant of [see (23)], and FR power and contribution of D-PMSG are larger in the wind farm [see (24) or (25)].
Based on (4) and (25), Figure 6 shows realization of CSIC considering FR capability.
[image: Figure 6]FIGURE 6 | Realization of CSIC considering FR capability.
If only one wind farm participates in system FR process, the D-PMSG cooperative coefficient ζfarm is
[image: image]
For the realization of CIVC considering FR capability in Figure 6, except the D-PMSG’s inherent parameters Pwn and Hw, the superior dispatching center only sends the droop control coefficient Rvir, the equivalent inertia constant Hfarm or Hfarms, the synthetic inertia coefficient γ, and the start time tREC, on and the duration TREC of the rotor speed recovery control. Besides, the cooperative coefficient ζfarm can be adjusted by updating Hfarm or Hfarms, the control performance can be adjusted by updating Rvir and γ, and the rotor speed recovery process can be adjusted by updating tREC, on and TREC.
Because the superior dispatching center only sends control parameters, a high communication rate between the control center and D-PMSG is not required and the interval of issuing commands can be set to the second level. Even in extremely severe case, such as communication interruption, the D-PMSG can still automatically participate in the system FR process according to the control parameters previously provided by the control center.
Compared with the cooperative control in Figure 2, based on the frequency control parameters sent by the superior dispatching center, the proposed CSIC in Figure 6 directly responds to the system frequency variation and avoids the impact of the communication delay, thus achieving the best control performance (i.e. the ideal situation) for the method in Figure 2. Besides, due to without the process from D-PMSG operating state summary to FR power distribution, the implement of CSIC is simplified and its efficiency is increased. The comparison of CSIC characteristics shown in Figure 2 and Figure 6 is shown in Table 1.
TABLE 1 | Comparison of CSIC in Figure 2 and Figure 6.
[image: Table 1]As a matter of fact, small frequency fluctuations often caused by the changes of load and power supply, can be confronted by the utility grid independently. Therefore, for serious frequency problems caused by large or abnormal load disturbances, the D-PMSG participates in system FR process; otherwise for small frequency fluctuations, the D-PMSG should keep the original operating state determined by MPPT control to ensure the power generation efficiency. To this end, the action dead zone is set in Figure 6, which D-PMSG participates in system FR process only when the frequency exceeds the range [fn-ε1, fn+ε1] and the RoCoF (|df/dt|) exceeds its threshold ε2.
SIMULATION VERIFICATION
Simulation System
To verify the effectiveness and correctness of the CSIC for wind farms considering FR capability, the 2-area grid connected wind farms simulation model based on Matlab/Simulink is established in Figure 7. This system shortens the length of the transmission lines between two areas on the standard 4-machine 2-area system, thus enhancing the coupling relationship between the two areas.
[image: Figure 7]FIGURE 7 | Simulation system model.
The simulation system consists of 1) three synchronous generators equipped with governor and exciter (34) and 2) two wind farms, each of which includes 90 D-PMSGs with the parameters of rated capacity 2 MW, rated wind speed 11.36 m s−1, and the rated rotor speed 1.98 rad s−1. However, the wind conditions and the D-PMSG inertia constants are different for the two wind farms, as shown in Table 2.
TABLE 2 | Wind farm parameters and wind conditions.
[image: Table 2]For two wind farms, according to the size of MPPT control power, the wind speed is divided into low, medium and high wind speed, corresponding to 3 m s−1 ≤ v ≤ 8 m s−1, 8 m s−1 < v ≤ 10 m s−1 and 10 m s−1 < v ≤ 25 m s−1, where the cut-in wind speed is 3 m s−1 and the cut-out wind speed is 25 m s−1. For comparison, the D-PMSGs are divided into six groups, corresponding to wind speed: 7, 8, 9, 10, 11, and 12 m s−1, which the wind speeds of D-PMSGs in a group are same. The distribution of D-PMSGs in two wind farms is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Distribution of D-PMSGs operating in different wind speeds.
During the stable operation, the system frequency is 50 Hz and the operation state of D-PMSG is determined by MPPT control. At t = 5 s, with switch S1 closed at node 9, the active load suddenly increases from 500 to 590 MW.
Simulation Case
To comparatively analyze, the simulation system is operated in four cases.
Case I: wind farm #1 and wind farm #2 are respectively replaced by a synchronous generator with the same capacity as wind farm (SG4, rated capacity 180 MW, inertia constant H = 3.5 s; SG5, rated capacity 180 MW, inertia constant H = 5.5 s), and the other parameters of G4 and SG5 is same with other SGs, namely the droop coefficient is 0.05.
Case II: the wind farm only uses MPPT control without SIC, i.e. D-PMSG is not involved in the system frequency response.
Case III: the wind farm is controlled by conventional PDSIC mode with Rvir= 0.05 and γ = 1.
Case IV: the wind farm is controlled by CSIC mode shown in Figure 6 with Rvir= 0.025, γ = 2, and Hfarms= 4.0 s.
The lower limit of rotor speed protection ωw1 is 0.6 p. u. in Case III and Case IV. For the rotor speed recovery control in Case IV, it is enabled after 5 s of the load disturbance (i.e. at t = 10 s), and the duration of rotor speed recovery process TREC is 35 s. Besides, the dead zone of CIVC is set as 49.9–50.1 Hz and ε2= 0.2%.
Analysis of Simulation Results
Response Characteristics
In this section, under the wind conditions shown in Figure 8, the performance of proposed control is analyzed from three aspects: system frequency response characteristics, wind farm response characteristics and D-PMSG response characteristics.
(1) System frequency response characteristics.
The system frequency response characteristics in four cases are shown in Figure 9, and the minimum fmin and relative improvement value ∆f of the system frequency are shown in Table 3.
[image: Figure 9]FIGURE 9 | System frequency response characteristics in four cases.
TABLE 3 | Minimum and relative improvement value of the system frequency in four cases.
[image: Table 3]In Figure 9, the RoCoF indicator in Case I and Case IV are similar. In Table 3, the relative improvement value is of system frequency 0.43 Hz in Case III, while that is 0.45 Hz in Case I and Case IV. Therefore, in terms of suppressing the RoCoF and maximum frequency deviation, the CSIC can make the wind farm exhibit a transient FR capability which is comparable to that of a synchronous generator with same capacity and inertia. Besides, the conventional PDSIC results in a secondary frequency drop, while the CSIC not only effectively avoids that drop but also further improves the minimum value of system frequency (by 0.02 Hz).
2) Wind farms response characteristics.
During the transient response process, the FR capability coefficient and output power of each wind farm are shown in Figure 10 where PB represents the system base power.
[image: Figure 10]FIGURE 10 | Response characteristics of two wind farms: (A) FR capability coefficient; (B) output power (PB = 180 MW).
In Figure 10A, the FR capability of wind farm #2 is stronger than that of wind farm #1, which it indicates that the FR capability is related to wind speed. In Figure 10B, under conventional PDSIC (Case III), due to ignoring the difference of FR capability between D-PMSGs, the maximum auxiliary FR power of each wind farm is almost identical. However, due to the poor wind conditions and the low inertia, rotor speed protections of some D-PMSGs are triggered and output power of wind farm rapidly decreases, causing FR power falling of wind farm #1, thus inducing the secondary frequency drop in Figure 9.
Under the CSIC for wind farms (Case IV), although the FR capability coefficient of wind farm ka_farm is not used in the actual control, due to the introduction of the FR capability coefficient ka of D-PMSG and the cooperative coefficient ζ [see (25)], the wind farms can participate in system FR process according to their FR capabilities, thus realizing the cooperative control between different wind farms.
3) D-PMSGs response characteristics.
For the D-PMSG controlled by two SIC modes (PDSIC and CSIC), the output power and rotor speed characteristics of D-PMSGs operating at different wind speeds in wind farm #1 are shown in Figure 11 and Figure 12 respectively.
[image: Figure 11]FIGURE 11 | Output power of D-PMSGs operating at different wind speeds in (A) Case III and (B) Case IV (wind farm #1).
[image: Figure 12]FIGURE 12 | Rotor speed of D-PMSGs operating at different wind speeds in (A) Case III and (B ) Case IV (wind farm #1).
According to Figure 11 and Figure 12, because the traditional PDSIC mode ignores D-PMSG’s operating state, the low wind speed D-PMSGs excessively participate in system FR process and trigger their rotor speed protections, while the medium and high wind speed D-PMSGs cannot exert their abundant rotor kinetic energy and only cause small rotor speed fluctuations. However, under the CSIC mode, the D-PMSGs operating at different wind speeds provide different auxiliary FR power. In this way, the CSIC realizes the cooperative FR power distribution and cooperative rotor speed recovery between different D-PMSGs, effectively avoiding rotor speed protection action.
For the D-PMSG controlled by CSIC mode, Figure 13 shows the response characteristics of D-PMSGs operating at different wind speeds in two wind farms. For one thing, in the same wind farm, although the D-PMSGs’ parameters are same, each D-PMSG auxiliary FR power is different due to the different wind speed. For another thing, in different wind farms, although the initial operating state and rated capacity both are identical for D-PMSG operating at the same wind speed, the FR process of each D-PMSG is different due to different inertia constant. Besides, the larger D-PMSG inertia constant is, the more FR power and FR contribution are.
[image: Figure 13]FIGURE 13 | Response characteristics of D-PMSGs operating at different wind speeds in two wind farms in Case IV: (A) output power and (B) rotor speed.
Therefore, by introducing the FR capability coefficient and the cooperative coefficient, the power system can achieve the cooperative synthetic inertia control between different wind farms and different D-PMSGs from system and unit level.
Effect of Wind Conditions on the Frequency Response Characteristics
To further analyze the effect of wind conditions on the frequency response characteristics, the wind conditions for both wind farms are adjusted and shown in Figure 14.
[image: Figure 14]FIGURE 14 | Same distribution of D-PMSGs operating at different wind speeds in two wind farms.
During system load disturbance in different cases, the system frequency response characteristics and the wind farm output power characteristics are shown in Figure 15. Compared to the conventional PDSIC, the proposed CSIC mode improves the frequency nadir from 49.15 to 49.27 Hz (See Figure 15). Besides, by comparing Figure 9 and Figure 15A, when the proportion of low wind speed D-PMSG in the wind farm increases, the more serious secondary frequency drop is caused under the conventional PDSIC mode, while that drop is avoided efficiently under the CSIC mode again.
[image: Figure 15]FIGURE 15 | Response characteristics of power grid and wind farms in four cases: (A) system frequency response characteristics; (B) output power of two wind farms.
CONCLUSION
This paper firstly studies the FR capability evaluation method for single and multiple wind farms, analyzes the essence of CSIC and the rotor speed recovery. Based on these, the CSIC for wind farms considering FR capability is proposed, and simulation results verify the effectiveness and feasibility of the proposed method.
The FR capability of wind farm is related to the operating state and the parameter of WT. Based on the principle of equal rotational kinetic energy, this paper proposes the FR capability evaluation method for single and multiple wind farms, which can reasonably reflect the effect of operating state and the parameter of WTs on system FR process.
For the proposed CSIC for wind farms, by introducing FR capability coefficient and cooperative coefficient, the WT can participate in the system frequency response cooperatively according to its operating state and FR capability; by cooperative control between different WTs, the fast response performance of SIC is ensured and the communication requirement for wind farm control center is also reduced. Besides, by introducing compensation function, the rotor speed recovery control can avoid the secondary frequency drop and a complex schedule of rotor speed recovery for multiple WTs.
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NOMENCLATURE
Cpmax power coefficient to the optimal power of wind turbine
fn rated frequency (Hz)
fREC(t) compensation function of the rotor speed recovery process
fmin minimum value of the system frequency (Hz)
Ek D-PMSG rotor kinetic energy (J)
Ekn D-PMSG rotor kinetic energy at rated rotor speed (J)
Ek1 D-PMSG rotor kinetic energy at the lower limit of rotor speed protection (J)
Jw rotational inertia of D-PMSG (kg·m2)
Hw inertia constant of D-PMSG (s)
Hfarm equivalent inertia constant of wind farm (s)
Hvir synthetic inertia constant of D-PMSG (s)
ka FR capability coefficient of D-PMSG
kC available capacity factor
kd differential control coefficients of synthetic inertia control for D-PMSG
kJ available rotor kinetic energy factor
kmax control coefficient of MPPT control
kp proportional control coefficients of synthetic inertia control for D-PMSG
Pw D-PMSG output power (Watt)
Pw_ref reference power of D-PMSG (Watt)
Pwn rated power of D-PMSG (Watt)
Pw1 D-PMSG output power at the lower limit of rotor speed protection (Watt)
Pfarmn rated power of the wind farm (Watt)
PMPPT output power of maximum power point tracking (MPPT) control (Watt)
PROen PDSIC enable signal
PSIC auxiliary FR power of wind D-PMSG (Watt)
PSIC_REC auxiliary FR power of consider the rotor speed recovery control (Watt)
r blade radius (m)
v wind speed (m/s)
Rvir virtual droop coefficient of the equivalent synchronous generator
tREC, on the start time of the rotor speed recovery control (s)
TREC r duration of the rotor recovery process (s)
ω angular frequency (rad/s)
ωw rotor speed of wind turbine (rad/s)
ωw1 minimum Angular velocity of D-PMSG during SIC (rad/s)
ωn rated angular frequency (rad/s)
∆f improvement value of the system frequency (Hz)
Δω* per unit value of system frequency deviation (p.u.)
ΔPREC compensated power of D-PMSG for the rotor speed recovery control (Watt)
λopt Tip speed ratio corresponding to the optimal power of wind turbine
ζfarm cooperative coefficient of the wind farm
γ synthetic inertia coefficient
ρ air density (kg/m3)
p differential operator
ε1, ε2 dead zone value

Subscripts and Superscripts
ref Reference value
farm wind farm
farms wind farms
n Rated value
* Per unit value
∆ Deviation value
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With the development of the electricity market, various stakeholders such as batteries, multi-microgrid (MMG), and electric vehicle (EV) clusters, can trade with either the distribution network or each other to meet their power balance needs and to maximize their profits. This paper proposes a two-level game model based on game theory to study the operation strategy of stakeholders in the distribution network. First, each stakeholder predicts its electricity demand profile. A Markov Decision Process (MDP) model of random variables is established to predict the charging and discharging power of the battery. Then, the two-level game is presented to let multi-stakeholder participate, in which different kinds of stakeholders have different game strategy limits. Additionally, suggestions for battery operation modes under different compensation coefficients are given to participate in the subsequent two-level game. An algorithm is proposed to allow stakeholders to merge or split self-adaptively based on Nondominated Sorting Genetic Algorithm II (NSGA-II) to optimize operation mode. Finally, the proposed model is applied to the PG and E69-bus distribution system and a practical 101-bus distribution system in China. The case studies show that different game strategy limits of the stakeholders will affect the distribution of the Nash equilibrium (NE) solutions. The multi-stakeholder system can better absorb regional unbalanced power through electricity transactions, and further increase the benefits of each stakeholder.
Keywords: Markov decision process, multi-stakeholder, two-level game, three-dimensional Nash equilibrium solution, Markov desicion processes, prediction power of battery
INTRODUCTION
With MMG (Wu et al., 2011; Li et al., 2013), batteries (Wang et al., 2019a), and EV clusters (Zhang et al., 2017; Li et al., 2021) connected to the distribution network, the structure and operation mode of the distribution network are becoming more complex. Meanwhile, with the development of electricity market transactions, microgrids (MGs) with distributed energy resources can trade with other stakeholders, such as EVs and batteries (Wang et al., 2017). Through diversified market competition and cooperation, the operational benefits of various stakeholders (Rui et al., 2019) and the operation efficiency of the entire system can be improved. When the interaction among multi-stakeholder involving batteries, MMG, and EV clusters is considered, how to achieve the optimal operation of the entire system under the electricity market has become a challenging problem.
In the market-oriented transactions on the load side, game theory is a common tool to solve the optimization problem of multiple decision-making entities (Lu et al., 2014). Game theory is also used widely in MG behavior strategies and pricing. When MMG are used as dispatched units, through participation in load-side market transactions and bidding games (Liu et al., 2017), a model of electricity price bidding decisions is constructed. A two-stage dynamic game (Jiang et al., 2014) is adopted to achieve optimal economic dispatch of the distribution network; meanwhile, the MGs have the best operation profits. However, the possibility of direct transactions between MMG is ignored and the enthusiasm of MGs for participating in the electricity market cannot be given fully utilized. In literature (Jalali et al., 2017), a one-leader multiple-follower model between the distribution network operator and the MMG system is constructed considering transactions between MMG. A cooperative coalition of photovoltaic MG groups is formulated in (Liu et al., 2018), which does not consider the impact of the overall unbalanced power after the coalition is formed on the external distribution network, yet considered in (Lin et al., 2017). However, the participants in the game in the above studies are either MMG or MMG and distribution networks (Lin et al., 2017). When the distribution network contains multi-stakeholder such as batteries, MMG, and EV clusters, the situation that each stakeholder gives different game strategies to participate in the transaction needs further study.
When multi-stakeholder participate in game transactions, they need to predict their power curves for the next day. In existing works of literature, the integration of storage units helps to balance the system while dealing with various sources of uncertainty in the power grid (Moazzami et al., 2018). Considering the energy storage system and distributed energy resources in the user’s house, literature (Paterakis et al., 2015) developed a detailed home energy management system structure and determined the demand response strategies to determine the optimal day-ahead home appliance dispatching. Energy storage is collaborated operation with renewable resources to decrease the vulnerability of the system against plausible fluctuations in generation or consumption and alleviate the generation cost at peak hours, then it increases the robustness and resiliency of the grid (Shen et al., 2015; Bitaraf and Rahman, 2018). However, the above studies all use traditional methods to model the uncertainties, which are complex and have poor convergence, and even difficult to solve due to the large state space. It is more effective to use Markov Decision Process (MDP) to model the uncertainty of the system. In (Shi et al., 2020), the operation of the battery is modeled as an MDP, and a Q deep neural network is embedded to approximate the optimal decision of battery, so as to deal with the problem of system voltage operation level caused by the high intermittent of renewable energy sources and the fluctuation of load demand. An MDP model for the real-time operation of the MG is established under uncertain conditions. Then, the best output of the battery is determined in the MG (Shuai et al., 2019; Zhu et al., 2019). The above studies all combine the operation of batteries with the variability and uncertainty of renewable energy sources and load in the MG or distribution network. One main challenge of the battery participating in electricity transactions is establishing an MDP model based on the influence of the temperature of the battery and determining its optimal charging and discharging strategy to participate in the two-level game to obtain maximum benefits.
Moreover, EVs mainly participate in demand response to profit (Lin et al., 2020) or charge and discharge intelligently based on time-of-use (TOU) electricity price (Wang et al., 2019b; Wang et al., 2019c). The battery is often used for peak shaving and valley filling as grid-side storage. EV clusters and batteries can be set as independent agents to trade energy in the market (Fang et al., 2020), but not always trade with the distribution network. When EV clusters and batteries are independent stakeholders after predicting the charging and discharging profile, the main problem is to develop a new framework that enables a number of stakeholders to individually and strategically choose the partners that they wish to trade with (Wang et al., 2014). Yet few papers have researched in-depth on this issue.
This paper proposes a two-level game model of multi-stakeholder in the distribution network. The upper-level game is a non-cooperative game of electricity price between the distribution network and multi-stakeholder, and the lower-level game is a cooperative game of transaction loss cost to find the optimal coalition of multi-stakeholder. An algorithm is proposed to allow stakeholders to merge or split self-adaptively based on NSGA-II to optimize operation mode. The contributions of this paper are listed as follows:
(1) An MDP model of battery is established to predict its charging and discharging power considering the influence of temperature randomness. In addition, the profitability of the battery in different compensation coefficients is analyzed, and clear guidance on the choice of battery operation mode is given.
(2) The two-level game is presented to let multi-stakeholder participate, in which different kinds of stakeholders have different game strategy limits. the convergence domain of the game system will be extended from a common two-dimensional plane to a three-dimensional space. The proposed two-level game model can be used to solve higher dimensional Nash equilibrium problems.
(3) MGs, batteries, and EV clusters are independent stakeholders in this paper. Case studies applied to the PG and E69-bus distribution system and a real 101-bus system demonstrate the effectiveness of the two-level game model, with cost reduction for the multi-stakeholder in the distribution system.
POWER PREDICTION OF BATTERY AND EV CLUSTER
Before participating in the two-level game, all stakeholders need to predict their power curve of the next day. The MGs contain renewable energy sources such as wind power and photovoltaic power generation. The power prediction technology of MGs is quite mature and will not be introduced in detail here. In this paper, an MDP model is established to predict battery power considering the influence of temperature randomness on battery charging efficiency. Moreover, the charging and discharging power of the electric vehicle cluster are obtained based on the time of use electricity price under the premise of meeting the travel demand of users.
Power Prediction of Battery
Battery Model
Considering the effect of temperature on the charging efficiency during the charging process of the battery (Powell and Meisel, 2016), a random variable is introduced into the charging/discharging process of the battery. The state of charge of the battery has Markov characteristics, in which [image: image] is the revenue of the battery at stage t as follows:
[image: image]
[image: image]
where [image: image] is the state of the battery; [image: image] and [image: image] are the depreciation factors; [image: image] is the charging power, [image: image] is the discharging power; [image: image] is the float power; [image: image] is the feasible region of [image: image], and [image: image] is set of dispatch periods.
The objective function is subject to the constraints as follows:
[image: image]
[image: image]
[image: image]
where [image: image] is the maximum power of battery; [image: image] and [image: image] are the maximum and minimum SOC of battery, respectively; Constraint (5) describes the SOC transfer procedure of battery, [image: image], in which [image: image] is the charging efficiency of battery.
Markov Decision Process
MDP is a sequential optimization problem whose goal is to find a policy to maximise expected profits or minimise expected costs (Zhu et al., 2019). Let [image: image] and [image: image] be the state variables and decision variables of the battery at stage [image: image], respectively, [image: image] is the exogenous information that arrives during the stage interval from [image: image] to [image: image]; [image: image] is the value function of state [image: image]. The evolution of the battery can be described according to the state transition function:
[image: image]
The problem is to find the strategy from [image: image] to [image: image] with the objective function:
[image: image]
According to the optimality principle proposed by Bellman in 1957, Bellman equation can be used to reformulate and recursively solve as:
[image: image]
In Equation 8, the original multi-stage optimisation problem can be decomposed into a serial of single-stage sub-problems and solved in turn. When solving the sub-problem in each stage, the latest exogenous information can also be considered to deal with the uncertainty of the system. The discount factor is set to be 1.
MDP theory is based on the setting of sub-problems according to temporal decomposition. In the temporal decomposition framework, there are four classes of elements, namely state variables, decision variables, exogenous information, and transition function. They are defined as follows:
i. State variable: The state variable is used to reflect the relationships among sub-problems in the decision-making process. The state variables of battery can be expressed as
[image: image]
ii. Decision variable: The decision variable is the charge/discharge power of battery:
[image: image]
iii. Exogenous information: The exogenous information is used to represent the stochastic factor in the decision process of battery, which is given by
[image: image]
iv. Transition function: The transition function is used to map the current state to the next state according to the decision and the exogenous information. The transition function between period [image: image] and period [image: image] can be described as SOC transfer function of battery in (5).
Solution of MDP Model
Because the MDP problem in this paper contains the calculation of expected value, it will often lead to difficulty in solving. Then the problem of curse of dimensionality is brought about. ADP uses the method of iteratively updating the approximate value function to find a strategy to make the value function approximately optimal. In the existing works, there are several methods to update the approximate value function. In this paper, the method proposed in (Zhu et al., 2019) is used to update the slopes of the value functions.
Power Prediction of EV Cluster
[image: image] is the remaining energy when EV returns to the residential area. [image: image] is the critical remaining energy of the EV:
[image: image]
where [image: image] denotes the daily mileage, [image: image] is the power consumption per 100km, [image: image] is the charging power of the EV, and [image: image] is the rated capacity of residential EVs. [image: image] is the length of the valley period.
The charging and discharging strategy of EVs is determined by the following rules according to the specific time when the EV finally returns to the residential area:
For EVs Who Return During Peak Period

i. If [image: image], the current strategy can be summarized as: first, the EVs connect to the charging pile to discharge to the grid at the peak period. Then the EVs will charge when the valley period comes.
ii. If [image: image], the EVs charge in part of the peak period and the whole valley period to ensure that they have enough remaining energy for next trip.
For EVs Who Return During Flat Period

i. If [image: image] and the next period is peak period. The EVs keep discharging during the peak period. The EVs will change to charge when the valley period comes.
ii. If [image: image] and the next period is valley period. The EVs keep discharging during the flat period. The EVs will change to charge when the valley period comes.
iii. If [image: image] and the next period is peak period. first, the EVs select part of the flat period and the whole valley period to charge. Then if the remaining energy [image: image] is less than [image: image] at the end of the flat period, the EVs will select part of the peak period and the whole valley period to charge.
iv. If [image: image] and the next period is valley period. The EVs select part of the flat period and the whole valley period to charge.
For EVs Who Return During Valley Period
For EVs who return during valley period, they will charge immediately.
TWO-LEVEL GAME MODEL
Upper-Level of the Game Model
Non-cooperative Model of the Upper Game
In this paper, a distribution system with stakeholders such as MMG, batteries, and EV clusters is considered. Batteries and EV clusters are energy storage systems (ESS). According to the unbalanced power, an MG with power surplus is called “the seller MG” while one with power shortage is called “the buyer MG”. An ESS is called “the seller ES”’ when discharging while one is called “the buyer ESS” when charging. An ESS without charging or discharging is called “the balanced ESS”. The open electricity market is considered, and power is allowed to be transferred between the multi-stakeholder as well as between the stakeholder and the distribution system ({DS}). Then the upper-level non-cooperative game model [image: image] of the seller MGs, the seller ESSs and the {DS} is defined as follows:
[image: image]
where [image: image] denotes a game; [image: image] represents the participants; [image: image] represents the strategy and [image: image] is the gain of the participants; [image: image], [image: image], and [image: image] denote the number of seller MGs, buyer MGs, and MGs with balanced power, respectively. [image: image], [image: image], and [image: image] represent the number of the seller ESSs, the buyer ESSs, and the balanced ESSs, respectively. If [image: image], all the buyers contain the buyer MGs and the buyer ESSs purchase power from the {DS} while all the sellers sell redundant power to the {DS} when [image: image]. Therefore, in these two cases, there is no need for sellers to play the game with the {DS}. In other words, a necessary and sufficient condition of the game is that:
[image: image]
The Participants.
The participants in the game are the seller MGs, the seller ESSs and the {DS}. [image: image] in Eq. 13. [image: image] denotes the set of all seller MGs; [image: image] is the set of all ESSs; the {DS} represents the distribution system. The number of the participants is ([image: image]) in total.
The Strategies
[image: image] is the electricity sale price of the seller MG [image: image]; [image: image] is the electricity sale price of the seller ESS [image: image]; [image: image]is the service charge of the {DS}. The sets of the strategies are [image: image], [image: image] , and [image: image], respectively.
The Gains
The gains of the seller MGs, the seller ESSs, and the {DS} have different compositions, described as follows:
a. The gain of the seller MG includes transaction income, service charge, generation cost, and subsidy income for renewable energy power generation. The gain of the {DS} is composed of transaction income (part of the transaction with the MG), service income, and balance power income (part of the transaction with the main network) (Lin et al., 2017).
b. The gain of the seller battery is composed of transaction income, service charge, and depreciation cost.
1. Transaction income: [image: image] is the transaction income of the seller battery, consisting of income from the buyers and the {DS} as well.
[image: image]
where [image: image] and [image: image] are the positive active power transferred from the seller battery to the buyer [image: image] and the {DS}, respectively; [image: image] is the purchase price for the {DS}.
2 Service charge: The services charge [image: image] paid by the seller battery is given as follows:
[image: image]
where [image: image] is the unit price charged by the {DS}.
3 depreciation cost: the depreciation loss during battery operation is considered as follows:
[image: image]
where [image: image] and [image: image] are depreciation coefficients; [image: image] is the discharging power of the battery.
In conclusion, the [image: image] of the seller battery is formulated as
[image: image]
c. The gain of the seller EV cluster is also a combination of transaction income, service charge, and operation and maintenance cost.
1. Transaction income:[image: image] is the transaction income of the seller EV cluster, consisting of income from the buyers and the {DS} as well, expressed by
[image: image]
where [image: image] and [image: image]are the positive active power transferred from the seller EV cluster to the buyer [image: image] and the {DS}, respectively.
2. Service charge: The services charge [image: image] paid by the seller battery is given as follows:
[image: image]
3. Operation and maintenance cost: the cost of operating and maintaining EV clusters such as charging piles and other equipment is considered as follows:
[image: image]
where [image: image] denotes the average unit operation and maintenance cost; [image: image] is the discharging power of the EV cluster.
In conclusion, the [image: image] of the seller battery is formulated as
[image: image]
The game structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Game structure of multi-stakeholder and the {DS} transaction mode.
Electricity Trading Rules
According to the power curves predicted by all stakeholders, the transactions in the system are studied. The transaction rules are formulated as follows:
a. The seller MGs and the seller ESSs fix the price for selling electricity sale price, respectively. Additionally, the {DS} fixes the service charge.
b. With the aim of minimal cost, the buyer decides to trade with either the seller MGs, the seller ESSs or the {DS} in sequence until its demand is fulfilled.
c. First, in accordance with the principle of prioritizing the consumption of renewable energy sources, the buyers will purchase electricity from MGs, EV clusters, and finally batteries. Buyers with the largest power shortage are satisfied first.
d. When several sellers offer the same electricity price, the buyers trade with first the MGs, then the EV clusters, and finally the batteries. The seller with more power surpluses has a priority to trade with buyers.
Lower-Level of the Game Model
In the upper game, most of the NE solutions have their corresponding operation mode. However, there is a situation where participants have the same gain when they operate in the coalition mode and the non-cooperation mode. This is called ‘the selection mode’, then it turns to the lower level of the game which is a cooperative game of transaction loss cost. The final operation mode is determined by comparing the transaction loss of the stakeholders in different modes (Lin et al., 2017).
Stakeholders Operate in the Non-cooperative Mode
The non-cooperative model is an operation situation in which all stakeholders trade with the {DS}, but do not trade with each other.
In the non-cooperation mode, active power [image: image] is transferred at a medium voltage [image: image]between the stakeholder [image: image] and the {DS}. Stakeholder [image: image] is seller when [image: image], and is buyer when [image: image]. Accompanied with the transfer of power, power loss incurs due to transmission lines and transformers expressed as
[image: image]
where [image: image] is the resistance of the line between the stakeholder[image: image] and the {DS}; [image: image] is the coefficient of power loss in transformers; [image: image]is the power exchanged between the stakeholder [image: image] and the {DS}, which is defined as:
[image: image]
where [image: image] is the power offered by the {DS}. In order to ensure that the stakeholder [image: image] acquire the necessary power [image: image], [image: image]is given by a solution to Eq. 23
[image: image]
We define the power loss cost as the [image: image] of the system model in the non-cooperative mode
[image: image]
where [image: image] denotes the cost for unit power loss. [image: image] if the stakeholder [image: image] is a seller; [image: image] if the stakeholder [image: image] is a buyer.
Stakeholders Operate in the Coalition Mode
Multi-stakeholder and the {DS} do not have direct power transactions. All stakeholders cooperate with each other to complete power transmission and form a coalition. With the coalition as a unit to conduct power transactions with the {DS}, the stakeholders within the coalition can exchange energy. At the same time, power exchange between stakeholders can avoid losses on the transformer.
In order to study further the possibility of forming a coalition and the assignment of the coalition’s cost, we define the cooperative multi-stakeholder coalition game as a pair [image: image]. [image: image]denotes the set of participants and [image: image] is a characteristic function corresponding with every coalition [image: image], [image: image] denotes the cost of the coalition [image: image] achieved by the cooperation of stakeholder in it, defined as follows:
[image: image]
s.t.
[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] are the set of sellers and buyers in the coalition [image: image], respectively. [image: image] is the distance between the seller [image: image] and the buyer [image: image] , and [image: image] is the distance threshold.
The constraints indicate that there are a seller and a buyer in a coalition at least, and two stakeholders are possible to cooperate only if they locate nearer than the distance threshold. The system should also satisfy the line capacity constraints, voltage constraints, and power flow equation constraints. The power loss [image: image]is formulated as
[image: image]
where [image: image] is the power transferred from the seller [image: image] to the buyer [image: image], and [image: image] is the resistance of transmission line.
The impedance loss of the transmission line and transformer loss [image: image]will exist when the stakeholder [image: image] trades with the {DS}. It is formulated as follows, where [image: image] is the impedance of the transformer, and [image: image] is the transformer ratio.
[image: image]
Therefore, we define the objective function of the lower-level of the model as follows:
[image: image]
The objective function represents the smallest cost of the coalition [image: image], the least power loss cost yielded in the power transfer namely. The cost of the stakeholder [image: image] in a coalition S is defined as given by
[image: image]
where [image: image] and [image: image] in the coalition [image: image].
Game Algorithm of Optimal Multi-Stakeholder Coalition Based on NSGA-II
After predicting the power curve through MDP, then the battery participates in the game as an independent stakeholder. In order not to omit any NE solution, the upper-level game finds the NE points by traversing the strategy combination method, the lower-level game model based on the NSGA-II allows stakeholders to merge or split self-adaptively. The overall flowchart of the algorithm is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Optimal multi-stakeholder coalition algorithm based on NSGA-II.
Existence of the NE Solutions
The NE solutions are the key to the upper-level game. All the strategy combinations of participants will be enumerated so that no NE solutions will be omitted. Therefore, the strategies need to be discretised. The discrete steps are [image: image], [image: image], and [image: image], respectively. All the discrete steps are constant. The strategies are expressed as follows:
[image: image]
The upper and lower limits of the strategy set have been defined above. Therefore, the discrete strategy combinations are finite. Moreover, the number of participants is also finite in this game. According to Theorem 1, the NE’s existence is ensured.
Theorem 1: (Nash 1950): In the n-player normal-form game [image: image], if n is finite and [image: image] is finite for every [image: image] then there exists at least one NE, possibly involving mixed strategies.
Optimal Coalition Algorithm Based on NSGA-II
NSGA-II is a representative multi-objective optimization algorithm and similar to the basic genetic algorithm. Its core idea is: to sort the population non-dominantly, and then obtain the virtual crowded distance of each individual in each level. On this basis, the operations of selection, crossover, mutation, and elite retention are completed. NSGA-II uses Pareto sorting to find the minimum electricity loss value of each stakeholder without increasing the power consumption of other stakeholders, such a coalition is called the optimal stakeholder coalition.
Assume that [image: image] stakeholders disjoint two coalitions [image: image] and [image: image], and the elements in the coalition do not intersect each other. For the coalition [image: image], the [image: image]of the stakeholder j in the coalition [image: image]is [image: image], where [image: image]is the cost of stakeholder [image: image] which is expressed in (Lin et al., 2017). The coalition C is better than the coalition K when the following formula is fulfilled in [image: image], and at least one of the participants j meets [image: image]. In other words, from the coalition C to coalition K, at least one stakeholder can obtain more gain from the coalition C without harming the gain of other stakeholders. In the optimal coalition, no stakeholder can increase its own profits without harming other stakeholders.
Merge rule: Merge any collections of [image: image] into a coalition [image: image], when [image: image].
Split rule: Split any coalition of [image: image]into [image: image], when [image: image].
CASE STUDIES
The MDP model of power prediction of the battery is a non-linear programming (NLP) problem, which is solved by BARON solver in GAMS. Several case studies of two-level game model for multi-stakeholder transactions are carried out by using MATLAB.
Simulation Parameters
In this section, simulations are performed to validate the proposed model. We test the proposed model on the PG and E69-bus distribution system as illustrated in Figure 3. There are 6 MGs connected randomly to nodes 30, 41, 15, 21, 53, and 69, respectively. There is an EV cluster (EV1) and a battery (battery1) at nodes 65 and 58, respectively. The EV1 has 100 EVs with a capacity of 30 kWh and rated power of 5 kW. The battery1 has a capacity of 1,000 kWh and a rated power of 200 kW. All stakeholders are interconnected through Interconnect Static Switch (ISS). The ISS is disconnected when two stakeholders are in the non-cooperative mode, and the ISS is closed when they operate in the coalition mode. The TOU electricity price of the {DS} is shown in Table 1. The values of the other parameters are shown in Table 2. The predicted power curves of the MGs and EV1 are demonstrated in Figure 4.
[image: Figure 3]FIGURE 3 | Distribution of the multi-stakeholder in PG&E69-bus distribution system.
TABLE 1 | TOU electricity price of the {DS}.
[image: Table 1]TABLE 2 | value of some corresponding parameters.
[image: Table 2][image: Figure 4]FIGURE 4 | Power prediction curves of the MGs.and EV1.
Analysis of the Profits of the Battery in Different Modes
The battery is connected to the {DS} as an independent stakeholder. Figure 5A shows two operation strategies of battery. One is “grid-side energy storage mode” that the battery operates to minimize the standard deviation of the load profile in the {DS}. The other is “arbitrage mode” that the battery operates to maximize its own profits according to the TOU electricity price. The battery predicts the power curves of the two operation modes to participate in the subsequent two-level game. Ultimately, the operation mode of the battery depends on its corresponding benefit.
[image: Figure 5]FIGURE 5 | Battery operates in different modes.
In order to explore the influence of compensation coefficient on the benefit of the operation modes, the benefits of grid-side energy storage mode and arbitrage mode are compared in Figure 5B under different compensation coefficients. As the compensation coefficient [image: image] increases, the benefits of the battery operated in the grid-side energy storage mode changes from negative to positive and continues to increase, when the battery is operated in the grid-side energy storage mode, where the maximum value of [image: image] is 0.36. When [image: image], the battery operates in arbitrage mode as the benefit of the grid-side energy storage mode is less than the benefit of the arbitrage mode. When [image: image], the battery operates in the grid-side energy storage mode as the benefit of the grid-side energy storage mode is more than the benefit of the arbitrage mode. If the peak-to-valley difference exceeds the threshold, the {DS} would like to smooth the load curve, so the battery will operate in the grid-side energy storage mode by giving compensation. Otherwise, the battery will always operate in the arbitrage mode.
Results of battery predicted power.
The problem of maximizing the revenue of the battery is an NLP problem. The charging efficiency is a random variable affected by temperature and distributed in [0.9,0.95], and the discharge efficiency is assumed to be 1.
In the deterministic case, as shown in Figure 6A, the battery’s benefit and power curve obtained by the ADP algorithm are exactly the same as those obtained by the centralized algorithm (Wang et al., 2019b). The benefits are both 213.495 CNY. The results show that it is feasible to solve the MDP model in this paper by using the ADP algorithm.
[image: Figure 6]FIGURE 6 | Battery operates in different modes.
In the random case, the influence of temperature on charging efficiency is considered. The proposed algorithm is used to solve random problems in multiple scenarios. The power prediction curve of the battery is shown in Figure 6B. The result shows that the MDP model and the ADP algorithm can effectively predict the charging and discharging power of the battery as an independent stakeholder in the random scenario. The result will provide strong guidance for the battery to participate in subsequent game electricity transactions.
Results Analysis of Upper-Level Game
In this paper, the two-level game works when the unbalanced power of each stakeholder is different in each time period. The subsequent game results are analyzed based on the results of [image: image], as the analysis of other periods is the same.
The three-dimensional distribution of NE solutions is shown in Figure 7. Most NE solutions are corresponding to non-cooperative models. There is no transaction between stakeholders, that is, the sellers sell power to the {DS} while the buyers buy power from the {DS}. The game strategies and gains will not be influenced. However, the NE point [image: image] corresponds to the uncertain operation mode. The gain of the seller is the same, no matter who the stakeholder chooses to trade with. The seller MG gains [image: image] or the seller ESS gains [image: image] from selling a unit of power to the buyers. The {DS} gains [image: image] for per unit of electricity power of each transaction entity. The value of [image: image] is only related [image: image] and [image: image]. Then, [image: image] will be given to the lower-level game to decide the final operation mode of each stakeholder.
[image: Figure 7]FIGURE 7 | Three-dimensional distribution of NE solutions.
Service charge [image: image]describes the price that needs to be paid for transactions between stakeholders. Figure 8 shows that the three-dimensional distribution of the NE solution of the multi-stakeholder game when the {DS} service charge upper limit [image: image] continues to increase but other conditions remain unchanged. It can be seen that when [image: image], except for [image: image] corresponding to the selection mode, other NE points correspond to the situation that all stakeholders will trade directly with the {DS}; when [image: image], the only NE point [image: image] is corresponding to the selection mode. In other words, when the service charge is high, the stakeholders tend to directly trade with the {DS}; on the contrary, when the service charge is low, the stakeholders tend to form coalitions to obtain more benefits.
[image: Figure 8]FIGURE 8 | Three-dimensional distribution of the NE solutions as [image: image]increases.
The impact of [image: image] on the system operation mode is analyzed. The three-dimensional distribution of NE solutions will not change as [image: image] varies as shown in Figure 9. All the projections of the NE solutions where the operation mode is uncertain are remained to be [image: image]. The change of [image: image] does not affect anything except the gain of the seller EV clusters, thus will not influence the operation mode of the system. Furthermore, the operation mode of the multi-stakeholder system will not be changed when the subsidy unit price [image: image], the average wind/solar power generation cost of the MG [image: image], the unit price of the {DS} from the main grid [image: image], the battery depreciation coefficients [image: image], [image: image], or other parameters changes. The reasons are the same, so we will not repeat them here.
[image: Figure 9]FIGURE 9 | Three-dimensional distribution of the NE solutions as [image: image] increases.
Results Analysis of Lower-Level Game
In case 1, there are only MGs in the {DS}. As shown in Figure 10A, simulation results demonstrate the effectiveness of reducing the cost of power loss for any MGs joining in a coalition. Meanwhile, MG1 and MG6 form a coalition while the other MGs trade with the {DS} in the non-cooperative mode.
[image: Figure 10]FIGURE 10 | Cost comparison between non-cooperation mode and coalition mode.
Based on case 1, the independent stakeholders EV1 and battery1 connect to the {DS} and participate in power transactions in case 2. The costs of power loss of the stakeholders are shown in Figure 10B. In this case, MG2 and MG5 both trade with the {DS}; MG3 and MG6 form coalition 1 ([image: image]); MG4 and EV1 form coalition 2 ([image: image]); MG1 and battery1 form coalition 3 ([image: image]). No matter in case 1 or case 2, the costs of power loss of stakeholders forming coalition is always less than that in the non-cooperative mode. Therefore, the stakeholders choose adaptively to cooperate with others or trade directly with the {DS} when the electricity price and the service charge conform with [image: image].
The comparison of the total daily operation gains of each stakeholder in different modes is shown in Table 3. In case 1, the results show that the MGs operating in the coalition mode have greatly reduced power loss cost compared with the non-cooperative mode. Thus, the total daily operation costs of the buyers will be reduced while the total daily operation gains of the sellers will be increased. In case 2, after EV1 and battery1 connecting to the {DS}, in the non-cooperative mode, the total daily operation gains of EV1 and battery1 are 460.1946 CNY and 208.9388 CNY, respectively. In the coalition mode, the total daily operation gains of EV1 and battery1 are 465.0688 CNY and 210.3351 CNY, respectively. The results indicate that the EV cluster and battery as independent stakeholders participate in power transactions to choose their own trading partners adaptively, then their gains will be increased. At the same time, due to the increase in the types and number of stakeholders, the composition of coalitions has also changed. In the meanwhile, the daily operation gains of MGs have also increased in case 2 compared with case 1.
TABLE 3 | total daily operation gains of every stakeholder (unit: CNY).
[image: Table 3]In order to investigate the efficiency of the proposed two-level game in the real system, a real 101-bus system located in the southeast of China is employed. The distribution of multi-stakeholder in the real 101-bus system is shown in Figure 11. The results of the cost comparison of stakeholders between non-cooperation mode and coalition mode in the real 101-bus system are shown in Figure 12. The results of coalition and cost reduction percentage are shown in Table 4. Coalition 1 is composed of MG4 and MG7. Coalition 2 is composed of MG5 and EV4. There is only EV3 in coalition 3 and EV3 trades directly with the {DS} in the non-cooperative mode. Coalition 4 is composed of MG3, MG6, battery2, and battery4. Coalition 5 is composed of MG2, MG9, MG10, and battery3. Coalition 6 is composed of MG1, MG8, and battery1. Coalition 7 is composed of EV1 and EV2. In addition to EV3 directly trading with the distribution network, other stakeholders form coalitions to trade with each other, then the cost of the transaction loss is greatly reduced. This indicates that the proposed two-level game model is suitable for multi-stakeholder transactions in a real system, and can well reduce transaction loss costs.
[image: Figure 11]FIGURE 11 | The distribution of multi-stakeholder in the real 101-bus system.
[image: Figure 12]FIGURE 12 | The cost comparison of stakeholders between non-cooperation mode and coalition mode.
TABLE 4 | The results of coalition and cost reduction percentage.
[image: Table 4]CONCLUSION
In this paper, a two-level game operation model of the multi-stakeholder distribution system including batteries, EV clusters, and MMGs is established. An effective algorithm is proposed to allow stakeholders to merge or split self-adaptively based on NSGA-II to solve the game model to optimize operation mode. Then, the transaction objects of each stakeholder will be decided. In the meantime, the best operation of the entire system will be achieved. The simulation results which are studied in the PG and E69-bus distribution system and a real system verify the accuracy of the proposed model. A useful reference for multi-stakeholder participating in the electricity market is provided in this paper.
(1) An MDP model established by considering the influence of temperature on the charging efficiency can effectively predict the power curve of the battery to participate in the two-level game.
(2) The gain of the battery highly depends on the choice of operation mode. The profitability of the battery in different compensation coefficients is analyzed and clear guidance on the choice of battery operation mode are given.
(3) Multi-stakeholders are considered simultaneously in the game relationships, so the distribution of NE points of the upper-level game is extended from the two-dimensional plane to the three-dimensional space. Meanwhile, the lower-level game can also find the optimal operation mode of multi-stakeholder. The proposed two-level game model can solve the multi-dimensional Nash equilibrium problem.
(4) The two-level game is verified to be effective in the PG&E69-bus distribution system and a real 101-bus system. Through batteries and EV clusters participating in the two-level game model as independent stakeholders, then all stakeholders will operate in the optimal modes to reduce the costs of transaction loss.
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V2G (Vehicle to Grid) technology can adjust the grid load through the unified control of the charging and discharging of electric vehicles (EVs), and achieve peak shaving and valley filling to smooth load fluctuations. Aiming at the random and uncertain problem of EV users travel and behavior decision-making, this paper proposes a V2G multi-objective dispatching strategy based on user behavior. First, a V2G behavior model was established based on user behavior questionnaire surveys, and the effective effect of EV load was simulated through Monte Carlo simulation. Then, combined with the regional daily load curve and peak-valley time-of-use electricity prices, with the goal of stabilizing grid load fluctuations and increasing the benefits of EV users, a multi-objective optimal dispatching model for EV clusters charging and discharging is established. Finally, Considering the needs of EV users and the operation constraints of the microgrid, the genetic algorithm is used to obtain the Pareto optimal solution. The results show that when dispatching with the maximum benefit of users, the peak-to-valley ratio of the grid side can be reduced by 2.99%, and the variance can be reduced by 9.52%. The optimization strategy can use peak and valley time-of-use electricity prices to guide the intelligent charging and discharging of EVs while meeting user needs, so as to achieve the optimal multi-objective benefit of V2G participation in power response.
Keywords: V2G, user behavior, Monte Carlo simulation, grid load dispatching, multi-objective optimization
INTRODUCTION
Electric vehicles (EVs) have the dual attributes of transportation and energy storage, with great potential and value in the application of energy Internet. According to the US National Household Travel Survey, EVs are idle 96% of the time (Kempton and Tomić, 2005; Yonghua et al., 2012). On the one hand, EVs can be used as distributed energy storage on the user side of the power system after they are connected to the grid on a large scale, helping to connect distributed renewable energy power generation and regulating the power load of the grid under low inertia and high intermittency circumstances (Xiong et al., 2020a). On the other hand, EVs can be used as distributed power sources to provide power in the opposite direction to the grid, play the role of peak shaving and valley filling as auxiliary services, i.e., frequency modulation and backup energy storage. Vehicle-to-Grid (V2G) technology embraces the two aforementioned purposes as one:a technology that enables energy to be pushed back to the power grid from the battery of EVs (Soares et al., 2016; Wei and Li, 2017; Xing et al., 2021; Xue et al., 2021; Zeng et al., 2021). According to the report “Research on the Potential and Economics of Electric Vehicle Energy Storage Technology” issued by the National Development and Reform Commission’s Energy Research Institute, China’s electric vehicle ownership will exceed 80 million in 2030, and the theoretical energy storage potential of V2G will exceed 5000 GWh (Jian, 2020). The application and development of V2G technology has huge potential.
V2G adjusts the available capacity when the grid load reaches the peak or valley. Through the large-scale charging and discharging behavior to perform peak shaving and valley filling, the grid load will be uniformed and further stabilized, which is of great importance to the modern power systems (Xiong et al., 2020b). However, as an EV cluster is an integration of multiple transportation units, its charge and discharge control are affected by factors such as user behavior, remaining battery capacity, and access time. Electric vehicle load has a high degree of randomness and volatility in time and space. Multi-factor variables such as driving rules, user preferences, and access duration have brought great challenges to the orderly adjustment of V2G. Meanwhile, there are still many technical and policy issues in the application and promotion of V2G technology. When participating in V2G, it is first necessary to meet its travel needs, and secondly, regarding the impact of V2G on battery consumption as an economic consideration. An electric vehicle cluster is composed of multiple individual users. How to balance the grid-side regulation needs and the personal needs of electric vehicle users is a difficult problem to be solved.
Up to date, researches on the driving behavior of EVs and V2G regulation of grid load have been widely conducted (Li et al., 2020; Zhou et al., 2020; Leonori et al., 2021; Sangob and Sirisumrannukul, 2021). The MIT Energy Research Institute team established a Trip Energy model by tracking EV energy consumption data to analyze the impact of EV expansion caused by the improvement of charging facilities (Wei et al., 2021). Literature (Wu et al., 2018) introduced multi-agent integrated modeling based on experimental economics, and established a travel willingness model for EV users. Literature (Salehpour and Tafreshi, 2020) introduces a stochastic model for uncertainty handling in the interaction between a smart micro grid and EVss. To further describe the driving behaviors, researches on the statistical data upon National Household Vehicle Survey (NHTS) by considering EVs as equilibrium energy storage aggregator (Qian et al., 2011; Toquica et al., 2020). In terms of the V2G optimal dispatching, literature (Wu et al., 2018; Toquica et al., 2020) proposed an orderly charging control strategy for EVs guided by time-of-use electricity prices. Under the premise of considering user satisfaction, this strategy effectively smoothed the grid peak-valley difference, but did not study the probabilistic distribution of EV discharging to the grid. Literature (Dong et al., 2021) directly regulates the access of EVs to the grid from the perspective of the grid side to construct an economic dispatch model of the power system, with the satisfaction of the load-side car owners unconsidered, adversely promoting the enthusiasm of the V2G participation. Literature (Mahmud et al., 2018) uses the cross-entropy algorithm to solve the constructed load fluctuation model, which remains a single-objective optimization problem, ignoring the economic benefits of EV users and the load peak-valley difference after adjustment.
The above analysis indicates that most of the current research on the evaluation of the effect of V2G participation only considers traffic travel statistics and the response of the power grid separately, and it is difficult to accurately reflect the interaction between the EVs users and the power grid. Existing research has not comprehensively investigated multiple factors such as EVs user behaviors, preferences, and charging/discharging methods. V2G research based on EV user behavior and comprehensive consideration of grid-side load demand, user-side travel preferences and economic demand is rarely reported.
In order to solve the problem of the lack of accurate description of user behavior, this paper primarily collects EV driving data by conducting questionnaire surveys and searching for historical data. The impact of cluster charging/discharging on grid load is consequently analyzed. The EV charging/discharging behavior is simulated by Monte Caro method, and the influence of V2G on the original load curve under different scenarios is studied. The optimization model is established with the goal of minimizing the grid load variance and maximizing the charging/discharging revenues of EV users. Meanwhile, dispatching constraints are carried out according to the travel characteristics of EV users, and users are guided to discharge during peak periods of grid load and charge during valley periods. Finally, V2G under the microgrid in Shanghai is used as a case for verification. The genetic algorithm is used to obtain the Pareto optimal solution, and the optimization strategy of the electric vehicle cluster charging and discharging control is obtained. The behaviorally realistic model proposed for analyzing the effect of V2G participation essentially coordinates the user willingness and friendly operation of the power grid as a novel inspiration for future EV based energy storage systems. The structure of this paper is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Research structure of V2G dispatching strategy based on behaviour model.
Figure 1 shows the research content and structure, including the V2G modeling solution based on user behavior and the V2G cluster scheduling platform under the regional microgrid An EV cluster refers to all EVs connected to the grid in a certain area as a whole. The dispatching platform summarizes the power status, power constraints and other information of all EVs through the monitoring system, and coordinates the load status dispatch of the regional microgrid. While considering the individual differences of users, the unified charge/discharge control of the EVs connected to the grid is carried out, and the power regulation tasks are consequentially allocated to the EVs. Meanwhile, the platform judges the charging/discharging behavior based on the feedback signal, so that the EV energy storage coordinately participates in the energy dispatching.
The research steps of this paper are: behavior investigation-simulation modeling-case verification. Introduction Section includes background and research background and literature review. Electric Vehicle Load Analysis Based on User Behavior Section establishes a V2G model that considers the behavior and energy characteristics of EVs through user investigation and data analysis. The V2G model includes behavior model and energy model, which reflect influencing factors such as user behavior, user preferences, and charging and discharging characteristics. Finally, in Vehicle to Grid Multi-objective Optimal Dispatching Considering Demand Response Section, Monte Carlo simulation and multi-objective evolutionary algorithm are used to optimize the V2G dispatching strategy.
ELECTRIC VEHICLE LOAD ANALYSIS BASED ON USER BEHAVIOR
User Behavior Survey
The user behavior model of EVs mainly needs to consider factors such as daily driving mileage, initial departure time, driving-parking duration, mileage anxiety boundary and expected SOC. The parameter variable demand table is shown in Table 1.
TABLE 1 | Behaviour Model Variable factor.
[image: Table 1]At the same time, consider that EV users will face more specific scenarios, such as the travel time under different modes of weekday and weekend, V2G participation in decision-making under the psychological influence of mileage anxiety, and consideration of uncertain charging/discharging boundaries and so on, these factors will affect the characteristics of the user behavior (Dong et al., 2021). Therefore, uncertain descriptions of different user groups in different scenarios will have certain difficulties. For example, the estimation of charging time depends on the user’s mileage anxiety. Existing statistical information doesn’t provide data for users to participate in decision-making in the face of V2G, and it is impossible to know user preferences (Wolinetz et al., 2018).
In order to solve these problems, it is necessary to introduce preference survey in questionnaire design and data mining. The questionnaire survey method is also a research method based on experimental psychology (Wu et al., 2018). In order to study the willingness of EVs to participate in V2G, a questionnaire-based survey method was used to overcome the limitations of statistical methods (Geske and Schumann, 2018). At the same time, through the evaluation of psychological factors, the decision-making tendency of users is judged, and a behavior model reflecting the willingness of EV users to participate in grid operation is established. The establishment method of EV Behavior Model is shown in Figure 2.
[image: Figure 2]FIGURE 2 | EV Behaviour Model based on questionnaire survey.
The questionnaire will mainly investigate the parameter variables required for model and simulation, including two parts: User Driving Variable and Human Factor Variable. Set the usage scenarios as weekday (home-company-home) and weekend (home-shopping mall-scenic area-home). The content of the questionnaire is shown in Table 2.
TABLE 2 | EV user behaviour questionnaire.
[image: Table 2]Survey Results and Behavioral Models
A total of 380 questionnaires were distributed this time, including 320 valid questionnaires. The ratio of men to women in the questionnaire is close to 1:1, 52% are from Beijing, Shanghai, Shenzhen and other first-tier cities, and more than 94% have a university degree or above, which meets the needs of this survey on EVs. The quality of the survey is of reference value.
The survey mainly focuses on four parts: daily mileage, SOC psychological threshold, departure time and parking time, and expected SOC. Combined with NHTS traffic statistics, we can get the user behavior pattern model and the EV access probability model.
1) Daily mileage
Figure 3 shows the distribution of weekday and weekend mileage. The average weekday mileage is 35km, and the weekend average mileage is 126 km.
[image: Figure 3]FIGURE 3 | Distribution of mileage during weekday-weekend.
Compared with NHTS statistics, the survey data is relatively insufficient. It can be known that 14% of household vehicles in a single day are not used, 43.5% of them have a daily mileage of less than 30 km, 83.7% of them have a daily mileage of less than 100 km (Wei and Li, 2017). The daily mileage can be approximated to a lognormal distribution using the maximum likelihood estimation method. The probability density function of weekday-weekend mileage distribution is as follows:
[image: image]
The daily mileage model can estimate the parameters and η of the driving distribution of a single user based on the sample mean M and sample variance S.
[image: image]
[image: image]
In the weekday mode, the mean [image: image] = 38 and the variance [image: image] = 18 can be taken, while in the weekend mode, [image: image] = 125; [image: image] = 60.
After obtaining the probability distribution of the daily mileage, according to the assumption of power consumption and the assumption that the battery is full at the departure time, the probability distribution of the initial battery SOC of the EVs at the end of the trip can be further obtained (Lu et al., 2020).
2) SOC psychological threshold
In view of the different psychological factors of users facing different SOC levels, the questionnaire investigated the two variables of “mileage anxiety” and “mileage sufficient”, and obtained the charging and discharging choices that users tend to make at a certain SOC. It can be seen from Figure 4 that when the average SOC < 31.14%, the user will feel “mileage anxiety” and choose to look for charging; when the average SOC > 72.87%, the user will feel “mileage sufficient” and willing to participate in V2G. When the SOC is around 50%, it is in the critical stage of charging/discharging psychology, and SOC = 50% can be used as the critical judgment value for V2G participation, that is, when EV SOC >=50%, the discharge behavior can be selected.
3) Departure time and parking time
[image: Figure 4]FIGURE 4 | Psychological threshold of “mileage anxiety” or “mileage sufficient”.
According to the survey of departure time and parking time, it can be known that 22:00–6:00, 10:00–18:00 are EV stay periods, and 6:00–9:00 and 18:00–21:00 are EV travel periods, the distribution of departure time and parking time is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Distribution of departure time and parking time.
According to the literature (Ahmadi et al., 2020), the initial charging and discharging moments all follow a normal distribution, and the potential charging/discharging time period of users is consistent with the survey results. The specific option will be based on the user’s behavior decision. The probability density function at the beginning of charging - discharging is as follows:
[image: image]
With μt1 = 2; σt1 = 0.5
[image: image]
With μt2 = 12; σt2 = 0.5.
4) Expected SOC
At present, users’ willingness to participate in V2G cannot be obtained. Most of the previous studies have adopted the method of directly assuming the preset boundary, which is not completely consistent with the real situation. Therefore, this paper conducted a questionnaire survey on the lack of willingness to discharge boundaries and obtained the expected SOC distribution.
Analyzing the expected SOC, it can be concluded that the distribution law is shown in Figure 6. After inspection, it obeys the normal distribution. Among them, the weekday travel trajectory is simple and has a large discharge margin, which obeys the normal distribution near 47%; the weekend obeys the normal distribution near 52%. The probability density function of Expected SOC is as follows.
[image: image]
With μe1 = 47.2; σe1 = 1.65
[image: image]
With μe2 = 52.0; σe2 = 1.61.
[image: Figure 6]FIGURE 6 | Remaining SOC distribution after discharge.
Electric Vehicle Charging and Discharging Model

1) EV travel characteristics
The travel characteristics of EVs mainly include travel mileage, travel time, charging and discharging time, etc. This paper mainly according to the electric vehicle travel law, set 6:00 in the morning as the travel time, 17:00 in the afternoon as the return time, driving distance is equal. The random array of mileage is obtained from the statistical data. According to the data of national household travel survey (NHTS) (González-Garrido et al., 2019), the daily driving distance of EVs meets the lognormal distribution. Then the probability density function of daily driving distance is taken as follows.
[image: image]
Where: μm = 4.2; σm = 0.75.
After obtaining the probability distribution of daily mileage, according to the assumption of power consumption R[image: image] and the driving energy consumption efficiency [image: image] of EVs, the driving power consumption per unit time can be calculated [image: image].
2) EV cluster load
The load curve of cluster EVs in the region can be obtained by accumulating the charging and discharging behaviors of all EVs. The time interval was set as 1 hour, and the load curve of 1 day was observed. The total power of charging and discharging at time t can be expressed by the following formula:
[image: image]
Where: [image: image] is the charging load of all EVs in t hours, i = 1, 2, … ,24; n is the total number of EVs; [image: image] is the charging and discharging power of the ith vehicle at time t.
3) State of charge (SOC)
The state of charge (SOC) of EV refers to the current state of residual power of its power battery. The SOC of electric vehicle is an important parameter to evaluate the V2G load capacity of electric vehicle. It can have starting or ending power to calculate the real-time residual power of battery. The real-time SOC change of electric vehicle battery can be expressed as follows:
[image: image]
[image: image] is the state of charge of the ith vehicle at t, and [image: image] is the remaining power of the ith vehicle at t.
[image: image]
Where: [image: image] is the full power state at the starting travel time, i.e. 6:00 am. Parameters [image: image] and [image: image] distribution represent EV driving coefficient and V2G coefficient, which are used to judge EV real-time state (driving or charging discharging).
[image: image]
Where: EV state coefficient is determined by the time, considering the EV user’s daily driving law, morning: residential commercial area, afternoon: commercial residential area; [image: image] and [image: image] are the travel time of EV in the morning and return time in the afternoon, [image: image] and [image: image] are the travel time of two trips, and [image: image] is the deadline of the next day at 6:00.
Vehicle to Grid Load Analysis Based on Monte Carlo
Monte Carlo Simulation
This paper uses the V2G Model and Monte Carlo method to simulate grid operation under the charging and discharging of EVs with V2G in Shanghai. Assuming that the charging and discharging time and power of each EV are not affected by other EVs. Based on the Monte Carlo sampling method, according to the random probability distribution of each electric vehicle’s driving conditions, battery characteristics, and expected SOC preferences (González-Garrido et al., 2019; Lu et al., 2020). Generate the corresponding random number to get the daily load curve of a single electric vehicle, and add up the electric vehicle load curve to get the total load curve, the Monte Carlo simulation flow chart is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Monte Carlo simulation flow chart.
Case Analysis
Taking Shanghai EV load regulation as an example, the scale of EVs in Shanghai in 2020 will be 300,000. The influence of regional load curve charging behavior on load is analyzed: the influence of different V2G scales and conditions on the grid load is compared. According to the EV driving data statistics and user behavior questionnaire survey, the peak load time distribution during the day coincides with the vehicle travel time. Therefore, if orderly controlled charging behavior is not adopted, large-scale disorderly charging will bring more pressure to the grid load. Further expanding the peak-to-valley load difference is not conducive to the economic and stable operation of the power grid. However, if the residence time of the EV is effectively used, the cluster V2G control mode is adopted to uniformly regulate the charging and discharging behavior of the connected EV. Set the EV to charge in an orderly manner during the low load at night after returning home, and during the daytime peak period, make full use of the energy of the EV battery and reverse discharge the expected SOC to the grid under the premise of meeting subsequent travel and user preferences, which support peak load operation and realize the purpose of peak shaving and valley filling.
The EV will be equipped with a 60 kWh battery, which consumes 15 kWh per hundred kilometers. Set the parameter R to be the participation rate of electric vehicle V2G, and take the participation rate R to be 0, 0.3, and 0.7, respectively. The remaining parameters are determined by the research results in Table 3.
TABLE 3 | V2G simulation parameters and variables.
[image: Table 3]Simulation Results
According to Monte Carlo simulation of the cluster charging and discharging behavior of 300,000 EVs, EVs in the region are connected to the V2G platform, which can perform unified charging and discharging control of the connected vehicles, and adjust the peak and valley load of the Shanghai regional power grid. The control strategy will be determined according to the actual state information of the vehicle. The user travels at 8:00 and goes home at 17:00. The charging and discharging can be carried out when not driving. The depth of discharge is obtained from the expected SOC distribution investigated in the previous section. By superimposing the charge and discharge power of all vehicles, the total V2G load can be calculated, and finally the comparison of the grid load curves before and after EV participation is obtained. In addition, setting V2G participation rates of different scales can achieve the effect of load regulation by EVs of different scales.
For the different modes of workdays and weekends, the load regulation after the participation of V2G is simulated, and the optimization curve effect is as Figure 8, Figure 9 shows.
[image: Figure 8]FIGURE 8 | Load curve of different V2G participation rates in workday mode.
[image: Figure 9]FIGURE 9 | Load curves of different V2G participation rates in holiday mode.
It can be seen from Figure 8 that in the working day mode, when the V2G participation rate R = 70%, the peak load during the day is 27685.73 MW, which is a decrease of 326.34MW, and the valley load at night is 19607.23 MW, which is an increase of 2007.41 MW, and the peak and valley load throughout the day The difference has been changed from 37.17 to 29.18%, a decrease of 7.99%, and the daily load rate increased by 3.02–87.63%
It can be seen from Figure 9 that in the weekend mode, when the V2G participation rate R = 70%, the peak load during the day is 14140.67 MW, the valley load at night is 10,974.57MW, an increase of 975.79 MW, and the peak-to-valley load difference changes from 29.29 to 29.29%. 22.39%, a decrease of 6.9%, and a daily load rate of 88.75%, an increase of 1.83% compared to before the regulation.
The results show that in the load regulation, in the working day mode, the peak-to-valley load difference can be reduced by up to 7.99%, and the daily load utilization rate can be increased by 3.02%. When the V2G participation rate increased from 30 to 70%, the increase of 40% participation rate reduced the peak-to-valley load difference by 6 and 5.4%, and the daily load utilization rate also increased by 2.27 and 1.27%, respectively.
From the above simulation results, it can be seen that after V2G regulation, the grid load at night is more evenly distributed under the adjustment of the cluster charging, and the EV cluster during the day peak period reduces the pressure on the grid through discharge, which can stabilize the load fluctuation effect. Therefore, it can be stated when the charging and discharging of electric vehicle clusters are under unified control and management, it can effectively smooth the daytime load peaks and valleys of the power grid.
VEHICLE TO GRID MULTI-OBJECTIVE OPTIMAL DISPATCHING CONSIDERING DEMAND RESPONSE
Multi-Objective Optimization Model
Multi-Objective Function

1) Objective 1: Minimum load variance
The objective of grid side optimization mainly considers the fluctuation of daily load curve. Load mean square deviation can be used to characterize the fluctuation of grid load. The smaller the mean square deviation is, the more stable the load change is. One day is divided into 24 time periods, and the charge and discharge power of each electric vehicle in each period is the control variable. When EVs participate in peak load reduction and valley filling, they should focus on discharging at peak load and charging at low load to reduce peak valley difference. The objective function is to minimize the variance of daily load curve:
[image: image]
Where: [image: image] represents the power of the original power grid without electric vehicle load; [image: image] represents the power of electric vehicle I at time t, which is a positive value for charging and a negative value for discharging; n represents the number of EVs, and the time t is taken as 24.
2) Objective 2: Maximum revenue for EV users
The user side optimization target mainly considers the economy of EV users. Considering the loss cost of V2G to battery attenuation, users can obtain profits by charging at low price and discharging at high price (González-Garrido et al., 2019; Wei et al., 2021). The overall objective is determined by the profits of all users. The objective function of maximizing the profits of single day users participating in V2G response is as follows:
[image: image]
Where: [image: image] is the charge and discharge price of the electric vehicle in t period. When [image: image], [image: image], [image: image] means charging, otherwise, when [image: image], [image: image], [image: image] means discharge.
At the same time, considering the cost loss caused by the attenuation of the battery capacity, the damage cost rb needs to be taken into consideration. The battery capacity Eev is 60 kW, k is the number of cycles that can be used when the battery decays to 80% of its life (3,000 times), and the influence coefficient ξ = 0.8. Therefore, from the formula rb = M/ξk, the loss cost rb = 0.62 yuan/kWh.
Constraint Conditions

1) Load fluctuation constraints of power grid
Considering that the fluctuation of power system is controlled by various indicators, excessive load fluctuation in a short time will affect the system frequency, which is not conducive to the stability of the system. When the sampling point of [image: image] time interval is set, the load fluctuation rate should meet the following constraints:
[image: image]
Where: [image: image] represents the power of the original power grid without electric vehicle load, and the load fluctuation rate W is ±8%.
2) EV charging and discharging power constraint
[image: image]
Where: [image: image] is the maximum charging and discharging power of all EVs that can be dispatched at the t stage, taking 20kW.
3) SOC constraint
[image: image]
Where: [image: image] and [image: image] is the maximum and minimum value of all EVs that can be dispatched, taking 0.2–0.9.
4) V2G termination constraints
In this paper, the user travel demand is specially restricted, so that the electric vehicle can meet the user’s return demand after participating in V2G discharge. Then the discharge state [image: image] should satisfy:
[image: image]
[image: image]
Where: [image: image] represents the remaining power of the ith vehicle at time t in the discharge state, [image: image]is the discharge termination power, indicating that the minimum remaining power should meet the power consumption required for the home mileage. [image: image] represents the return mileage of the vehicle i, R represents the power consumption per 100 km of the EV, and [image: image] represents the conversion rate of EV power consumption when driving, taking 0.9.
Genetic Algorithm Optimization
This paper presents a multi-objective optimization method for EVs to participate in V2G with the consideration of user demand response, so as to minimize the load variance and maximize the user profits. Usually, this kind of multi-objective optimization problem is to make multiple objective functions tend to be optimal under a set of constraints (Geske and Schumann, 2018; Wolinetz et al., 2018).
[image: image]
Where: n is the number of objective functions; Q and J are the number of equality constraints and inequality constraints respectively.
When the multi-objective genetic optimization algorithm is used to solve the charging and discharging power of EVs in an 1 hour period (i.e., the day time is split as 24 points for each EV to charge/discharge), the charging and discharging power of each EV in each period is taken as the position coordinate, and the dimension is 24*n (n is the number of EVs):
[image: image]
The mutation and crossover manipulation are implemented by using built-in function mutationadaptfeasible and crossoverintermediate in MATLAB (2021a, MATHWORKS, MA, USA), respectively. The population size, evolutionary generation, constraint tolerance and objective function tolerance is 200, 1,000, [image: image] and [image: image], respectively. When the iteration comes to 515 generation, objective function tolerance converges to [image: image], where the set of result can be plotted as a Pareto Front for both technical and economical analysis.
Analysis of Vehicle to Grid Multi-Object Dispatching Cases
This paper takes the power load of a city and the participation of EVs as an example, and then the optimization model is simulated and solved by MATLAB platform. Considering the random uncertainty of EV user characteristics, this paper calculates the value according to five typical characteristics of EV driving mileage, including daily short distance and medium distance travel of 30–180 km. Case parameters are shown in Table 4.
TABLE 4 | case parameters.
[image: Table 4]According to the electricity price of the Shanghai power grid, the EV charging and discharging electricity price in this simulation can be set,:The Peak time (8:00–12:00, 18:00–21:00) price is 1.074 yuan/kWh, the Valley time (23:00–6:00) price is 0.316 yuan/kWh, and the Normal time (6:00–8:00, 12:00–18:00, 21:00–13:00) price is 0.671 yuan/kWh. Meanwhile, Considering the random uncertainty of EV user characteristics, this paper selects five typical travel distance types as the research objects, including daily short distance and long-distance travel of 30–180 km, sets the number of EV participating in V2G as 500, and the mileage and quantity parameters are shown in Table 5.
TABLE 5 | Typical value of EV mileage.
[image: Table 5]Through the simulation calculation of the multi-objective genetic optimization algorithm, the optimization result Pareto distribution is shown in Figure 10. Pareto distribution represents the coordination of the two objective functions of grid load variance and electric vehicle user income. It can be seen that the distribution is uniform and stable, which verifies the feasibility of Pareto optimization to solve the multi-objective problem (Lu et al., 2020).
[image: Figure 10]FIGURE 10 | Pareto Front-Profit vs Variance.
The optimization results are closer to the actual situation, because the charging and discharging options of EVs can correspond to the time-of-use electricity price. When the grid load peaks, the price of electricity will increase, charging will decrease and discharge will increase, and revenue will increase. When the grid load is low, the price of electricity will decrease, charging will increase and discharge will decrease, and profit will decrease.
It can be seen from the Pareto Front distribution curve that the minimum variance of the grid load and the maximum revenue of electric vehicle users are difficult to achieve the optimal at the same time, and the revenue will decrease when the variance decreases. However, the distribution of the optimal solution set is relatively concentrated and the range of change is small, which can explain the multi-objective optimization problem and achieve consistency in overall regulating. There is a positive correlation between the level of time-of-use electricity price and load peaks and valleys. In the process of peak shaving and valley filling, the variance is reduced and the income is maximized.
Therefore, it can be explained that after considering the needs of both the grid side and the user side, the Pareto solution set is obtained by the genetic algorithm to form a multi-objective optimal charging and discharging regulating strategy for EVs.
The optimized result graph and table are as follows. Table 6 and Figure 11 show the changes of grid load after EV participation. It can be seen that when V2G participates in power grid load regulation, 1) daytime peak load decreases by 0.7 MW; nighttime valley load increases by 0.2 MW; 2) whole day peak valley load difference changes from 34.24 to 31.25%, reducing by 2.99%; 3) daily load rate increases by 1.49%; 4) while user income can reach 1630-yuan, power grid load variance decreases by 9.52%.
TABLE 6 | Comparison of power grid load changes with V2G participation.
[image: Table 6][image: Figure 11]FIGURE 11 | Comparison of power grid load changes with V2G participation.
Comparison of Vehicle to Grid Response Under Different Electricity Price Modes
In the user-side load regulation of the power system, electricity price response is an important form of demand response. Research has shown that the use of time-of-use electricity prices for off-peak power consumption can effectively reduce the burden on the grid and greatly save costs for each EV user. Due to the difference in electricity prices, the charging and discharging preferences of vehicle users are also different, so it is necessary to consider the impact of electricity price fluctuations on the optimization results (Clairand et al., 2020; Li et al., 2020). Therefore, in order to facilitate the formation of a more complete electricity price policy theory, sensitivity analysis of peak and valley electricity price fluctuations is needed.
Time-of-use price (time-of-use price) refers to the establishment of three electricity price modes at different times of peak, normal, and valley to the load conditions of the power grid, so as to guide users’ charging-discharging behavior and reduce the load on the grid. The time-of-use electricity price model is shown in Figure 12. Mode 0 is the current Time-of-use electricity price in Shanghai. The Peak time price is 1.074 yuan/kWh, the Valley time price is 0.316 yuan/kWh, and the Normal time price is 0.671 yuan/kWh. This section compares the current tiered electricity prices in Shanghai with the 30% (Mode 1) and 60% (Mode 2) increase in V2G subsidized electricity prices, which is used as the charging or discharging price for EV users.
[image: Figure 12]FIGURE 12 | The time-of-use electricity price model.
After simulation verification, the following results can be obtained. Figure 13 shows the charge and discharge power distribution of EV users under different electricity price modes. It can be seen from the optimization solution that the correlation between electricity price and V2G participation is not significant, but in the multi-objective game that solves the minimum variance of grid load and the maximum user economic benefit, the time-of-use electricity price guides users’ charging and discharging behaviors, realizing charging during the low load period at night, and discharge during the peak load period during the day. The optimal strategy for charging during the trough period.
[image: Figure 13]FIGURE 13 | Grid load changes in response to different electricity price modes.
The economic sensitivity of EV users is different, so under a variety of electricity price modes, there will be different charging and discharging decisions. Figure 14 shows the optimization results of electric vehicle user income and load variance under different electricity price modes. The figure shows the changes in user income and load variance in response to different electricity price modes. With the increase in V2G subsidized electricity prices, user income has increased significantly, from 800 yuan under the original electricity price model response to 1,630 yuan under the 60% subsidy. An increase of 50.92%. At the same time, the load variance does not decrease linearly when the electricity price increases. Compared with the response to Mode0, the variance increases by 0.82% when the electricity price is Mode1, while the variance is reduced by 1.76% when the electricity price is Mode2.
[image: Figure 14]FIGURE 14 | User revenue vs load variance under different electricity price models.
The analysis shows that with the increase in the price of the time-of-use electricity, the peak and valley electricity prices, the user’s income will increase. Compared with the V2G response under the existing tiered electricity price model in Shanghai, it shows a positive correlation trend. However, the variance of the grid load is not the same as the income. A slight increase will increase the variance of the grid load, and after the electricity price is raised again, the variance can be reduced. Therefore, it can be shown that the charging and discharging behaviours of electric vehicle users are affected by the fluctuation of electricity prices, and their economic benefits can be maximized during peak load periods and charging during trough periods. At the same time, it can reduce the variance of grid load through demand response and improve the goal of stable grid operation.
CONCLUSION
In conclusion, this paper studies the V2G mode based on the user behavior characteristic by Monte Carlo simulation, the influence of the charging and discharging process of EVs on the load characteristics of the power grid is simulated and analyzed, finally the V2G cluster dispatching strategy considering the demand response of the grid side and the user side is obtained through optimization calculation.Conclusion
The optimization of V2G dispatching strategy can get the following results: When the V2G participation rate increases by 40%, the peak-to-valley load difference will be reduced by 6% respectively, and the daily load utilization will increase by 2.27%. After adding the time-of-use electricity price incentive method, this strategy can stabilize grid load fluctuations and increase the profit of EV users. It achieves the regulating effect of reducing the peak-to-valley load difference of the whole-day grid by 2.99%, increasing the daily load rate by 1.49%, and reducing the variance of the grid load by 9.52%. The goal of peak-shaving and valley-filling under the balance between the power grid and the needs of users on both sides is completed.
It can be seen that V2G participation in grid load dispatching will be possible to effectively reduce the daily peak-to-valley difference and increase the grid daily load rate while suppressing load fluctuations, which will significantly stabilize the grid daily load curve. At the same time, through the multi-objective optimization algorithm, the simulation analysis of EV charging and discharging participating in the grid load dispatching is carried out. Finally, the optimal dispatch strategy can be obtained, which can increase the income of electric vehicle users while stabilizing the fluctuation of the grid load.
In this paper, in order to carry out quantitative comparative analysis, some assumptions are used to make EV user data more random and improve the authenticity of the model. The following papers will enrich the model data and improve the optimization algorithm to get higher quality results.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusion of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
Conceptualization and methodology, TL; software: ST and KH; modeling: TL, BY, and BX; validation: ML; writing—original draft preparation: TL, KH, and ST; writing—review and editing, TL and ST; supervision: YS; project administration: YS
FUNDING
This research was funded by the National Key Research and Development Program of China (Grant No. 2019YFB2103200 and No. 2018YFB1500904).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Ahmadi, S., Arabani, H. P., Haghighi, D. A., Guerrero, J. M., Ashgevari, Y., and Akbarimajd, A. (2020). Optimal Use of Vehicle-To-Grid Technology to Modify the Load Profile of the Distribution System. J. Energ. Storage 31, 101627. doi:10.1016/j.est.2020.101627
 Clairand, J. M., Rodríguez-García, J., and Álvarez-Bel, C. (2020). Assessment of Technical and Economic Impacts of EV User Behavior on EV Aggregator Smart Charging. J. Mod. Power Syst. Cle 8 (2), 356–366. doi:10.35833/MPCE.2018.000840
 Dong, L., Wang, C., Li, M., Sun, K., Chen, T., and Sun, Y. (2021). User Decision-Based Analysis of Urban Electric Vehicle Loads. CSEE J. Power Energ. Syst. 7 (1), 190–200. doi:10.17775/CSEEJPES.2020.00850
 Geske, J., and Schumann, D. (2018). Willing to Participate in Vehicle-To-Grid (V2G)? Why Not!. Energy Policy 120, 392–401. doi:10.1016/j.enpol.2018.05.004
 González-Garrido, A., Thingvad, A., Gaztañaga, H., and Marinelli, M. (2019). Full-scale Electric Vehicles Penetration in the Danish Island of Bornholm-Optimal Scheduling and Battery Degradation under Driving Constraints. J. Energ. Storage 23, 381–391. doi:10.1016/j.est.2019.03.025
 Jian, L. (2020). An Analysis on the Application Potential and Position of Electric Vehicle Energy Storage. J. Glob. Energ. Interconnection 000 (001), 44–50. doi:10.19705/j.cnki.issn2096-5125.2020.01.005
 Kempton, W., and Tomić, J. (2005). Vehicle-to-Grid Power Implementation: From Stabilizing the Grid to Supporting Large-Scale Renewable Energy. J. Power Sourc. 144 (1), 280–294. doi:10.1016/j.jpowsour.2004.12.022
 Leonori, S., Rizzoni, G., Frattale Mascioli, F. M., and Rizzi, A. (2021). Intelligent Energy Flow Management of a Nanogrid Fast Charging Station Equipped with Second Life Batteries. Int. J. Elec Power 127, 106602. doi:10.1016/j.ijepes.2020.106602
 Li, X., Tan, Y., Liu, X., Liao, Q., and Wang, Z. (2020). A Cost-Benefit Analysis of V2G Electric Vehicles Supporting Peak Shaving in Shanghai. Electr. Pow Syst. Res. 179, 106058. doi:10.1016/j.est.2020.101627
 Lu, Z., Zhang, Q., Yuan, Y., and Tong, W. (2020). Optimal Driving Range for Battery Electric Vehicles Based on Modeling Users' Driving and Charging Behavior. J. Adv. Transportation 2020 (3), 1–10. doi:10.1155/2020/8813137
 Mahmud, K., Jahangir Hossain, M., and Town, G. E. (2018). Peak-Load Reduction by Coordinated Response of Photovoltaics, Battery Storage, and Electric Vehicles. Ieee Access 6, 29353–29365. doi:10.1109/ACCESS.2018.2837144
 Qian, K., Zhou, C., Allan, M., and Yuan, Y. (2011). Modeling of Load Demand Due to EV Battery Charging in Distribution Systems. IEEE Trans. Power Syst. 26 (2), 802–810. doi:10.1109/tpwrs.2010.2057456
 Salehpour, M. J., and Tafreshi, S. M. M. (2020). Contract-Based Utilization of Plug-In Electric Vehicle Batteries for Day-Ahead Optimal Operation of a Smart Micro-Grid. J. Energ. Storage 27, 101157. doi:10.1016/j.est.2019.101157
 Sangob, S., and Sirisumrannukul, S. (2021). Optimal Sequential Distribution Planning for Low-Voltage Network with Electric Vehicle Loads. Front. Energ. Res. 9, 407. doi:10.3389/fenrg.2021.673165
 Soares, J., Fotouhi Ghazvini, M. A., Vale, Z., and de Moura Oliveira, P. B. (2016). A Multi-Objective Model for the Day-Ahead Energy Resource Scheduling of a Smart Grid with High Penetration of Sensitive Loads. Appl. Energ. 162, 1074–1088. doi:10.1016/j.apenergy.2015.10.181
 Toquica, D., De Oliveira-De Jesus, P. M., and Cadena, A. I. (2020). Power Market Equilibrium Considering an EV Storage Aggregator Exposed to Marginal Prices - A Bilevel Optimization Approach. J. Energ. Storage 28, 101267. doi:10.1016/j.est.2020.101267
 Xiao, H., Wei, P., and Li, K. (2017). Multi-Objective Optimization Scheduling Method for Active Distribution Network with Large Scale Electric Vehicles. Trans. China Electrotechnical Soc. 32 (S2), 179–189. doi:10.19595/j.cnki.1000-6753.tces.L70199
 Wei, W., Ramakrishnan, S., Needell, Z. A., and Trancik, J. E. (2021). Personal Vehicle Electrification and Charging Solutions for High-Energy Days. Nat. Energ. 6 (1), 105–114. doi:10.1038/s41560-020-00752-y
 Wolinetz, M., Axsen, J., Peters, J., and Crawford, C. (2018). Simulating the Value of Electric-Vehicle-Grid Integration Using a Behaviourally Realistic Model. Nat. Energ. 3 (2), 132–139. doi:10.1038/s41560-017-0077-9
 Wu, J., Xue, Y., Xie, D., Li, K., Wen, F., Zhao, J., et al. (2018). Multi-agent Modeling and Analysis of EV Users' Travel Willingness Based on an Integrated Causal/statistical/behavioral Model. J. Mod. Power Syst. Clean. Energ. 6 (6), 1255–1263. doi:10.1007/s40565-018-0408-2
 Xing, Q., Cheng, M., Liu, S., Xiang, Q., Xie, H., and Chen, T. (2021). Multi-Objective Optimization and Dispatch of Distributed Energy Resources for Renewable Power Utilization Considering Time-Of-Use Tariff. Front. Energ. Res. 9, 68. doi:10.3389/fenrg.2021.647199
 Xiong, L., Liu, X., Zhang, D., and Liu, Y. (2020). Rapid Power Compensation Based Frequency Response Strategy for Low Inertia Power Systems. Ieee J. Em Sel Top. 9, 4500–4513. doi:10.1109/JESTPE.2020.3032063
 Xiong, L., Liu, X., Liu, Y., and Zhuo, F. (2020). Modeling and Stability Issues of Voltage-Source Converter Dominated Power Systems: A Review. CSEE J. Power Energ. Syst. 9, 1–18. doi:10.17775/CSEEJPES.2020.03590
 Xue, P., Xiang, Y., Gou, J., Xu, W., Sun, W., Jiang, Z., et al. (2021). Impact of Large-Scale Mobile Electric Vehicle Charging in Smart Grids: A Reliability Perspective. Front. Energ. Res. 9, 241. doi:10.3389/fenrg.2021.688034
 Zechun, H., Yonghua, S., Zhiwei, X., Zhuowei, L., Kaijiao, Z., and Long, J. (2012). Impacts and Utilization of Electric Vehicles Integration into Power Systems. Proc. CSEE 32 (4), 1–10. doi:10.13334/j.0258-8013.pcsee.2012.04.006
 Zeng, B., Sun, B., Mu, H., Wang, Y., Wei, X., and Wang, L. (2021). Comprehensive Benefit/Cost Analysis of Utilizing PEV Parking Lots as Virtual Energy Storage for the Energy Supply Sustainability of Future Distribution Systems. Front. Energ. Res. 9, 203. doi:10.3389/fenrg.2021.686890
 Zhou, B., Zhang, K., Chan, K. W., Li, C., and Gao, X. (2020). Optimal Coordination of Electric Vehicles for Virtual Power Plants with Dynamic Communication Spectrum Allocation. Ieee T Ind. Inform. 17, 450–462. doi:10.1109/TII.2020.2986883
Conflict of Interest: ML was employed by the company State Grid Zhejiang Electric Power Co., Ltd.The remaining authors declare that the research was conducted in the. absence of any commercial or financial relationships that could be. construed as a potential conflict of interest.
Copyright © 2021 Li, Tao, He, Lu, Xie, Yang and Sun. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 15 September 2021
doi: 10.3389/fenrg.2021.748673


[image: image2]
Integrated Energy System Optimal Operation in Coal District With Hydrogen Heavy Trucks
Junjie Yin1, Jianhua Wang1*, Jun You1, Hong Chen2 and Wei Shi2
1School of Electrical Engineering, Southeast University, Nanjing, China
2Changzhou Power Supply Company of State Grid Jiangsu Electric Power Co., Ltd., Changzhou, China
Edited by:
Siqi Bu, Hong Kong Polytechnic University, Hong Kong, SAR China
Reviewed by:
Fatma Ashour, Cairo University, Egypt
Yusuf Bicer, Hamad bin Khalifa University, Qatar
* Correspondence: Jianhua Wang, wangjianhua@seu.edu.cn
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 28 July 2021
Accepted: 20 September 2021
Published: 15 September 2021
Citation: Yin J, Wang J, You J, Chen H and Shi W (2021) Integrated Energy System Optimal Operation in Coal District With Hydrogen Heavy Trucks. Front. Energy Res. 9:748673. doi: 10.3389/fenrg.2021.748673

The coal industry contributes significantly to the social economy, but the emission of greenhouse gases puts huge pressure on the environment in the process of mining, transportation, and power generation. In the integrated energy system (IES), the current research about the power-to-gas (P2G) technology mainly focuses on the injection of hydrogen generated from renewable energy electrolyzed water into natural gas pipelines, which may cause hydrogen embrittlement of the pipeline and cannot be repaired. In this paper, sufficient hydrogen energy can be produced through P2G technology and coal-to-hydrogen (C2H) of coal gasification, considering the typical scenario of coal district is rich in coal and renewable energy. In order to transport the mined coal to the destination, hydrogen heavy trucks have a broad space for development, which can absorb hydrogen energy in time and avoid potentially dangerous hydrogen injection into pipelines and relatively expensive hydrogen storage. An optimized scheduling model of electric-gas IES is proposed based on second-order cone programming (SOCP). In the model proposed above, the closed industrial loop (including coal mining, hydrogen production, truck transportation of coal, and integrated energy systems) has been innovatively studied, to consume renewable energy and coordinate multi-energy. Finally, an electric-gas IES study case constructed by IEEE 30-node power system and Belgium 24-node natural gas network was used to analyze. The results show that by introducing the proposed hydrogen production technology, typical daily operating costs are effectively reduced by 7.7%. Under China’s carbon emissions trading system, the operating costs of hydrogen heavy trucks have been reduced by 0.95 and 4.68% respectively, compared with electric vehicles and diesel trucks. Under Europe’s stricter carbon emissions trading system, the percentages of cost reduction are 2.56 and 9.12%, respectively. The above technical results verify the feasibility, economy, low carbon, and effectiveness of the proposed mechanism.
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1 INTRODUCTION
The coal industry is indispensable in industrial production system, and its energy consumption occupies a large share, i.e., the coal district is a typical large load of energy system. In the production process of mining, preparation, etc., coal mine machineries need to consume a lot of electricity and heat. In addition, the mined coal depends on heavy trucks to be transported to various destinations, which requires a large amount of energy to drive the engine and is essential in the coal industrial production process.
Therefore, the coal industry districts usually suffer from serious environmental pollution problems, e.g., Kuzbass (Russia), Shanxi (China), Ruhr (German), Appalachia (United States). The main reasons include but not limited to coal dust, factory emissions, vehicle exhaust, etc. Facing the tremendous environmental pressure and resource shortage, coal districts are in urgent need of energy transformation and the exploitation of renewable and indigenous resources to solve local energy use problems.
Nowadays, the development of renewable energy, represented by wind power, solar photovoltaics, etc., has become an inevitable trend. Generally speaking, coal resources are distributed in inland mountainous areas, and the local geographical features determine the abundant wind power resources in these areas. However, the phenomenon of abandoning wind power and PV is still serious, mainly due to the instability of renewable energy and the difficulty of being directly integrated into traditional energy networks.
As a clean energy, hydrogen energy is regarded as an alternative to fossil energy in the future. The current industrial hydrogen is mainly from:
1) More than 90% hydrogen is produced from fossil energy (e.g. , coal, natural gas) or alcohols, which emits greenhouse gases(Herraiz et al., 2020);
2) Less than 5% hydrogen is production obtained from renewable energy electrolysis, has more room for development (Pan et al., 2020). (Relatively stable wind power is more suitable than PV with greater daily volatility).
In coal districts, the significances for the development of the hydrogen are unique: volatile renewable energy can be absorbed and clean energy supply can be achieved (Wu et al., 2020). Different from the high hydrogen price in resource-deficient areas, the coal district has ample and cheap hydrogen, through the Power-to-gas (P2G) technology(Bailera et al., 2020). According to the type of conversion gas, P2G technology can be divided into two types: power-to-hydrogen (P2H) conversion and power-to-methane (P2M) conversion.
Regarding the hydrogen-based integrated energy system (IES) (Liu et al., 2021) and integrated electric-gas systems (IEGS) (Song et al., 2020; Sheng et al., 2018). The hydrogen produced in P2G plants can be used in following ways (Gahleitner, 2013):
1) Further synthesis to methane or other hydrocarbon fuels through methanation equipment;
2) Injection the mixture of hydrogen and methane into natural gas pipelines by hydrogen compressed natural gas (HCNG) technology (Zhou et al., 2020);
3) Power generation with the help of internal combustion engine or combined heat and power (CHP) devices (Ni et al., 2018);
4) Hydrogen storage into tanks after pressurization (Qiu et al., 2020);
5) Hydrogen refueling stations for vehicles or the use of hydrogen in industry.
Among the above 5 ways, way 1) does not take advantage of hydrogen energy itself, compared with other hydrocarbons. At present, some scholars are devoted to the research of way 2) – HCNG, and have achieved certain results in the study of the effect of hydrogen content percentage on integrated systems (Zhou et al., 2020). However, due to the characteristics of low density and high activity, blending hydrogen reduces the amount of energy delivered by the natural gas network under the same conditions. Hydrogen embrittlement may occur, which poses challenges to safety of the overall system. Due to the hazards of hydrogen embrittlement caused by the activity of hydrogen molecules, some studies are devoted to solving the location of hydrogen embrittlement cracks and performing subsequent repair work of steel pipelines through precise positioning (Chen et al., 2020). Therefore, countries have established strict limits on hydrogen blending in natural gas networks (generally the volume of hydrogen is up to 6%) (IEA, 2020). In terms of way 3), the direct use of hydrogen converted by P2G technology in the CHP system involves multiple energy conversions, while each conversion is bound to bring about a large energy loss, so the gain is more than the loss. As regards way 4), high cost is the primary reason hindering large-scale storage of hydrogen energy, mainly due to pressurized systems and containers. As to, the current input cost of hydrogen buses in some cities is too high to make profits, although some studies have confirmed the highlights of their proposed fuel (Bongartz et al., 2018; O’Shea et al., 2020) on light-duty vehicles(He et al., 2020).
The application of hydrogen heavy trucks is naturally proposed in this article, based on the evaluation of the above five methods. The proportion of energy consumption in transportation has remained high for a long time, and heavy trucks are an indispensable part of it. Currently, heavy trucks are mainly fueled by fossil fuels such as diesel. In recent years, hybrid electric vehicles and hybrid trolley trucks have also been applicated (Seebergs, 2014). The energy management strategies are proposed for heavy-duty fuel cell hybrid electric vehicles (Rudolf et al., 2021). For high energy-consuming mining enterprises, the system-dynamic simulation of logistics system has been studied to meet the needs of coal transportation (Mishkurov et al., 2021). Compared with the above-mentioned transportation fuel, substituting diesel with hydrogen is regarded as an effective way to reduce the air pollution and greenhouse gas emissions of heavy trucks (Lao et al., 2020). However, the above-mentioned papers do not design the industrial chain of hydrogen energy production-conversion-utilization, and the current production cost of hydrogen energy is still relatively high. Actually, conditions for the development of hydrogen heavy trucks in coal districts are superior: not only are hydrogen sources abundant, but also the application space of hydrogen heavy truck is broad. Due to the huge demand for coal transportation in these areas, the number of locally registered heavy trucks is also very large, usually reaching tens of thousands. The reasons and significance of developing hydrogen heavy trucks are as follows:
1) The rigid demand for coal transportation can be solved, skipping low-profit hydrogen fuel cell buses (Rolink and Rehtanz, 2013);
2) Fossil energy consumption can be reduced by replacing diesel heavy trucks;
3) Electrolysis using renewable energy is usually the cleanest way, which can be considered as negative greenhouse gas production;
4) Compared with lithium power batteries, hydrogen heavy trucks are more suitable for heavy-duty and long-distance transportation, and have the advantages of longer cruising range, shorter charging time, and lighter weight;
5) Hydrogen produced by electrolysis is still the main improvement direction and can get strong support from policies.
Based on the above analysis, an energy mechanism for the typical coal districts has yet to be proposed. For coal districts, there are the following visions: giving full play to the advantages of rich wind energy in coal districts, designing practical and effective energy supply structure systems, and realizing smooth, low-carbon and environment-friendly transportation of coal resources. As an energy output terminal, it has important responsibilities for the entire energy network. Therefore, the following goals should be achieved: consuming renewable energy as much as possible, breaking the status quo of the separate design and independent operation of each existing energy supply system, and establishing the IES, in order to promote the optimization of the energy structure and finally achieve the grand goal of carbon neutrality.
In order to solve the above-mentioned challenges, models of hydrogen heavy trucks and P2G equipment are established and second-order cone programming (SOCP) are applied. The main contributions of this work are summarized below.
1) The closed industrial loop between coal mining, hydrogen production, truck transportation of coal, and integrated energy systems has been innovatively proposed.
2) P2G technology has been further expanded, by taking into account the detailed chemical reaction process of P2H and P2M. Utilizing the wind power with strong volatility, the proposed P2G technology adjusts electrolysis and methanation in real time to control the generation ratio of hydrogen and methane.
3) Reasonable use of hydrogen energy, as the fuel of hydrogen heavy trucks, is proposed, which avoids hydrogen embrittlement and reduces the storage cost.
4) In the scenario of coal district, the models of hydrogen heavy truck, P2G equipment and IEGS are innovatively proposed. Incorporating heavy trucks into the unified dispatch of IEGS is conducive to making full use of hydrogen energy, reducing carbon emissions, and achieving clean and environmental protection.
The remaining parts of this paper are organized as follows. The scenario of coal district considering hydrogen heavy trucks and P2G equipment model are introduced in Section 2. Section 3 describes the problem formulation and transformation. Case study is provided to prove the validity of the proposed model in Section 4. Section 5 draws the conclusion on this paper.
2 TYPICAL SCENARIO OF COAL DISTRICT
As shown in Figure 1, the closed industrial loop between coal mining, hydrogen production, truck transportation of coal, and integrated energy systems has been innovatively proposed. In the coal mining process, part of the coal is used to produce hydrogen through C2H technology, and the other part is transported to power plants by hydrogen heavy trucks, which consume a lot of energy in the transportation process. Wind power is highly volatile and cannot be directly connected to the grid. Therefore, wind power produces hydrogen (energy for hydrogen heavy trucks) through electrolysis of water, and part of the hydrogen is further methanated to produce methane (injected into natural gas pipelines). Note that in this article, only the daily operating emissions (variable cost) is considered, and the emissions caused by the initial equipment investment (fixed cost) are not considered. Among them, coal is used for hydrogen production or transportation, and wind power is used for hydrogen production or methanation. By combining the needs of the coupled energy network, real-time optimized dispatching is carried out.
[image: Figure 1]FIGURE 1 | Scenario of coal district considering hydrogen heavy trucks and P2G equipment model of wind power to H2 and CH4.
2.1 Mining, Processing and Transportation
2.1.1 Coal Gasification
As summarized in Section 1, more than 90% of hydrogen is produced by fossil energy, and the chemical reaction equation is as follows:
[image: image]
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Due to the scenario of coal districts in this article, the process of producing hydrogen from fossil energy is only coal-to-hydrogen. Assuming that the weight of coal mined at the time slot t is Mt (ton), and βt (%) is the ratio of mined coal used as the raw material for coal gasification, the amount of hydrogen produced by coal in this time slot is
[image: image]
where [image: image] represents the efficiency of coal gasification at t. This process is abbreviated as coal-to-hydrogen (C2H). Since the chemical reaction in (Eq. 1) requires heat absorption, the reaction equipment involved in the process is also one of the heat loads.
2.1.2 Hydrogen Heavy Trucks
With technological breakthroughs (electric stacks, membrane electrodes, catalysts, etc.), policy promotion, and the construction of hydrogen refueling stations, hydrogen fuel vehicles have a bright future. The subsidy tilt for heavy trucks is more prominent in the new policy. In the latest policy in September 2020, the upper limit of bicycle subsidies for heavy trucks over 31t has increased by 36.5% (National Energy Administration, 2020).
The sales of hydrogen heavy trucks will be almost zero before 2020, but by 2030 it is estimated that sales will account for more than 50% of the overall hydrogen-fueled vehicles. With infrastructure, technological innovations and cost reductions pushing into a period of accelerated development, sales are expected to exceed 100,000 vehicles by 2030. World-renowned automobile companies (Toyota, Hyundai, Nikola, etc.) and consulting companies (Roland Berger, etc.) have fully discussed the feasibility of hydrogen heavy trucks. In China, various provinces are also stepping up their deployment in the hydrogen energy industry. For example, Guangdong Province will build about 300 hydrogen refueling stations, and Shanghai plans to plan close to 100 hydrogen refueling stations by 2023, and more than 30 will be completed and put into operation (Roland Berger, 2021).
Currently, one of the main factors restricting the development of hydrogen heavy trucks is the cost issue: the mainstream range is 60–80 ¥/kg, and some areas require a minimum of 40 ¥/kg, and the average subsidy is 10–12 ¥/kg. At present, the energy consumption cost of hydrogen heavy trucks per 100 km is at least 400 yuan, while the energy consumption cost of the same type of diesel vehicles is 180–200 ¥/km. In the future, with the increase in scale, the average cost of hydrogen to the station is expected to be reduced to 25 ¥/kg in 2030. If the hydrogen consumption per 100 km of heavy trucks is reduced to 7 kg, the competitiveness of hydrogen fuel cell heavy trucks in terms of energy consumption will gradually begin appear. Therefore, this article focuses on the application of hydrogen heavy trucks combined with IES in coal districts to achieve cost reduction through the coordination of multi-energy flows.
Table 1 shows the comparison between hydrogen heavy trucks and electric vehicles and diesel trucks in many aspects. It can be predicted that in the future when hydrogen energy production technology continues to increase and costs continue to fall, hydrogen heavy trucks will become more competitive.
TABLE 1 | Comparison of heavy trucks with different power types.
[image: Table 1]In the actual production process, the amount of coal mined is directly proportional to the required transport capacity of heavy trucks. In this article, the load capacity and required quantity of each heavy truck are no longer considered separately. But from a global perspective, the relationship between the hydrogen consumption of hydrogen heavy trucks and the amount of coal mining is as follows:
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where [image: image] is the total hydrogen demand of heavy trucks at t and [image: image] is the transport hydrogen consumption coefficient of trucks. (1 − βt)Mt represents the amount of coal that needs to be transported except for C2H.
2.2 P2G Equipment Model
2.2.1 Wind Power Electrolysis and Methanation Technology
The relationship between the wind power output Pwind (watts) and the average wind speed v (m/s) is as follows (Söder and Ackermann, 2012).
[image: image]
where ρ indicates the air density (kg/m3). It can be seen from Eq. 5 that when the wind speed is between the cut-in wind speed and the rated wind speed, the ability of the wind turbine to capture wind energy Pwind is approximately proportional to the cube of the wind speed v3.
In the current field of industrial production of hydrogen, the main technology is proton exchange membrane (PEM) electrolysers. Electric conversion to hydrogen is achieved by electrolyzing water. Emissions generated during the production of wind turbine blades are not considered in this paper. The equation of the electrolyzed water reaction is shown in Eq. 6.
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Methanation is the conversion of COx to methane CH4 through hydrogenation. The reaction equations are shown in Eq. 7 and Eq. 8.
[image: image]
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2.2.2 P2H and P2M Model
P2H and P2M technology have their own characteristics:
• P2H has higher reaction efficiency than P2M;
• P2H technology conversion conditions is less difficult than P2M , and the required cost is low;
• Hydrogen cannot be injected into existing natural gas pipelines on a large scale, while methane can; • Methane is safer in view of the flammability limits (ISO, 2017) and explosion limits (ISO IEC, 2017);
• The production and combustion of hydrogen do not involve carbon emissions, and CO2 is consumed during the production of methane;
• The calorific value of hydrogen is higher, which of methane is lower.
1. Reaction Efficiency Constraints

[image: image]
where ηelec,t and ηmeth,t are used to represent the reaction efficiency of the above two processes in the time slot t. Given two following assumptions:
1) In each time slot, the conversion efficiency of the electrolytic cell and methanation equipment ηelec,t, ηmeth,t remains unchanged, i.e., fixed value;
2) The chemical reaction process is a complete reaction and there is no reversible process.
2. Conversion Power Consumption Constraint
In the upper right corner of Figure 1, the actual flow of the P2G equipment is drawn separately as Figure 2, where each variable symbol (e.g., flow rate and energy consumption parameters) is marked.
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where [image: image] represents the electric energy consumption used by the P2G equipment to produce H2 for hydrogen refueling station; [image: image] is the H2 flow rate for hydrogen refueling station at the time slot t; [image: image] is the power consumption parameter corresponding to H2 for hydrogen refueling station. Similarly, [image: image] is the electric energy consumed to produce CH4;[image: image] is H2 flow rate produced for further methanation; [image: image] is the flow rate of CH4; [image: image] represents the power consumption parameter of electrolysis corresponding to CH4, and [image: image] is that of methanation. In order to simplify the situation, only the chemical reaction described in (Eq. 8) is considered here, that is, carbon dioxide and 4 times of the amount of the hydrogen produce methane under the action of high temperature and high pressure and a catalyst, i.e., [image: image]. Therefore the second equality is established in Eq. 11.
[image: Figure 2]FIGURE 2 | Schematic diagram of actual flow and variable symbols of P2G equipment.
3. Flammability and explosion limit constraint(ISO 10156:2017, 2017; ISO/IEC 80079-20-1:2017, 2017)
The minimum concentration (%) of gas in the air under flammable conditions is defined as the Lower flammability limit (LFL), and the highest is the Upper flammability limit (UFL). Similarly, Explosion limits are expressed as lower explosive level (LEL) and Upper explosive limit (UEL), respectively.
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4. Calorific Value Constraint
The energy density of hydrogen is only about 25% of methane. When both release the same amount of energy, the volume of hydrogen is larger, and storage and transportation are more difficult. In this paper, [image: image] MJ/kg, [image: image] MJ/kg.
3 PROBLEM FORMULATION
3.1 Minimize Long-Term Total Costs
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where the coal consumption cost function [image: image] of thermal power unit i can be expressed by the following quadratic equation:
[image: image]
where [image: image] represents the start-up cost of unit i, [image: image] represents the shutdown cost of unit i, [image: image] represents the cost of the natural gas network. For simplification, it is assumed that the punishment cost of abandoning wind power (CWP,t) is linearly positively related to the amount of electricity abandoning. CTruck,t indicates the cost of truck transportation, which is positively related to the load capacity of the truck, when the load does not exceed the load capacity of the truck. ECoal,t indicates the profit from selling coal, which is proportional to the weight of coal transportation. Constraints Eqs 15–25 are related to the power system, including power balance constraint, hot spare constraint, unit output constraint, unit ramp constraint, unit start and stop time constraint, start & stop cost constraint and line power flow safety constraint. And Eqs 26–30 are related to the Natural gas system, including flow balance constraint, Weymouth equations constraint (Borraz et al., 2016), source quantity constraint and pressure range constraint.
3.2 Problem Transformation Based on SOCP
In the unified power flow modeling and solving, the SOCP-based power flow model has been used in network planning (Zhang et al., 2018) with binary decision variables (Zhang et al., 2021), and the problems generated are all modeled as mixed integer SOCP (MISOCP) (Badesa et al., 2020).
In order to eliminate the non-linearity caused by pressure variables, make the following variable substitutions [image: image]. Thus, the constraint (30) can berewritten as the following formula
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The non-convexity of the steady-state flow model is derived from Eq. 27, where the absolute value
[image: image] is non-smooth and non-differentiable. To solve this problem, a pair of binary variables [image: image] and [image: image] are introduced to represent the forward and backward flow directions of the pipe m − n, respectively. Therefore, Eq. 27 is equivalently replaced with
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By using bilinear relaxation, the bilinear term on the right side of (Eq. 33) can be replaced by (Eqs 34–38) (Note that since [image: image] and [image: image] are binary variables, this relaxation is strict):
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Eq. 34 can be relaxed according to the cone format shown in Eq. 39, where the standard SOC formula of Eq. 39 is expressed as
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4 CASE STUDY
4.1 Software and Solving Tools
In order to verify the effectiveness of the method in this paper, the above optimization program was developed using MATLAB-YALMIP platform, and the CPLEX algorithm package was used to solve the nonlinear mixed integer programming problem. The hardware environment of the test system is Intel (R) Core (TM) i7-6500M CPU @ 2.50 GHz, 8 GB RAM, Win10 64 bit (operating system), Matlab R2019b (development environment), and the YALMIP version is R2020.
IBM CPLEX ILOG is a high-performance mathematical programming solver for linear programming, mixed integer programming. The unit commitment problem is essentially a mixed integer programming (MIP) problem, which can be solved by MATLAB/CPLEX.
4.2 Initial Data
As shown in Figure 3, the data of IEEE 30-node power system is utilized, and the rest of the data is shown in Table 2. The IEEE 30-node test case represents a part of the American power system (located in the Midwest of the United States). The original IEEE 30-node scenario considers the processing conditions of 6 thermal power units. Here, Unit 6 connected to node 8 is changed to wind power equipment.
[image: Figure 3]FIGURE 3 | IEGS case study diagram.
TABLE 2 | Initial data of thermal power units.
[image: Table 2]The natural gas network data adopts Belgium 24-node network data (Borraz et al., 2016). According to the internationally accepted natural gas sales rules, natural gas is priced according to its calorific value. The commonly used unit is Million Britain Thermal Unit (MBTU), while China’s natural gas transaction is based on volume as a reference and the unit is cubic meter (m3). It is known that 1 MBTU ≈ 28.3 m3, and the unit conversion can be obtained: 1 $/MBTU ≈ 0.035 $/ m3.
The maximum value of daily output power of the wind power unit is set as 15,000 kW. The fluctuation data of wind power output in each period is based on the project data of the University of Queensland in Australia. Now the unit output is increased by 30 times. Set the abandoning wind power punishment parameter δWP = 0.08 $/kWh.
4.3 Simulation Result
4.3.1 Typical Daily Operating Cost
However, because the output of a wind turbine responds to changes in wind speed relatively quickly, even within 1 min, the output of the wind turbine may change many times with changes in wind speed. Therefore, in a specified period of time, the wind turbine output calculated by using the average wind speed is equal to the average actual wind turbine output power. The output characteristics of wind turbines can be known from Eq. 5, the wind power used for electrolysis is proportional to the cube of the average wind speed. Wind speed is trendy and random, and the accuracy of its value plays a decisive role in the evaluation of wind energy. The wind power output data from February 27, 2019 to February 27, 2020 are selected, and the operation results in the proposed IEGS are shown in Figure 4. The wind power output at the same time basically conforms to winter > annual > summer, in which winter is selected from December to February of the following year, and summer is selected from June to August. Combined with the weather data measured by the wind project, wind power output is influenced by natural factors such as temperature , wind speed and so on.
[image: Figure 4]FIGURE 4 | Typical daily wind power output line chart.
On the basis of ensuring the stable operation of wind power output, in order to show the characteristics of energy-saving, clean, and fast absorption of P2G equipment, the comparison results obtained are shown in Table 3. Due to the independent operation of the power system and the natural gas system, and the direct connection of wind power units to the grid, the electricity-gas system lacking a coupling and mutual aid relationship cannot absorb unstable and intermittent wind power in a timely manner. In particular, the cost of abandoning wind power is penalized, leading to higher operating costs for the IEGS without P2G equipment. If the ecological benefits brought by the consumption of carbon dioxide gas by P2G equipment are taken into consideration, the advantages of P2G equipment are more prominent.
TABLE 3 | Comparison of total operating costs with or without P2G.
[image: Table 3]4.3.2 Multi-Energy Flow Conversion
Select 14:00 data to draw Figure 5A, which is based on the annual wind power output. It can be seen that among the initial energy sources, electricity and natural gas come from the power system and the natural gas system respectively, and renewable energy accounts for a considerable proportion. Through transitional energy conversion, the initial energy can be transformed into hydrogen (supplied to hydrogen heavy trucks), methane (can be directly injected into natural gas pipelines) and electricity (from power plants close to energy-consuming terminals).
[image: Figure 5]FIGURE 5 | The energy conversion Sankey diagram of the proposed IEGS.
In order to compare with the above-mentioned situation, simulate the scenario with a high proportion of renewable energy installed capacity (increasing the output of the wind turbine to 2 times), and draw Figure 5B. With the transformation and upgrading of the energy system, coal-fired power generation is gradually eliminated due to its heavy pollution and a greater proportion of coal is used for C2H. The continuous development of technologies such as electrolysis of water to produce hydrogen has reduced the energy consumption of the conversion of the entire coal district, and the power load in this scenario has also been reduced. In view of changes in coal transportation demand, the energy produced by wind turbines meets the demand for hydrogen heavy trucks, and more hydrogen is further converted into methane, which is injected into natural gas pipelines to meet the heat load demand.
To sum up, the proposed energy utilization mechanism has certain regulatory capabilities, and can be effectively adjusted to follow changes in transportation demand, renewable energy unit output, equipment energy consumption, etc., and provide a new path for coal district transformation.
4.3.3 Technical Results of H2 Production
Based on the hydrogen production process shown in Figure 2, it can be known that hydrogen production can pass through P2H and C2H. The typical daily hydrogen production and the corresponding conversion efficiency are plotted in Figure 6. In terms of the stacked bar chart, P2H and C2H technologies produce hydrogen, which is consumed by hydrogen heavy trucks to transport coal. The transportation volume of hydrogen heavy trucks is positively related to the required energy consumption. Because of its real-time change characteristics, the system needs to be optimized and adjusted. In detail, Figure 5A shows the energy conversion at 14:00, which is consistent with the corresponding value of the stacked bar chart. On the whole, the hydrogen production volume of the above two technologies is basically stable.
[image: Figure 6]FIGURE 6 | Hydrogen production and conversion efficiency through P2H and C2H.
In terms of conversion efficiency, the conversion efficiency of P2H and C2H fluctuates relatively large due to environmental changes, price fluctuations, equipment characteristics and other factors, but they are all within a reasonable range. In contrast to the constraints of Eq. 9, the conversion efficiency of P2H is in the range of 57-73%. In the same way, the conversion efficiency of C2H is also within the normal working range, and there is no abnormal situation. Comparing the conversion efficiency of P2H and C2H, the former is basically higher, which is determined by complex reasons such as technical level.
Similarly, stacked bar chart of wind power converted to hydrogen and methane is drawn in Figure 7. The blue line in the figure represents the per-unit value of wind power output, which is derived from the annual situation in Figure 4. The figure shows in detail the ratio of energy generated by wind power into hydrogen and methane. The amount of hydrogen produced is related to the demand for hydrogen heavy trucks, and the remaining energy is further converted into methane. Obviously, the energy used for hydrogen production occupies a large proportion, about 5–10 times the energy used for methane production. In the future, as shown in Figure 5B, as the installed capacity of renewable energy increases, a greater proportion of wind power will be used for methane production.
[image: Figure 7]FIGURE 7 | Stacked bar chart of wind power converted to hydrogen and methane.
4.3.4 Technical Results of Trucks Comparison
Figure 8 shows the consumption of wind power by heavy trucks driven by different fuels. In the figure, the green dotted line represents the output of wind power. Using the mechanism proposed in the article, the hydrogen heavy truck (blue line) can basically absorb a large amount of wind power in time. Electric vehicles (red lines) can only absorb part of the renewable energy, which may involve complex conversion and storage of electrical energy with large delays. However, Diesel oil truck (yellow line) does not involve the conversion of renewable energy and cannot absorb any wind power by itself. It is worth noting that the gray shaded part between the green line and the blue line in the figure is the stable difference between the wind power output and the absorbed energy of the hydrogen heavy truck, which is exactly the energy consumption of P2M in Figure 7.
[image: Figure 8]FIGURE 8 | Comparison of trucks consuming wind power.
In order to alleviate the greater environmental pressure and implement carbon neutral initiatives, carbon emissions trading is considered in this section (Ricke et al., 2018; Zhang et al., 2020). According to the Status Report 2019 of International Carbon Action Partnership (ICAP), emissions trading systems of most countries in the world currently are in force, scheduled or under consideration. This article uses the carbon emissions trading of China and the European Union as a measurement standard, and calculates the operating costs of the three heavy trucks mentioned in Section 2.1.2. Assuming that emissions from renewable energy electrolysis at the production stage is taken out of study scope.
According to the results of carbon emissions trading in 2020, prices in China are about 30–40 ¥/tCO2, but that in the EU has exceeded 30 €/tCO2. Taking into account carbon emissions trading, the revised total cost is ([image: image]), where [image: image] indicates the cost of CO2 emissions and proportional to the amount of CO2 emissions. According to Table 4, under China’s carbon emissions trading system, the operating cost of hydrogen heavy trucks compared to electric vehicles is reduced by 0.95%, which is 4.68% compared to diesel oil trucks. Under Europe’s stricter carbon emissions trading system, the percentages of cost reduction are 2.56 and 9.12%, respectively. Horizontally comparing the operating costs of hydrogen heavy trucks in China and the European Union, the operating costs in China are slightly higher by 1.31%. The result shows that diesel oil trucks or LNG trucks will be levied high carbon emission fees, which will continue to increase as carbon neutrality advances. The current price of hydrogen heavy trucks is basically similar to that of electric vehicles, because in the proposed scenario, the methanation process can absorb a part of CO2. Therefore, hydrogen heavy trucks can not only achieve zero emissions on the basis of electric vehicles, but also absorb greenhouse gases, which are converted into profits here. With the continuous breakthrough of hydrogen energy technology and the inclination of government policies, the price of hydrogen energy will gradually drop and the scale of production will gradually expand. Further, hydrogen heavy trucks will have a broader prospect.
TABLE 4 | Comparison of total operating costs considering carbon emissions trading.
[image: Table 4]TABLE 5 | Comparison of total operating costs with different abandoning wind power punishment parameters.
[image: Table 5]4.3.5 Unit Output Curve
When the hot spare coefficient ρ is 0.05, the cumulative output ladder diagram of the unit is shown on the left side of Figure 9A, which is basically in line with the distribution characteristics of power consumption peaks and valleys in reality, that is, there is a peak power consumption around noon during the day. In order to characterize the output status of each unit, draw the ladder diagram on the right side of Figure 9A. Each curve is basically stable, and there are no several start and stop conditions within a short period of time, which plays a good role in the overall stability of the system.
[image: Figure 9]FIGURE 9 | Unit output curves under different hot spare coefficient.
Similarly, when the unit hot spare coefficient is 0.2, Figure 9B are available. The cumulative output ladder diagram of the unit is shown on the left side of Figure 9B. The ladder diagram on the right side of Figure 9B shows the output status of each unit and the curves are basically stable. However, some problems can be found in comparison with ρ=0.05. The right side of Figure 9B shows that the output of one unit has a short start and stop near 19:00, which is caused by the higher hot spare. Under the premise that a certain unit operating life and system stability are lost, the system’s ability to respond to emergencies can be greatly improved.
4.3.6 Sensitivity Analysis of Abandoning Wind Power Punishment Parameters
In this section, adjust the abandoning wind power punishment parameters appropriately, set to four values of 0.01, 0.05, 0.08, and 0.12 respectively. The operation results of IEGS are shown in Table 3. When the abandonment punishment parameter is too small, the operating cost is higher, second only to the operating cost under the condition of no P2G equipment, indicating that even if the punishment parameter is small, the amount of abandonment is large, which still leads to the system. The overall operating cost is high. With the increase of the abandonment punishment parameters, the operating cost of the system has been significantly reduced, which proves that considering the abandonment punishment cost in the optimization objective can make the system fully absorb wind power. However, if the punishment parameters for abandoning solar energy continue to increase, the operating cost of the system will increase. This is because a small amount of unconsumed wind power will be multiplied by a larger punishment coefficient, which will cause a certain punishment cost.
Further, as shown in the dotted line in Figure 10, it can be estimated that although there is a nonlinear relationship between the abandoning wind power punishment parameter and the operating cost, there should be a minimum value as shown in Figure 10. When the abandonment punishment parameter takes this value, the total operating cost of the system is the smallest, and the specific value needs to be further explored. Moreover, when the abandoning wind power punishment parameter is less than the optimal value, the curve drops faster, and the difference between the values of the abandoning wind power punishment parameter is not very large, but a large amount of abandonment energy multiplied by it will cause a larger punishment cost. Correspondingly, when the abandoning wind power punishment parameter is greater than the optimal value, even if the abandoning wind power punishment parameter becomes significantly larger, the cost curve rises slowly because the amount of abandonment remains at a small amount.
[image: Figure 10]FIGURE 10 | Curve line chart of the influence of δWP on Ctotal.
5 CONCLUSION
In view of the gradual transformation of the energy structure and the continuous development of the Energy Internet, IESs are important research direction. This paper draws the following conclusions:
1) Typical daily operating cost is significantly reduced by 7.7%, by introducing the P2G model which converts seasonally volatile wind energy into hydrogen and methane.
2) Hydrogen heavy trucks have certain advantages in the proposed coal districts scenario, e.g., zero emissions and indirect consumption of renewable energy. Especially after the introduction of carbon emissions trading, the cost advantage is more prominent, compared with electric vehicles and diesel oil trucks.
3) The proposed P2G equipment and C2H technology improve the ability to absorb wind power, enhance the reliability of the system, and solve the problem of volatility. More importantly, the mechanism in the article circumvents the potential risks caused by hydrogen mixing in natural gas pipelines, the cost of which cannot be measured.
4) The abandoning wind power punishment parameter is considered in this article, and the optimal parameter is formulated according to the actual situation, which plays a certain guiding role for the future energy market leverage.
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NOMENCLATURE
C2H Coal-to-hydrogen of coal gasification
IEGS Integrated electric-gas system
IES Integrated energy system
P2G Power-to-gas
P2H Power-to-hydrogen
P2M Power-to-methane
SOCP Second-order cone programming Parameters and constants
δWP Abandoning wind power punishment parameter
ρ Hot spare coefficient
LEL Lower explosive limit of H2/CH4
LFL Lower flammability limit of H2/CH4
UEL Upper explosive limit of H2/CH4
UFL Upper flammability limit of H2/CH4
[image: image] Start/Stop cost of unit i at time t
Cmn Weymouth constant
Hi, Ji Single start / stop cost of unit i
Rd, Ru Unit down / up ramping speed
TS TOMinimum stop / start time Sets and indices
[image: image] Set of natural gas nodes, [image: image] = {1, 2, ..., m, ..., Ng}
[image: image] Set of load nodes, [image: image] = {1, 2, ..., i, ..., NL}
[image: image] Set of thermal units, [image: image] = {1, 2, ..., i, ..., NU} Variables
[image: image] Transport consumption coefficient of hydrogen trucks
ρ Hot spare coefficient Air density
[image: image] Flow rate produced by C2H at t
[image: image] Total hydrogen demand of heavy trucks at t
Pwind Wind power output
v Average wind speed
[image: image] Efficiency of coal gasification at t
[image: image] Power consumption parameter of electrolysis corresponding to CH4
[image: image] Power consumption parameter in process of methanation corresponding to CH4
αH2, t Power consumption parameter
βt Ratio of mined coal used as the raw material for coal gasification at t
ηelec,t Reaction efficiency of electrolysis at t
ηmeth,t Reaction efficiency of methanation at t
[image: image] Concentration percentage of H2/CH4
πm Square of the pressure value at node m
[image: image] Threshold of the square of the pressure value of m
[image: image] Threshold of pipeline pressure
[image: image] Threshold of natural gas source storage capacity
[image: image] Cost of CO2 emissions
[image: image] Coal consumption cost of thermal power unit i
[image: image] Cost of the natural gas network
CWP,t Punishment cost of abandoning wind power
CTruck,t Cost of truck transportation
[image: image] Electricty consumption of producing H2
ECoal,t Profit from selling coal
[image: image] H2 flow rate produced by P2G equipment for further methanation at t
[image: image] H2flow rate produced by P2G equipment for hydrogen refueling station at t
fmn Natural gas flow from node m to node n
Mt Weight of coal mined at t
pm Pressure value of node m
Pd,i,t Load demand for electricity of node j at time t
Pi, max Maximum output value of unit i
Pi, min Minimum output value of unit i
Pi,t Output of thermal power unit i at time t
Pinput/output,i,t Power flow input/output of node i at t
Pl,t Power flow of line l at time t
sm Gas flow directly injected into the node m from the source
ui,t Start and stop status of unit i at time t
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This article proposes a new differential-cascading-based dual-stator brushless doubly-fed induction machine with a staggered dual cage rotor. Conventional differential mode of the brushless doubly-fed machine with cage rotor suffers from the low number of rotor bars because of the low equivalent synchronous pole pairs of |p1-p2|, and thus, severe rotor flux leakage, low capacity of magnetic field conversion of the rotor and low efficiency. To overcome the obstacle of the excessive harmonics of the rotor, a design method based on the differential cascading is proposed which enables the cage rotor with a high number of conductor bars even in the case of low pole pairs of |p1-p2|, hence the greatly reduced rotor leakage inductance and enhanced performance of the machine. The rotating magneto-motive force theory is applied to derive the interconnection rule of the staggered dual cage rotor, and meanwhile, the corresponding examples are illustrated. The performance comparisons between the differential cascading and the sum cascading based on the proposed machine are carried out. The results show that the proposed machine based on the differential cascading obtains higher power densities comparing to the sum cascading at the region of sub-natural synchronous speed, while its drawback is the increment of the loss due to the high rotor frequency, gaining lower efficiencies at the region of super-natural synchronous speed.
Keywords: brushless doubly-fed generator, wind turbine, generators, conductors, cage rotors
INTRODUCTION
Brushless doubly-fed machines (BDFMs), as the alternative to the conventional doubly-fed induction machine (DFIM) (Yin, 2021; Zhang et al., 2021), offer increased reliability and low maintenance due to the elimination of the brushes and slip-rings (Okedu et al., 2021), showing the promising prospects in the fields of variable speed constant frequency system (VSCF) such as the on-shore and off-shore wind power generation system (Cheng and Zhu, 2014; Han et al., 2018; Xiong et al., 2020). The critical technology of the BDFM is the structure design of the rotor which determines the capacity of the magnetic field conversion between the power subsystem and the control subsystem. Therefore, lots of feasible rotor topologies have been investigated by researchers from academia and industry like the nested-loop rotor (Shao et al., 2012), the wound rotor (Ruviaro et al., 2011), and the reluctance rotor (Zhang et al., 2019). A relatively new machine with dual-stators and dual-rotors called the dual-stator brushless doubly-fed induction machine (DS-BDFIM) has been developed in recent years which offers the merits of low harmful harmonics and good winding insulation. However, the capacity of the magnetic field conversion for the cascaded wound rotor seems to be low due to the relatively high rotor resistance (Zeng et al., 2021). To reduce the copper loss of the rotor and improve the efficiency of the DS-BDFIM, back to the structure of the cage rotor is a potential solution. Consequently, in this article, the DS-BDFIM with cage rotor is studied.
No matter what kinds of rotor structures used in previous literature, two main magnetic fields produced by the rotor are generally opposite, constructing the synchronous machine with equivalently (p1+p2) pole pairs and the natural synchronous speed of the BDFM is 60f1/(p1 + p2). The operation principle is the so-called sum mode. By that analogy, if a magnetic field of the rotor rotates in the same direction with respect to the other one, the natural synchronous speed of the BDFM is determined by 60f1/|p1-p2| and the pole pairs are equivalent to be |p1-p2| which has been pointed out in (Williamson et al., 1997), namely, the differential mode of the BDFM. Since n ∝ 1/p (where p indicates the (p1 + p2) in the sum mode of the BDFM and the |p1-p2| in the differential mode of the BDFM, while n is the synchronous speed of the machine), the synchronous speed of the differential mode of the BDFM is higher than the sum mode one. The higher synchronous speed owns the increased power density of the machine. It means that the differential mode of the BDFM has the potential ability of higher power density comparing to the sum mode of the BDFM. Moreover, a wider range of speed for the differential-mode-based BDFM is significantly beneficial for the wind power generation in a complex environment.
The key to restricting the development of the differential mode of the BDFM is the severe rotor flux leakage. In the early study (Williamson et al., 1997), the cage rotor is utilized for the differential-mode-based BDFM, but the number of rotor bars is too low owing to the low pole pairs of |p1-p2|, resulting in excessive harmonics and the large rotor leakage inductance. Although Robert P. C. reported in (Roberts, 2004) that the rotor leakage inductance can be declined when the appropriate design method is adopted, there is little hope of success for the nested-loop and the reluctance rotors (Li et al., 2019). To solve the problem of the excessive harmonics of the rotor, Cheng Y. utilized the special design method for the wound rotor to reduce the harmonic content (Cheng et al., 2020). The reasonable wound winding design indeed can reduce the rotor harmonics, however, the high rotor resistance is a prevalent obstacle that the wound rotor usually experiences, leading to high copper loss. Further, the rotor current frequency of the differential-mode-based BDFM is much higher than the sum mode one, leading to the increased rotor copper loss and iron loss (Pan et al., 2020). To overcome the drawbacks of the wound rotor, the cage rotor structure with low resistance should be reconsidered. BDFMs can be divided into two categories in terms of the operating principle, namely, the class of modulation and the class of cascaded (Zeng et al., 2020). Williamson S. verified that the differential mode is not appropriate to the nested-loop rotor with the modulation principle (Williamson et al., 1997). Therefore, the cascaded cage rotor is supposed to be investigated to realize the purpose of the rotor with a large number of conductor bars under low pole pairs. The problem that should be addressed now is the interconnection of the rotor conductor bars to produce the same direction of rotation for two main magnetic fields and build so-called differential cascading (DC).
In this article, the design method of DC for the DS-BDFIM with a staggered dual cage rotor (DS-BDFIM-SDCR) is proposed. The number of conductor bars of DS-BDFIM-SDCR based on the DC is in accordance with the sum cascading (SC) one which means the number of conductor bars large even with the pole pairs of |p1-p2|, hence the greatly reduced rotor leakage inductance and improved performance of the machine. The theoretical derivation of the interconnection rule of the DS-BDFIM-SDCR based on the DC is developed in Design Method of DC. The specific pole/slot combinations are introduced in Slot/Pole Combinations of DS-BDFIM-SDCR in detail. The advantage of the wide speed range and the disadvantage of the increased loss are discussed in Comparison of DS-BDFIM-SDCR with DC and SC, and meanwhile, the finite element (FE) models of the DC and SC modes of the DS-BDFIM-SDCR are established to compare their performances. Finally, the vital conclusion is drawn in Conclusion.
DESIGN METHOD OF DC
Structure of DS-BDFIM-SDCR
The DS-BDFIM-SDCR consists of the outer stator, the inner stator and the cup-shaped rotor as shown in Figures 1A,B. The power winding (PW) is placed in the slotted outer stator to output power, while the control winding (CW) is wrapped around the inner stator to account for the slip power. The cup-shaped rotor is made of the inner cage rotor, the outer cage rotor and the non-magnetic support in between, termed as the SDCR. The non-magnetic support enables the electric coupling instead of the magnetic coupling between the inner and outer cage rotors, achieving the cascaded principle rather than the modulation one. More details about the SDCR is presented in Figure 1C, showing that on the one end the conductor bars of the inner and outer cages are shorted-circuited by two end rings, whereas on the other end they are interconnected in a staggered way to form the same rotating magnetic fields, namely, the DC. It is worth mentioning that the real 3-dimension topology of 40 staggered conductor bars (40 slots of the rotor for the proposed machine) is a little bit complex, and hence, the simplified view (only for reference) is provided for a clear illustration. The design parameters of the proposed DS-BDFIG-SDCR are tabulated in Table 1. Obviously, the equivalent synchronous 1 pole pair and the 40 slots of the rotor (namely, the number of the conductor bars) heavily reduce the rotor flux leakage and harmonics. Therefore, the obstacle of the differential mode for the conventional BDFIM with the cage rotor is removed in a sense.
[image: Figure 1]FIGURE 1 | Structure of DS-BDFIM-SDCR (A) Three-dimensional view (B) Cross-sectional view (C) Simplified view of staggered dual squirrel cages (for reference only).
TABLE 1 | Specification of proposed DS-BDFIM-SDCR
[image: Table 1]Derivation of Interconnection Rule for SDCR
The cage winding can be treated as a balanced multi-phase winding whose phase and slot numbers are the same. The number of conductors for each phase is 1. Since the conductors are symmetrically distributed, the current amplitudes and the current frequencies of the conductor bars are the same. However, their phase angles are different. The electric phase angle of the current for the adjacent conductor bars is defined as
[image: image]
And because of the conductor bars arranged symmetrically along the circumference of the rotor in space, the adjacent conductor bars differ a phase angle β in space
[image: image]
where pp and pc are respectively given as the pole pairs of the PW and the CW, while Zp and Zc represent the number of slots of the outer and inner rotors. The equivalent topology of the SDCR is given in Figure 2, explaining the relation of inner and outer cages.
[image: Figure 2]FIGURE 2 | Equivalent topology of SDCR.
If the balanced m phases currents are injected into the balanced m phases cage winding, the fundamental magneto-motive forces (MMFs) are given by
[image: image]
where Fm is the amplitude of the fundamental MMF.
Making a summation of all MMFs from Eq. 3 and using the product-to-sum formulas of the trigonometric function, the synthetic MMF can be derived as
[image: image]
On the basis of Euler’s formula
[image: image]
Eqs. 6,7 are easily derived
[image: image]
[image: image]
According to Eqs. 4,6,7, the synthetic MMF is rewritten as
[image: image]
Four common ratios are given as
[image: image]
Substituting Eq. 9 into Eq. 8, the synthetic MMF is finally given by
[image: image]
Eq. 10 can be simplified further
[image: image]
where ωt-x is defined as the positive rotation of the magnetic field, while ωt + x represents the negative rotation. The physical meaning of Eq. 11 is that the inner and outer conductor bars are interconnected in a positive-phase sequence to produce the same rotation direction of the magnetic fields of the rotor currents, namely, the so-called DC.
SLOT/POLE COMBINATIONS OF DS-BDFIM-SDCR
α and β represent the electric phase angles of the slots in the CW and the PW sides and they are should be the same under the DC
[image: image]
Then, the requirement of the slot/pole combination of the PW and CW is gained
[image: image]
The steady-state speed of the DS-BDFIM-SDCR based on the DC is given by
[image: image]
From Eq. 14, the pole pairs of the PW and the CW cannot be the same
[image: image]
Then, from Eqs. 13,15, only one case should be considered
[image: image]
where k belongs to the positive integer (2, 3, 4…) and the improper fraction (3/2, 5/4, 6/5…) if pp is larger than pc, while the k is the proper fraction (1/2, 1/3, 2/3…) when the pp is lower than pc.
Additionally, one more case also should be discussed
[image: image]
It can be known that Eq. 17 mismatches the condition of Eq. 13, but a technique called the virtual slot method (VSM) is proposed in this article to convert the SDCR into a joinable way. Hereto, most possible slot/pole combinations have been covered by Eqs. 16,17, and then the examples are introduced to establish the DS-BDFIM-SDCR based on the DC.
pp = kpc and Zp = kZc
When the pole pairs and the rotor slots of the power rotor (PR) are the k multiples of the control rotor (CR), the conductor bars of the PR and CR are cannot directly be connected due to their different slots. The solution is that k conductor bars in a slot in parallel connect to the k slots on the other side where one slot places one conductor bar. Generally, the rotor with the lower number of slots has k conductor bars in one slot, while the rotor with the higher number of slots only arranges one conductor bar in one slot.
An example of the PR with 4 pole pairs (14 slots) and the CR with 2 pole pairs (7 slots) is given in Figure 3, showing the interconnection between PR and CR bars. Since the electrical phase angles α and β are calculated to be 102.8°, the PR and CR are interconnected under the guidance of Eq. 12. Two conductor bars should be settled in one slot of the CR, connecting two slots of the PR. Table 2 tabulates the details of the interconnection between the PR and the CR. The conductor bars of the PR and the CR should be divided into two groups (k = 2), namely groups I and II, to normalize the interconnection. Each group consists of 7 conductor bars which occupy a 4π electric period owing to the electrical phase angles α and β of 102.8°. On the basis of Eq. 12, the PR and CR bars of the same group are interconnected correspondingly in a positive-phase sequence way to building the DC.
[image: Figure 3]FIGURE 3 | Interconnection between PR bars (4 pole pairs and 14 slots) and CR bars (2 pole pairs and 7 slots).
TABLE 2 | Interconnection between PR and CR bars under PR with 4 pole pairs and 14 slots, CR with 2 pole pairs and 7 slots.
[image: Table 2]Figure 4 displays that the pole pairs of the PR and the CR are given by 3 and 2, while the slots of the PR and the CR are 12 and 8, respectively. The PR and CR bars are interconnected according to Eq. 12 under k of improper fraction 3/2. Since the number of slots of the PR is not an integral multiple of the CR ones, the areas of the conductor bars for the PR and CR cannot be the same. Therefore, a slot of the CR should be placed in two paralleled conductor bars, one of which has 1 per-unit-area and the other is 0.5, and they are marked by the dashed and solid wires, respectively. Every slot of the PR is arranged one conductor bar with 1 per unit area except the slots of No. 5 to No. 8. The slots of No. 5 to No. 8 all place two 0.5 per-unit-area conductor bars in parallel so that they are equivalent to the 1 per-unit-are in each slot, balancing with the other slots of the PR.
[image: Figure 4]FIGURE 4 | Interconnection between PR bars (3 pole pairs and 12 slots) and CR bars (2 pole pairs and 8 slots).
pp = kpc and Zp = Zc
If the pole pairs of the PR are k multiples of the CR and their rotor slots are identical, the calculated values of α and β are unequal. The conductor bars of the PR and CR cannot interconnect each other because of their different electrical phase angles of the slots. A method of the virtual slot (VS) is proposed to solve this problem, which enables the PR and CR to obtain the same electrical phase angle. The proposed method is illustrated as follows: k number of slots for the PR merge into one VS which occupies an electrical phase angle so that the number of VSs for the PR is k multiples of the number of real slots of the CR, while the pole pairs of the PR and CR are invariant. In this way, the electrical angles for the real slots of the CR and the VSs of the PR are identical.
Figure 5 shows the interconnection between the PR (2 pole pairs and 12 slots) and the CR (4 pole pairs and 12 slots) bars. Two real slots (k = 1/2) are merged into one VS of the PR, taking up the same electrical phase angle, and thus, connecting to two conductor bars of the CR. The conductor bars are supposed to be divided into four groups (pc = 4) including group I (CR No. 1, 2, 3; PR No. 1, 3, 5), group II (CR No. 4, 5, 6; PR No. 7, 9, 11), group III (CR No. 7, 8, 9; PR No. 2, 4, 6), and group IV (CR No. 10, 11, 12; PR No. 8, 10, 12), and hence, avoiding plenty of interconnections of meaningless.
[image: Figure 5]FIGURE 5 | Interconnection between PR bars (2 pole pairs, 12 slots and 6 VSs) and CR bars (4 pole pairs and 12 slots).
COMPARISON OF DS-BDFIM-SDCR WITH DC AND SC
Interconnection of DS-BDFIM-SDCR With DC
A DS-BDFIM-SDCR with the PW of 2 pole pairs and the CW of 1 pole pair based on the DC is modeled to validate the effectiveness of doubly-fed operation and predict the electromagnetic performance. The specification of the proposed machine is tabulated in Table 1 where shows the numbers of slots for the inner and outer rotors both of 40, conforming to the slot/pole combination of pp=kpc and Zp=Zc. Since the electrical angles of the inner and outer rotors are not unequal, the VSM is utilized to solve the problem of interconnection. Two rotor slots of the inner rotor are regarded as one VS so that two conductor bars of the CR occupy the same electrical angle, connecting to the two slots of the outer rotor. The interconnection way of the PR and the CR is given in Table 3. Both electrical phase angles of the PR and the CR are calculated to be 18° in terms of the PR with 2 pole pairs and 40 real slots and the CR with 1 pole pair and 20 VSs. Two groups should be divided (k = 2) and meaningless connections of different groups are forbidden. The odd and even NO. of CR bars are named by Groups I and II, respectively, and they both occupy a 2π period. According to the interconnection rule of Eq. 12, the PR bars are arranged in sequence to connect the same electrical phase angle of the CR bars.
TABLE 3 | Interconnection between PR and CR bars under PW with 2 pole pairs, CW with 1 pole pairs and rotor slots of 40.
[image: Table 3]Performance Comparisons of DS-BDFIM-SDCR With DC and SC
The merits of the DS-BDFIM-SDCR based on the DC are the wide speed range and the high natural synchronous speed to obtain the comparable power density comparing to the SC mode, while the drawback of the DC mode is the increment of the loss, decreasing the efficiency of the machine. The performance comparisons of the DC and the SC for the DS-BDFIM-SDCR are discussed in this part to illustrate their characteristics. A DS-BDFIM-SDCR model with the PW of 2 pole pairs and the CW of 1 pole pair is adopted to predict the performance. The equivalent synchronous pole pairs based on the DC mode is 1 and those of the SC mode is 3. The rated CW frequency is selected to be ±12.5 Hz so that the corresponding sub-natural synchronous and super-natural synchronous speeds of the DC mode are 2,250 and 3,750 r/min, while those of the SC mode are given by 750 and 1,250 r/min, respectively. The PW of the DS-BDFIM-SDCR, whose rated phase voltage is 220 V, connects a load of 20 Ω, outputting the rated electrical power of 7260 W. The CW is excited by the current source with the peak value of 13 A which keeps constant when the rotor speed changes. Besides, the numbers of slots for the inner stator, the outer stator and the rotor are 48, 36, and 40, respectively, and more information is listed in Table 1.
Speed Range, Voltage and Power
The speed ranges of the DC and SC modes are determined by the equivalent synchronous pole pairs. The variable speed range of the DC mode is much higher than that of the SC mode as shown in Figure 6A, displaying that the speed range of the DC mode starts from 2,250 to 3,750 r/min, whereas that of the SC mode works the doubly-fed operation from 750 to 1,250 r/min during the variation of the CW frequency from −12.5 to 12.5 Hz. Actually, the DS-BDFIM-SDCR with DC is a high-speed-low-torque machine and the SC mode appears the characteristic of low-speed-high-torque.
[image: Figure 6]FIGURE 6 | Comparisons of rotor speed, active power, and voltage for DC and SC modes (A) Rotor speeds versus CW frequency (B) CW and PW active powers versus rotor speed (C) CW and PW voltages versus rotor speed.
Benefiting from the high operating speeds, the DC mode acquires the electrical power comparable to the SC mode and this is validated by Figure 6B which presents the absorbed or the output power of the PW and the CW. It is noted that the absorbed power of the winding is indicated by the positive value, while the minus values stand for the output power, and furthermore, the per-unit speed of the rotor is employed for graphing (3,000 r/min of the DC mode and 1,000 r/min of the SC mode both expressed by 1 p. u.). The CW absorbs the active power from the grid under the sub-natural synchronous speed and outputs the active power when the per-unit speed of the rotor is larger than 1, namely, the super-natural synchronous speed, both for the DC and the SC modes. As the rotor speed increases, the absolute CW power initially reduces and then rises because the CW frequency declines and then grows up, and simultaneously, the PW features the constant active power outputs. The absolute CW power of the DC is always lower than that of the SC in a variety of speeds, implying that the total active power outputs of the DC at sub-natural synchronous speeds are higher than that of the SC, while they are evidently low under super-natural synchronous speeds comparing to the SC mode.
Figure 6C reveals the variation of the CW and PW voltages at various rotor speeds for the DC and SC modes. The phase voltages of the PW stay 220 V both for the DC and SC though there is a little fluctuation for the DC mode. The CW voltages of the DC and the SC gradually decrease and then increase, along with the increment of the rotor speed. The nearer to the natural-synchronous speed, the lower CW voltage needs and the lower CW power factor appears. The CW voltage of the SC is higher than the DC one at the full speed range owing to the fact that the absolute power of the CW for the SC mode is higher than that of the DC mode as shown in Figure 6B. Also, the magnetic flux density of Figure 7 shows that the inner stator and rotor of the SC mode have a higher value than those of the DC mode, and thus, more CW voltages for excitation.
[image: Figure 7]FIGURE 7 | Magnetic flux densities of DC and SC modes (A) DC mode (CW 12.5 Hz, PW 50 Hz, 3,750 r/min) (B) SC mode (CW 12.5 Hz, PW 50 Hz, 1,250 r/min).
Rotor Frequency, Iron Loss, Copper Loss and Efficiency
The other aspect that should be discussed between the DC and SC modes is their difference in the rotor frequency and what consequences it causes.
Figure 8A shows the rotor frequencies of the DC and SC modes vary with the rotor speeds. As the rotor speed increases, the rotor frequency of the DC mode grows up, while that of the SC mode declines. Evidently, at the super-natural synchronous speed, the rotor frequency of the DC mode is much larger than the SC one, especially for the rated rotor speed of 1.25 p. u. The expressions of the rotor frequency based on the DC mode at the sub-natural and super-natural synchronous speeds are respectively given by
[image: image]
The rotor frequency of the SC modes can be deduced by
[image: image]
Figure 8B compares the iron losses of the rotor and the stator as well as the total losses for the DC and SC modes. The rotor iron losses of the DC are much higher than those of the SC at different speeds because the DC mode suffers from the high rotor frequency except the low speed of 0.75 p. u. where the rotor frequencies of the DC and SC modes are the same. The iron loss is not only determined by the rotor frequency but also the magnetic flux density so that the iron losses of the SC stator are higher than those of the DC stator at full range speeds due to the higher magnetic flux density of the SC stator as shown in Figure 7. As a result of a mix of the rotor frequency and the magnetic flux density, the total losses of the DC mode are greatly higher than the SC one at the super-natural synchronous speeds, while they are below the SC mode at the sub-natural synchronous speeds.
[image: Figure 8]FIGURE 8 | Comparisons of rotor frequency, iron loss, copper loss and efficiency for DC and SC modes (A) Rotor frequencies versus rotor speed (B) Iron losses of rotor and stator versus rotor speed (C) Copper losses of rotor and stator versus rotor speed (D) Efficiencies versus rotor speed.
The copper losses of the rotor and stator versus the rotor speed for the DC and SC modes are compared in Figure 8C, showing that the copper losses of the DC and SC stators are almost the same, whereas those of the SC rotor are lower than the those of the DC rotor due to the higher rotor frequency for the DC. However, their difference seems to be small because the maximum rotor frequency of the DC mode is only 75 Hz which lays a small impact on the copper loss. Therefore, the total copper loss of the DC shows a little bit bigger than that of the SC.
Figure 8D exhibits the efficiencies at various rotor speeds under the DC and SC modes. The efficiencies of the DC mode are superior to those of the SC mode at the sub-natural synchronous speeds, while at the super-natural synchronous speeds they are worse. The significant reason for the DC mode with higher efficiency at the sub-natural synchronous speeds comparing to the SC mode is that the DC mode offers lower CW voltage, thus reducing the absorbed power and increasing the total power outputs. At the super-natural synchronous speeds, the DC mode has higher rotor frequencies than the SC mode, and thus higher rotor iron losses, higher copper losses as well as lower efficiencies.
Table 4 tabulates the detailed performance comparison between the DC and SC modes under rated sub-natural and super-natural synchronous speeds. The efficiency calculation of the DS-BDFIM-SDCR is given by
[image: image]
where Pp and Pc are the outputted or absorbed powers, while Piron and Pcopper are the total copper loss and total iron loss of the machine, respectively.
TABLE 4 | Performance comparison between DC and SC modes under rated sub-natural and super-natural synchronous speeds.
[image: Table 4]When the DC mode with 2,250 r/min and the SC mode with 750 r/min, their rotor frequencies are the same, resulting in the same total iron losses (177.9 and 176.8 W, respectively) approximately. Since the absorbed active power of the CW based on the DC mode (1867.5 W) is significantly lower than that of the SC one (2,449.5 W), the DC mode (76.9%) performs more efficiently comparing to the SC mode (75.1%). The DC mode with the rotor frequency of 75 Hz (at 3,750 r/min) brings about the iron loss of 316.4 W, while the SC mode with the rotor frequency of 8.33 Hz (at 1,250 r/min) leads to the iron loss of 188.9 W, contributing the higher efficiency of the SC mode (86.3%) than the DC mode (83.6%). To sum up, it can be concluded that the DC mode behaves better than the SC mode at sub-natural synchronous speed, but its iron and copper losses at super-natural synchronous speed are supposed to be further optimized.
To validate the superiority of the DS-BDFIM-SDCR with the differential mode, the performance comparison between the DS-BDFIM-SDCR and the DS-BDFIM with wound rotor in (Han et al., 2017) is shown in Table 5. The copper loss of the PW and CW between the two machines are similar, however, the copper loss of the rotor for the DS-BDFIM with wound rotor is almost twice of the DS-BDFIM-SDCR ones, verifying the advantages of the low resistance of squirrel cage rotor comparing to the wound rotor. Furthermore, the total iron loss of the DS-BDFIM with wound rotor is also higher than that of the DS-BDFIM-SDCR. Therefore, the DS-BDFIM-SDCR based on the differential modes with the efficiency of 83.6% is obviously higher than the efficiency of 78.6% for the DS-BDFIM with wound rotor.
TABLE 5 | Performance comparison between DS-BDFIM-SDCR and DS-BDFIM with wound rotor.
[image: Table 5]EXPERIMENT
The DS-BDFIM-SDCR with sum mode is prototyped as shown in Figure 9. The core component of the prototype is the SDCR, one end of which is short-circuited by two copper rings, while the other end is formed by the staggered connection. Since the copper bars are hard to achieve the staggered interconnection in the end when the prototype is manufacturing, they are replaced by soft parallel enameled wires so as to facilitate implementation.
[image: Figure 9]FIGURE 9 | Prototype of DS-BDFIM-SDCR with sum mode.
The CW with the excitation of the voltage source and the PW with a load of 100 Ω to enable the prototype of the doubly-fed operation. Figures 10A,B shows the measured PW voltages (50 Hz), CW voltages (±12.5 Hz), PW currents and CW currents at 750 and 1,250 r/min. To obtain the rated PW line voltage of 380 V, the CW is excited with the root mean square (RMS) line voltages of 166 V at 750 r/min, and 205.6 V at 1,250 r/min, respectively. The waveforms of the PW voltages and currents exhibit sinusoidal distributions, verifying the low harmonics of the DS-BDFIM-SDCR.
[image: Figure 10]FIGURE 10 | Experimental measurement of CW voltages, CW currents, PW voltages, PW currents, efficiencies from 750 r/min to 1,250 r/min (A) 750 r/min (CW -12.5 Hz, PW 50 Hz and 20 ms/div) (B) 1,250 r/min (CW 12.5Hz, PW 50 Hz and 50 ms/div) (C) 750 r/min to 1,250 r/min (D) Efficiencies versus rotor speeds.
The voltages and currents of both PW and CW versus the rotor speeds from 750 to 1,250 r/min are measured in Figure 10C. The PW line voltages at different speeds stay the same of 380 V. The CW voltage declines initially and then grows up. As the speed increases, the CW current exhibits a small change except for the natural-synchronous speed of 1,000 r/min where the direct source is excited, while the PW current maintains the same due to the constant resistance load. The experimental measurement of efficiency versus rotor speeds from 750 to 1,250 r/min is given in Figure 10D, showing the efficiencies increases along with the rotor speeds except for the natural speed of 1,000 r/min.
CONCLUSION
In this article, the design method of the DC for the DS-BDFIM-SDCR is proposed to solve the issues of high rotor leakage and low capacity of magnetic field conversion of the conventional differential-mode-based BDFM. The proposed method enables the high number of conductor bars for the cage rotor even with the low synchronous pole pairs of |p1-p2|, achieving reduced rotor flux leakage. The rotating MMF theory is utilized to deduce the conditions that should be satisfied for the SDCR. Based on the result of derivation, two situations of pole/slot combinations are taken into account and examples are illustrated to introduce the details of interconnection of the SDCR. The FE models of the DS-BDFIM-SDCR with DC and SC are built to compare their electromagnetic performance. The results show that the DC mode of the DS-BDFIM-SDCR exhibits better performance than the SC one at the sub-synchronous-speed region such as lower CW excitation, lower iron loss and higher efficiency, while at the super synchronous-speed region, the DC mode suffers from higher copper loss and iron loss due to the increased rotor frequency comparing to the SC mode, and hence, lower efficiency. Therefore, the iron and copper losses are ought to be further optimized.
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The park integrated energy system (PIES) plays an important role in realizing sustainable energy development and carbon neutral. Furthermore, its optimization dispatch can improve the energy utilization efficiency and reduce energy systems operation cost. However, the randomness and volatility of renewable energy and the instability of load all bring challenges to its optimal operation. An optimal dispatch framework of PIES is proposed, which constructs the operation models under three different time scales, including day-ahead, intra-day and real-time. Demand response is also divided into three levels considering its response characteristics and cost composition under different time scales. The example analysis shows that the multi-time scale optimization dispatch model can not only meet the supply and demand balance of PIES, diminish the fluctuation of renewable energy and flatten load curves, but also reduce the operation cost and improve the reliability of energy systems.
Keywords: integrated energy system, multi-time scale, optimization dispatch, renewable energy, demand response
INTRODUCTION
The park integrated energy system (PIES) is one of the main forms of distributed renewable energy utilization, which plays an important role in promoting the absorption of renewable energy and establishing a new power system under lower-carbon (Zahedi, 1994; Tang et al., 2018). Due to the fluctuation of renewable energy and the increase of load prediction error caused by the increase of forecast time scale, it is difficult to satisfy the balance of supply and demand through energy systems dispatch under a single time scale. Thus, the multi-time scale optimization dispatch of PIES is proposed. The dispatch plan is updated and adjusted according to the coordination of energy equipment and the use of more accurate forecast information of renewable energy and load, so as to ensure the economic operation, reduce the volatility of renewable energy and load, and improve the feasibility of the dispatch plan (Fan et al., 2021).
Many progresses have been made in the research on the coordinated planning of multiple types energy equipment in PIES and the improvement of overall operation economy. Literature (Zhang et al., 2019; Hui and Wei, 2020) constructed an integrated electricity-gas-thermal system planning model considering demand response, energy storage and energy conversion. Literature Jiang and Ai (2019) put forward an integrated energy system optimization operation model considering the new energy incentive mechanism to clarify the influence of different incentive mechanisms on the economic benefits. According to the quasi-dynamic characteristics of the thermal system, Literature Cen et al. (2020) established a building virtual energy storage model and an integrated energy utilization optimization model under the TOU price. Literature Lin and Fang (2019) established a regional integrated energy management system model based on multi-agent method to optimize operator profit and user cost. Literature Zeng et al. (2017) introduced a control optimization strategy considering economic performance and response performance to improve the multi-energy optimization of integrated energy system. Literature Zhang and Wei (2020) proposed a two-layer capacity allocation optimization method for IES based on the combined gas cooling, heating and power supply scheme.
However, the above literatures mainly studied the principle of economic optimal operation and the framework of system model. The integrated demand response is not considered or just regarded as a constraint condition of the model and the operation method and response strategy of the integrated demand response are lack of in-depth exploration. In Literature (Pu et al., 2020), an optimal operation method of power system considering power demand response was proposed to transform the energy supply mode of port integrated energy system. Literature Lv et al. (2021) established an optimized operation model of IES and analyzed the flexibility of demand response under different coupling degrees. Literature Zhao et al. (2019a) introduced an electric-gas-thermal system and proposed a rolling operation optimization strategy considering the multi-energy demand response and wind penetration. Literature Qi et al. (2020) proposed a two-layer collaborative optimization method of IES considering DR and ES. In Literature (Yu et al., 2020), a multi-energy flow calculation model and a day-ahead optimal scheduling model for the power-gas-heat-cooling integrated energy system were established considering the integrated demand-side response, wind power output prediction and energy storage. Literature Wang C. et al. (2020) established a demand response model based on compensation mechanism to analyze the scheduling elasticity of different load types. Literature Wang J. et al. (2020) proposed a two-stage optimal scheduling model for integrated energy system from the perspective of user demand-side load control.
The time scale characteristics of each energy flow in the comprehensive energy are different. In terms of operation dispatch of integrated demand response, it is necessary to discuss the response speed of different energy flows to price change and external demand, analyze the influence of start-stop time and climbing speed of equipment on the complementarity of energy sources, study the time requirements of different energy flows on the balance between supply and demand (Duan et al., 2017). The response strategy and cost of load under different time scales also need to be studied. In Literature (Yang et al., 2020), a day-ahead and intra-day optimal scheduling model for integrated energy systems considering demand side response was established to suppress the intra-day fluctuations of renewable energy and loads. Literature Ouyang et al. (2019) constructed a multi-time scale optimization model with three different time response characteristics of electricity, heat and cold to optimize the economic operation of energy systems. Literature Xue et al. (2020) presented a real-time energy management method for integrated heating and power system based on approximate dynamic programming algorithm. Although the above studies introduced integrated demand response to improve the flexibility of load dispatch and increase the economic benefits of energy systems, they did not consider the uncertainty of load response at a small time scale and the impact on the operation dispatch of energy systems, so they could not meet the real-time adjustment requirements of energy systems under a small time scale.
To sum up, this paper shows the comparisons of related works in Table 1, and summarizes the advantages and disadvantages of several significant papers in Table 2. Hence this paper proposes an economic optimization dispatch method for PIES based on multi-time scale demand response. Aiming at minimizing the operation cost of PIES, this paper constructs an optimization dispatch model under three-time scales, including day-ahead, intra-day and real-time. Based on the above model, this paper proposes a dispatch strategy and uses MATLAB to solve the mixed integer linear programming problem. Finally, the example analysis verifies the effectiveness and feasibility of the proposed method.
TABLE 1 | Comparison of related works (√:Considered, ―:Not considered).
[image: Table 1]TABLE 2 | Comparison of significant works.
[image: Table 2]The key contributions of this paper are listed as follows.
1) Constructing a three-layer dispatch framework of PIES considering demand response, including the day-ahead, intra-day and real-time optimal dispatch.
2) Proposing the multi-time scale economic optimization strategy of PIES based on the multi-energy coordination and the effect of the fluctuation of renewable energy and load, including giving the objective functions, constraints and corresponding solution strategies in consideration of demand response.
3) Conducting case studies under a PIES scenario to verify the effectiveness of the proposed model and strategy, and analyzing the dispatch scheme and economic benefits of PIES under different time scales.
The organization of this study is as follows. PIES Dispatch Model introduces the structure and dispatch framework of PIES, and presents the dispatch model. Economic Optimal Dispatch of PIES Considering Demand Response proposes the dispatch strategies of PIES in consideration of demand response and solution scheme. Case Study describes the feasibility of PIES multi-time scale optimal dispatch based on the analysis of the calculation results. Conclusion summarizes the contributions and extensions of this paper.
PIES DISPATCH MODEL
Structure Diagram of PIES
According to the geographical factors and the characteristics of energy generation/transmission/distribution/use, the integrated energy system can be divided into trans-regional level, regional level, and user level, while PIES is the most typical representative of the regional integrated energy system (RIES). PIES takes active distribution network, hybrid energy storage and energy conversion technologies as the core, including intelligent distribution system, heating/cooling system, natural gas system and other multi-energy coupling networks (Zhang et al., 2021). Compared with the traditional integrated energy system, PIES has a shorter energy transmission distance, more accurate and fast energy system operation, and a higher degree of coupling between energy systems.
The structure of PIES is shown in Figure 1. Energy systems are coupled by four energy flows: electricity, gas, heating and cooling, and them contain a variety of energy production, conversion and storage equipment to meet different loads. However, only CCHP is selected as the energy coupling equipment in the system structure, which consists of gas turbine, waste heat boiler, absorption refrigerator, and electricity chiller. On one hand, for general energy systems, CCHP can not only undertake the full function of energy conversion (Zhao et al., 2018), but also is the most effective unit to improve the economic benefits (Ming et al., 2015; Zeng et al., 2017). On the other hand, this measure can simplify the calculation, which can avoid discussing the calculation of the start-stop state of other energy conversion equipment and the impact of the start-stop cost on the economy. Since there are many studies on the steady state mathematical model of CCHP, this paper will not elaborate on it (Cheng et al., 2016; Zhao et al., 2018).
[image: Figure 1]FIGURE 1 | Structure diagram of PIES.
Dispatch Framework of PIES
In the optimization operation of PIES, day-ahead dispatch needs to formulate the operation plan of energy systems 24 h in advance, while intra-day and real-time dispatch should be scheduled according to energy production and coupling equipment output at various periods. Firstly, a day-ahead optimization dispatch can realize the optimal configuration under a long time scale and improve the economy of system operation. However, considering that the forecasting errors caused by renewable energy and load gradually decrease with the approaching of running time point (Drauz et al., 2018), day-ahead dispatch cannot meet the actual operation requirements. Meanwhile, intra-day dispatch and real-time dispatch can make use of the forecasting information of load for dispatch under a short time scale, but they cannot consider the global coordination and collocation in the operation plan of energy systems.
On the other hand, integrated demand response faces the following problems in the multi-time scale optimization dispatch (Duan et al., 2017). For one thing, from the perspective of time scales, it is necessary to adapt to the prediction error caused by different time dimensions, the adjustment of resource scope and the difference of cost. For another, it is essential to adapt to the difference of demand response and loads with different characteristics when they participate in the power grid dispatching operation.
Based on the above problems, this paper proposes a combinatorial optimization dispatch framework for PIES, which consists of day-ahead optimal dispatch model, intra-day optimal dispatch model and real-time dispatch model, as shown in Figure 2. First, the day-ahead optimization dispatch plan is formulated every 24 h and the time scale is set as 1 h. The interactive power between energy systems and power grid, the output of dispatchable energy equipment and flexible load response can be determined according to the short-term forecast output of day-ahead load and the predicted power of photovoltaic and wind turbines (Zhao et al., 2019b). Second, on the basis of day-ahead optimal dispatch, the intra-day optimization dispatch plan is made every 1 h to adjust the output of multiple equipment in the future 4 h and the time scale is set as 15 min. Third, real-time dispatch takes into account the intra-day optimization dispatch and makes a plan every 15 min. It determines the next time scheduling plan according to ultra-short-term forecast load output.
[image: Figure 2]FIGURE 2 | Optimal dispatching framework of PIES.
There are three kinds of demand response in the optimal scheduling model of PIES, which are all incentive-oriented demand responses (IDR). According to the time of advance notification to users, the IDR is divided into three categories: 1 day in advance (A-type demand response), 4 hours in advance (B-type demand response), and 15 minutes in advance (C-type demand response).
Dispatch Model of PIES
This paper takes 24 h forecast power of load and renewable energy generation as the input of model, while dispatchable output of the combination of energy systems and equipment as the output of model, so as to construct an optimization dispatch model of PIES, which is expressed as follows:
[image: image]
It is assumed that the dispatch plan of energy systems is divided into n time periods. In terms of input, [image: image] is a column vector of length n that indicates forecasting load and its element [image: image] indicates the load forecasting power in the i-th period. [image: image] and [image: image] are column vectors indicating prediction power of wind turbine and photoelectric and their length are both n. Their elements [image: image] and [image: image] indicate the predicted power output of wind turbine and photovoltaic in the i-th period.
In terms of output, energy purchase of energy systems mainly includes electricity and gas, so [image: image] is a matrix of [image: image], whose element [image: image] indicates the purchased power of the j-th type energy in the i-th period. The output of energy storage system [image: image] includes three parts: electricity, heat and cool. Therefore, [image: image] is a matrix of [image: image], whose element [image: image] indicates the storage and discharge power of the j-th type energy storage in the i-th period. Here positive values indicate charging and negative values indicate discharging. [image: image] is an [image: image] matrix indicating the power generation, heating and refrigeration of CCHP equipment (combined cooling heating and power) and its element [image: image] indicates the output power of the j-th type energy generation in the i-th period. The length of load response vector [image: image] is n and its element [image: image] indicates the dispatchable load of energy systems in the i-th period under the corresponding time scale.
According to Eq. 1, the dispatch model of PIES can realize optimal dispatch through reasonable arrangement of energy purchase, energy storage equipment, CCHP equipment, and dispatch strategies of flexible loads under the condition that the energy supply demand is different between the predicted output of energy systems load and that of the renewable energy.
ECONOMIC OPTIMAL DISPATCH OF PIES CONSIDERING DEMAND RESPONSE
The Objective Function of Economic Optimal Dispatch
The Objective Function of Day-Ahead Dispatch
In the day-ahead optimization dispatch model, this paper takes the cost of energy storage and CCHP equipment operation, energy purchase and load response as decision variables to solve the minimum operating cost of energy systems in the future 24 h considering the short-term forecast load:
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where [image: image] indicates the expected total cost of the day-ahead system; [image: image], [image: image], [image: image] and [image: image] respectively indicate the operation and maintenance cost of energy storage equipment, the operation and maintenance cost of CCHP equipment, energy purchase cost and A-type demand response compensation in the t-th period; [image: image] and [image: image] indicate electricity purchase cost and gas purchase cost. [image: image] and [image: image] indicate charge and discharge maintenance price coefficients of energy storage equipment; [image: image] indicates the price coefficient of CCHP equipment operation and maintenance; [image: image] and [image: image] indicate the electricity price purchased from power grid in the t-th period and unit natural gas price; [image: image] indicates the subsidy standard of A-type demand response. [image: image] indicates the charge and discharge power of the energy storage equipment in the t-th period, in which charging is positive and discharging is negative; [image: image] and [image: image] indicate the electricity purchase power and the gas purchase capacity in the t-th period; [image: image] indicates the electricity power of CCHP equipment; [image: image] indicates the regulation power of A-type demand response. [image: image] indicates the response coefficient of demand response. [image: image] and [image: image] are 0–1 variables, which indicate the charging and discharging states of the energy storage equipment. x indicates energy type and x is a member of the set Z, which contains three elements: E, H and C, respectively indicating electricity, heat and cool energy.
The Objective Function of Intra-day Dispatch
If intra-day dispatch plan is re-formulated in each period considering the day-ahead dispatch, there may be a large difference between them (Zhao et al., 2021), which obviously does not satisfy the actual operation requirements. Therefore, intra-day optimization dispatch adjusts the output of each equipment every 1 h on the basis of day-ahead optimization dispatch, so as to minimize the total adjustment cost of energy systems in the next 4 h:
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where [image: image] indicates the total adjustment cost of the intra-day system; [image: image], [image: image], [image: image] indicate the adjustment costs of energy storage equipment, CCHP equipment and energy purchasing plan of PIES between day-ahead and intra-day schedules in the t-th period; [image: image] indicates B-type demand response compensation; [image: image] indicates the subsidy standard of B-type demand response; [image: image] indicates the regulation power of B-type demand response; subscripts 1 and 2 indicate day-ahead dispatch and intra-day dispatch.
The Objective Function of Real-Time Dispatch
Real-time dispatch adjusts the output of each equipment every 15 min at the next moment considering the ultra-short-term predicted output of load on the basis of intra-day optimization dispatch, so to minimize the adjustment cost in a single period of PIES as:
[image: image]
where [image: image] indicates the total adjustment cost of the real-time system; [image: image], [image: image] and [image: image] indicate the adjustment costs of energy storage equipment, CCHP equipment and energy purchasing plan of PIES between intra-day and real-time schedules in the t-th period; [image: image] indicates C-type demand response compensation; subscripts 2 and 3 indicate intra-day dispatch and real-time dispatch.
The Constraint Condition of Economic Optimal Dispatch
System Power Equilibrium Constraint

[image: image]
where [image: image] and [image: image] indicate the power generation of photovoltaic and wind turbine in the t-th period; [image: image] indicates the charge and discharge power of the storage device, in which charging is positive and discharging is negative; [image: image] is positive when the load is transferred in and negative when the load is transferred out.
System Thermal Equilibrium Constraint

[image: image]
where [image: image] indicates the heating power of CCHP equipment; [image: image] indicates the charge and discharge power of heat storage equipment, in which charging is positive and discharging is negative; [image: image] indicates the thermal load of energy systems in the t-th period; [image: image] indicates the ratio of heat energy utilization in heating grid.
System Cool Equilibrium Constraint
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where [image: image] indicates the refrigeration power of CCHP equipment; [image: image] indicates the charge and discharge power of cool storage equipment, in which charging is positive and discharging is negative; [image: image] indicates the cool load of energy systems in the t-th period; [image: image] indicates the ratio of cool energy utilization in cooling grid.
Energy Storage Equipment Constraint
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where [image: image] indicates the capacity of various energy storage devices in the t-th period; [image: image] and [image: image] indicate the upper and lower limits of the capacity of energy storage equipment; [image: image] indicates the self-consumption rate of energy storage equipment; [image: image] and [image: image] indicate the energy storage capacity at the beginning and the end of dispatch.
CCHP Operating Constraint

[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] indicate the minimum and maximum generating power of CCHP equipment; [image: image] and [image: image] indicate the minimum and maximum heating power of CCHP equipment; [image: image] and [image: image] indicate the minimum and maximum refrigeration power of CCHP equipment.
Dispatch Plan Deviation Constraint
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where [image: image] indicates the constraint constant; subscripts 1, 2 and 3 indicate the day-ahead dispatch, intra-day dispatch and real-time dispatch. The deviation constraint is only used for intra-day and real-time dispatch.
Multi-Time Scale Economic Optimization Dispatching Strategy for PIES
In order to solve the optimal dispatch scheme of PIES, this paper schedules the cost coefficient and flexible load based on demand response under different time scales and the establishment of objective functions and constraint conditions in day-ahead, intra-day and real-time dispatch. The specific solution process is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The optimal dispatch solution process of PIES.
In the above solving process, the multi-time scale economic optimal dispatch strategy of PIES constitutes the mixed integer linear programming (MILP) problem. Based on MATLAB software, this paper calls the CPLEX solver in the YALMIP installation package to solve the above MILP problem.
CASE STUDY
Setting
In order to verify the effectiveness of the multi-time scale optimization dispatch strategy of PIES, two typical cases are designed to simulate the multi-constraint dynamic linear programming problem including CCHP equipment and energy storage equipment.
This paper selects a PIES for analysis, and the main basic parameters are shown in Table 3. The unit price of natural gas [image: image] is 2.4 yuan/ m3, the low calorific value of natural gas is 36 MJ/ m3 and the time-of-use electricity price is as follows: 0.821 yuan/ kWh in peak period, 0.485 yuan/ kWh in normal period and 0.368 yuan/ kWh in valley period; the operating range of the energy storage equipment is [5%,95%] and the initial capacity is 50%; the proportion of thermal energy utilization [image: image] is 0.9 and the proportion of cool energy utilization [image: image] is 0.9; the maximum capacity that can be invoked for A-type, B-type and C-type demand response shall not exceed 6% of the maximum of electric load. The response coefficient and subsidy standard of demand response are shown in Table 4.
TABLE 3 | Basic performance parameters of the equipment.
[image: Table 3]TABLE 4 | Subsidies standard of load response.
[image: Table 4]Case Analysis
Typical Day in Summer
This paper analyzes the daily output of each equipment on a typical day in summer. The power, heating and cooling load, and renewable energy curves of a typical day in summer are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Power, heating and cooling load, and renewable energy curves of a typical day in summer.
Day-Ahead Optimization Operation Result and Analysis
According to the above example parameters, this paper runs the day-ahead optimal dispatch model of PIES and obtains the day-ahead optimal dispatch scheme on a typical day in summer, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Day-ahead optimization dispatch plan of a typical day in summer.
It can be seen from Figure 5 that the day-ahead optimized operation plan can meet the balance between supply and demand of electricity, heat and cool load by reasonably arranging the output of each equipment.
When the electricity price is at the valley from 23:00 to 07:00 the next day, the electrical load is low and the thermal load and cool load are mainly powered by CCHP equipment. The electricity generated is enough to satisfy the demand of electrical load, so the electricity is less purchased and the storaging energy of electric storage equipment increases steadily.
Then the electrical load of energy systems reaches the first peak between 7:00 and 11:00. PIES increases the purchased electric power, adjusts the storage equipment to discharge and improves the storaging energy of cool storage equipment.
From 11:00 to 15:00, the first peak of electrical load ends and power generation of photovoltaic and wind turbine gradually rises, so the power supply of energy systems is relatively abundant. System reduces power purchase, while the energy storage of the electric storage equipment increases. Because of the continuous increase of cool load, CCHP equipment can only increase the output to maintain the cool balance, causing the cool storage energy further increases.
During 15:00 to 23:00, PIES ushers in the second peak of electrical load and increases the purchased electric power and adjusts the storage equipment for discharging. At about 19:00, the storage equipment consumes up the stored electric energy, so energy systems increase the purchased electric power again. As the cool load of energy systems also appears the second peak and the output of CCHP equipment changes little, energy systems arrange the cooling storage equipment to discharge energy to satisfy the cooling demand.
Typical Day in Winter
This paper analyzes the daily output of each equipment on a typical day in winter. The power, heating and cooling load, and renewable energy curves of a typical day in winter are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Power, heating and cooling load, and renewable energy curves of a typical day in winter.
Day-Ahead Optimization Operation Result and Analysis
According to the above example parameters, this paper runs the day-ahead optimal dispatch model of PIES and obtains the day-ahead optimal dispatch scheme on a typical day in winter, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Day-ahead optimization dispatch plan of a typical day in winter.
When the electricity price is at the valley from 22:00 to 07:00 the next day, the power load is low while the thermal load is keeping at a high level. In order to meet the heating demand, the electricity generated by CCHP exceeds the power load, so that energy systems sell electricity, and electric energy storage increases. On the contrary, thermal energy storage is decreasing.
When it comes to the first peak from 7:00 to 11:00, as the heating load decreases, the output of CCHP also decreases. The insufficient power generation is supplemented by electric energy storage and purchased power.
From 11:00 to 15:00, the first peak of electrical load ends. During this period, the thermal load continues to decrease and reaches the lowest value at 13:00, while the output of CCHP remains basically unchanged in order to meet the power supply demand. As a result, thermal and electric energy storage increases.
When it comes to the second peak from 15:00 to 22:00, PIES increases the purchased electric power and adjusts the storage equipment for discharging. CCHP reaches maximum capacity at 21:00 and lasts for 2 hours. At the same time, the thermal load also reaches the peak, and the thermal energy storage has to operate at maximum discharging power.
In particular, cooling energy storage remains roughly the same regardless of how CCHP output changes. It is possible that energy systems release excess cooling energy in order to reduce the maintenance cost of the cooling storage equipment, when the output of CCHP is sufficient to satisfy the cooling load demand.
Comparative Analysis of Day-Ahead, Intra-day and Real-Time Optimal Dispatch
This paper substitutes the result of day-ahead optimization dispatch into the intra-day optimization dispatch model and the intra-day optimization dispatch plan can be obtained through calculation. Then this paper substitutes the intra-day dispatch result into the real-time dispatch model and also obtains the real-time dispatch result. Figure 8; Figure 9; Figure 10 show the curves of purchasing power from electric grid, gas purchasing capacity and demand response under multi-time scale.
[image: Figure 8]FIGURE 8 | Multi-time scale optimization result of purchasing power.
[image: Figure 9]FIGURE 9 | Multi-time scale optimization result of gas purchasing capacity.
[image: Figure 10]FIGURE 10 | Multi-time scale optimization result of demand response.
As it can be seen from Figure 8, after the adjustment of intra-day and real-time dispatch, the interactive power curve between energy systems and power grid fluctuates with the change of electricity price. The electricity purchase decreases during the peak period and the decrease are more obvious at the second peak period. It can be seen from Figure 9 that, in the peak period of electrical load, the gas purchase volume of energy systems under intra-day and real-time dispatching is improved compared with day-ahead dispatching. This is because electricity price is higher than the price of natural gas at the same energy consumption in the peak period, so adding power from CCHP equipment is more cost-effective than purchasing electricity.
As it can be seen from Figure 10, A-type demand response has a good function of peak clipping and valley filling, reducing the load in the peak period and increasing the load in the valley period. B-type demand response also has the function of peak clipping and valley filling, but the effect is weakened compared with A-type. C-type demand response has a small capacity and fluctuates, mainly because real-time dispatching needs to adjust the load response continuously in a short time to smooth down the fluctuation of load and renewable energy output, so as to ensure the power balance of energy systems. However, it should be noted in particular that, since the output of CCHP reaches its maximum at about 21:00 on a typical day in winter, the demand response has no ability to adjust downward.
Cost Comparison of Optimal Dispatch of PIES
Table 5 shows the Comparison of operating costs under different dispatch schemes. As it can be seen from Table 5, compared with day-ahead dispatch, the operation cost of multi-time dispatch decreases by 2.23% in summer and 2.05% in winter. The above result verifies that the multi-time scale economic optimization dispatch of PIES considering the demand response can reduce the operation cost and improve economy efficiency.
TABLE 5 | Comparison of operating costs under different dispatch schemes.
[image: Table 5]CONCLUSION
In order to further improve the operation economy of PIES, this paper puts forward an economic optimization dispatch strategy under multiple time scales. Then energy systems optimize the dispatch plan by arranging the scheduling strategy of energy purchase, coupling energy equipment and flexible load reasonably. Finally, this paper analyzes the multi-time scale optimal dispatch results and economic benefits of energy systems. The specific contributions are as follows:
1) Adding the demand response conforming to different time scales into the optimization dispatch plan of PIES, which can realize the effect of peak clipping and valley filling, flatten the load curve, and reduce the operation cost of energy systems.
2) Scheduling electricity, heat and cool loads on different time scales by using the three-layer optimal dispatch model which is composed of day-ahead, intra-day and real-time, so that energy systems can balance the supply and demand relationship and ensure the stable operation.
Meanwhile, in view of the problems reflected in the research, this paper considers from the following aspects to further expand:
1) This paper only formulates the response strategy of electric load, without considering the demand response of cooling and heating load.
2) This article will consider coupling other types of energy conversion equipment, including gas Boiler, Power to Gas, and others. Moreover, when CCHP reaches the maximum rated output, the demand response loses the negative adjustment ability. It is considered to add equipment with repetitive functions in CCHP to make up for the deficiency of CCHP capacity. This paper will also consider using gas storage equipment in the future.
3) This paper does not consider the technical characteristics and cost composition of energy transmission and conversion in different PIES, such as industrial PIES, residential PIES and business PIES. It is necessary to verify whether the model is applicable to different types of energy systems.
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Abstract-Fault current limiters (FCLs) can suppress the rise of short-circuit fault currents in voltage source converter (VSC) based DC grids. However, the power electronic switches of FCLs need extra source equipment to supply the required power, which increases complexity and cost. This paper presents three kinds of self-powered solid-state FCLs (SSFCLs). The proposed self-powered SSFCLs detect short-circuit faults by sensing fault current increases and draw energy from the fault DC line to automatically drive the power electronic switches. The self-powered SSFCLs are equipped with a self-powered supply system (SPSS). The SPSS obtains energy from the magnetic field induced by short-circuit fault current using magnetic-coupling mutual inductance coils. In PSCAD/EMTDC, the proposed self-powered SSFCLs are placed directly on the DC line without external power supply equipment. When a short-circuit fault occurs, the simulation results verify that the proposed self-powered SSFCLs can rapidly acquire power to drive the power electronic switches and then suppress the rise of the fault current. The proposed self-powered SSFCL prototypes provide a solution for decreasing the cost and complexity associated with installing extra source equipment.
Keywords: fault current limiters, VSC DC grids, self-powered supply, mutual inductance coil, solid-state FCLs
INTRODUCTION
Voltage source converter-high voltage direct current (VSC-HVDC) systems are known to be superior to AC networks (AC distribution networks or AC transmission networks) and to line commutated converter-high voltage direct current (LCC-HVDC) systems in the integration of long-distance power transmission and renewable energy sources (Flourentzou et al., 2009; Lyu et al., 2019; Zhang et al., 2021). Different from AC systems, in VSC DC grids, the short-circuit fault breaking operation is difficult due to the lack of zero crossings. A strict current breaking requirement is needed for a DC circuit breaker (DCCB) to cut off the DC line within 5 ms (Heidary et al., 2019). DC fault current limiters (DCFCLs) can help decrease the current breaking stress of DCCBs by limiting the rise of the fault current (Yang et al., 2019). Installation of DCCBs and DCFCLs can rapidly and reliably clear the short-circuit faults in VSC DC grids. Notably, the operation of DCFCLs and DCCBs relies on various power electronic switches and gate drivers. Thus, one major problem with DCFCLs and DCCBs is the power supply of the mechanical switch and the gate driver for the power electronic components (Zhang et al., 2020).
Power electronic components in AC systems can take power from AC lines by mutual inductance or instrument transformers. Two novel power supplies for online condition monitoring systems are proposed for AC systems in Lin Du et al. (2010), Wu et al. (2013). A specially designed coil-based magnetic energy harvester (CMEH) was proposed in Lin Du et al. (2010), and a specially designed Rogowski coil for power transmission lines was proposed in Wu et al. (2013). This is widely considered to be a good method for power electronic devices of AC circuit breakers (ACCBs) to acquire power from AC lines.
However, for DCCBs and DC FCLs, the direct acquisition of power from AC lines is typically a complex and difficult problem. In addition, unlike the power electronic components in AC/DC converters that can acquire power from the primary system by an extra DC/DC converter (Li et al., 2015; Li et al., 2016; Zhang et al., 2020), the power electronic switches in DCCBs and FCLs are in the on-state most of the time, which makes it difficult for them to directly acquire energy from DC lines.
Some power supply methods have been proposed to solve the power-acquisition problems in different networks. In Kobayashi et al. (2006), Dondi et al. (2008), a solar-cell power supply was proposed to drive the monitoring circuits. However, this power supply device is dependent on the weather and necessitates regular maintenance work, such as changing the energy storage device and clearing the solar panel. In Hafner (2011), Zhou et al. (2015), Zhang et al. (2016), a type of power supply method called power over fiber was presented. This method can deliver power through laser light via optical fibers over long distances. This can theoretically solve the power supply problem. However, the low conversion efficiency of this method results in low practicability in large-scale power supply applications.
In VSC DC grids, the DCFCLs and DCCBs are installed in the DC line. It is difficult for them to take power from DC lines by instrument transformers. The capacitor can be used as the power supply component to drive the IGBT switch in DCFCLs and DCCBs. The capacitor can be parallel-connected with the DCFCLs or the DCCBs. The capacitor needs to charge first, and then the detecting equipment, sensor and driving component of the power electronics receive power from the capacitor. However, the cost and complex will increase with an extra increase in the capacitor. The voltage across the DCFCLs or the DCCBs is always needed, which is detrimental to the normal operation of DCFCLs or DCCBs. Another common way to solve the power supply problem of power electronic switches is to install an extra power supply system. A power electronic switch driver was designed for a bidirectional solid-state circuit breaker (SSCB) in Urciuoli and Veliadis (2011). However, one major drawback of this driver is that it relies on complex and costly overcurrent sensing circuitry. One or more isolated auxiliary power supplies are needed to power up the control electronics of the SSCB (Miao et al., 2015). This means a sharp increase in cost and complexity. The cost of designing FCLs has been a complex problem that is difficult to solve. If the power supply systems of FCLs rely on extra devices, the cost will be greatly increased.
These problems have attracted increasing attention in the field of DC transmission technology. Some self-powered supply system (SPSS) techniques without adding extra power supply devices have been developed to solve these problems. Zhang et al. (2020) presents a high-voltage isolated power supply system for complex multiple electrical types of equipment in hybrid DCCBs based on the mains frequency cascaded isolation transformer network and high frequency LLC converter. This was also the first description of the power supply system for high-voltage level circuit breakers, and it has considerable guiding value for the research of similar high-voltage equipment. In Miao et al. (2015), a self-powered ultrafast SSCB with a silicon carbide (SiC) junction gate field-effect transistor (JFET) was proposed, which can detect short circuit faults by sensing its drain-source voltage rise and draw power from the fault condition to turn and hold off the SiC JFET. The new two-terminal SSCB can be directly placed in a circuit branch without requiring any external power supply or extra wiring. In Fu et al. (2017), a coupling method of power supplies was proposed for spacecraft hollow cathode power supply applications. The coupling inductance is used in ignitor-keeper supply and heater supply devices, which can reliably acquire energy. The design principle in Fu et al. (2017) is of special interest for SPSS devices of FCLs.
To date, various FCLs have been proposed to suppress short-circuit faults in DC grids (Wu et al., 2011; Jalilian et al., 2015; Radmanesh et al., 2015; Jalilian et al., 2017; Liu et al., 2017; Zhang et al., 2017). The installation of FCLs can decrease the current breaking stress of DCCBs. However, the power supplies of FCLs have problems similar to those of DCCBs. However, the proposed SPSS methods in Lin Du et al. (2010), Urciuoli and Veliadis (2011), Wu et al. (2013), Miao et al. (2015), Fu et al. (2017), Zhang et al. (2020) cannot be directly used to design SPSSs for FCLs. Few studies have focused on the application of SPSSs to drive the power electronic switch of FCLs. In Jalilian et al. (2015), a novel DC-link fault current limiter (DLFCL)-based fault ride-through (FRT) scheme was proposed to improve the FRT capability in inverter-based distributed generation (IBDGs) units. The employed DLFCL does not need any control, measurement and gate driving system and is composed of a diode-bridge and a non-superconductor (copper coil) that is modeled by a resistor and an inductor. However, the design principle of SPSSs for FCLs was not introduced in Jalilian et al. (2015).
The power electronics of DCFCLs in this paper are composed of fully controllable semiconductor switches such as IGBTs and IGCTs. The power supply components are inevitable. Thus, it is critical to develop and describe the SPSSs for FCLs. To design SPSS for FCLs, three issues need to be considered (Lin Du et al., 2010; Xu et al., 2018a; Xu et al., 2018b):
• The SPSS of the FCLs should rapidly and reliably acquire power in the fault state.
• The SPSS of the FCLs should not influence the equivalent inductance of the FCLs.
• The SPSS of the FCLs should be low cost and reliable.
This paper presents three kinds of self-powered solid-state FCLs equipped with the SPSS. This is also the first description of the SPSS for such FCLs, and it may have necessary guiding value for the research of similar FCL equipment. The structure and operation mechanism of three kinds of self-powered FCLs are presented in the following sections. The proposed FCLs mainly consist of a fault current limiting circuit and an energy taking unit. These limiters comprise mutual inductors, power electronic switches, rectifier circuits, and energy storage circuits. The following section introduces the self-powered FCLs: scheme design, operation analysis, and simulation analysis. In addition, the hybrid DCCB and proposed FCLs are installed on the DC side of the DC system. Then, the simulation model is built in PSCAD/EMTDC based on a medium-voltage (20 kV/400 A) DC system in Jiangsu, China. The simulation results show that the proposed self-powered FCLs can limit the short-circuit current and obtain energy from the magnetic field induced by the fault current. The proposed self-powered FCLs take power from the DC fault line and supply energy to IGBT switches without extra power supply devices, which can decrease the cost of FCLs. The energy obtained by three kinds of self-powered FCLs can meet the needs of the driving voltage of each IGBT switch.
SCHEME OF THE PROPOSED FCLS WITH SPSSS
Overview of FCLs
In recent years, different types of FCLs, including superconductive fault current limiters (SFCLs) (Zhang et al., 2017), liquid metal current limiters (LMCLs) (Zhang et al., 2017), hybrid fault current limiters (HFCLs) (Liu et al., 2017), and solid-state fault current limiters (SSFCLs) (Radmanesh et al., 2015), have been proposed to mitigate short-circuit fault current. In Jalilian et al. (2017), an innovative DC-link controllable fault current limiter (C-FCL) based FRT scheme for the rotor side converter (RSC) was proposed to improve the FRT capability of the doubly fed induction generator (DFIG). Rotor over-currents are successfully limited during balanced and unbalanced grid faults, even at zero grid voltage. Each FCL has advantages and disadvantages (Nie et al., 2021). In this section, the proposed self-powered FCLs are designed based on SSFCLs (Xu et al., 2018a; Nie et al., 2021). The working operation of the SSFCLs are achieved by changing the on-off state of solid-state switch insulated gate bipolar transistors (IGBTs). The fault current waveforms with or without FCLs are shown in Figure 1.
[image: Figure 1]FIGURE 1 | Fault current with FCLs and without FCLs.
Configuration of SSFCLs With SPSSs
Structure of the TTSSFCL With SPSS
The SSFCL structure shown in Figure 2B is a transformer-type SSFCL (TTSSFCL) (Lim et al., 2007).
[image: Figure 2]FIGURE 2 | Structure of the TTSSFCL with SPSS. (A) Configuration of the TTSSFCL with SPSS. (B) Equivalent circuit of the TTSSFCL with SPSS.
The self-powered TTSSFCL with SPSS comprises the first inductor L1 coupled with the second inductor L2. The power electronic selector switch is connected in parallel with the second inductor to form the main circuit. The power electronic selector switch is composed of several IGBTs. The third inductor L3 is coupled with the first inductor and connected with the rectifier unit and energy storage unit to form the self-powered circuit, as shown in Figure 2A.
The current induced in the third inductor is very low, which means that the third inductor does not influence the equivalent inductance of the TTSSFCL. The metal oxide arrester (MOA) is connected in parallel with power electronic switches as the protection component.
In the normal state, the equivalent inductance of the TTSSFCL is low when the power electronic selector switch is turned on. The equivalent inductance of the TTSSFCL is as follow (Xu et al., 2018a; Nie et al., 2021):
[image: image]
When a short-circuit fault occurs in the DC line and the fault current exceeds the threshold, the power electronic selector switches are turned off. The inductance of the TTSSFCL is greatly increased, and the equivalent inductance is LabO (TTSSFCL) = L1.
The third inductor of SPSS is coupled with the first inductor, and the two ends of the third inductor produce sensing voltage and sensing current when the fault current increases in the first inductor. Then, the energy is stored through the rectifier and energy storage unit to provide the power supply for driving the power electronic switches in the TTSSFCL.
Structure of the PCCSSFCL With SPSS
Based on the structure of the TTSSFCL, two flux-coupling SSFCLs (Xu et al., 2018a) with SPSSs are proposed, as shown in Figures 3, 4. The secondary inductor L2 is connected in parallel with the first inductor L1, and the power electronic selector switch is connected in series with the secondary inductor L2, as shown in Figure 3. The proposed SSFCL in Figure 3 is defined as the parallel-connected coupling SSFCL (PCCSSFCL). Its working mechanism also relies on the operation of the power electronic selector switch.
[image: Figure 3]FIGURE 3 | Structure of the PCCSSFCL with SPSS. (A) Configuration of the PCCSSFCL with SPSS. (B) Equivalent circuit of the PCCSSFCL with SPSS.
[image: Figure 4]FIGURE 4 | Structure of the SCCSSFCL with SPSS. (A) Configuration of the SCCSSFCL with SPSS. (B) Equivalent circuit of the SCCSSFCL with SPSS.
In the normal state, the switches are turned on, and the equivalent inductance of the PCCSSFCL is as follows: (Xu et al., 2018a):
[image: image]
In the fault state, the switches are turned off, and the equivalent inductance is LabO (PCCSSFCL) = L1.
Structure of the SCCSSFCL With SPSS
Another type of SSFCL is the serial-connected coupling SSFCL (SCCSSFCL) (Heidary et al., 2019; Xu et al., 2018a). The two inductors in the main circuit are connected in series, as shown in Figure 4. The power electronic selector switch is connected in parallel with the secondary inductor, as shown in Figure 4. The PCCSSFCL and SCCSSFCL both use additive polarity winding (Hyo-Sang Choi et al., 2009).
In the normal state, the switches are turned on, and the main circuit equivalent inductance is as follows: (Xu et al., 2018a):
[image: image]
In the fault state, the switches are turned off, and the main circuit equivalent inductance is as follows:
[image: image]
OPERATION ANALYSIS OF THE PROPOSED FCL WITH SPSS
For convenience of comparison, the values of L1, L2, M and MOA are the same in the three types of FCLs, as shown in Figures 2–4. The connections of L1, L2, M12, switch S and MOA are different in the three types of SSFCLs. In the fault state, the equivalent inductance of the self-powered SCCSSFCL is maximized, as shown in the last section [image: image]. Thus, the SCCSSFCL can more sharply limit the increase of fault current. To simplify the analysis, the operation principle of the SPSS is analyzed based only on the SCCSSFCL in this section. A DC source is used to simulate the output voltage of a converter in DC systems, RLine and LLine are used to simulate the impedance of the DC transmission line, and ZLoad is used to simulate the load of the DC transmission line. The proposed self-powered SCCSSFCL is connected in series with the DC system, as shown in Figure 5A.
[image: Figure 5]FIGURE 5 | SCCSSFCL with SPSS installed on a DC system. (A) Configuration of the SCCSSFCL with SPSS. (B) Different states of the SCCSSFCL with SPSS. (C) Current waveform of the DC system.
As shown in Figure 5A, the voltage drop UL1 across inductor L1 can be expressed as (5). The voltage drop across inductor L3 is induced by the mutual inductance M13 and M23, expressed as (6). The current flow through inductor L3 can be expressed as (7).
[image: image]
[image: image]
[image: image]
In the normal state (0-t0), in an actual DC transmission project, 5–10% current fluctuation may appear due to the voltage ripple of the sub-module capacitors or DC capacitors in the normal state (QingruiTu et al., 2011; Liu et al., 2015; Xu et al., 2017). If the power electronic switches of the SCCSSFCL cannot be turned on, the equivalent inductance of the SCCSSFCL will increase, which will influence the DC current. Thus, the power electronic switches of the SCCSSFCL should be driven to be turned on, and the SCCSSFCL is used as the smoothing reactor in the normal state.
From 0 to t0, voltage UL3 can be induced when a DC current fluctuation appears. The SPSS of SCCSSFCL takes power from the DC line. Thus, the power electronic switches of the SCCSSFCLare driven to turn on, and the equivalent inductance of the SCCSSFCL will not be increased in the normal state. The DC grid is thus kept in a stable state, as shown in Figure 5B.
When a short-circuit fault appears at t0, the IGBT switch of SCCSSFCL will not be turned off from t0 to t1. It operates after the fault current reaches the threshold, as shown in Figure 5B. From t0 to t1, the fault current IDC flowing through inductor L1 will increase due to the small impedance of the DC line, and the voltage drop UL3 is induced by mutual inductance between L1 and L3. The SPSS takes power from the DC fault line. Thus, the energy storage device of SPSS can be charged, and the mathematical equation can be expressed as (8), where USPSS is the voltage across the energy storage device and R1, R2, and C are the resistors and capacitors of the energy storage device. Then, the CPU circuit supplies power to the IGBTs. (The detailed CPU operation is made by relative staff and computer, which is not studied in this paper.)
[image: image]
After t1, from t1 to t2, the power electronic switches of the SCCSSFCL are turned off, and the equivalent inductance of the SCCSSFCL increases sharply, as shown in Figure 5B. In this process, the MOA starts to operate and the fault current flowing through switch S will be forced to the MOA circuit. Thus, the SCCSSFCL can limit the short-circuit fault current. The current waveform of the SCCSSFCL is shown in Figure 5C. After t2, the MOA will recover to its initial state. The fault current may increase again. However, the DCCB can actually cut off the DC line in t1∼t2, which is analyzed in next section.
SIMULATION VERIFICATIONS
In PSCAD/EMTDC, a ±10 kV/0.4 kA VSC DC simulation model is built based on a demonstration project in Jiangsu, China (Sun et al., 2020). The three self-powered SSFCLs with SPSSs are installed on the DC side of the transmission line. Additionally, the DCCB is connected in series with the FCLs, as shown in Figure 6. The parameters of the FCLs are shown in Table 1.
[image: Figure 6]FIGURE 6 | DC grid with the DCCB and SSFCLs.
TABLE 1 | Main parameters of the FCLs.
[image: Table 1]In the normal state, THE FCLs are used as smoothing reactors, and the DCCB is in the on-state. A short-circuit fault occurs at 4.0 s, and the three FCLs begin to operate when the fault current reaches 1.1 kA. The SCCSSFCL can make a huger limit of fault current. Then, the DCCB begins to interrupt the fault line. The waveforms of the DC current are shown in Figure 7A. Assuming the repeated short-circuit faults (Jalilian et al., 2015) appear at 4.0, 4.5, and 5.0 s, the current waveforms are shown in Figure 7B. All of the proposed FCLs effectively limit the fault current under three repetitive transient faults.
[image: Figure 7]FIGURE 7 | Waveforms of the DC current of the three SSFCLs. (A) Waveforms of the DC current when the fault occurs at 4.0 s. (B) Waveforms of the DC current under three repetitive short-circuit faults.
The waveforms of the fault current flowing through three self-powered FCLs are shown in Figure 8A. The SCCSSFCL can more sharply limit the increasing of the fault current as shown in Figure 7. After a short-circuit fault appears at 4.0 s, the current I3 can be induced by mutual inductance between inductors L1, L2 and inductor L3 in SPSSs. From 4.0 to 4.001 s, the current [image: image] flows through the energy storage unit to charge. In this process, the SPSSs take power from the fault current, as shown in Figure 8B. The power/energy that the SPSS harvests from the DC line is mainly supplied to each IGBT switch of the fault current limiter. The main concern of the SPSS is the value of the voltage that the SPSS can obtain. The SPSS of TTSSFCL obtains 300 V, the SPSS of the PCCSSFCL obtains 617 V, and the SPSS of SCCSSFCL obtains 200 V.
[image: Figure 8]FIGURE 8 | Power acquisition process of the SPSSs. (A) Current waveforms of the three SSFCLs. (B) SPSS voltage acquisition process. (C) SPSS voltage of the three self-powered SSFCLs.
A single IGBT can be driven by a voltage of 10–15 V or a several mA current. And a single IGBT can withstand 6.5 kV/3 kA at most. In this section, the switch in each FCL is composed of 2∼4 serial-connected IGBTs because the whole system voltage is less than 20 kV. Thus, the voltage obtained by the SPSS is sufficient to drive each IGBT, as shown in Figure 8B and Figure 8C. The CPU circuit can be controlled by the operation staff or operation computer, and the CPU circuit consume the less power (less than 1 W), which means that the power supply of the CPU circuit can be neglected in this study. As shown in Figure 8, the power supplied by the SPSS covers the driving power requirement for the FCL control circuitry on the secondary side.
Voltage UL3 across inductor L3 of the SPSS can be induced by the mutual inductances M23 and M13 after a short-circuit fault begins to appear, as shown in Figure 8C. UL3 is an AC voltage and can be rectified into a DC voltage by the rectifier unit, as shown in Figure 8C. In the normal state, a DC current fluctuation appears in the DC line, as shown in Figure 7. The SPSSs of the three FCLs thus obtain energy through the mutual inductances M23 and M13, as shown in Figure 8C. Every single IGBT can be driven to turn on in the normal state. The SPSS component can reliably obtain energy under three repetitive transient faults, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | The power acquisition process of the SPSSs under three repetitive faults.
CONCLUSION
In this paper, three novel self-powered SSFCLs with SPSSs are developed and described. With the help of magnetic-coupling mutual inductance, the proposed SPSSs directly obtain energy from the DC fault lines in the fault state, Thus, the cost and complexity of the installation of extra voltage source equipment is minimized.
Simulation results in PSCAD/EMTDC are provided to confirm the current limit and power-acquisition capabilities of the proposed SSFCLs with SPSSs. In the normal state, the proposed SSFCLs take power from the DC line if the DC current fluctuation appears. This power is used to drive the operation of the IGBTs. During the fault state, the self-powered FCLs limit the short-circuit fault currents and reliably acquire energy to drive the power electronic switches. The SCCSSFCL substantially changes the fault current among the three structures. The proposed SPSSs thus solve the power supply problem of power electronic switches in FCLs. Moreover, this design method is not limited to applications in SSFCLs; that is, it can also be applied to other power supplies. The proposed self-powered SSFCLs can be applied in higher voltage DC grids by designing appropriate parameters.
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Aiming at the problems of low power supply reliability, poor transfer capacity between stations, and low line utilization in the current distribution network, this paper proposes a diamond-shaped distribution network structure with a clear structure. First, we investigated the typical wiring patterns of medium-voltage distribution networks in Tokyo, Japan, Paris, France, and China’s developed cities, and summarized experience and shortcomings. Secondly, combining the typical wiring patterns of distribution networks in China and abroad, construct a diamond-shaped distribution network structure, and study its adaptability, safety and flexibility, power supply reliability, and economy. Finally, take the transformation of the wiring mode of a regional distribution network in a certain city as an example, compare the use of the diamond-shaped distribution network structure in this article with the use of cable double-ring network wiring, cable “double petal” wiring, and Shanghai diamond-type wiring distribution network grid reconstruction The effect verifies the superiority of the diamond-shaped distribution network structure in this paper.
Keywords: Shanghai diamond wiring, cable “double petal” connection, cable double loop network connection, diamond distribution network, clear structure
INTRODUCTION
The optimization of the distribution network grid structure is the core content of the distribution network planning and transformation. The wiring mode reflects the basic situation of the grid structure. Therefore, the choice of wiring mode has a significant impact on the reliability, economy, and applicability of the distribution network construction.
Typical problems existing in the urban medium-voltage distribution network in China are: power supply reliability (Lin and Lin, 2020; Li et al., 2021) still has a gap compared with developed countries. Load transfer capacity (Feng et al., 2015; Zhao and Wu, 2016) is insufficient, and the 10kV line utilization rate (Zhang and Dou, 2018; Xiao and She, 2019) is generally low. The impact of new elements such as distributed energy and microgrid system (Chen and Liu, 2020; Zhou et al., 2021a; Liu et al., 2021; Zhang and Troitzsch, 2021) on the relay protection of the distribution network (Xu, 2017) is not considered. There are more dedicated line users in direct substations, which affects the 10kV line interval utilization (Hu and Li, 2017), etc.
At present, experts and scholars have done a lot of research on the wiring mode of the distribution network. The 22kV cable three-shot connection in Tokyo, Japan has a high line utilization rate, but the load transfer and balance capacity between stations is insufficient (Shang et al., 2015; Liang et al., 2018). The 20kV three-ring network connection in Paris, France has high power supply reliability, but the line utilization rate is low, and the economy is poor (Narayanan et al., 2021; Pragathi et al., 2021); developed cities in China use ring network room cable double-ring network connection, which has high power supply reliability. But the line utilization rate is low, and there is no relay protection device, self-healing device, etc., which leads to a wide range of power outages and longer power outages in the event of a fault (Song et al., 2015; Liu et al., 2019). The cable “double petals” connection in Xiong’an New Area has high power supply reliability, 100% load transfer capacity, and line utilization rate up to 75%. However, the line construction is large, the switching station cost is high, the investment is large, and the operation and maintenance management are more complicated. (Wang and Jiang, 2020). Shanghai diamond type wiring is in the core of the grid structure with the switch station, it uses two-sided power supplies from different substations and construct a double-layer double-ring network structure. The power supply has high reliability and strong transfer capacity, but the line utilization rate is only 50%. The switch station has a relatively high cost and relatively large investment (Ma et al., 2015).
In order to solve the above-mentioned typical problems in the distribution network structure, this paper proposes a diamond-shaped distribution network structure with a clear structure to provide new ideas for urban distribution network planning and transformation.
In order to solve the above-mentioned typical problems of the distribution network structure, this paper proposes a clear structure of the diamond-shaped distribution network structure, and comprehensively analyzes the diamond-shaped mode of this paper from the aspects of adaptability, safety and flexibility, power supply reliability, and economy. This paper provides new ideas for urban distribution network planning and transformation.
RESEARCH STATUS OF MEDIUM VOLTAGE DISTRIBUTION NETWORK IN CHINA AND ABROAD
Research Status of Foreign Medium Voltage Distribution Network

1) Tokyo three-shot wiring
The 22 kV cable in the core area of Tokyo adopts a three-radio connection with user dual access. The medium voltage users are all dual power users, and the two power sources come from any two of the three rays. Among them, one is the main power supply and the other is the hot standby power supply. The line load rate is up to 67%.
Under normal operating conditions, it is powered by the main power supply. When the main power supply is out of power or overhauled, the hot standby power supply can be supplied by switching the circuit breaker to achieve the purpose of shortening the power outage time. The wiring diagram is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Tokyo 22 kV cable three-shot wiring diagram.
The main transformer and the supply lines in the three-fire connection station are running in parallel, so that there is no instantaneous power outage when a single line failure occurs, but there is a lack of line connection between the substations, and the load transfer and balance capacity between the stations is insufficient. When the whole station is out of power, all loads will lose power.
2) Wiring of the third ring network in Paris
Most of the 20 kV power distribution network in the urban area of Paris is connected by a cable three-ring network. The wiring diagram is shown in Figure 2. It consists of two sets of cables and three-ray connections, and the power grid operates in an open loop. The user access method is the same as that of Tokyo three-radio wiring.
[image: Figure 2]FIGURE 2 | Schematic diagram of 20 kV three-ring network in Paris city.
The section switch and tie switch of the three-ring network have remote control functions. The main and standby power cables of the medium/low voltage distribution room are directly connected to the main cable. When the cable fails, the main power supply load switch of the distribution room is switched off at the substation. After 3 s, the gate will be opened, and the standby load switch will be closed in 5 s, and the power supply of the power distribution room will be restored, which is completed by the automatic device of the equipment.
The reliability of the power supply of the three-ring network in the urban area of Paris is relatively high, but the line utilization rate is low. The maximum utilization efficiency is 33%, and the average utilization efficiency is less than 20%.
Research Status of China’s Medium Voltage Distribution Networks

1) Double ring network connection of cable in ring network room
The core areas with high requirements for China’s power supply reliability generally adopt cable double-ring network connection. Cable double-ring network wiring requires lines to come from two substations or different sections of the bus in the same substation. The double ring network connection of the cable in the ring network room is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Schematic diagram of cable double ring network connection (ring network room networking).
On the premise of satisfying N-1 (Zhou et al., 2021b), the load rate of the main trunk line during normal operation is up to 50%. This wiring provides users with dual power supply, which can meet the N-1 calibration of 10kV lines, with high power supply reliability and more flexible operation. Multiple ring network rooms can be connected in series in a double ring network, but the load switch in the ring network room is generally not equipped with a relay protection device, resulting in a wide range of power outages and longer power outages in the event of a fault.
2) Cable “double petals” wiring
The medium-voltage power distribution network frame in Xiong’an New Area uses the “double petals” connection of cables, as shown in Figure 4. The cable “double petals” structure is composed of two “petals”, and the 10kV line of each “petal” comes from the same busbar of the same substation and runs in a closed loop. The switch station section switches connected between the “double petals” operate in open loop, and each is standby, and the line utilization rate is 75%. In addition, each switchyard is supported by two or more power points, and the load-to-power supply capacity is 100%. The loss of any high-voltage substation will not lose load, but the scale of line construction is large, the switchyard is expensive, and the overall investment is high.
3) Shanghai diamond type wiring
[image: Figure 4]FIGURE 4 | Cable “double petals” wiring diagram.
The Shanghai Diamond Wiring is a dual-ring network structure with 10 kV switch station as the core node, dual-sided power supply, and self-healing function. It is composed of multiple substations, switch stations, and ring network rooms (boxes). It can realize 100% load transfer between stations, and the reliability of power supply is high. In the case of N-1, the 10 kV line utilization rate is 50%.
The structure is divided into the main network formed by the substation and switchyard, and the secondary backbone network formed by the switchyard and ring network room (box), as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Shanghai diamond wiring diagram.
Due to the high cost of the switchyard, this wiring mode is more suitable for the transformation scheme of the distribution grid with the switchyard as the core node.
According to the characteristics of their own power grids and planning goals, cities in China and abroad have formed their own distinctive distribution network wiring modes according to local conditions, but they still have certain limitations in solving the current problems of the China’s distribution network. Therefore, this article draws on the advantages of Tokyo three-radio wiring, Paris city three-ring network wiring, China’s ring network room cable double-ring network wiring, “double petal” wiring, and Shanghai diamond wiring. Comprehensive consideration of adaptability, safety, flexibility, power supply reliability and economy, construct a diamond-shaped distribution network wiring mode with a clear structure.
DIAMOND-SHAPED DISTRIBUTION NETWORK WIRING MODE
In this paper, the 10 kV diamond distribution network structure is based on the ring network room as the core node, using a hierarchical structure, divided into two levels of the main network and the bush network, with “all-circuit cable, full circuit breaker, all interconnection, full turn, all Self-healing “features, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Diamond-shaped distribution network structure.
The backbone network adopts different 110 (220) kV substations, four circuits of 10kV main lines fed from different sections of busbars and open loop operation. Each 10kV trunk line is equipped with three ring network rooms (boxes), and each 10kV trunk line is equipped with one contact in the station and two contacts between stations, forming a three-contact structure, and each ring network room (box) is equipped with three remotes. DTU and self-healing device. The branch network uses the power distribution room as an important user node, and uses different 10 kV line ring network rooms (boxes) as the upper-level power source, and dual power sources are connected. The diamond-shaped distribution network structure plays a major role in improving the adaptability, safety, flexibility, power supply reliability, and economy of the distribution network.
Adaptability, Security and Flexibility Analysis
In the diamond-shaped distribution network connection, the incoming and outgoing lines of the ring network room are equipped with full circuit breakers and full protection. On the one hand, it can avoid the change of relay protection (Ma et al., 2021) caused by the access of new elements such as distributed power sources and microgrids. On the other hand, it can solve the problem that the fuse curve of the fuse of the access point of large-capacity users is difficult to match with the zero-sequence current protection setting value, and meet the access needs of large-capacity users. Therefore, large-capacity users can be directly supplied by the substation to be connected to the ring network room for power supply, effectively reducing the direct supply of users from the substation. In addition, the improvement of line utilization efficiency will also help reduce the 10 kV line outgoing line, and solve the problem of 10 kV interval and outgoing channel tension in the substation.
The 10 kV backbone network in the diamond-shaped distribution network connection supplies power to the two-sided power supplies of different substations. The inter-station contact rate and inter-station load transfer capacity of the substation are both 100%, which can ensure that the current level of power grids and the superior substation pass the N-1 check. Through the flexible adjustment of the operation mode, the planned power outage time during the overhaul period can be effectively reduced.
The diamond-type distribution network has a three-connection structure, and the load transfer channels between stations are abundant. In the case of N-1, the utilization rate of 10kV line equipment reaches 75%, and the utilization rate of substations reaches 75% and above.
Power Supply Reliability and Economic Analysis
The diamond-type distribution network wiring is equipped with a self-healing system (Hu et al., 2021). The 10 kV ring network room is equipped with a self-healing protection and control device according to the bus section, and each interval has a three-remote function to realize on-site information collection and fault self-healing.
The diamond-shaped distribution network wiring operates in an open loop, and when a single fault occurs, the line can be self-healed and switched. The self-healing system uses optical fiber channel to exchange the switch and fault information between the ring network rooms, realizes the second-level recovery function of the non-faulty area in the case of a fault, and effectively guarantees the reliability of power supply and the ability of load transfer.
The failure mode consequence analysis method (Kebede et al., 2021; Zhang et al., 2021) is used to calculate the power supply reliability rate of each connection mode. Taking the diamond-shaped distribution network structure in this article as an example, the power supply reliability rate (RS-1) calculation process is as follows:
Assuming that the loads are evenly distributed along the line and the probability of simultaneous failure or overhaul of two segments on a single feeder is 0.
When the line fails, the user’s power outage duration T1 is calculated as:
[image: image]
where: R is the length of the line, num is the number of segments, N is the number of loads (users) carried by each outgoing line, [image: image] is the average failure rate of the line (times/kmyear), t is the switching time of the line (hours/time).
When the switch fails, the user’s power outage duration T2 calculation formula is:
[image: image]
When the distribution transformer fails, the user’s power outage duration T3 calculation formula is:
[image: image]
where: [image: image] is the average repair time of the line (hours/time).
The user’s total power outage duration T is calculated as:
[image: image]
The power supply reliability rate (RS-1) calculation formula is:
[image: image]
According to the above formula, the power supply reliability rate of the diamond-shaped distribution network in this article is 99.99965%. In the same way, the power supply reliability of other wiring modes can be calculated, and the calculation results are shown in Table 1.
TABLE 1 | Power supply reliability of different wiring modes.
[image: Table 1]When the boundary conditions are the same, the power supply reliability rate of the diamond-type wiring in this paper is about 0.00232% higher than that of the double-loop network wiring of the ring network room cable, about 0.00008% higher than the “double petal” wiring, and about 0.00004% higher than the Shanghai diamond-type wiring.
In the same power supply grid, respectively construct ring network room cable double ring network wiring, “double petal” wiring, Shanghai diamond wiring and this article diamond wiring. Taking the grid area of the power grid of 2 km2n2 and the saturated load of 70 MW as an example, the investment scale of each new typical grid of the power grid is calculated.
The calculation formula for the investment scale of each connection mode is:
[image: image]
where:[image: image] is investment in switchyard or ring network room, [image: image] is investment in backbone line, [image: image] is investment in protection or distribution automation.
According to the above formula, the economic situation of each wiring mode is shown in Table 2.
TABLE 2 | Economic analysis of newly-built typical power supply grid.
[image: Table 2]The investment in the diamond-type distribution network proposed in this paper is about 3% lower than the investment in the double-ring network of the ring room cable, about 26% lower than the “double petal” investment, and about 43% lower than the Shanghai diamond-type investment, which has higher economic efficiency.
EXAMPLE APPLICATION
Empirical Regional Current Distribution Network Wiring Mode
Taking a 10 kV distribution network in a certain area of a city as an example, the power supply reliability of the grid in this area is 99.99261%, the current load is 22 MW, and it is powered by two sets of cable single loop networks, and the power supply is 110 kV1#, two# substations, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Schematic diagram of the current distribution network wiring mode in the demonstration area.
Before the transformation, the regional grid did not meet the “N-1″ check under the maintenance mode, the power distribution room was powered by a single power source, and the utilization efficiency of the 10 kV line was 50%. The load rate of 1# and 2# substations is seriously unbalanced. The load rate of 1# substation is 81.9%, the interval utilization rate is 91.67%, and the remaining intervals are few. The load rate of 2# substation is only 25.32%, and the interval utilization rate is 54.17%.
Connection Mode Modification Plan
The result of the load forecast for this region in 2025 is 35 MW. The transformation schemes for the four wiring modes are shown below.
Option 1: Transform the cable single-ring network connection of the demonstration area into the double-ring network cable connection of the ring network room, and it is necessary to construct two sets of target connections, as shown in Figure 8.
[image: Figure 8]FIGURE 8 | The first wiring mode modification plan.
Option 2: Transform the single-ring network connection of the cable in the demonstration area ring network room into a “double petal” connection, and a set of target connections needs to be constructed, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | The second wiring mode modification plan.
Option 3: Transform the cable single ring network connection of the demonstration area ring network room into a Shanghai diamond type connection, and two sets of backbone connections need to be constructed, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | The third wiring mode modification plan.
Option 4: Transform the single-ring network connection of the cable in the demonstration area ring network room into the diamond-type connection in this article, and a set of target connections needs to be constructed, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | The fourth wiring mode modification plan.
Table 3 shows the effect of the four wiring mode transformation schemes.
TABLE 3 | The effect of the four wiring mode transformation schemes.
[image: Table 3]Adaptability: the cable double loop network and Shanghai diamond wiring mode occupy eight intervals, and the cable “double petals” and diamond wiring patterns occupy only four intervals, which effectively alleviates the 10 kV interval and the tension of the outlet channel in the substation.
Security and flexibility: After the transformation of the four schemes, the 2#110 kV substation can be transferred to the 1#110 kV substation part load, and the power distribution room is powered by dual power supplies, and all meet the N-1 check under the condition of maintenance. But the utilization efficiency of the cable double-ring network and the Shanghai diamond-shaped wiring mode 10 kV line are still 50%, and the cable “double petals” and the diamond-shaped wiring mode 10 kV line utilization efficiency has increased to 75%.
Power reliability: the increase in power supply reliability from high to low is the diamond-type wiring in this paper, Shanghai diamond-type wiring, cable “double petals”, and cable double-ring network wiring. The increase values are 0.00704, 0.007, 0.00696, and 0.00472% respectively.
Economy: The scale of investment from small to large is the diamond-shaped wiring in this paper, the double-loop cable network, the cable “double petals”, and the Shanghai diamond-shaped wiring. Among them: the utilization rate of the original cable line in the diamond connection mode in this paper is about 100%, with a total investment of 1,109,400 dollars; the utilization rate of the original cable line in the cable double-ring network connection mode is about 100%, with a total investment of 1,479,200 dollars. It is about 33.33% higher than the diamond type wiring; The cable “double petals” connection mode transforms the original 10 kV ring network room into a switch station. The total investment is 2.5639 million dollars, which is about 131.1% higher than the diamond connection mode; the original cable line utilization rate of the Shanghai diamond connection mode is about 100%. It need to build 8 10 kV switch stations as the core nodes of the distribution network structure, with a total investment of 3.5747 million dollars, which is about 222.22% higher than the diamond wiring.
Overall consideration of adaptability, safety, flexibility, power supply reliability, and improvement of economic indicators, the diamond-type distribution network wiring has good economy and operability.
CONCLUSION
This paper studies a diamond-shaped distribution network structure with a clear structure. The advantages of this structure are: 1) It has strong adaptability and can solve the problem of tight 10 kV intervals in substations; 2) It has high power supply security and flexibility, which can meet the N-1 check under the maintenance mode, the load transfer rate is 100%, the 10 kV line utilization rate can reach 75%, and the substation utilization rate can reach 75% and above; 3) The entire line is equipped with a self-healing system, which can realize the second-level recovery function in the non-faulty area in the event of a fault, and the power supply reliability is high; 4) In areas where the ring network room is the core node of the distribution network frame, the distribution network can be reconstructed on the basis of the original ring network room and incoming and outgoing lines, which is economical.
The research results have been applied to the structural transformation of the distribution network in a certain area of a certain city, and verified the feasibility and superiority of the diamond-shaped distribution network structure.
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The voltage control performance of the voltage source inverter (VSI) in a microgrid may change under different load conditions. However, in the case of traditional control strategies, the robustness of VSI is insufficient. In response to the above problems, a novel robust control scheme for VSI in the microgrid based on H∞ hybrid sensitivity is proposed in this study. The grid-side interference during the VSI operation is taken as the variable, and the sensitivity function is designed to build a H∞ robust voltage controller for VSI. In addition, an adaptive virtual impedance group is designed to further improve the voltage control robustness under a variety of operation conditions. Finally, comparative simulation experiments are carried out to verify the anti-interference ability of the proposed control strategy under different working conditions.
Keywords: H∞ robust control, mixed sensitivity, parameter perturbation, voltage stability, adaptive virtual impedance group
INTRODUCTION
A microgrid is a small power system composed of DGs, loads, energy storage devices, energy conversion devices, and protection devices (Beheshtaein, et al., 2019; Anderson and Suryanarayanan, 2020), which can generally operate in an island mode or a grid-connected mode according to different system conditions (Yang et al., 2014). In the island operation mode, the microgrid bus voltage is regulated by multiple DG units through the joint action of their converters. The island operation mode is more prone to various power quality problems such as voltage deviation, three-phase imbalance voltage (Bouzid et al., 2015; Chen et al., 2021; Xu et al., 2019), and harmonic problem (Zhai et al., 2020; Yi et al., 2014; Wang, et al., 2019). The voltage deviation is mainly caused by the load change in the system (Shokri et al., 2015). The three-phase asymmetric load connected to the microgrid is the main cause of the three-phase voltage imbalance, which leads to increased system losses and malfunctions in the operation of electrical equipment (Shi et al., 2016). The goal is to suppress the voltage deviation of the inverter system; a low-frequency communication recovery voltage control strategy is used by Sun et al. (2016) to compensate for voltage drops that occur in the inverter system. In the work of Rathore et al. (2021), the authors adjusted the output voltage amplitude to compensate for the voltage deviation. In the work of Liu et al. (2017), an adaptive virtual impedance is added to compensate for the difference in voltage drop caused by the transmission line impedance mismatch. Aiming at the problem of island mode voltage imbalance, a negative sequence voltage is injected into the line through a series of power quality regulators (Das et al., 2020). Aiming at the imbalance problem in the control of the microgrid inverter, a variety of control strategies are used to coordinate and suppress the unbalanced voltage in layers (Tian et al., 2016). In the work of Nejabatkhah et al. (2018), the parallel interfacing converters’ control strategy of the parallel hybrid compensation system can effectively suppress the three-phase unbalanced voltage. (Xiongfei Wang et al., 2014) introduced a stable negative sequence virtual impedance compensation method (2014). This compensation strategy needs to separate the positive sequence part and the negative sequence part of the voltage. The dynamic response is mainly affected from the excessively positive and negative sequence separation loops. For this reason, a composite virtual impedance is proposed by Wang et al. (2018) to offset the negative sequence voltage drop caused by the negative sequence current. The harmonic current is mainly caused by the non-linear load, which may further affect the voltage control performance. In this case, the harmonic can be compensated by a special converter such as active power filter (APF) (Zhai et al., 2020; Yi et al., 2014) or can be eliminated by the special control scheme within the inverter (Wang, et al., 2019).
In the traditional droop control strategy, the voltage and current double-loop control in the inverter usually adopts proportional integral control (Sarmiento et al., 2018). However, its robust control performance needs to be further improved while system parameters are perturbed (Bouzid et al., 2015). Most of the improved inverter control algorithms are only for several specific working conditions, and the controller design is complicated and takes up more controller memory.
In industrial controllers, robust controllers can achieve good control performance when there are external disturbances or parameter perturbations in the system. The application of robust controllers in power electronic converters is gradually increasing (Pradhan et al., 2019; Sadabadi et al., 2017), such as AC–DC hybrid microgrid AC–DC section and photovoltaic inverter (Rasekh and Hosseinpour, 2020; Sedhom et al., 2020). There are several research studies on the realization of robust controllers in an inverter (Taher and Zolfaghari, 2014; Lai and Kim, 2018; Pathan, 2020; Dehkordi, 2020). However, the design of sensitivity function and the stable performance need to be studied further, regarding how to select disturbance variables and sensitivity functions reasonably, how to formulate inverter optimization control strategies, and how to design robust control schemes suitably for microgrid VSI. In order to finally improve the stability and dynamic robustness of the voltage inverter in terms of performance, further research is needed. In response to the above problems, a new robust control strategy suitable for microgrid VSI is proposed in this study. Its main purpose is to ensure the steady-state and dynamic robust performance of the VSI under system parameter disturbances and load disturbances.
In this study, a generalized parameter uncertainty model of VSI is constructed based on the mathematical model, disturbance variables, and sensitivity function. According to linear matrix inequality (LMI), a robust H∞ controller is obtained. Meanwhile, a virtual impedance group is designed to further improve the robustness of voltage control.
THE ISLAND MICROGRID SYSTEM AND CONTROL STRATEGY
The Structure of the Island Microgrid
In island microgrids, the load power may fluctuate in different time periods. Diesel generators and fuel cells are used to ensure the basic power supply of the island microgrid. Renewable energies (wind energy and photovoltaic) supply power according to the load demand in different time periods and meet the power demand through reasonable planning and forecasting of renewable energy, reducing operating costs (Mazidi et al., 2020).
The structure diagram of the microgrid is shown in Figure 1. When the microgrid is disconnected from the grid, it operates in an island mode (Xin et al., 2015). In this mode of operation, power generation equipment and energy storage equipment are used to maintain the stable operation of the microgrid. Energy storage systems, wind power, photovoltaics, and fuel cells need to be connected to the microgrid through inverters. Therefore, improving the control performance of the inverter in the microgrid is an important way to ensure the power supply quality of the microgrid.
[image: Figure 1]FIGURE 1 | Schematic diagram of the island microgrid structure.
The Control Scheme of VSI
The VSI adopts a three-phase three-wire two-level full-bridge topology. The inverter structure is shown in Figure 2. The output filter of the inverter generally adopts the LC form.
[image: Figure 2]FIGURE 2 | Traditional inverter topology of the island microgrid.
VSI is the core converter in a microgrid, including an active power outer loop, a voltage loop, and a current loop. Reactive power Q and active power P are obtained by calculating the voltage and current (Liu et al., 2019). Then, according to the droop control equations of P-f and Q-U, the frequency reference and voltage reference are calculated. The droop control equation is written as follows:
[image: image]
where Ud and Uq are the reference voltage in the dq frame, ω is reference frequency, ωn is the rated frequency, Un is the rated voltage reference value, and mp and nq are the droop coefficients.
For the purpose of enhancing the power-sharing performance of VSI, a virtual resistance is added to the traditional parallel operation to increase the damping of the system and effectively suppress the oscillation in the system (H. Shi et al., 2016). At the same time, the introduction of virtual inductors improves the accuracy of decoupling control of active and reactive power (Geng et al., 2020; Dheer et al., 2020). The virtual impedance is realized in the dq rotating coordinate system as follows:
[image: image]
Among them, Rvir, Lvir, and ω0 are the virtual resistance, virtual inductance, and the angular frequency of the rotating coordinate, respectively, Ud* and Uq* are the reference output voltage adjustment values of d and q axes, respectively, and iod and ioq are the value of the load current in the dq coordinate system.
THE PROPOSED ROBUST VOLTAGE CONTROLLER FOR VSI
A General Description of the Robust Control Scheme
Architecture of the H∞ System
The basic framework of robust control is shown in Figure 3A (Bouzid et al., 2016),where, i(t), z(t), y(t), and u(t) are the input signal, the performance evaluation signal, the controller input signal, and the output signal of the controller, respectively; F(s) is the H∞ robust controller, and P(s) is the generalized controlled system.
[image: Figure 3]FIGURE 3 | A general description of the robust control scheme. (A) H∞ standard question structure diagram and (B) mixed sensitivity problem of the model.
The transfer function between i(t) and z(t) can be expressed as
[image: image]
To solve the H∞ robust controller is to solve the appropriate F(s) satisfaction,
[image: image]
Mixed Sensitivity Issues
The mixed sensitivity problem contains two issues: the uncertainty of the controller parameters and the restraint effect of the controller on external disturbances (Li et al., 2016). The general structure of the mixed sensitivity function is shown in Figure 3B, where F(s)and G(s) are the H∞ robust controller and the controlled plant, respectively; WS, WR, and WT are weighting functions; and r(t), u(t), y(t), and e(t) are the relative signals in the system and tracking error. Its closed-loop transfer function can be written as follows:
[image: image]
where I is the identity matrix, G is the transfer function of the controlled object, and F is the controller model. The sensitivity function S has an absolute effect on the tracking error of the system. When S is smaller, the tracking performance of the inverter controller is better. The control transport function R limits the size of the control quantity u. The compensation sensitivity function T plays a decisive role in the stability of the system and determines the size of the output quantity. In this case, the choice of features S and T is mutually constrained. A compromise should be considered when selecting. The mixed sensitivity problem is to find the appropriate weighting functions, WS, WR, and WT, and find the appropriate controller F(s) to make the closed-loop control system stable. Eq. 6 is as followed:
[image: image]
where γ is the system performance index.
Mathematical Model of VSI in the Island Microgrid
The structure of VSI in the microgrid is shown in Figure 4, where Udc, uabc, and ucabc are the DC voltage source, inverter voltage, and voltage drop on filter capacitance, respectively; Rf, Rc, Lf, and Cf are LC filter parameters; Lline and Z are wire inductance and the three-phase load, respectively; and iabc and igabc are current flowing through the filter inductor and load current, respectively. According to the above parameters, a mathematical model of the inverter output voltage is established (Liu et al., 2016; Wang et al., 2017). By using the KVL calculation method (Kirchhoff’s law of voltage), the voltage relationship through the inverter can be expressed as follows:
[image: image]
[image: Figure 4]FIGURE 4 | Topology of the inverter.
According to the KCL theory (Kirchhoff’s law of current), the relationship of the current flowing through the inverter can be described as follows:
[image: image]
The goal is to enhance the control performance of the VSI system. The parameters are converted from a three-phase AC to DC. The relationship between the output current and output voltage in the system is obtained as follows:
[image: image]
[image: image]
Therefore, the state space model can be obtained as
[image: image]
By replacing Eqs 9, 10 into Eq. 11, in the dq coordinate, the parameter perturbation can be shown as follows:
[image: image]
[image: image]
where X = [id iq ucd ucq]T is the state variables; U = [ud uq]T is the input carrier; Y = [ucd ucq] is the output variable; the disturbance current input vector is V = [igd igq]T; and ω is the rated angular frequency.
Design of the Proposed H∞ Robust Controller
Selection of the Mixed Sensitivity Weighting Function
WS, WR, and WT are the weighted functions of the sensitivity function in the H∞ robust controller design, which play a key role in the performance of the robust controller. The general selection principle needs to consider the anti-interference ability, bandwidth, and high-frequency characteristics of the controller. Since there are mutual constraints between S+T = I, two weights α and β are introduced in the design of the sensitivity function to balance the control performance of the controller in a low-frequency range and a high-frequency range, respectively, and the setting of the weights makes the design of the controller more flexible.
As a weighted function of S, WS has the low-pass characteristics of a Butterworth low-pass filter. In the low-frequency band, the gain should be selected with a larger value, which can effectively improve the tracking accuracy of the system and resist interference. In the high-frequency band, the gain is generally less than one (Bouzid et al., 2016). Weighting function WS is a low-pass filter with high gain,
[image: image]
where ωdB is the lowest expected bandwidth of the system, Ae is the expected steady-state error of the system, MS is the maximum allowable peak value, and α is the adjustable coefficient in low frequency.
The parameters and performance in the system are considered comprehensively. In this study, Ae = 0.001, ωdB = 750 rad/s, Ms = 0.2, and α = 0.6.
WR is a weighted function of the sensitivity function R, which can limit the size of the control quantity, u, to make it work within the allowable range allowed by the system. The choice of WR should not only consider the saturation of the system but also the bandwidth requirements of the system. The weighted function WR is written as
[image: image]
As a weighting function of T, WT has the high-pass characteristics of a Butterworth high-pass filter. At high frequencies, the gain should be selected to a larger value, which reflects the requirements of robust stability, that is, the requirement of high-frequency characteristics. The weighting function WT a high-pass filter with large static gain, which has no attenuation in high-frequency performance (Bouzid et al., 2016). WT is written as
[image: image]
where εu can ensure that the measurement error is well limited. ωh limits the pulsation bandwidth and β is the adjustable coefficient in high frequency.
Mu can ensure the control effect. For guaranteeing that the robust controller is stable, εu = 0.001; ωh = 10,000 rad/s, Mu = 2, and β = 0.4 are selected in this study.
H∞ Controller Solution
The VSI model in the study is taken as the controlled object, combined with the weighted function selected above. By using the MATLAB robust control toolbox to solve the Riccati equation, a robust controller with a seventh-order denominator is obtained. Due to the higher order of the controller, it is difficult to apply in actual engineering; therefore, the controller must be reduced in order. Using the ohklmr () function to reduce the order of the desired controller, the reduced-order controller can be obtained as a third-order model. Then, discretizing the controller, the calculation results of the controller are as follows:
[image: image]
where F stands for the H∞ controller and A and B are the controller parameters.
In the design process of the robust controller in this study, by suppressing the external disturbances of the system, the immunity of the system is improved, which enhances the robustness of the system and thus ensures the dynamic characteristics of the system. The stability of the closed-loop system is calculated; after iterative computation for ten times, the optimal ||Tzi||∞ = 0.3184, which ensures the stability of the closed-loop system. As shown in Figure 5, from the designed robust controller step response, the overshoot of the controller is very small and the time to reach the steady state is very short, which further reflects the good dynamic performance of the controller.
[image: Figure 5]FIGURE 5 | Step response.
ADAPTIVE VIRTUAL IMPEDANCE GROUP
A set of adaptive virtual impedances is designed to further improve the robust stability of the inverter, as shown in Figure 6. It includes the positive sequence virtual impedance, negative sequence virtual impedance, and harmonic virtual impedance.
[image: Figure 6]FIGURE 6 | Adaptive virtual impedance group.
Adaptive Virtual Impedance Positive Part
The introduction of the adaptive positive sequence virtual impedance can compensate the voltage drop caused by the load switching, which can be realized in the rotating coordinate system as follows:
[image: image]
where Upd* and Upq* are the reference value of d and q axis reference output voltage adjustment, respectively; ω0 is the angular frequency of rotation in the dq coordinate system; and Rvir and Lvir are adaptive virtual resistance and virtual inductance, where Rvir is written as
[image: image]
where R0 is the constant resistance, Δu is the voltage error, and kd1 and kd2 are the proportional adjustment coefficient and integral link coefficient.
Negative Sequence Virtual Impedance
The precise decoupling and power sharing of the inverter may be affected by the unbalanced inverter voltage due to the unbalanced current under the unbalanced load conditions (Jiang et al., 2019). In this case, the proposed adaptive virtual impedance group–negative sequence part can suppress the negative sequence part in the output voltage, to ensure the inverter voltage control performance, the control principle of which is as follows:
[image: image]
where kg is the proportional factor and uNod is the negative sequence part separated from voltage.
The compensation voltage uP can be obtained by the above-mentioned negative impedance and current. Then, it will be used as one of the control signals.
Harmonic Impedance
In microgrid operation, non-linear loads generate a large number of harmonics that affect the power quality of the VSI output. In this case, an adaptive virtual harmonic impedance is proposed to improve the output voltage in the harmonic domain and thus the voltage control performance of the inverter, and its corresponding expression is given as follows:
[image: image]
where uHod is the harmonic part separated from voltage, kH is the virtual harmonic impedance proportional factor, and H is set as the value from 3 to n with general generality. Limited by the switching frequency, the adaptive harmonic impedance method proposed in this study only corrects for harmonics at low frequencies, and n is taken as 9 in the study.
Overall Scheme of the Proposed Robust Control Strategy for VSI
The control system block diagram of the robust control strategy of the VSI is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Proposed control scheme of H∞ control for VSI.
SIMULATION VERIFICATION
A simulation model of VSI applied in the microgrid is built in MATLAB. The related experiments are designed to verify the effectiveness of the proposed control scheme. The main parameters of the microgrid inverter are given in Table 1.
TABLE 1 | Main parameters of the VSI system.
[image: Table 1]The comparative experiments are carried out under the traditional control strategy and the proposed control strategy. The load parameters are given in Table 2.
TABLE 2 | Load parameters of the microgrid inverter system.
[image: Table 2]Three-Phase Balanced Loads
Figure 8 shows the voltage waveforms of the inverter with the traditional control strategy. First, when the inverter is running at 0–0.2 s, the VSI voltage waveforms are three-phase sine waves, and the amplitude is rated. When the inverter runs to 0.2 s, the three-phase symmetrical resistance inductive load is incorporated, and the output voltage deviates. When the inverter runs to 0.28 s, a set of three-phase symmetrical resistive inductive loads is added, and the output voltage drops further. As can be seen from the figure, under the traditional control strategy, the inverter output power quality is affected by the load and changes accordingly.
[image: Figure 8]FIGURE 8 | Output voltage of the inverter under the traditional control strategy (voltage deviation).
Figure 9 shows the voltage waveforms of the inverter for the control strategy proposed in this study. First, the inverter runs at no load from 0 to 0.2 s, and the inverter output is a three-phase sine wave with the rated amplitude. At 0.2 s of inverter operation, a three-phase symmetrical resistive load is incorporated and the output voltage undergoes a smaller deviation. At 0.28 s, another set of three-phase symmetrical resistive load is incorporated and the output voltage undergoes a smaller voltage deviation, which is subsequently compensated by the controller to the rated value. As can be seen from the figure, the power quality of the output voltage can be guaranteed under the proposed strategy in the study.
[image: Figure 9]FIGURE 9 | Output voltage of the inverter under the proposed control strategy (voltage deviation).
Table 3 shows the voltage deviation analysis of VSI under different control strategies. Under the conventional control strategy, the voltage deviation is −4.05% after incorporating the first group of loads and −8.01% after incorporating the second group of loads, and the power quality is further degraded; under the proposed robust control strategy, the voltage deviation is 0.03% after incorporating the first group of loads and 1.09% after incorporating the second group of loads.
TABLE 3 | Electricity quality analysis.
[image: Table 3]Three-Phase Asymmetric Load
Figure 10 shows the voltage waveforms of the inverter with the traditional control strategy. When the three-phase asymmetrical load 1 is added at 0.3 s, the three-phase voltage of the inverter is three-phase asymmetrical, and the degree of three-phase asymmetry is 10.75%. When the three-phase asymmetrical load 2 is added at 0.6 s, the output voltage of the inverter drops further, and the three-phase asymmetry of the inverter is 11.74%. Under the traditional control, the voltage control performance of the inverter changes under different load conditions, which seriously affects the power quality of the inverter output power quality. The three-phase asymmetry is given in Table 3.
[image: Figure 10]FIGURE 10 | Output voltage of the inverter under the traditional control strategy (three-phase unbalance). (A) Three-phase asymmetric load 1. (B) Three-phase asymmetric load 2.
Figure 11 shows the voltage waveforms of the inverter with the proposed control strategy. When the three-phase asymmetrical load 1 is added at 0.3 s, the output voltage of the inverter has a small voltage deviation and then reverts back to the rated value, and the three-phase asymmetry is 1.11%. When the three-phase asymmetrical load 2 is added at 0.6 s, the output voltage of the inverter drops obviously, but it recovers after one cycle, and the three-phase asymmetry degree is 1.51%. The three-phase asymmetry of the output voltage is less than 2% when the asymmetric load is added, which ensures the power quality of the output voltage. The three-phase asymmetry is given in Table 3.
[image: Figure 11]FIGURE 11 | Output voltage of the inverter under the proposed control strategy (three-phase unbalance). (A) Three-phase asymmetric load 1. (B) Three-phase asymmetric load 2.
Non-linear Load
The feasibility of the proposed strategy is verified by comparing the power quality of the inverter output voltage when the conventional control strategy is compared with the proposed control strategy with the non-linear load.
Figure 12 shows the inverter voltage (A) and current (B) waveforms under the traditional strategy. At 0.25 s, non-linear loads including the uncontrollable rectifier loads, shunt capacitors, resistors, and inductors are merged into the system. The inverter output voltage deviated significantly, which landed to 280 V, and there was a significant voltage distortion. At this time, the voltage distortion rate was 2.75%. The inverter cannot guarantee the reliability of the voltage. After the non-linear load is incorporated, the inverter output current has a significant distortion, whose rate is 13.85% at this time.
[image: Figure 12]FIGURE 12 | Output voltage (A) and current (B) of the inverter under the traditional control strategy (harmonic).
Figure 13 shows the inverter voltage (A) and current (B) waveforms under the control strategy of this study. At 0.25 s, non-linear loads merged into the system, and the inverter output voltage has a significant voltage deviation. The voltage returns to the rated value after one cycle. At this time, the voltage harmonic distortion rate THD is 1.47%, which verified that the proposed strategy can make sure the power quality of the inverter voltage. load Before 0.25 s, the inverter with three-phase resistive inductive load, the load current is three-phase symmetric, and after incorporating the non-linear load, the current distortion occurs obviously, and the harmonic current distortion rate is 10.32% at this time.
[image: Figure 13]FIGURE 13 | Output voltage (A) and current (B) of the inverter under the proposed control strategy (harmonic).
Dynamic Performance Comparison of Control Strategies
To verify the dynamic performance of the proposed strategy, the comparative experimental results are shown in Figure 14, incorporating a group of unbalanced loads. When the proposed robust control scheme is used, on the one hand, its voltage deviation is smaller than that of a separate PI controller and PI adaptive impedance control; on the other hand, its voltage dynamic recovery performance is also obviously optimal.
[image: Figure 14]FIGURE 14 | Inverter output voltage d-axis component waveform.
Parameter Perturbation Analysis
This experiment is used to verify the robustness and robust control performance of the proposed control strategy in the study while the system parameters are perturbed.
In this case, when the system parameters are perturbed by 30%, the total distortion rate of the three-phase output voltage of VSI is compared, and the results are given in Table 4.
TABLE 4 | Parametric perturbation analysis.
[image: Table 4]The voltage distortion rate under the traditional control strategy and the control method proposed in this study is shown in Table 4. In the experiment, comparative experiments are carried out without adding system disturbance and adding 30% system disturbance. It can be seen from the results that when the system parameters are severely disturbed, the VSI robust control strategy proposed in this study can improve the robustness of the VSI and ultimately improve the power quality.
Power Sharing Analysis
Figure 15 shows the active and reactive power output of the inverter with a three-phase resistive inductive load when the line impedance is the same (line impedance of 1 mH). At 0.3 s, the second inverter is connected to the bus and the power output from the inverter achieves equalization. At 0.5 s, a group of three-phase resistive inductive loads are connected in parallel, and their sizes are shown in Table 3. At this time, the power output of the inverters can still be well equalized.
[image: Figure 15]FIGURE 15 | Active and reactive power output of the inverter. Line impedance is the same.
Figure 16 shows the active and reactive power output of the inverter with a three-phase resistive inductive load when the line impedance is different (line 1 impedance drops 10%). At 0.3 s, the second inverter is connected to the bus and the power output from the inverter achieves equalization. At 0.5 s, the three-phase resistive inductive load is pitched, and its magnitude is given in Table 3. At this time, the power output from the inverter can still almost get equalization.
[image: Figure 16]FIGURE 16 | Active and reactive power output of the inverter. Line impedance is different.
CONCLUSION
A novel H∞ control scheme for VSI in the microgrid is proposed to improve the robustness of VSI under complicated microgrid conditions. The robust controller is designed to improve the tracking performance, so the main purpose of this article is to ensure the dynamic performance of the VSI. At the same time, the adaptive virtual impedance group is proposed to eliminate the voltage deviation caused by load variation. In the comparative verification, under various microgrid operating conditions, the inverter parameters are perturbed, and the voltage control performance of VSI with the proposed control scheme can be well maintained. In general, under the combination of the H∞ controller and the adaptive virtual impedance group, the dynamic performance and steady-state performance of the inverter output voltage are improved, which further guarantees the good power quality of the inverter output voltage. At the same time, the power output of the inverter can be well equalized. In future studies, the VSI robust control scheme for the microgrid operating under more operating conditions needs to be further optimized, including robust controllers with better robustness and more complete adaptive virtual impedance groups.
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Power electronics interfaced microgrid has become a major trend for modern power systems. In this paper, a three-phase microgrid system formed by multiple distributed energy storages (DES) converters is presented. To improve the reliability and flexibility, DESs are connected in parallel to feed the critical loads, and meanwhile, inject real power to the medium voltage (MV) distributed grid and the local dc bus through an interfacing smart transformer (ST). The ST is working at current control mode while the ac bus voltage is regulated in a sharing way through the DESs. However, due to the physical differences and different environment conditions, filter parameters are not likely to be matched for all the DES modules. Accurate load sharing is therefore the first challenging target. Furthermore, both DES module and ST can fail in event of single-point fault. Fast bus voltage restoring thus becomes the second challenging target. In this paper, the parameter mismatch is considered within the system modeling process. A control framework is then presented in form of a virtual current controller and a backstepping adaptive voltage controller. Adaptive laws are designed to fully compensate for the unknown dynamics within the system transient response. Convergence and boundedness of the signals in the closed-loop control system are demonstrated through rigorous Lyapunov-based stability analysis. Simulation results and experimental results are presented and have demonstrated the effectiveness of the proposed algorithm in terms of both fast bus voltage restoring and accurate power sharing.
Keywords: paralleled-inverter, microgrids, parameter mismatch, adaptive control, energy storage
INTRODUCTION
Microgrids are considered as the key building blocks of energy internets (Xiong et al., 2016; Harmon et al., 2018; Marzal et al., 2019; Liu et al., 2021; Wang et al., 2021) and have aroused great attentions in the last decade for their potential and the impact they may have in the coming future. Industrial/residential Microgrids are defined as low voltage systems comprised of loads, distributed generation units and storage devices, which are connected to the mains at a single Point of Common Coupling (PCC) (Sivarasu et al., 2015). Transformer is a key component to interface industrial/residential microgrids with the medium-voltage (MV) distributed grid. A smart transformer (ST) can achieve power factor correction, voltage sag ride through and harmonic elimination which are not available with a traditional line-frequency transformer (Huang, 2016; Huber and Kolar, 2019; Milczarek and Malinowski, 2020). The potentiality to use the ST in electric distribution as the enabling technology for Microgrids functionalities is much higher: the ST is supposed to replace the standard low-frequency transformer, connecting the MV grid to the LV grid and offer dc-connectivity, and services to Low-voltage and Medium Voltage grids (Andresen et al., 2017; Kumar et al., 2018; Ye et al., 2018; Zou et al., 2018; He et al., 2021). Therefore, the ST enabled ac industrial/residential microgrid as shown in Figure 1 is preferred in this paper.
[image: Figure 1]FIGURE 1 | Configuration of ST enabled microgrids.
For traditional distribution networks, frequent tap/switch changing of the reactive components like transformers, capacitors etc. is necessary to achieve fast response to power fluctuation and voltage deviation, however, will also reduce component’s lifetime dramatically. As a promising alternative, the power electronics converters (PEC) interfaced distributed generators are more flexible (Wang et al., 2019; Zhang et al., 2019; Pugliese et al., 2020; Qian et al., 2020; Xiong et al., 2020). DES is an essential PEC enabler for modern industrial/residential Microgrids, to convert the ac or dc power produced by generators to ac powers at various voltage levels and frequencies and DC powers at various voltage levels, needed for supplying loads. In this way, distributed generations are able to be inserted into or bypassed from the industrial/residential bus. For high capacity applications, it is sometimes needed to use multiple modular distributed units due to the limitation of energy storage technology and the intimidating cost of a single large energy storage (Zhang et al., 2021).
Using multiple distribution units is more flexible and less susceptible against single-point failures. This is also a cost-effective solution for demands that grow through time. In this way, the parallel system can generate higher current to meet the large load demand. Despite the advantages, effective control of the parallel system is challenging due to the dynamic loading conditions, physical differences of the distributions, and the interactions of multiple modules. Due to the stochastic nature of both the renewable sources and the power consumed by the load, the inclusion of an advanced control is highly recommended in order to improve the system stability and its performance. To realize effective control of the parallel distributions, there are two major control objectives. The first objective is from system point of view, which is to regulate the output voltage to perfect sinusoid under nonlinear and fast-changing loading conditions. The second objective is from distributions point of view, which is to minimize the load current sharing errors among the DESs. As a system’s emergent power supply, good voltage regulation (root-mean-square/RMS voltage and frequency) is necessary. The control objective of voltage control can be realized by setting the voltage control reference to a sinusoidal signal. Circulating currents are current components flowing among the DESs. Ideally, all currents generated from DESs flow to the loads. Not well controlled system will have large circulating currents, which will degrade the energy efficiency and cause unbalanced load sharing even system or module failure in some conditions. The control objective on circulating current suppression can be realized by controlling the output currents to have the same profile other than the magnitude as the load current. During system upgrade, distributions of different capacity and parameters might be used. In addition, parameters of the real-world system might deviate from the nominal value and change slowly over time. Control under these unbalanced and unknown operating conditions is challenging. To meet the control objectives, the controller must be very fast and accurate so as to provide desired static and transient control performance.
To coordinate the control activities of multiple distributions, centralized solutions are good choices due to their easy access of global operating condition. In addition to the proportional-integration or proportional-resonant (PI/PR) based control algorithms that are widely used in power electronics, other types of control algorithms are also designed, including model predictive control (Karami et al., 2021), robust model-following control (Pascual et al., 2008), and sliding mode control (Darvishzadeh et al., 2012). The algorithms are evaluated through either simulation or hardware implementation. The algorithms have different kinds of limitations, such as requiring known load profiles and matched subsystem modules. In addition, these algorithms are not extensively tested under various loading conditions, linear/nonlinear, static/dynamic. It is known that centralized control algorithms are inflexible and susceptible to single-point-failures. Distributed control has been shown as a compromise of fully decentralized and centralized control to coordinate multiple devices especially under sparse communication infrastructure which is the usual case in today’s power distribution networks.
Droop control is the most popular distributed control solutions for power system applications (Yao et al., 2011). By adjusting the local control reference based on predefined droop characteristics, coordination of multiple subsystems can be realized. Major advantages of droop control include no inter-module communication, easy to design and implement. However, droop controls also suffer from various problems, such as unbalanced load sharing, voltage/frequency control deviation, etc. Thus, additional control modules are needed to correct these problems. To significantly improve control performance, advanced distributed control algorithms are needed. Designing such control algorithms require integrating multidisciplinary expertise especially in control and power electronics, where big gaps exist in-between. Once such control algorithms are designed and tested through offline simulation, it is necessary to further test it through hardware experimentation to evaluate its performance that are not foreseen under ideal model-based simulation studies.
In this paper, a distributed backstepping based control algorithm is presented for the Microgrid system. Convergence and boundedness of the signals in the closed-loop control system are demonstrated through rigorous Lyapunov-based stability analysis. The designed algorithm is distributed, works for unmatched DES modules and can realize predefined load sharing. The algorithm is implemented with multiple DSP-based control boards and tested under various operating conditions, including balanced and unbalanced distributions, linear and nonlinear loading conditions, constant and variable loading conditions, etc. Experimentation results demonstrate the effectiveness of the proposed control algorithm. The success of the designed control algorithm demonstrates that significantly improved control performance can be achieved by introducing advanced control techniques to power electronics.
The rest of the paper is organized as follows. The dynamic model of the Microgrid is introduced in System Configuration and Problem Description Section. The designed distributed control algorithm is presented in Distributed Adaptive Controller Design for DGs Section. The experimentation results are provided in Simulation and Experiment Studies Section. Concluding remarks are provided in Conclusion Section.
SYSTEM CONFIGURATION AND PROBLEM DESCRIPTION
Figure 2 illustrates the simplified configuration of a ST enabled Microgrid, where the line impedances are incomparable with the output filter impedances. Multiple distributed generators (i.e. solar power system and wind power system), ST and variable loads are considered connected to a common ac bus. The model shown in Eq. 1 represents the dynamics of the R-L-C filters connecting the N DESs to the point of common coupling.
[image: image]
where [image: image] is the current including the current injected to the legacy grid through the ST and the current consumed by the load in the x (x = a,b or c) phase, [image: image] is the ac bus voltage. Taking the #j DG, for example, [image: image] is the filter inductor current, and [image: image] is the control input, [image: image] are the line impedance and filter parameters. For a three-phase-three-wire system, the control degrees are limited within two of the three phases. By using the abc- αβ transformation, the system dynamics can be expressed as
[image: image]
where, [image: image] and [image: image] are virtually defined as the total capacitors for the α and β phases respectively. Similarly, [image: image] and [image: image] are the total virtual inductors, [image: image] and [image: image] are the total virtual resistors.
[image: Figure 2]FIGURE 2 | The simplified configuration of a ST enabled parallel-connected DES based microgrid.
And [image: image] is virtually defined as the differential capacitor for the α and β phases respectively. Similarly, [image: image] is the differential virtual inductor, [image: image] is the differential virtual resistor. Their expressions are listed in the appendix part.
An equivalent model of the paralleled-inverter based microgrid (taking one module for example), given in Figure 3, can be developed according to Eq. 2. As seen from the model, filter currents and ac bus voltages in phase-α are coupled with the ones in phase-β. The coupling parts are represented by dependent current sources in the circuit.
[image: Figure 3]FIGURE 3 | Equivalent circuit of a DES module in αβ stationary reference frame.
Note that, more modules require more interfacing line parameters. In practical, it is impossible to obtain the exact values of circuit parameters. Further, parameter drifts are very likely to happen with aging of inductors or capacitors. This is also the reason why each LCR filter parameter are assigned own variables in the modeling process. In the following, an adaptive algorithm is proposed for online tuning the control coefficients, which can reduce the impact of the parameter measurement or estimation error on the system performance in a wide operating range. Moreover, such an adaptive algorithm can improve system dynamic performance due to its direct backsteping design, thus can realize fast voltage restoring and load power sharing. The system performance coping with single-point failure, i.e., DES module fault or ST fault can be thus guaranteed.
DISTRIBUTED ADAPTIVE CONTROLLER DESIGN FOR DGS
Traditionally, the ac bus voltage is regulated by the ST. Direct power control or direct current control is selected for DES modules (She et al., 2013). Such a way is straightforward and easy to implement. However, one of the main drawbacks is that the failure of the ST is not able to be tolerated. In this paper, the ST is working at current control mode while the ac bus voltage is regulated in a sharing way through the DES modules. In this way, each DES module is capable of regulating the bus voltage. The voltage restoring is faster once DES module/ST failure happens. In this section, a distributed adaptive controller is designed to maneuver the output voltage to track the reference trajectory [image: image]. On the other hand, the load current sharing error between modules should be regulated as little as possible, i.e., to minimize [image: image] for all [image: image], where [image: image] is the load sharing ratio for module #j, satisfying [image: image], and [image: image] is the output current of module #j.
Virtual Current Control for Power Sharing
In αβ coordinates, the tracking error for the ac bus voltage is firstly defined as
[image: image]
Then, taking the time derivative of Eq. 3 yields
[image: image]
Consider the following Lyapunov function candidate
[image: image]
The time derivative of Eq. 5 is written as
[image: image]
where [image: image], [image: image] are the capacitance currents. And for simplicity fake, we defined two ratios of [image: image] and [image: image] as,
[image: image]
According to the backstepping principle, [image: image] and [image: image] can be taken as the virtual control inputs for Eq. 8 which is regarded as a subsystem of Eq. 1.
[image: image]
An ideal virtual controller [image: image] can be defined as follows
[image: image]
Define [image: image], [image: image], [image: image] and [image: image], as the estimates of [image: image], [image: image], [image: image] and [image: image], respectively. In the following analysis, we will utilize the error definition of [image: image], i.e. [image: image]. The update laws of [image: image], [image: image], [image: image] and [image: image] are designed as,
[image: image]
where [image: image] and [image: image] are adaption gains. The projection algorithm [image: image] is given as
[image: image]
with [image: image]. According to the property of the projection function, it can be verified that for any initial value [image: image], [image: image] holds for all time. Moreover, the following inequality holds
[image: image]
for any [image: image] satisfying [image: image]. Note that, the current controllers of phase-α and phase-β are coupled with each other. Recalling the system dynamics in Eq. 2, voltages/currents of phase-α and phase-β are also coupled with each other. These coupled terms reflected in the virtual controller are intended for decoupling the initial current dynamics. It is actually a cross cancelation decoupling in advance of the voltage controller design.
Adaptive Voltage Control
For simplicity consideration, [image: image], [image: image] are defined to represent the cross-coupling elements between [image: image] and [image: image], i.e.,
[image: image]
The error between the actual input [image: image] and the desired one [image: image] is defined as
[image: image]
Thereafter, the following augmented Lyapunov function [image: image] is introduced as
[image: image]
where [image: image] and [image: image] are the estimate errors, [image: image] is a positive constant. To step back to the second subsystem of Eq. 1, taking the time derivative of [image: image] yields
[image: image]
Recalling the property of the projection algorithm in Eq. 11 and an assumption that lower and upper bounds of [image: image] [image: image], [image: image] are known, i.e., [image: image], [image: image] and [image: image], where [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image] are known positive constants (such assumption is defined as Assumption 1), the derivative of Eq. 15 with respect to time yields
[image: image]
Where, [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image].
Next, the actual control law [image: image] can be derived as
[image: image]
where [image: image] is a user-defined positive constant, [image: image] and [image: image] are the estimates of the unknown parameters [image: image] and [image: image], respectively. The update laws are then given in the similar way to [image: image], [image: image], [image: image] and [image: image]. The details can be found in the appendix. Finally, define the overall Lyapunov function as
[image: image]
With the help of Assumption 1 and further assume that the load current [image: image], [image: image] is bounded (such assumption is defined as Assumption 2), i.e., [image: image] and [image: image], where [image: image] is an unknown positive constant, the time derivative of Eq. 19 yields
[image: image]
with [image: image], [image: image] being a constant.
Observer Design
In previous subsection, the information of [image: image], [image: image] and [image: image] (also [image: image], [image: image] and [image: image]) are supposed to be available for feedback. This, however, limits the application of this approach, since only output is measurable in most practical systems. Therefore, an output feedback based control is investigated for the system.
Firstly, an voltage observer is proposed to obtain [image: image] and [image: image], and is given as (taking phase-α for example)
[image: image]
where [image: image] and [image: image] are estimate values of [image: image] and [image: image], respectively, [image: image] and [image: image] are the voltage observer gains. In addition, current observers are developed to obtain [image: image]:
[image: image]
for [image: image], where [image: image] is the estimate value of [image: image], and [image: image] is the current observer gain. Define the voltage observer output errors as
[image: image]
along with the current observer output error
[image: image]
for [image: image]. The stability and the boundedness of the observer output errors are provided in the following lemma (Behtash, 1990; Ge et al., 1999).
Lemma 1: Consider the observers designed in Eq 21, 22, then the following facts hold: 1) all signals of the observers are bounded; 2) the observer output errors Eq 23, 24 can be tuned arbitrarily small by chosen sufficient large observer gains [image: image], [image: image] and [image: image], [image: image]. With the designed observer, the virtual controller becomes
[image: image]
Then replacing [image: image], [image: image] and [image: image] with their observed values in Eq 21, 22 yields
[image: image]
where [image: image] is the estimate of [image: image], and
[image: image]
Thereafter, the output-feedback based controller is updated as
[image: image]
Replacing [image: image] with [image: image], the update law of [image: image] turns to
[image: image]
In a similar way, Firstly, the voltage observer and estimate values for phase- β are given as
[image: image]
[image: image]
The virtual controllers and the update law for phase- β using designed observer can be figured out as expressed by
[image: image]
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The stability analysis of the closed-loop system under output-feedback controller is shown in Theorem 2 included in the Supplementary Appendix.Figure 4 illustrates the control block diagram of a local inverter unit. The developed adaptive controller only requires the local measurements. Only a synchronization signal and no more interconnection communications among DGs are required.
[image: Figure 4]FIGURE 4 | Control block diagram of a DES module.
SIMULATION AND EXPERIMENT STUDIES
Simulation Verifications
In order to explore the performance of the proposed decoupling and adaptive control techniques, the simulation on a MATLAB/Simulink platform is conducted. A microgrid system formed by parallel-connected energy storage converters is applied in the simulation. Parameters of the system are summarized in Table 1.
TABLE 1 | System parameters in the simulation.
[image: Table 1]Figure 5 shows the three-phase simulation results including three scenarios, i.e., Case 1∼ Case 3. The waveforms from top to bottom are respectively about ac bus voltages, load currents, active power injected to the load from different modules, output currents of DES module #1∼#4. Zoomed-in three-phase waveforms of the rating steady state are shown at the right side of Figure 5.
[image: Figure 5]FIGURE 5 | Three-phase simulation results by using proposed control including scenarios of 1) start up (from 0 to 0.5 s), 2) module without mismatch #1 case (from 0.2 to 0.4 s), 3) module failure #2 case (from 0.4 to 0.6 s) and 4) module-mismatch #3 case.
During the whole simulation interval, the control proposed in Distributed Adaptive Controller Design for DGs Section takes effect on the coordination for the four DES modules. The zooming waveforms for each scenario transition in Figure 5 are shown in Figure 6. Start process lasts for 0.2 s (from 0 to 0.2 s). At 0.2 s, the active power injected by the four modules, change from 0 to 5 kW (1.0p.u.). Accordingly, the total active power consumed by the load, increases to 5 kW. And the load current magnitude, Iload increases to 60.6 A. The transition lasts for a very short time interval. The voltage drops are acceptable [the maximum drop value is 16 V (0.073 p.u.), occurring in phase-b]. Afterwards, the load currents have good qualities, i.e., the THD is 0.85%. And the circulating currents are nearly zero, as shown in Figure 9 (before 0.4 s).
[image: Figure 6]FIGURE 6 | The zooming waveform for each scenario transition for the proposed control.
At 0.4 s, #1, #2 and #3 modules keep power injection but the one of #4 module is bypassed by a solid switch due to a sudden failure. The module failure shows little impact on the regulating of ac bus voltage, i.e. the power is balanced very well (Circulating currents are small enough). And the voltage quality is still good as expected (THD is not larger than 0.81%). At 0.6 s, the phase-a line inductance of #1 module changes to 0.1 mH (0.33p.u.). Unsymmetrical line parameters degrade the operation performance i.e., the circulating current (i1a-i2a) is increased. But the value is 5 A (0.082 p.u.), which is acceptable.
Note that, the simulation results of the conventional PI-based control (PI-based control scheme with a centralized structure) are also supplied in Figure 7 for comparisons. Simulation parameters are same as listed in Table 1. The waveforms from top to bottom are also respectively about ac bus voltages, load currents, active power injected to the load from different modules, output currents of DES module #1∼#4, And zoomed-in three-phase waveforms of the rating steady state are also provided at the right side of Figure 7.
[image: Figure 7]FIGURE 7 | Three-phase simulation results by using PI-based control including scenarios of 1) start up (from 0 to 0.5 s), 2) module without mismatch #1 case (from 0.2 to 0.4 s), 3) module failure #2 case (from 0.4 to 0.6 s) and 4) module-mismatch #3 case (from 0.6 to 0.8 s).
Focally, Figure 8 presents the comparison between the proposed control and the PI-based control facing a step load change. For conventional PI based control, the maximum drop of ac bus voltage is large as 38 V. In contrast, for the proposed control, the value is only 16 V. Furthermore, Waveforms of the ac bus voltage tracking error and the circulating currents for comparison between the proposed adaptive control and PI-based control are intentionally added in Figure 9. The voltage tracking errors are nearly equal to each other, but the circulating current (i1a-i2a) in the PI-based control is larger than that of the proposed control (13 vs. 5 A).
[image: Figure 8]FIGURE 8 | Simulation waveforms comparison facing a step load change.
[image: Figure 9]FIGURE 9 | Simulation waveforms of phase-a voltage tracking error and circulating currents under linear load condition.
In order to better evaluate the performance of the proposed control solution, the non-linear load condition is considered. And it is also compared with the widely used PI-based control scheme. Figure 10 shows the simulation waveforms of phase-a voltage tracking error and circulating current between proposed control and PI-based control when connecting nonlinear load. The similar voltage tracking error/circulating currents conclusion applies to this non-linear load condition. Moreover, for PI-based control, the THD of the ac voltage is high as 5.34% under rating non-linear load (see Figure 11 after 0.2 s). However, the value of the proposed method is only 0.81%. Obviously, this conventional way cannot handle the non-linear load very well.
[image: Figure 10]FIGURE 10 | Simulation waveforms of phase-a voltage tracking error and circulating current under nonlinear load condition.
[image: Figure 11]FIGURE 11 | Three-phase simulation results between proposed control and PI-based control suffering from nonlinear load.
Lastly, it should be noted that, if a droop stage is employed, the PI-based method would need average power calculation. The sensed load current is a high frequency one, therefore requires high resolution sensors, wide bandwidth analog signal processing circuit, and high performance analog to digital converter for digital control. Furthermore, the calculation of the power is also not easy due to the complex integration operation, in which the calculation accuracy may be low. In this condition, the performance of the controller may not be guaranteed in the real hardware setup. By using the proposed control method, no additional current sensor is needed and high performance can be achieved.
Experiment Results for a Single-Phase Microgrid
The experiment verification is based on a setup shown in Figure 12, which consists of three DES sub-systems. Every sub-system has its own control platform and monitoring interfaces, i.e., control boards, external digital to analog converter (DAC) boards, personal computers and one oscilloscope. Each DG is composed by one DC power supply, one H-bridge inverter and one LC filter. And the three DGs are connected in parallel to share the load that can be switched between linear load and nonlinear load. The photo of LC filters and loads is shown at the right bottom of Figure 12. The configuration of nonlinear load is illustrated in the below. Parameters of the system are presented in Table 2. The designed adaptive controller is implemented on a TSM320F28346 DSP. In this control scheme, each controller is used to control its own DG. The adaptive controller’s parameters are chosen as [image: image] = 2400, [image: image] = 2400, [image: image] = 1/152, [image: image] = 2 × 10–10, [image: image] = 0.01, [image: image] = 2 × 10–3 and [image: image] = 3.5 × 10–5.
[image: Figure 12]FIGURE 12 | Experimental setup.
TABLE 2 | Experimental parameters.
[image: Table 2]In reality, even the same batch of components has different parameters that deviate slightly from the nominal value. For control implementation with DSP control board, one major issue is with the synchronization of the control activities. Even if the control signals are periodically synchronized, the control activities between synchronization cannot be guaranteed due to inaccuracy and fluctuation of DSP clocks. Even though clock speed cannot be adjusted, control signal synchronization update can be realized by synchronizing the timing of control update with a common/accurate reference signal. Accurate synchronization is critical to achieve expected performance. Although the synchronization function provided by manufacture, such as the ePWM sync pulse signal of TI TMS320C28346, is easy to implement, experimental studies show that the high-frequency signal is susceptible to switching noises. When power circuit works at a relatively high voltage level i.e., 170 V DC link voltage in the experiment, the switching noises will cause random losses of sync pulse signals. Since the time step is synchronized to the successfully delivered pulses, unreliable synchronization signal will seriously deteriorate the control performance. To improve synchronization reliability, a low-bandwidth synchronization technique is designed and implemented as introduced below. The synchronization signal is carried with a fundamental signal. The rising edge will initiate synchronization and the duration of the signal will be used for phase shift evaluation. During implementation, the synchronization signal can be generated with one control board and then broadcasted to neighboring control boards one after another. In addition to the leader-follower communication scheme, centralized or GPS-based pseudo-distributed schemes can also be implemented.
Figure 13 shows the results of the low bandwidth synchronization. Before the trigging of the synchronization, each calculation cycle is determined by dividing the DSP system clock with a fixed ratio. The system clock of each DSP is configured as 300 MHz. Thus the initial frequency dividing ratio is set as 25,000 to get 12 kHz sampling and switching time-step. Since the DSP clocks are mismatched with each other, the shifting of calculation cycles is introduced, which is shown in Figure 13A. Through activating the synchronization, the sub-system # 1 sends fundamental square signals to sub-system #2 and #3. Inside each sub-system, the frequency dividing ratio is then adjusted by using the loop shown in Figure 4. The steady results with synchronization are shown in Figure 13B, where three cycles are synchronized with each other well. Moreover, the closed loop in Figure 4 regulates the periods of cycles dynamically inside every calculation cycle to guarantee the subsystems are always well synchronized for the imposing of the distributed adaptive algorithms.
[image: Figure 13]FIGURE 13 | Experimental results of the low bandwidth synchronization: (A) Zooming-in of the experiment results when without synchronization and (B) Zooming-in of the experiment results when with synchronization.
Through the low bandwidth synchronization, only local information is used for each adaptive controller in experiments. In Figure 14, the results of linear load in balanced system parameter case (L1 = L2 = L3, C1 = C2 = C3) are given out. A good tracking performance of the output voltage is achieved by the adaptive controller under the balanced condition. Although the FFT results of the output voltage have harmonic components, the amplitudes of 3rd, 5th, 7th etc. harmonics are less than 2.5 V which is approximately 1.6% of fundamental frequency component. The total harmonic distortion (THD) is less than 1.8%. Moreover, since the differences between modules currents (i1-i2, i2-i3, i3-i1) are almost zero as shown in Figure 14, the load current is well shared. Results of nonlinear load case is presented in Figure 15. In this case, the load is also equivalently shared by modules. Although the output voltage performance is degraded compared to the linear case, the THD is just 3.2% which satisfies related standards.
[image: Figure 14]FIGURE 14 | Linear load under balanced condition.
[image: Figure 15]FIGURE 15 | Nonlinear load under balanced condition.
In the previous two cases, the system parameters are chosen as presented in Table 2. However, the practical parameters of different LC filters cannot be exactly same. Even the inductance and capacitance will be varied slowly during the operation. Thence, unbalanced cases are considered. The inductance of LC filter of module #1 is reduced to 1 mH. Figures 16, 17 depict the corresponding results. As shown, the output voltage performances of both the linear load case and nonlinear load case under unbalanced filter parameters condition are almost the same as the ones under balanced condition. Therefore, the proposed control method can achieve a good voltage tracking performance with filer parameter differences. However, the current sharing performance is degraded especially in the nonlinear load case. The current differences between DGs are smaller than 0.5 A which is acceptable for a distributed control scheme with unknown system parameters.
[image: Figure 16]FIGURE 16 | Linear load under unbalanced condition (L1 = 1 mH, L2 = L3 = 2 mH).
[image: Figure 17]FIGURE 17 | Nonlinear load under unbalanced condition (L1 = 1mH, L2 = L3 = 2 mH).
CONCLUSION
In this paper, a backstepping based adaptive controller has been proposed for a microgrid formed by parallel-connected energy storage converters. The parameter mismatch is considered within the system modeling process. Furthermore, the unknown system dynamics have been compensated by designed adaptive laws. According to the standard Lyapunov synthesis, the hierarchical control system including a virtual current controller and a backstepping adaptive voltage controller has been proved to be bounded with reasonable assumptions. Both simulation and experimental results were presented to show the high performance of the developed controller in terms of voltage tracking (i.e., a low THD even in the nonlinear load case) and load power sharing (i.e., little circulating current even with unbalanced line parameters). In addition, when coping with single-point DES module failure, the effectiveness of the proposed algorithm for fast voltage restoring has been verified.
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Owing to the increased proportion of new energy power generation, such as wind power and photovoltaics, connected to the island grid, the system powered by the voltage source converter-based HVDC (VSC-HVDC) is prone to oscillate or even lose stability when disrupted. In this study, considering the rapid power compensation (RPC), an active power control strategy has been suggested for the receiving-end converter station of VSC-HVDC that could efficiently suppress the low-frequency oscillation of the island power system. First, the mechanism of VSC-HVDC inhibiting low-frequency oscillation of the island grid is analyzed in this study, and then, it theoretically determines that the damping capacity and inertia level of the rapid power compensation control strategy are stronger than those of conventional droop control and inertia control. Second, the receiving-end converter station switches from the RPC mode to droop control in order to allow the system to have a smooth recovery from the steady-state operation in the later stage of oscillation suppression. Moreover, detailed control logic and state-switching strategies have been designed. Finally, the simulation reflects that the proposed control strategy has a stronger oscillation suppression ability, allowing it to obtain rapid suppression of low-frequency oscillation.
Keywords: VSC-HVDC, island grid, low-frequency oscillation, rapid power compensation, droop control
1 INTRODUCTION
The internal load of the island is increasing in tandem with the rapid rise of the scale of offshore drilling platforms and the development of the island. When the island’s configured power supply including wind power, photovoltaics, and synchronous generators (SGs) is unable to meet the increased load, the transmission mode of power supply from the bulk power grid to the island grid through VSC-HVDC gets more attention (Wang et al., 2020; Lan et al., 2021; Zhang et al., 2021). Meanwhile, the growing proportion of wind power and photovoltaics linked to the island grid poses a series of challenges to the island grid’s steady functioning, particularly in low-frequency oscillations (Zhou W. et al., 2020; Erdiwansyah et al., 2021). For this purpose, determining how to suppress low-frequency oscillation fast and effectively while also improving power supply reliability has become a significant research topic (Huang et al., 2021).
In order to suppress low-frequency oscillation, a variety of solutions have been proposed. The typical method is the installation of a power system stabilizer (PSS) to the SG’s excitation regulator to give positive damping torque for generators (Bhukya and Mahajan, 2019; Liu et al., 2020). However, the relevant research indicates that PSS is not always efficient for low-frequency oscillation, mainly in interval oscillation (Oscullo and Gallardo, 2020). Furthermore, the energy storage device is considered an effective way to enhance the security and stability of the power grid. While compensating for imbalanced power in the island grid, the energy storage device can efficiently suppress low-frequency oscillation due to its flexible control modes and rapid response (Ersdal et al., 2020). However, the high cost of the energy storage device configuration will lower the operational economy of the island grid. With the rapid advancement in the new energy power generation technology, more and more experts are making efforts to use wind power and photovoltaics to suppress the oscillation after adjusting their active power output, which does not require an additional hardware configuration (Chen et al., 2021). However, this method requires a large capacity of the reserve, which significantly reduces the usage rate of wind power and photovoltaics (Zhang et al., 2019). In addition, wind power and photovoltaics are both heavily influenced by wind speed and light intensity, respectively, and thus, their available adjustment capacity cannot be guaranteed (Singh, 2017).
The VSC-HVDC technology provides control flexibility, allowing the converter station to quickly switch the operation mode. By adding a damping control link to the active or reactive power control of the original device, VSC-HVDC can offer positive damping for the system to suppress the low-frequency oscillation of the AC side (Saadatmand et al., 2019; Zeng et al., 2019). Currently, adding damping control to the original control structure is a common idea (Xu et al., 2020). Therefore, the additional damping control based on VSC-HVDC has been extensively researched, particularly in the damping interval oscillation, which has a more flexible control mode and rapid response than the traditional damping control (Huang et al., 2019a; Shao et al., 2021).
In the case of an AC/DC hybrid grid with VSC-HVDC, the active and reactive powers of the VSC-HVDC converter may be adjusted by designing additional controllers, which can effectively suppress the inter-regional low-frequency oscillation and enhance the dynamic performance of the system. Moreover, by using state feedback, Ni et al. (2019) proposed a supplementary damping controller of multiterminal HVDC systems based on voltage source converters (VSC-MTDC), which can produce supplementary control signals and regulate the active power of each converter to suppress the system oscillation. An adaptive supplementary damping controller was also proposed by Shen et al. (2017) on the basis of the goal representation heuristic dynamic programming, which reflects good damping characteristics in inter-area low-frequency oscillation suppression. It encompasses rapid online learning capability and does not require building a mathematical model of a power system. However, it was determined that the supplementary damping controller can effectively suppress the low-frequency oscillation of VSC-MTDC by using a coordinated design method based on the concept of eigenvalue sensitivity (Renedo et al., 2021). In order to study the damping control mechanism of low-frequency oscillation, damping torque analysis can be proved as an effective method for analysis. Zhou T. et al. (2020) further used the analysis theory to design the VSC-HVDC additional damping controller, which can significantly enhance the dynamic stability of the AC/DC system.
The abovementioned control strategies have a relatively weak response ability to the AC system in the early stage of low-frequency oscillation, as evidenced by two factors: 1) the available positive damping is small and 2) the decay period of the low-frequency oscillation is relatively long. Therefore, it is high time to suggest a suitable fast damping technology to suppress oscillation in the VSC-HVDC systems. In this study, an RPC strategy has been proposed for the receiving-end converter of VSC-HVDC to suppress low-frequency oscillations of the island grid. In the early stage of oscillation, a convertor maintains the active power at the power limit by increasing or decreasing it to quickly compensate for an unbalanced power of the system. In the later stage, the droop control is employed for smoothly switching toward the steady-state operation. The key contributions of this article are presented as follows:
1) The mechanism of suppressing the low-frequency oscillation of the island grid by VSC-HVDC is theoretically investigated. To be specific, the electromagnetic power of the SG may be changed indirectly by adjusting the active power of the VSC-HVDC receiving-end converter.
2) It is proved that the RPC approach suggested in this study has a better inhibitory capacity on the rotor speed deviation Δω of SG and the rate of change of rotor speed dω/dt than conventional droop control and inertia control.
3) A comprehensive switching strategy for each mode is suggested by examining the switching mechanism of the control strategy combining RPC with droop control.
4) The simulation confirms that the proposed strategy can effectively suppress the low-frequency oscillations of the island grid.
The rest of the article is organized as follows: Section 2 analyzes the detailed mechanism of VSC-HVDC suppressing low-frequency oscillation in the island grids. Based on it, Section 3 investigates the performance of different VSC-HVDC suppression strategies. Section 4 describes the implementation of a control strategy combining RPC with the droop control. Section 5 verifies the effectiveness of the proposed control method. Finally, conclusions are drawn in Section 6.
2 MECHANISM OF VSC-HVDC SUPPRESSING LOW-FREQUENCY OSCILLATION
This study examines the effect of the active power output of the VSC-HVDC inverter side converter station on electromagnetic power of SG in the island grid by considering the application scenario of VSC-HVDC to suppress the low-frequency oscillation of the island grid as an example. Among them, the bulk power grid as a sending end has a high capacity and excellent anti-interference capabilities, but the island grid as a receiving end has a small capacity and weak stability, making it prone to low-frequency oscillations when disrupted. In this case, the bulk power grid can offer active support to the island grid for suppressing its low-frequency oscillation.
Figure 1 mainly includes the bulk power grid, VSC1 (sending-end converter station onshore), VSC2 (receiving-end converter station on the island), submarine cables, the island grid, the prime motor, T1 (transformer of the VSC-HVDC sending end), T2 (transformer of the VSC-HVDC receiving end), and SG. Z0, Z1, and Z2 are the equivalent impedances of the line. The line voltages of the AC side of VSC2, the island grid, and the SG are V, U, and E, respectively. VDC depicts the DC side voltage of VSC-HVDC. P0 and PE are the steady-state power and compensation power of VSC2, respectively. Id and Iq are the d-axis current and q-axis current of VSC2 in the dq-axis coordinate system, respectively. δ is the power angle of the SG, and θ is the phase of the line voltage, U.
[image: Figure 1]FIGURE 1 | Application scenario of VSC-HVDC to suppress low-frequency oscillation of the island grid.
This study has considered the constant DC voltage control method to maintain the constant DC voltage on the rectifier side of VSC-HVDC. Meanwhile, on the inverter side, the constant active power control method is employed to offer active support for the island grid. This study does not include the constant voltage control strategy of the rectifier side as it is not the research area. When the island grid experiences low-frequency oscillation, VSC2 injects an adjustable active power into the island grid by monitoring the frequency and equivalent signal of the SG in order to restore the speed of SG to the rated value. Given that the dynamic process of low-frequency oscillation belongs to the second-level electromechanical time scale, whereas the response process of a fully controlled PWM inverter happens on the millisecond-level electromagnetic time scale, the VSC-HVDC system can be regarded as a controlled current source that outputs a controllable current according to the needs of the oscillation suppression. Further, the physical system model presented in Figure 1 is simplified, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Simplified system model.
Figure 2 reflects that X is the line-equivalent impedance between grid-connected node A and SG (i.e., X = Z1) and XT is the line-equivalent impedance between A and the island grid (i.e., XT = Z2). The electromagnetic power of SG can be described as the following:
[image: image]
The active power absorbed by the island grid can be expressed as
[image: image]
Hence, the KCL equation of node A in Figure 2 is given by the following:
[image: image]
where Id is the active output current of VSC2.
The real and imaginary sections of Eq. 3 can be presented as
[image: image]
[image: image]
Combining Eqs 4, 5, we will have
[image: image]
Linearizing Eq. 6, the resulting equation is as follows:
[image: image]
where Id0 is the rated output current of VSC2.
The simplified model of the system, shown in Figure 2, reflects that the voltage V at the grid-connected node A is influenced by the power angle δ of SG and the output current Id of VSC2. Therefore, the δ and Id in Eq. 7 are perceived as independent variables and V as a dependent variable. Furthermore, the equation is as follows:
[image: image]
Substituting Eq. 8 into a linearized Eq. 1, the resulting equation is as follows:
[image: image]
After simplifying Eq. 9, the result is as follows:
[image: image]
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where Kg and Ke are the synchronization coefficient of the grid and the control coefficient of VSC2, respectively, which are solely linked with the structures, parameters, and working points of the system. Consequently, in the case of low-frequency oscillation, the electromagnetic power of SG can be adjusted through the active current of VSC2. Therefore, it is necessary to suggest an efficient active control strategy for VSC-HVDC for suppressing the low-frequency oscillation.
3 PERFORMANCE ANALYSIS OF DIFFERENT VSC-HVDC SUPPRESSION STRATEGIES
As shown in Figure 3, in order to assess the effect of oscillation suppression, there are three key indexes, including the rotor speed deviation Δω of SG, the rate of change of rotor speed dω/dt, and the rotor oscillation area Sω, when the low-frequency oscillation starts appearing in the island grid. Among them, the calculation method of Sω is described in Eq. 13. Therefore, it is necessary to suppress the low-frequency oscillation of the island grid with the three following aspects: 1) suppress Δω to avoid stall of SG, 2) restrain dω/dt to avoid mechanical damage of the SG rotor, and 3) suppress Sω to avoid an excessive oscillation duration and amplitude.
[image: image]
where ω0 is the synchronous speed of SG.
[image: Figure 3]FIGURE 3 | Dynamic evaluation index of the rotor speed.
If VSC-HVDC provides active support to the island grid, the damping coefficient TD and the inertia coefficient TJ of the island grid (Zhu et al., 2019) are as follows:
[image: image]
[image: image]
where D and H are the inherent damping and inertia coefficient, respectively. Kp and Kd are the droop and inertia controller gains, respectively.
In order to suppress the low-frequency oscillation of the island grid, the existing control strategy of VSC-HVDC is mainly divided into droop control (damp control) and inertia control. Eqs 14, 15 reflect that the control effect of the P controller and D controller is equivalent to damping control and inertia control, respectively. By increasing Kp, the damping coefficient TD of the island grid will also go up and VSC2 will provide more damping torque to the island grids, which will effectively suppress the Δω. Similarly, by increasing the Kd, the inertia coefficient TJ will go upward as well. To suppress dω/dt, VSC2 will provide more inertia support. Thus, the above analysis reflects that the adjusting gain of the PD controller can equivalently change Sω.
Therefore, consider VSC2 working in the droop control mode as an instance to assess the effect of Kp on the output power of VSC2. As illustrated in Figure 4A, the island grid exhibits a low-frequency oscillation at time t0, and the time period t1-t2 is selected for description in the article. Figures 4A–C depicts the decline in the speed of SG during the period t1-t2 and the absolute value of dω/dt monotonously. Therefore, VSC2 is required to enhance the active power for compensating the power shortage of the island grid, which will weaken the process of low-frequency oscillation to make the island grid come back into a steady state. Equation 16 represents that PD will significantly go up with an increase in Kp, and its damping effect on the system will further improve. The continuous increase in Kp will make PD reach saturation quickly, and it will be impossible to further improve the compensation capability of VSC2 by adjusting Kp, as reflected in Figure 4D.
[image: image]
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where PD and PJ are the active power of VSC2 under droop and damping control, respectively. s is the derivative operator.
[image: Figure 4]FIGURE 4 | Effect of control parameters on inertia control and droop control when frequency falls: (A) rotor speed change of SG; (B) absolute value of rotor speed deviation; (C) absolute value of the change rate of rotor speed; (D) the effect of Kp on PD; (E) the effect of Kd on PJ.
Similarly, when VSC2 is in the inertia control mode, PJ will go up noticeably with an increase of Kd, as shown in Eq. 17. Meanwhile, Figure 4E reflects that the increase of Kd will shift the power curve of VSC2 upward. Due to low reserve capacity, PJ will be limited to maximum power Pmax if the trend continues.
In summary, the impact of droop control and inertia control of VSC2 is amplified to the limit when Kp and Kd approach a certain limit. VSC2 will increase or decrease active power alternately with maximum power Pmax or 0. This study considers this working mode of VSC2 as the RPC.
In order to compare the advantages of RPC with the traditional droop and inertia control in control performance, the following derivation is presented:
1) RPC mode: when the island grid runs in a steady-state operation, the active power PVSC2 provided by VSC2 is equal to the active power PIG absorbed by the island grid (i.e., PVSC2 = PIG), resulting in the following:
[image: image]
Assume that the load power of the island grid suddenly increases ΔPL at a certain time, causing low-frequency oscillation of the island grid. Simultaneously, the imbalanced power Pim will no longer be 0, requiring VSC2 to deliver additional power PE to compensate for the power shortage of the system. As indicated in Eq. 19, the output power of VSC2 will then consist of steady-state power P0 and compensation power PE.
[image: image]
Since the load of an asynchronous motor in the island grid will automatically raise its loss of power with the increase of system frequency (Huang et al., 2019b), PIG will include the steady-state load PL0, ΔPL and KL (ω0 − ω), as illustrated in Eq. 20.
[image: image]
where KL is the intrinsic frequency response coefficient of the island grid.
Then, substituting Eqs 19, 20 into Eq. 18, it is equal to
[image: image]
When the island grid runs on the steady mode, P0 is equal to PL0, and Eq. 21 will be revised as
[image: image]
If the RPC strategy is used to suppress the low-frequency oscillation (i.e., PE = ΔPmax), Eq. 22 can be rewritten as
[image: image]
where ΔPmax is the maximum power that VSC2 can compensate.
Solving the first-order non-homogeneous linear differential equation as shown in Eq. 23, it is equal to the following:
[image: image]
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2) Droop control mode: when using droop control to suppress low-frequency oscillation, substituting PE = Kp(ω0 − ω) into Eq. 22, we will get the following:
[image: image]
By solving the first-order non-homogeneous linear differential Eq. 26, the expression of Δω and dω/dt will receive as Eqs 27, 28.
[image: image]
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Due to the power limitation of VSC2, the PE will obtain the maximum power when Δω reaches the highest value, as presented in Eq. 29.
[image: image]
Then, Kp can be described as
[image: image]
By substituting Eq. 30 into Eq. 27, the result is as follows:
[image: image]
Comparing Eq. 31 with Eq. 24, the equation is as follows:
[image: image]
Similarly, by combining Eq. 28 and Eq. 25, it holds the following:
[image: image]
Equations 32, 33 demonstrate that RPC can suppress Δω and dω/dt better than droop control. Similarly, it shows that RPC has a stronger ability than inertia control (Xiong et al., 2021).
4 IMPLEMENTATION OF THE CONTROL STRATEGY COMBINING RPC WITH DROOP CONTROL
Although the RPC mode can suppress low-frequency oscillation better than droop control and inertia control, VSC2 should not be used in the RPC mode for an extended period. The RPC mode may induce overcompensation when the oscillation amplitude can effectively control in the late period of low-frequency oscillation suppression. The inertia control is mainly used to suppress dω/dt due to its lower suppression ability to Δω; this study considers droop control to realize the VSC2 smooth exiting RPC mode. Based on the above analysis, a low-frequency oscillation suppression strategy combining RPC with droop control has been proposed in this study. In the early stage of low-frequency oscillation, the RPC is used to rapidly suppress Δω and dω/dt, while in the later stage of the low-frequency oscillation, since the amplitude of the oscillation is fully controlled, it switches smoothly to steady-state operation using the droop control. Figure 5 presents a schematic diagram of the SG’s speed curve and the power compensation curve of VSC2 in the case of low-frequency oscillation. Also, the whole process includes four operating modes. Figure 6 contains the control block diagram combining RPC with droop control. Since VSC2 only offers active power support in this study, let the instruction value of the q-axis current be 0 (i.e., [image: image]). The following is the detailed description of each mode as well as switching conditions:
[image: Figure 5]FIGURE 5 | Speed of SG and the compensation power of VSC2.
[image: Figure 6]FIGURE 6 | Control block diagram combining RPC with droop control.
Mode I: Steady-state operation mode. If Δω and dω/dt satisfy [image: image] and [image: image], it shows that the system has no low-frequency oscillation or has completed the suppression of the low-frequency oscillation.
Mode II: Positive RPC mode. If dω/dt < − Rth2 and [image: image] identify in a small neighborhood after the zero-crossing point of Δω, the sudden increase in load at this time drastically reduces the speed of the SG and then VSC2 requires to provide positive maximum power to deal with the power shortage of the island grid.
Mode III: Negative RPC mode. Contrary to mode II, if dω/dt > Rth2 and [image: image], the island grid appears at power surplus at this time, so VSC2 needs to switch to the negative RPC mode for reducing the power generation.
Mode IV: Droop control mode. If Rth1 < dω/dt < Rth2 or − Rth2 < dω/dt < − Rth1 and [image: image], it shows that the low-frequency oscillation is effectively suppressed at this time; therefore, smooth switch should be made to steady-state operation through the droop control mode.
The mode switching logic is described by a pseudo-code, in detail, as follows:
begin
Define the zero-crossing threshold of the speed deviation, ωth.
Define the threshold Rth1 and Rth2 for variables dω/dt.
Define the working mode variable, mode, and initialize mode = 1.
Define the state machine variable, step, and initialize step = 1.
Input Δω and dω/dt
while (ω == ωth)
1) If the switching condition of RPC is met when low-frequency oscillation occurs, the following logical structure will inevitably be entered.
if (dω/dt < − Rth2 && [image: image])&& (step = = 1‖ step = = 2)
mode = 2. Switch to mode II.
step = 2. State machine switches to RPC state.
elseif (dω/dt > Rth2 && [image: image])&& (step = = 1‖ step = = 2)
mode = 3. Switch to mode III.
step = 2. State machine switches to RPC state.
elseif ((Rth1 < dω/dt < Rth2) ‖ (−Rth2 < dω/dt < − Rth1))&& [image: image]&&step = = 2
mode = 4. Switch to mode IV.
step = 3. State machine switches to droop control state.
elseif [image: image] && [image: image] && step = = 3
mode = 1. Switch to mode I.
step = 1. State machine switches to steady-state operating state.
endif
2) If the RPC switching condition is not satisfied when the low-frequency oscillation occurs, it will inevitably enter the following droop control logic structure:
if ((Rth1 < dω/dt < Rth2) ‖ (−Rth2 < dω/dt < − Rth1))&& ([image: image])&&(step = = 1)
mode = 4. Switch to mode IV.
step = 3. State machine switches to droop control state.
endif
end while
end
In this study, the state machine is configured to achieve the unidirectional transition from steady-state operation (i.e., step = 1) to the RPC mode (i.e., step = 2), then to the droop control mode (i.e., step = 3), and finally back to steady-state operation. While suppressing oscillation, just a sole detection is conducted in the small neighborhood after the zero-crossing Δω to avoid the consumption of CPU resources in real-time detection.
The basic control idea behind the strategy proposed in this study can be described as the following:
1) The control strategy combining RPC with droop control. If the switching criteria of the RPC model are fulfilled by Δω and dω/dt during the early stage of the oscillation, the state machine will definitely switch from step 1 to 2. Afterward, the state machine will switch from step 2 to 3, when the oscillation decays to match the droop control switching criteria. At last, the state machine will move from step 3 to 1 after the oscillation completely suppresses.
2) Droop control works alone. When the island grid is less disrupted (i.e., Δω and dω/dt do not meet the switching criteria of the RPC mode), the oscillation will be directly suppressed through the droop control. Meanwhile, the state machine switches from step 1 to 3 and finally gets back to step 1.
5 SIMULATION VERIFICATION
Considering the MATLAB/Simulink, a simulation model of the receiving-end island grid containing the VSC-HVDC transmission system was built, with an aim to assess the efficiency of the control strategy proposed in this study. The performance of the control strategy combining RPC with droop control and inertia control was compared and evaluated. Figure 1 reflects the simulation topology, and the main parameters are shown in Tables 1, 2. Assume that the load mutation is set at 3 s, an obvious low-frequency oscillation will occur in the island grid, and then, the oscillation will suppress by the proposed strategy.
TABLE 1 | Main parameters of VSC-HVDC.
[image: Table 1]TABLE 2 | Other related parameters of the system.
[image: Table 2]5.1 Suppression Strategy Combining RPC With Droop Control
By increasing Kp, the suppression effects of different droop control modes on low-frequency oscillation are compared and analyzed. In addition, as shown in Figures 7, 8, the rotor speed characteristics of SG under the aforementioned control mode and the control strategy combining RPC with droop control are compared.
[image: Figure 7]FIGURE 7 | Rotor speed dominated by droop control modes.
[image: Figure 8]FIGURE 8 | Rate of change of rotor speed dominated by droop control modes.
It can be seen from Figures 7, 8 that by increasing Kp, the oscillation amplitude of the SG rotor goes down gradually, while there is no significant impact on the oscillation period. Therefore, increasing Kp can enhance the damping ability of the island grid and then effectively suppress Δω. However, there is no significant improvement in the inertial level of the system. The control strategy combining RPC with droop control not only lowers the rotor speed deviation of the SG but also reduces the oscillation period of the system, allowing the island grid to quickly recover into steady-state operation.
The curve of the three-phase output current of VSC2 under different droop control modes can be seen in Figure 9. It is clear that when the rotor speed goes up, the output current of VSC2 will reduce under droop control. On the other hand, when the rotor speed decreases, VSC2 will raise the output current rapidly to compensate for the power shortage of the system. By increasing Kp, the output current of VSC2 also goes up drastically. When Kp = 6,000, since VSC2 has reached the upper limit of power output, the local period is pushed to limit the amplitude. However, as shown in Figure 9C, the damping level of the island grid has improved.
[image: Figure 9]FIGURE 9 | Three-phase output current of VSC2 under different droop control modes.
It can be seen from Figure 9D that VSC2 rapidly suppresses low-frequency oscillations under the RPC control strategy in the first cycle of oscillation. Therefore, the Δω and dω/dt can be effectively inhibited during the early stage of oscillation. Afterward, by switching to the droop control mode in the later period of the oscillation, VSC2 smoothly leaves the RPC control mode for restoring the island grid into steady-state operation.
Therefore, the suppression effect of the individual droop control on low-frequency oscillation is not an ideal approach. The combined control strategy proposed in this study can maximize the oscillation suppression ability of VSC2 and significantly enhance the damping capacity and inertia level of the system.
5.2 Suppression Strategy Combining RPC With Inertia Control
By changing Kd, the impacts of different inertia control modes on low-frequency oscillation are compared and evaluated. Furthermore, as shown in Figures 10, 11, the rotor speed characteristics of SG under the different inertia control modes and the control strategy combining RPC with inertia control are compared.
[image: Figure 10]FIGURE 10 | Rotor speed dominated by inertia control modes.
[image: Figure 11]FIGURE 11 | Rate of change of rotor speed dominated by inertia control modes.
By combining Figures 10, 11, it is determined that increasing Kd causes the curve of rotor speed and the rate of change of rotor speed to move to the right but has no discernible inhibitory impact on the amplitude of low-frequency oscillation. As a result, an individual inertia control is unable to swiftly restore SG’s speed to the synchronous speed. However, with respect to the low-frequency oscillation suppression, the control strategy combining RPC with inertia control is obviously superior to the individual inertia control. This is mainly because VSC2 suppresses low-frequency oscillation with a power limit when it switches to II and III modes in 3–3.5 s, and also, the rotor speed deviation and the rate of change of rotor speed get significantly improved. The control strategy combining RPC with inertia control in Figure 10 allows the island grid to recover into steady-state operation at 4.5 s, while control strategy combining RPC with droop control in Figure 7 can fully suppress the oscillation at 3.8 s, which shortens the oscillation attenuation period by 15.5%. Therefore, the proposed control strategy combining RPC with droop control can suppress oscillation better.
Figure 12 represents the curve of the three-phase output current of VSC2 under different inertia control modes. It is a fact that with an increase in Kd, the output current of VSC2 also goes up significantly. Also, when the output current of VSC2 is increased to 600, as illustrated in Figure 12C, it is pushed to a limit in local periods. Nonetheless, the inertia level of the island grid has considerably improved, making it easier to suppress the low-frequency oscillation.
[image: Figure 12]FIGURE 12 | Three-phase output current of VSC2 under different inertia control modes.
By comparing Figure 9D with Figure 12D, it can be derived that since the two combined control strategies are both in the RPC mode from 3.0 to 3.5 s, the output current of VSC2 is similar under the two combined control strategies in this period. After the switching of 3.5 s to mode IV, due to the weak damping characteristics of inertia control, the output current of VSC2 requires to get adjusted through several cycles for completing the suppression of oscillation, while the droop control can fulfill the suppression of low-frequency oscillation rapidly. Therefore, the proposed combined control strategy considers droop control as a state transition strategy in mode IV.
5.3 Comparison of the State-Of-The-Art Low-Frequency Oscillation Suppression Methods
In order to further verify the damping effect of the control strategy proposed in this study, it is compared with the additional damping control based on state feedback (SF-SDC), adaptive additional damping control (ASDC), and additional damping control based on damping torque analysis (DTA-SDC) described above. The rotor speed characteristics are shown in Figures 13, 14.
[image: Figure 13]FIGURE 13 | Rotor speed under the state-of-the-art suppression methods.
[image: Figure 14]FIGURE 14 | Rate of change of rotor speed under the state-of-the-art suppression methods.
It can be seen from Figures 13, 14 that SF-SDC, ASDC, and DTA-SDC have terrific inhibitory effects on low-frequency oscillation so that the oscillation is basically attenuated at 4.75, 4.70, and 4.50 s, respectively. The combined control strategy proposed in this study makes the low-frequency oscillation decay rapidly in the initial stage of oscillation, and the dynamic performance of the system is significantly improved; the oscillation was completely suppressed at 3.8 s, whose attenuation period was shortened by 20, 19, and 15.5% compared with the above three methods.
Although the above three control methods have their own unique advantages, the combined control strategy has obvious superiority in the response speed to low-frequency oscillation. In summary, the control strategy combining RPC with droop control can quickly suppress Δω and dω/dt and shorten the oscillation cycle, allowing the SG rotor speed to rapidly recover to synchronous speed.
6 CONCLUSION
Considering the issue of low-frequency oscillation suppression of the island power system supplied by VSC-HVDC, the suppression of oscillation of the island power system by adjusting the active power output of the VSC-HVDC receiving-end converter station is made. Moreover, in order to enhance the damping ability and the inertia level of the system simultaneously, an active power control strategy based on RPC is suggested. As a whole, the following conclusions are drawn from the whole analysis:
1) In contrast to the conventional droop and inertia control, the RPC control strategy suppresses the Δω and dω/dt more effectively. In other words, it contains a rapid response speed and a shorter attenuation time for low-frequency oscillation, which is consistent with the corresponding theoretical demonstration in this study.
2) By combining RPC with droop control, the island power system may achieve the maximum power response of VSC2 during the early stage of oscillation and then seamlessly switch to steady-state operation after applying effective control of Δω and dω/dt. The proposed strategy shortens the oscillation attenuation period by 15.5% compared with the strategy combining RPC with inertia as well as 20, 19, and 15.5% compared with SF-SDC, ASDC, and DTA-SDC methods, which has stronger damping characteristics for low-frequency oscillations.
Furthermore, the proposed control strategy combining RPC with droop control is primarily focused on active power control and the VSC-HVDC system that allows to adopt active and reactive power decoupling control. Therefore, the author will investigate the reactive power control based on VSC-HVDC to suppress low-frequency oscillation in the future, extending the advantages and potential of VSC-HVDC.
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The intending island service restoration method is one of the core technologies of self-healing control for smart distribution systems, which aims to maximize the restoration of the out-of-service loads in the out-of-service area without faults quickly. For this reason, a topology-weighted directional traversal intending island recovery method considering the uncertainty of distributed generation sources is proposed. First, divide the network level of the power-loss feeder and calculate the interval power flow of the feeder before the fault, and obtain the power flow direction when the active and reactive power of the faulted branch is the smallest so as to determine whether the distributed generation supply in the non-faulty power-loss area can restore all load power supply. If not, to determine the island recovery plan, continue to compare the distributed generation supply and the load capacity at all levels, and give priority to recovering loads with higher importance levels and smaller network levels. The traversal of the topological authority and direction effectively reduces the island recovery time and can make full use of the distributed generation output to maximize the recovery of the non-faulty power-loss area. Taking the PG&E 69-node system as an example and using the BFGS trust region algorithm to calculate the island power flow without unbalanced nodes for verification, the results show that this method consumes less time and can restore more load power supply than the existing island recovery method, which verifies the method’s effectiveness and reasonability.
Keywords: uncertainty of distributed generation, active distribution network, network topology level, non-faulty power-loss area, right to orientation, intending island
INTRODUCTION
In recent years, with the innovation of the power electronics technology and the rapid development of clean energy, it has become the future trend of power system development to maximize the development and utilization of new energy and insist on centralized development and distributed development simultaneously. Under these circumstances, the hydrogen production technology continues to develop. The literature (Zhang et al., 2021) proposes a multirenewable hydrogen production method to cope with the rising demand for alternative hydrogen. In this energy transition period of low carbonization and decarburization, the high penetration access of distributed generation (DG) makes the topology of the distribution system increasingly complex, increases the flexibility and diversity of the system operation mode, and provides a new path for the fault recovery of the distribution network (Yang et al., 2018); (Lee et al., 2013); (Lei et al., 2019); (Yang et al., 2017). IEEE Std.1547-2003 encourages power suppliers and users to realize isolated operation of microgrids through technical means as much as possible when the main network cannot provide reliable power (Basso and DeBlasio, 2004); (Zhao et al., 2019); (Li et al., 2019).
Through a review of the existing studies on distribution network island recovery, they mainly focus on the division of the island scheme. In the literature (Caldon et al., 2008); (Shariatzadeh et al., 2014), heuristic algorithms are adopted, and heuristic rules are determined by combining the load importance level and system power flow. Starting from the distributed power source in the island, loads of adjacent nodes are continuously increased to obtain the island recovery scheme. The literature (Wang et al., 2010) proposes a three-phase search method to divide the optimal boundary, which uses power flow tracing and generator grouping information to determine the dividing boundary. The literature (Ding et al., 2013) proposed a two-step clustering control method for island division. The literature (Moreira et al., 2007); (Zare and Shahabi, 2013) proposes the operation mode of distributed power supply for the microgrid after power failure, which effectively reduces the recovery time. The above island recovery methods do not consider the uncertainty of distributed generation and load.
For this reason, the literature (Chen et al., 2005) solves the uncertainty of distributed generation supply and load by the fuzzy algorithm and probability, but the error is large. The literature (Chen et al., 2016a) establishes a two-stage robust recovery model for the distribution network, which can still meet the safe operation standards under harsh conditions. The literature (Chen et al., 2015a) proposed a robust recovery decision method for the distribution network based on the information gap and represented uncertain problems. The above methods solve the uncertainty of the distributed generation supply output and load to a certain extent but fail to fully consider the active operation capability of distributed power supply to form islands (Gautam et al., 2021); (Chen et al., 2016b), and the effectiveness of the island generation scheme has not been verified by power flow.
Three aspects should be considered in the restoration of the distribution network island:
1) The uncertainty of distributed power supply and load should be considered to ensure the reliable operation of the intending island for a long time;
2) Optimize the island scheme to quickly maximize the load recovery;
3) Calculate the island power flow without balanced nodes to verify the effectiveness of the island scheme.
So we put forward a consideration that the distributed power supply uncertainty topology has the right to the directional traversal intending island recovery method through calculating the range trend of distributed power supply and load uncertainty, and the effectively reduced island through the topology has the right to the directional traversal recovery time and can make full use of the distributed generation output to maximize the fault of section recovery. Finally, the effectiveness of the proposed method is verified by an example, and the BFGS trust region algorithm is used to calculate the island power flow without balanced nodes.
INTENDING ISLANDING RECOVERY MODEL
In the active distribution network, power supply recovery in non-faulty power-loss areas mainly includes three methods: network reconfiguration, intending islanding, and the combination of network reconfiguration and intending islanding. As shown in Figure 1, if B1 is faulty, it is not possible to restore the power supply in the non-faulty power-loss area by closing the tie switch, that is, network reconstruction. It is necessary to divide the intending islandings and use DG2 to restore the power supply of the load in the non-faulty power-loss area.
[image: Figure 1]FIGURE 1 | Schematic diagram of the fault recovery method for the active distribution network.
The uncertainty of the output and load of distributed power sources often has a great impact on the distribution network. It is usually necessary to configure distributed power sources with a larger reserve capacity, consider using the interval number to represent the uncertainty problem, and calculate the interval of the power flow to characterize the uncertainty of distributed power and load.
The Objective Function
The goal of distribution network island recovery is to maximize the recovery of load power supply quickly, and priority is given to the recovery of important loads:
[image: image]
where d is the load node, λd is the priority level for load d to restore power supply, Pd is the active power of load d, nops is the number of switch actions, and T indicates the island recovery time.
The Constraint

1) Distributed power supply capacity constraints during island recovery
The total load capacity of the island should be less than the total capacity of the distributed power supply, and the output of the distributed power supply should be within its capacity constraints.
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where Pj and Qj are the active power and reactive power of distributed power generation j, respectively; Pd and Qd are the active power and reactive power of load d, respectively; Pld and Qld are the active power loss and reactive power loss in the island, respectively. xsg and xsl are the switching states of distributed power supply and load, respectively. Pj,max and Pj,min are the maximum and minimum values of the active output of the distributed power supply, respectively. Qj,max and Qj,min are the maximum and minimum reactive output values of the distributed power supply, respectively.
2) System power flow constraint
[image: image]
where PGi and QGi are the active and reactive injected powers of the distributed power supply on node i, respectively; Ui and Uj are the voltages of node i and node j, respectively; Gij, Bij, and θij are the conductance, susceptance, and phase angle differences between nodes i and j, respectively.
3) Node voltage constraint
[image: image]
where UiL and UiR are the minimum and maximum values of the voltage range of the system node, respectively; the allowable voltage fluctuation range is ±7%, and Umin is the lower bound of the allowable node voltage range. Umax is the upper bound of the allowable node voltage range.
4) Line capacity constraints
[image: image]
where Sim is the interval maximum of the system line capacity; Simax is the maximum capacity of the line.
5) Network topology constraints: the active distribution network is required to maintain a radial topology.
6) Constraints of the distributed power supply control model: The distributed power supply of the isolated island should include droop control.
RESEARCH IDEAS OF INTENDING ISLANDING RECOVERY CONSIDERING THE UNCERTAINTY OF DISTRIBUTED GENERATION SUPPLY
First, the hierarchical relationship of the feeder topology is divided, and the upper and lower relationships of each node and branch are constructed from the outlet of the feeder to the end, thereby obtaining the first and last node matrices FN and EN of each branch in the system, the network hierarchy matrix L, and the association matrix C of branch hierarchy.
In order to ensure that the divided intending islands can operate reliably for a long time, the lower bound value of the interval is taken as the data value of the power flow calculation to divide the islands. According to the divided topological hierarchical relationship, the topology-weighted directional traversal is carried out. That is, take the faulty branch as the starting point and traverse to the end direction to determine the range of non-faulty power loss, and then calculate the interval power flow of the faulty feeder through forward back substitution and obtain the power flow direction when the active and reactive power of the faulty branch is the smallest so as to determine whether the distributed power supply in the non-faulty power-loss area can restore the power supply of all loads. As shown in Figure 2, when the feeder is in normal operation, the external power supply and the distributed power supply connected in the feeder jointly supply power to the load. When a branch in the feeder fails, the power flow of the faulty branch before the failure is used to determine whether the distributed power supply in the non-faulty power-loss area can restore the power supply of all loads. Taking the power to the right as the positive direction, if P > 0 or Q > 0, it cannot be completely recovered; if P ≤ 0 and Q ≤ 0, it can be completely recovered.
[image: Figure 2]FIGURE 2 | Schematic diagram of judging whether the power supply of all loads in the non-faulty power-loss area can be restored based on the results of the interval power flow calculation.
If it cannot be completely recovered, further determine the island recovery plan. By comparing the distributed power sources and the load capacities at all levels in the non-failure power-loss area, priority is given to recovering loads with a higher importance level and a smaller network level.
Due to the limited output capacity of the active and reactive power of a single distributed power supply in an island, the power flow analysis in an island is a power flow calculation without balance nodes, so traditional power flow calculation methods are not applicable. For this reason, the distributed power sources with a stable output in the system all adopt droop control, and the BFGS trust region method is used to calculate the island power flow without balance nodes, which proves the rationality of the island recovery scheme in this paper.
Interval Flow Calculation
By calculating the interval power flow of the feeder before the fault, the power flow direction when the active and reactive power of the fault branch is the smallest before the fault is obtained. The calculation process is described as follows:
First, system parameters such as voltage of the balance node and PQ node and reactive injected power of the PV node are initialized. Then, according to the network hierarchy matrix L, the first and last branch node matrices FN and EN, and the branch hierarchy association matrix C, the power forward and voltage back substitutions are carried out. In this way, the power of each branch and the voltage of each node are obtained, and then the voltage and reactive power of the PV node are continuously updated until the convergence accuracy is met.
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where Cj is the set of all nodes associated with node j (except node i); Pij,t+1 and Qij,t+1 are the interval values of active power and reactive power in the i+1 power forward of branch ij, respectively; Pj,t and Qj,t are the interval values of active and reactive power of node j, respectively; ∑Pjk,t+1 and ∑Qjk,t+1 are the sums of all branches associated with node j (except branch ij); ΔPij,t+1 and ΔQij,t+1 are the active and reactive power losses of branch ij, respectively.
The Distribution Network Topology-Weighted Directional Traversal
Using the topology-weighted directional traversal method to allocate the recovery range of intending islandings, the basic idea is as follows:
According to the divided topological hierarchy, all distributed power sources in the non-faulty power-off area are traversed, and the sum of active ∑PG and reactive ∑QG capacity of all distributed power sources in the non-faulty power-off area is calculated, so is the sum of the active and reactive power of all levels of loads in the non-faulty power-off area before the fault. Then, the island recovery scheme is obtained by comparing the distributed power supply and the load capacity of all levels to recover the load with a smaller network level and a higher importance level first.
Calculation of Power Flow for the Island Without Balanced Nodes Based on the BFGS Trust Region Algorithm
A power flow calculation method without balanced nodes is adopted to verify the power flow of the divided island. The basic idea is as follows:
First, a trust region radius Δk (Δk > 0) is given, and then a trust region is obtained with the current iteration point as the center and Δk as the radius. In this trust region, a quadratic model is used to approximate the objective function h(x), and the minimum value point of the quadratic model in the trust region is taken as the next candidate iteration point. If the candidate iteration point can reduce the objective function sufficiently, the candidate iteration point is accepted as the next iteration point; otherwise, it is necessary to reduce Δk and iterate again until the termination condition of the iteration is met.
The core of the BFGS trust region algorithm is the solution of trust region subproblem, that is, the solution of the minimum value of the quadratic model for the objective function in the trust region. The trust region subproblem can be expressed as
[image: image]
where gk is the gradient vector of the objective function h(x) at the iteration point x(k), q(S(k)) is the objective function of the trust region subproblem, Bk is the approximate matrix of the Hessian matrix modified by the BFGS algorithm, and the candidate iteration points can be obtained by solving the trust region subproblem (Eq. 10). An evaluation function is used to determine whether to accept the candidate iteration point as the next iteration point and update the trust region radius.
THE SOLUTION STEPS OF THE INTENDING ISLANDING RECOVERY MODEL
Considering the uncertainty of distributed power generation, the overall idea of the topology-weighted directional traversal intending islanding recovery method is as follows: First, we divide the feeder network level and calculate the losing electricity fault feeder range trend, obtaining the power flow direction when the active and reactive power of the faulted branch is the smallest. Through this way, whether the fault zone of the distributed power supply can recover all losing electricity load power supply can be determined. If not, we continue to compare the distributed power supply and load capacity at all levels, prioritize recovery of loads with higher importance levels and smaller network levels, and determine the island recovery plan.
Step 1: Divide the hierarchical relationship of the feeder topology and obtain the first and last node matrices FN and EN of each branch, the network hierarchy matrix L, and the association matrix C of branch hierarchy.
Step 2: Input the fault signal, and according to the divided topological hierarchical relationship, the traversal direction is determined through the branch hierarchy association matrix C. Starting from the faulty branch, traverse to the end node to determine the range of the non-faulty power-loss area.
Step 3: Calculate the interval power flow of the feeder before the fault, and obtain the power flow direction when the active and reactive power of the faulted branch is the smallest so as to determine whether the distributed power supply in the non-faulty loss area can restore power supply of all loads.
The specific determination method is as follows: if the active or reactive power of the faulted branch before the fault flows into the non-faulty loss area, it cannot be fully recovered; if the active and reactive power flows out of the non-faulty loss area or the active power and reactive power are both 0, it can be fully recovered.
Step 4: Traverse all distributed power sources and primary, secondary, and tertiary loads in the non-faulty power-loss zone, calculating the sum of active and reactive powers of all first-level loads in the non-failure power-off area before failure: ∑PL1 and ∑QL1, the sum of active and reactive powers of all second-level loads: ∑PL2 and ∑QL2, the sum of active and reactive powers of all third-level loads: ∑PL3 and ∑QL3, and the sum of the active and reactive capacities of all distributed power sources: ∑PG and ∑QG.
Step 5: Compare the capacities of the distributed power sources and load at all levels in the non-failure power-loss area, and give priority to restoring the power supply to the loads with higher importance levels and smaller network levels.
The specific comparison process is as follows: if ∑PG>∑PL1 and ∑QG>∑QL1, then the distributed power supply in the non-failure area can recover all the first-level loads and continue to recover the second-level loads; otherwise, it cannot recover all the first-level loads. If ∑PG>∑PL1+∑PL2 and ∑QG>∑QL1+∑QL2, then the distributed power supply in the non-failure area can recover all the first and second level loads, and continue to recover the third level loads; otherwise, it cannot recover all the second level loads, and then, it can only recover all the first-level loads and the second-level loads with a smaller network layer successively through the topology directional traversal. If ∑PG>∑PL1+∑PL2+∑PL3 and ∑QG>∑QL1+∑QL2+∑QL3, then the distributed power supply in the non-failure area can restore the power supply of all the loads; otherwise, it cannot restore the power supply of all the third-level loads, and then only all the first-level and second-level loads and third-level loads with a smaller network layer can be restored Figure 3.
Step 6: Connect distributed power sources in non-faulty power-loss areas to the grid to generate islanding solutions and complete island recovery.
[image: Figure 3]FIGURE 3 | Flowchart of intending islanding recovery considering the uncertainty of distributed generation.
THE EXAMPLE ANALYSIS
In order to verify the fastness and effectiveness of the proposed method, the PG&E69 node distribution network system in Figure 4 is used as a simulation example for the interval power flow calculation, and the specific parameters of the interval power flow calculation are referred in the literature (Chen et al., 2015b). The specific parameters of the distributed generation connected to the system are shown in Table 1, the distributed generation with a stable output (including energy storage, the gas generator, and the diesel generator) uses the droop control, and the active and reactive power droop coefficients, respectively, in 300 and 20, take wind turbines and photovoltaics as PQ nodes. Take ±10% for photovoltaic output fluctuations, ±20% for wind turbine output fluctuations, and ±5% for load fluctuations. The allowable voltage fluctuation range is ±7%, and the maximum capacity of the line is 6000 kVA. All the load switches in the system are controllable. MATLAB 2016b is used to verify the method in this paper, Table 2.
[image: Figure 4]FIGURE 4 | PG&E 69-node distribution network system.
TABLE 1 | PG&E 69-node system distributed generation parameters.
[image: Table 1]TABLE 2 | Load severity.
[image: Table 2]The Island Recovery Scheme of the Method in This Paper
Scenario 1: Select the faulty branch as 0–1. According to the island recovery method in this paper, first quickly isolate the faulty branch 0–1, and traverse the faulty branch 0–1 as the starting point to the end according to the divided topological hierarchical relationship. The determined non-faulty power-loss area is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Schematic diagram of the non-faulty power-loss area when the faulty branch is 0–1.
Taking the right direction as the positive direction, the per-unit value of the branch 0–1 before the fault is 0.0172 when the active power is the smallest, and the per-unit value when the reactive power is the smallest is 0.0142, so it is impossible to restore the power supply of all loads in the non-faulty power-loss area.
Continue to calculate the sum of the active power per unit value of the primary load ∑PL1 in the non-faulty power-loss zone before the fault is 0.0685, the sum of the reactive power per unit value of the primary load ∑QL1 is 0.0489, the sum of the active power per unit value of the secondary load ∑PL2 is 0.0442, and the sum of the reactive power per unit value of the secondary load ∑QL2 is 0.0355. Traverse the distributed power sources in the non-faulty power-loss area, and calculate the sum of the active capacity per unit value of all distributed power sources in the non-faulty power-loss area ∑PG as 0.1438; the sum of the reactive power capacity per unit value ∑QG is 0.0630, ∑ PG>∑PL1+∑PL2, ∑QG<∑QL1+∑QL2; therefore, the distributed power supply in the non-faulty power-loss zone can restore all primary loads but cannot restore all secondary loads. Take the faulty branch as the starting point and traverse to the end direction, and give priority to recovering the secondary load with the smaller network level.
Scenario 1: Island recovery includes load nodes 1 to 14, 19 to 21, 30, 32 to 34, 39 to 42, 47, 50 to 51, 53 to 54, 58 to 61, and 67. The total recovery load of the island is 887.46 kW, among which the first-level recovery load is 684.51 kW, accounting for 77.13% of the total recovery load.
Scenario 2: Select faulty branches 6–7 and 27–28. First, the topology hierarchical relationship is divided and the interval power flow of the feeder before the fault is calculated. The fault branches 6–7 and 27–28 are respectively taken as the starting point and traversed to the end direction. The determined range of the non-fault power-off area is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Schematic diagram of the non-faulty power-loss area when the faulty branch is 6–7 and 27-28.
As shown in Figure 6, in non-fault power-loss zone 1, the unit value of the branch 6–7 before the fault is 0.0030 for the minimum active power and 0.0022 for the minimum reactive power. Therefore, the power supply of all loads in the non-fault power-loss zone cannot be restored. Continue to calculate the sum of the unitary value of the active power of the first-level load in non-failure area 1 ∑PL1, which is 0.0184, the sum of the unitary value of the reactive power of the first-level load is 0.0131, the sum of the active power of the second-level load is 0.0353, and the sum of the unitary value of the reactive power of the second-level load is 0.0182. The sum of the uncharacteristic value of the active power of the third-level load is 0.0352, and the sum of the uncharacteristic value of the reactive power of the third-level load is 0.0252. The distributed power supply in the non-failure power-loss area is traversed, and the sum of the uncharacteristic value of the active power capacity of all distributed power supply in the non-failure power-loss area is calculated to be 0.0908, and the sum of the uncharacteristic value of the active power capacity of all distributed power supply in the non-failure power-loss area is calculated to be 0.0908.The sum of the unit value of reactive capacity ∑QG is 0.0350, ∑PG>∑PL1+∑PL2+∑PL3, and ∑QG<∑QL1+∑QL2+∑QL3. Therefore, the distributed power supply in the non-failure area can restore all the first and second load power supply but not all the third load power supply. The fault branch is traversed from the starting point to the end, and the third-level load with a smaller network layer is recovered preferentially. Finally, the load recovery nodes in non-fault power-off area 1 include 7 to 21, 39 to 45, 47 to 48, 50 to 51, and 53 to 57.
As shown in Figure 6, DG3 can restore all the load power supply in non-fault power-off area 2. The recovery load nodes in island 2 include 28–34.
In scenario 2, the total recovery load of the island is 794.40 kW, of which the first-level recovery load is 183.91 kW, accounting for 23.15% of the total recovery load.
Comparison With Other Methods of Island Recovery
Table 3 shows the comparison of the four island recovery methods when the faulty branch is 0–1. The island recovery method in this paper has a load loss rate of only 48.61% in the non-faulty power-loss area, which is significantly improved compared to the other three methods. It can restore more load power supply in the non-faulty power-loss area, and the number of switching actions is less.
TABLE 3 | Comparison of four island recovery methods when the faulty branch is 0–1
[image: Table 3]Table 4 shows the comparison of the four island recovery methods when the fault branch is 6–7 and 27–28. The calculation time of the island recovery method in this paper is only 0.36s, which has obvious advantages compared with the other three methods. In the literature (Hsiao and Chien, 2000) and (Shin et al., 2004) are intelligent optimization algorithms, which take a long time to calculate and tend to fall into local optimal solutions. The literature (Wang et al., 2017) improves the calculation time to a certain extent and divides islands by search path, but it cannot carry out fast traversal based on the network topology level, and the computational complexity is still large.
TABLE 4 | Comparison of four island recovery methods when the faulty branch is 6–7 and 27–28.
[image: Table 4]By selecting the two island recovery scenarios of fault branches 0–1 and 6–7 and 27–28 and comparing them with the other three island recovery methods, the proposed method can recover more load power supply in the non-fault loss area in a shorter calculation time and has fewer switching operations.
The Power Flow Verification of the Island Recovery Scheme is Presented in This Paper
In order to fully consider the uncertainty of distributed power supply and load and ensure that the distributed power supply in the intending islanding can reliably supply power to the load for a long time, the power flow verification of the island recovery scheme in scenario 1 and scenario 2 is carried out, respectively, in the following two states:
1) State 1: the output of distributed power supply is minimum, and the load is maximum;
2) State 2: maximum output and minimum load of distributed power supply.
Scenario 1: Figure 7 shows the voltage distribution of each node in the island in the two states. The maximum value of node voltage is 0.985, and the minimum value is 0.931. The maximum line load factor is 0.853. The island frequency in state 1 and state 2 is stable at 50.06 and 50.10 Hz, respectively. Therefore, the voltage of each node in the island, the maximum line load rate, and the system frequency all meet the requirements of safe operation.
[image: Figure 7]FIGURE 7 | Scenario 1: voltage distribution of each node in the island under the two states.
Scenario 2: Figure 8 shows the voltage distribution of each node in the island in the two states. The maximum unit value of node voltage is 1.016, and the minimum is 0.953. The maximum line load factor is 0.811. The frequencies of island 1 and island 2 in state 1 are 50.10 and 50.17 Hz, respectively. In state 2, the frequencies of island 1 and island 2 are 50.12 and 50.20 Hz, respectively. Therefore, the voltage of each node in the island, the maximum line load rate, and the system frequency all meet the requirements of safe operation.
[image: Figure 8]FIGURE 8 | Scenario 2: voltage distribution of each node in the island under the two states.
By calculating the island power flow without balanced nodes in scenario 1 and scenario 2, the isolated islands divided by the method in this paper can meet the requirements of safe operation under the two states of a minimum distributed power output with maximum load and a maximum distributed power output with minimum load, which verifies the rationality and effectiveness of the method in this paper.
CONCLUSION
This paper proposes an intending islanding service restoration method with topology-weighted directional traversal which considers the uncertainty of the distributed generation supply. First, divide the network level of the power failure feeder and calculate the interval power flow of the feeder before the fault. Afterward, determine whether the distributed power supply in the non-faulty power-loss area can restore the power supply of all loads according to the power flow direction when the active and reactive power of the faulty branch is minimum. Then, compare the distributed power supply and the load capacity at all levels to determine the island service restoration plan. Finally, take the PG&E 69-bus system as an example, compare it with other methods, and use the unbalanced node power flow calculation method to verify the island scheme in this paper. The conclusion is as follows:
1) Characterize the uncertainty of the distributed power and load by calculating the interval power flow and the interval trend lower value as the wave of interval data, and ensure the reliable operation of the intending island for a long time;
2) The network topology-weighted directional traversal, which reduces the complexity of network topology traversal, effectively reduces the island service restoration time and makes full use of distributed generation supply to maximize the service restoration of out-of-service areas without faults;
3) By calculating the island power flow of unbalanced nodes, the power flow verification of the island generating scheme is carried out to prove the effectiveness of the island service restoration method in this paper.
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DC micro-energy system is an effective pattern to integrate high-penetration distribution generators. It has flexible operation modes and complicated fault characteristics, which requires protection with higher selectivity and sensitivity. This paper proposes a DC feeder protection method using the transient high-frequency currents. The fault direction and fault feeder are identified by comparing the amplitude of high-frequency currents of all ends. The amplitude ratio coefficient of DC voltages is introduced to detect the fault pole. The transient high-frequency components will not be affected by the communication delay and fault impedance. The protection scheme realizes the fast detection and clearance of different faults on feeders before the failure of the inverter-interfaced generators and loads, which ensure the reliable and safe operation of the non-fault zone. The model of a DC micro-energy system is established in MATLAB/Simulink and the efficiency of this method is verified by detailed simulations.
Keywords: DC micro-energy systems, feeder protection, high-frequency currents, amplitude comparison, fault identification
INTRODUCTION
Recent years, fossil fuels have gradually depleted, and renewable energies have been applied alternatively. As a more effective route to integrate distributed renewable energies, DC micro-energy systems have drawn extensive attention (Sun et al., 2016; Xue et al., 2016; Guo et al., 2017). Compared to AC micro-energy systems, DC micro-energy systems do not have the problems of phase synchronization, frequency stability, and reactive power loss (Jiang and Zheng, 2012; Wu et al., 2012). Moreover, DC micro-energy systems have higher power supply capacity and operation efficiency with fewer convertors (Guo et al., 2010; Dragicevic et al., 2014; Ding et al., 2015). DC micro-energy systems are considered as an effective pattern for the further development of active distribution networks. However, there remains several technical challenges, such as protection, control methods and so on, which needs to be solved before the promotion and implementation of DC micro-energy systems (Park et al., 2013).
DC micro-energy systems include inverter-interfaced distributed generators and loads, short feeders, and energy storages, whose fault characteristics feature variable fault current direction and high current change rate. The fluctuation of distributed generations (DGs) in DC micro-energy systems result in the uncertainty of power flow direction. It challenges the selectivity and reliability of the protection (Wang and Li, 2012; Yang et al., 2012). Due to the low inertia and small impedance of the DC system, fault currents rapidly increase with large peaks when a fault occurs, which will cause high risk to the DC micro-energy system (Liu et al., 2016; Wang et al., 2017; Zhang W. et al., 2020). Fault detection and isolation should be performed as soon as possible, since the fault current withstand rating of typical voltage-source converters (VSCs) is usually only twice the full-load rating of converters (Park et al., 2013). It places demanding speed requirements on the protection system to prevent converter damage. Therefore, it is of great significance to propose a rapid and reliable protection method for the DC micro-energy system to ensure its secure and stable operation.
Up to now, a variety of DC line protection methods have been proposed to realize fast and accurate fault detection. These methods can commonly be classified into three categories: the travelling wave methods, the active injection methods and the fault analysis methods (Jia et al., 2020). The traveling wave method in the work of Zhang C. et al. (2020) configured high-speed protection for DC lines using the index coefficients of the zero-mode fault current initial traveling wave which are related to the location of the faults. Due to the continuous reflections and refractions, it is difficult to obtain a complete analytical expression with the traveling wave method. Therefore, the universal threshold with this method is not easy to determine.
The active injection method employs specific signal injection for fault detection and location. Teng et al. (2020) proposed an improved high-frequency current injection-based protection scheme, which used a two-layer optimum method to eliminate the dead zone of the protection. However, it is easily affected by noise. The fault analysis methods analyze the characteristics of fault electric variables such as overcurrent, differential current and current change rate, to detect faults. Baran and Mahajan (2007) employed over-current and low-voltage criteria to detect faults, which requires more complex setting and appropriate delays to achieve selectivity (Fletcher et al., 2012). In the work of Wang and Li (2012), current differential protection has been applied to the loop DC micro-energy system. The differential protection may mis-trip due to poor synchronization caused by the high change rate of the fault current (Fletcher et al., 2014). It requires a reliable communication system for instantaneous data transfer between the terminals of the protected element, which increases the total cost and scale of the protection system and limits its application in micro-energy systems. Meghwani et al. (2015) proposed a protection scheme for loop DC micro-energy systems using the current change rate. This protection performance relies on the appropriate settings which depend on the cable length, line loading, and fault impedance, making it difficult to calculate.
This paper proposes a feeder protection scheme for DC micro-energy systems using the high-frequency current which is emerged in the initial of faults. The proposed method can operate with a high speed. Due to the used relatively high-frequency fault transient information, it is immune of control strategies of inverter-interfaced distributed generators. Besides, unlike current differential protection, the multipoint amplitude comparison adopted in this paper uses high-frequency currents of all ends to compare with each other, rather than the electrical quantities at both ends of the line, which greatly reduces the requirement for two-terminal data synchronization and avoids complex setting. A DC distribution network model with a multiterminal power supply structure is established and tested to verify the effectiveness of the proposed protection method.
The rest of this paper is organized as follows. The Characteristics of High-Frequency Fault Component in DC Micro-Energy Systems gives a typical topology of the DC micro-energy system and analyzes the fault characteristics. In DC Feeder Protection Method Using High-Frequency components, the DC feeder protection method based on high-frequency current is proposed, including the protection startup criterion, the fault identification criterion, the fault pole selection criterion, and the protection logic. Simulation experiments and detailed analysis are presented in Simulation Results and Analysis. Finally, Conclusion concludes this paper.
THE CHARACTERISTICS OF HIGH-FREQUENCY FAULT COMPONENT IN DC MICRO-ENERGY SYSTEMS
Typical Structure of DC Micro-Energy Systems
The DC micro-energy system usually adopts the multiterminal power supply structure to improve the power supply reliability. A typical topology of a DC micro-energy system is shown in Figure 1. The DC micro-energy system is composed of photovoltaic (PV) systems, energy storage systems (ESS), electric vehicles (EVs), DC buses (Bus I-Bus III), DC lines, protection devices, and so on. It is connected to the AC main network at both ends through VSC1 and VSC2. There are two operation modes of DC micro-energy systems, i.e., the grid-connected mode and the islanded mode. To ensure the selective removal of the fault feeder, it is necessary to configure protection in each incoming and outgoing line of the DC bus. The orange parts 1–12 in Figure 1 indicate the protection configuration of each line. Each line is named after the protection number, such as Line2_5, Line6_9, Line3, Line7, et al., wherein Line2_5, Line6_9 represents the DC main feeders. Both ends of the main feeder need to be configured with protection devices. Line3 and Line7 are branch feeders. To save circuit breakers, it is only necessary to configure protection at the first end of the branch feeder. The green dashed boxes represent the protection zones, where Bus I and protections one to four together constitute protection zone I (PZ I), Bus II and protections five to eight together constitute protection zone II (PZ II), Bus III and protections 9–12 together constitute protection zone III (PZ III). F1 to F6 represent different fault points.
[image: Figure 1]FIGURE 1 | Typical structure of a DC micro-energy system.
High-Frequency Characteristics of Faults
Fast Fourier Transform (FFT) algorithm is used to extract high-frequency currents to analyze fault characteristics and distribution of high-frequency currents in this paper. According to the superposition principle, the high-frequency component is equivalent to the superposition of the pre-fault high-frequency component and the additional high-frequency component. introduced by faults (Jia et al., 2018). The voltage and current on the DC line before the fault are dominated by DC components with neglectable high-frequency components (Liu et al., 2017). Therefore, only the additional high-frequency component introduced by faults needs to be considered (Jia et al., 2018). Next, fault characteristics of main feeders and branch feeders will be analyzed to formulate the corresponding protection schemes.
High-Frequency Impedance Equivalent Model of Devices in DC Micro-Energy Systems
PV modules, energy storage equipment, and EVs are all connected to the DC micro-energy system through DC converters. When the fault occurs on the DC system, due to the direct current control strategies of the converter, the short-circuit current provided by these devices to the short-circuit point can always be controlled within the allowable overcurrent range (generally 1.2–1.5 times the rated current) (Liu et al., 2013). The maximum short-circuit current they can provide is approximately equivalent to the current source. Since the capacity of DGs is generally small, the short-circuit current they can provide is also small (Liu et al., 2013). These devices and DC converters can be generally equivalent to the current source and DC capacitor model. The two sources can be analyzed separately based on the superposition principle. In a short time after the fault, only the capacitor discharges rapidly. The discharge current of the capacitor is the main part of the short-circuit current. The short-circuit current provided by the current source is small. We can consider that the output of the current source is constant in a short time after the fault. It does not affect the transient characteristics of the fault at the DC side. According to the substitution theorem in circuit theory, the constant current source can be represented by a constant impedance. Therefore, these devices can be equivalent to a constant impedance model in the high-frequency range, which is no longer affected by the switching state of the converters. The fault component method can be used to analyze the super-imposed network in the frequency domain in the following analysis.
2.1.2 Fault of Main Feeders
Faults F1 and F2 in Figure 1 represent the faults of main feeders. Taking fault F1 to exemplify the fault characteristics, the super-imposed network with fault F1 is shown in Figure 2. Uf(HF) is the high-frequency voltage source at the fault point. If(HF) is the high-frequency current generated by the high-frequency voltage source. ZVSC1, ZPV1, ZESS represent the equivalent high-frequency impedances at the backside of the protection zones. [image: image] to [image: image] represent high-frequency currents at each end, and the direction of arrows represents the reference positive direction of the high-frequency current.
[image: Figure 2]FIGURE 2 | Super-imposed network with fault F1.
As shown in Figure 2, according to Kirchhoff’s current law, the phasor relationship of high-frequency currents after the fault is depicted as:
[image: image]
Taking zone PZ I as an example, the relationship of high-frequency currents at each end can be described as:
[image: image]
At high frequencies, the impedance angles of each equivalent high-frequency impedance in the super-imposed network are approximately equal, so the phase angles of [image: image], [image: image], and [image: image] are approximately equal. We can conclude this from the following analysis. Due to the similar impedance properties at high frequencies, the impedance angle differences of each equivalent high-frequency impedance are all within 90°, so the phase angle differences of [image: image], [image: image], and [image: image] are all within 90°. Therefore, the amplitude relationship of high-frequency currents in zone PZ I can be described as:
[image: image]
When fault F1 occurs, the amplitude of the high-frequency current at protection 2 is greater than that at other protections (protection 1, 3, 4) in zone PZ I. Similarly, the analysis of zone PZ II shows that the high-frequency current amplitude at protection 5 is greater than that at other protections (protection 6, 7, 8) in zone PZ II. And the high-frequency current amplitude at protection 9 is greater than that at other protections (protection 10, 11, 12) in zone PZ III. That is,
[image: image]
According to (4), the protection with the maximum amplitude of high-frequency currents in each zone can reflect the positive direction of the fault. The reliable protection for the main feeders can be achieved by using the directional pilot principle.
Fault of Branch Feeders
Faults F3 to F6 in Figure 1 represent branch feeder faults. Taking fault F3 as an example to analyze its fault characteristics, the super-imposed network with fault F3 is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Super-imposed network with fault F3.
As shown in Figure 3, according to Kirchhoff’s current law, the phasor relationship of high-frequency currents after the fault is depicted as:
[image: image]
Taking zone PZ I as an example, the relationship of high-frequency currents can be formulated as:
[image: image]
At high frequencies, the impedance angles of each equivalent high-frequency impedance in the super-imposed network are approximately equal, so the phase angles of [image: image], [image: image], and [image: image] are approximately equal. Therefore, the high-frequency current amplitude relationship of zone PZ I can be described as:
[image: image]
When fault F3 occurs, the amplitude of the high-frequency current at protection 3 is greater than that at other protections (protection 1, 2, 4) in zone PZ I. Similarly, the analysis of zone PZ II shows that the high-frequency current amplitude at protection 5 is greater than that at other protections (protection 6, 7, 8) in zone PZ II. And the high-frequency current amplitude at protection 9 is greater than that at other protections (protection 10, 11, 12) in zone PZ III. That is,
[image: image]
From above, the positive direction of fault and the fault line can be identified by using the comparison results of high-frequency current amplitudes in each zone. The protection with the maximum amplitude of high-frequency current reflects the positive direction of the fault.
DC FEEDER PROTECTION METHOD USING HIGH-FREQUENCY COMPONENTS
Startup Criterion
There is little high-frequency content in the DC system during normal operation. After the fault, the high-frequency content detected at each relay location is abundant [21]. The protection startup is realized by detecting the high-frequency current amplitude at the protection. The protection startup criterion is shown in Eq. 9 as:
[image: image]
where s is the total number of sampling points in the 0.5 ms time window, k is the sampling point serial number in the time window,[image: image] represents the high-frequency current amplitude at protection i, and IHF_set represents the startup threshold.
The principle of setting the startup threshold is to avoid the maximum amplitude of high-frequency currents detected at the protection during normal operation considering a certain margin. In this paper, the startup threshold is set to 100 times the maximum amplitude of high-frequency currents during normal operation. By simulating the normal operation before the fault, we can know that the maximum amplitude of high-frequency currents during normal operation is about 0.2 A. Thus, the startup threshold is set to 20 A. The high-frequency current after the fault is far greater than the startup threshold. Therefore, the startup threshold is set to 20 A, which can effectively distinguish normal and fault situations.
In practice, the high-frequency current disturbances caused by load mutation, PV output fluctuation, pole open circuit fault et al. also have to be considered in the fixed value setting. These disturbances may exceed the high-frequency current startup threshold. Therefore, this paper adds a low-voltage startup criterion. That is, when the DC bus voltage is less than 0.8 times the rated voltage, the protection algorithm is activated. In the case of a load fluctuation or a PV output fluctuation or some other similar situations, the DC bus voltage fluctuates slightly but is far greater than the low-voltage startup threshold, so the protection will not be initiated. Therefore, the load fluctuation, PV output fluctuation, and pole open circuit fault will not cause maloperation of the protection devices in this paper.
Fault Identification
The average value of the high-frequency current amplitude at protection i within 1 millisecond after the startup criterion is met can be denoted by [image: image], which is expressed as:
[image: image]
where r is the total number of sampling points in the 1 ms time window, and k is the serial number of sampling points in the time window. The count starts after the startup criterion is met, and the average result is obtained after the time window is finished.
The criterion reflecting the positive direction of the fault is formulated as:
[image: image]
where i and j are the protection numbers of the same partition with j ≠i, and Di is the fault direction signal.
When Di is equal to 1, it indicates that the fault happens in the positive direction of protection i and protection i can detect a forward current. When Di is equal to 0, it indicates that the fault happens in the opposite direction of protection i and protection i can detect a reverse current. The branch feeder protection determines whether the fault is on this branch feeder based on the fault direction. The main feeder needs the fault direction at both ends to form the directional pilot protection to determine whether the fault is on this line.
1) The fault identification criterion of branch feeders can be expressed as:
[image: image]
When Di is equal to 1, line i is identified as a fault line due to the positive direction of the fault at protection i. When Di is equal to 0, line i is identified as a non-fault line due to the opposite direction of the fault at protection i.
2) The fault identification criterion of main feeders can be expressed as:
[image: image]
where m is the protection configuration on one side of Linem_n, and n is the protection configuration on the other side of the line. When Fm_n is equal to 1, Linem_n is a fault line; when Fm_n is equal to 0, Linem_n is a non-fault line.
The fault identification criterion of main feeders adopts the pilot protection principle. When the protection devices on both sides of the line detect forward currents, the fault is identified as an internal fault. If the protection device on any side detects a reverse current, the protection will not react. Since it is impossible for the protection devices on both sides to detect the forward current simultaneously in the case of an external fault, the directional pilot principle can effectively prevent the protection devices from false tripping.
Therefore, when the protection devices on both sides of the line detect forward currents and meet the pilot direction criterion, Linem_n can be identified as a fault line. When the protection device on any side of the line detects a reverse current, Linem_n is identified as a non-fault line.
Fault Pole Selection
After selecting the fault line, the fault pole can be identified by the positive voltage and negative voltage of the fault line. When a pole-to-ground fault happens on the DC line, due to the electromagnetic coupling between the positive and negative poles, the non-fault line will also induce certain high-frequency electrical quantities. If the fault pole is identified by comparing the high-frequency electrical quantities of the positive and negative poles, the correctness of the fault pole selection may not be guaranteed. Since the DC component does not produce coupling between bipolar lines, the DC component of positive and negative voltage is used to constitute the pole selection criterion. It can eliminate the influence of electromagnetic coupling on pole selection results.
In the case of a pole-to-ground fault, the DC component voltage amplitude of the fault pole decreases rapidly. Conversely, the DC component voltage amplitude of the non-fault pole increases rapidly. The DC components of the voltage of positive and negative poles remain equal when a pole-to-pole fault happens. This fault feature can be applied to the fault pole selection criterion. Firstly, the amplitude ratio coefficient of DC components of the voltage is defined, as shown in Eq. 14. This coefficient represents the amplitude ratio of DC components of positive and negative voltages on the fault line.
[image: image]
where n is the total number of sampling points in the 1-ms time window, k is the sampling point serial number in the time window, and [image: image] and [image: image] denote the amplitudes of DC components of positive and negative voltages on the fault line, respectively.
According to the fault characteristics, when the positive pole-to-ground fault occurs, the DC component amplitude of the positive voltage is smaller than that of the negative voltage, so ku is a positive number less than 1. When the negative pole-to-ground fault occurs, the DC component amplitude of the positive voltage is greater than that of the negative voltage, so ku is a positive number greater than 1. When the pole-to-pole fault happens, the DC component amplitudes of positive and negative voltages remain equal, so the ku remains near 1. The fault pole selection criterion based on the voltage amplitude ratio coefficient is expressed as:
[image: image]
where h1 and h2 are two set thresholds. In this paper, h1 and h2 can be set to 0.8 and 1.2, respectively.
Protection Logics
The flow chart of the feeder protection method is shown in Figure 4. For a branch feeder fault, when the DC bus voltage and the high-frequency current meet the startup criterion at the same time, the protection is initiated. Then it enters the stages of fault identification and fault pole selection. The fault direction is identified using the maximum value of the high-frequency current at each relay location. The fault line is identified using the criterion shown in Eq. 12. Meanwhile, the amplitude ratio coefficient ku of the fault line is calculated. The fault pole is identified using the fault pole selection criterion shown in Eq. 15. After fault identification and fault pole selection, the DC circuit breakers on both sides of the fault line trip.
[image: Figure 4]FIGURE 4 | Flow chart of the feeder protection method.
For the main feeder fault, only the stage of fault identification needs to be modified to the directional pilot principle, and the processes of protection startup and fault pole selection are the same as the branch feeder fault.
SIMULATION RESULTS AND ANALYSIS
The simulation model of the ± 400 V DC micro-energy system shown in Figure 1 is built in MATLAB/Simulink. The sampling frequency is 10 kHz. The fault occurred at t = 1.2 s. The initial light intensity of the four groups of distributed PV arrays is 700, 800, 900, and 1000 W/m2, respectively. The light intensity of the first three groups jumps to 1000W/m2 at t = 1 s, 2 s, and 3 s, respectively. It is assumed that there are 50 groups of EV charging piles, and the rated power of each charging pile is 10 kW. 35 groups are input at the beginning, and 5 groups are added every 1 s. Table 1 shows other parameters. The Fourier algorithm is used to extract the high-frequency current signal of 1,000 Hz at each relay location in the simulation. Besides, the sliding window is used to calculate the amplitude of the high-frequency current in real time. The fault of the main feeder is simulated in detail. Meanwhile, the simulation of the branch feeder fault is given. In the following diagrams, IHFi represents the high-frequency current amplitude at protection i.
TABLE 1 | System parameters.
[image: Table 1]Performance of the Proposed Protection
Simulation Analysis of Main Feeder Fault
1) Fault Identification Results.
Now we take fault F1 as an example. The high-frequency current waveform for Line2_5 pole-to-pole fault is shown in Figure 5. It can be observed that in zone PZ I, the high-frequency current amplitude of protection 2 is the highest, so protection 2 reflects the positive direction of the fault. Similarly, protection 5 and protection 9 reflect the positive direction of the fault. Other protections except protections 2, 5, and 9 reflect the opposite direction of the fault. Protections 2 and 5 at both ends of Line2_5 meet the directional pilot criterion, and Line 2_5 is identified as the fault line. The left protection 6 of Line6_9 reflects the opposite direction of the fault and does not meet the directional pilot criterion. Therefore, Line6_9 is a non-fault line although the right protection 9 of Line6_9 reflects the positive direction of the fault. Other lines (Line3, Line4 et al.) are non-fault lines because their protection reflects the opposite direction of the fault.
[image: Figure 5]FIGURE 5 | High-frequency current waveforms for Line2_5 pole-to-pole fault (A) PZ I (B) PZ II (C) PZ III.
When a pole-to-ground fault happens on Line2_5, the fault identification results of the pole-to-ground fault are consistent with the pole-to-pole fault.
2) Fault Pole Selection Results.
Taking the Line2_5 fault as an example, the positive pole-to-ground fault is set to verify the effectiveness of the pole selection criterion in this paper. Figure 6 shows the result of fault pole selection. The amplitude waveforms of DC components of the positive and negative voltages are shown in Figure 6A. The waveform of DC component voltage amplitude ratio coefficient ku is shown in Figure 6B. In the case of a positive pole-to-ground fault, UHFN increases rapidly meanwhile UHFP and ku decreases rapidly to 0. The fault pole is judged to be positive by the fault pole selection criterion.
[image: Figure 6]FIGURE 6 | Waveforms for Line2_5 positive pole-to-ground fault (A) UHFP and UHFN (B) ku.
From above, it can be obviously concluded that the protection can identify the fault accurately in a short time.
Simulation Analysis of Branch Feeder Fault
Taking fault F3 as an example, when the fault happened on Line3, the high-frequency current waveform of each relay location in zone PZ I is shown in Figure 7. We can observe that the high-frequency current amplitudes in zone PZ I rise rapidly from zero to different positive values after the fault. Comparing the high-frequency current amplitudes at each relay location in zone PZ I, IHF3 is the largest. Therefore, only protection 3 in zone PZ I reflects the positive direction of the fault. Then the Line3 fault can be identified. The circuit breakers of protection 3 are quickly broken. Since protection 2 reflects the opposite direction of the fault, the right zones PZ II and PZ III are both non-fault zones. In this case, the proposed protection can also operate reliably.
[image: Figure 7]FIGURE 7 | High-frequency current waveforms for Line3 fault.
Influence of Transition Resistance on Protection Performance
The capability to withstand transition resistance of the amplitude-comparison protection is verified below. For different transition resistances, the fault identification results of Line2_5 are shown in Table 2. It can be observed that the amplitude-comparison protection has a strong capability to withstand the transition resistance. Even under the condition of large transition resistance of 10,000 mΩ, the positive direction of fault and the fault line can be accurately identified by comparing the amplitude of high-frequency currents in each zone.
TABLE 2 | Fault simulation results of Line2_5.
[image: Table 2]Influence of High-Frequency Current Characteristic Frequency Selection on Protection Performance
The characteristic frequency of high-frequency currents is selected as 1,000 Hz in this paper. The high-frequency current protection method is based on the superposition principle, which uses the characteristics that the high-frequency current is very low during normal operation and increases significantly after the fault. The simulation results of high-frequency current before and after the fault are shown in Table 3. The rationality of selecting the characteristic frequency of high-frequency currents as 1,000 Hz is explained as follows:
1) During normal operation, the main component of the DC line current is the DC component, and the high-frequency component is little. According to the average value of high-frequency currents within 1 ms before the fault in Table 3, the lower the characteristic frequency, the greater the pre-fault high-frequency current is. When the frequency is less than 600 Hz, the pre-fault high-frequency current will be greater than 0.228 A. When the frequency is 1,000 Hz and above, the pre-fault high-frequency current will be less than 0.14 A. According to the superposition principle, the fault high-frequency component is equivalent to the superposition of the pre-fault high-frequency component and the additional high-frequency component introduced by fault. When the frequency is low, it is inevitable to consider the pre-fault high-frequency component. Higher frequency selection is conducive to completely ignoring the pre-fault high-frequency component.
2) According to the average value of high-frequency currents within 1 ms after the fault in Table 3, the higher the characteristic frequency, the smaller the high-frequency current after the fault is. Therefore, the selected frequency cannot be too high. Otherwise, the high-frequency current amplitude is low when the fault happens, which is not conducive to fault detection. In addition, according to Shannon’s theorem, the sampling frequency should be more than twice the high-frequency frequency. The overhigh frequency selected requires a higher sampling frequency of the device.
TABLE 3 | Simulation results of high-frequency current before and after fault with different characteristic frequencies of high- frequency currents.
[image: Table 3]In this paper, the system is required to meet the following conditions: 1) The high-frequency current is almost zero during normal operation; 2) The high-frequency current with high amplitude will be produced after the fault, which is conducive to fault detection; 3) The engineering requirements of the sampling frequency are met. Therefore, the frequency selection of 1000 Hz is more reasonable.
Influence of Load Mutation on Protection Performance
The load mutation can be simulated by a sudden increase of the EV load. After 1.2 s, the EV load is suddenly increased by 150 kW. Figure 8 shows the high-frequency current amplitude at the relay location of each zone.
[image: Figure 8]FIGURE 8 | High-frequency current waveforms when the load changes suddenly (A) PZ I (B) PZ II (C) PZ III.
Although the load mutation will produce high-frequency current disturbances, the low-voltage startup criterion is added in this paper. The load mutation will not cause a significant drop in DC voltages and the protection will not be initiated. Therefore, the load mutation does not affect the performance of protection.
Influence of Data Synchronization Error on Protection Performance
The existing protection methods of DC micro-energy systems include conventional overcurrent protection, distance protection, and current differential protection. Among them, overcurrent protection has poor selectivity due to small differences in the characteristics of internal and external faults. Besides, the threshold of overcurrent protection is difficult to set and easily affected by the transition resistance. As for distance protection, it is difficult to measure impedances accurately in a short time, and the measurement error is large and vulnerable to transition resistance. Current differential protection has strict requirements for data synchronization, and a small time difference in synchronization of external faults will also produce a differential current with a high peak value, leading to maloperation of current differential protection. The high-frequency current protection proposed in this paper can address these issues above effectively. To demonstrate the validity of the proposed scheme, an experiment is built and tested.
The data at both ends of Line2_5 are set to be asynchronous. The time difference in synchronization is set to 1 ms. The differential current, braking current, and high-frequency current waveforms are simulated to compare the performance of current differential protection and high-frequency current protection in this paper.
1) Internal Fault Analysis:
Taking F1 pole-to-pole fault as an example, for Line2_5, F1 is an internal fault. Figure 9A shows the waveforms of the differential current and the braking current of this line without data synchronization. Figure 9B shows the comparison with data synchronization. When data are strictly synchronized, the differential current is much larger than the braking current in the case of an internal fault. However, the difference between the differential current and the braking current is very small when data are not synchronized. Therefore, unsynchronized data will reduce the sensitivity of current differential protection, which may cause protection rejection in the case of an internal fault.
[image: Figure 9]FIGURE 9 | Differential current and restraint current waveforms under an internal fault condition (A) Without data synchronization (B) With data synchronization.
When data are not synchronized, the high-frequency current waveforms in zone PZ I and PZ II in the case of the Line 2_5 internal fault are shown in Figure 10. We can observe that unsynchronized data only delay the fault direction identification time of zone PZ I but do not affect the correctness of the fault direction identification. In this paper, the high-frequency current protection can still accurately identify the internal fault.
2) External Fault Analysis:
[image: Figure 10]FIGURE 10 | High-frequency current amplitude waveforms under an internal fault without data synchronization (A) PZ I (B) PZ II.
Take the three-phase short-circuit fault of the AC system on the left as an example. For Line 2_5, it is an external fault. Figure 11A shows the waveforms of the differential current and the braking current of this line without data synchronization. Figure 11B shows the comparison with data synchronization. The differential current is strictly zero under an external fault condition when data are strictly synchronized. When data are out of synchronization, the differential current is greater than the braking current in a short time after the external fault. Therefore, unsynchronized data will easily cause false tripping of current differential protection devices in the case of an external fault, which greatly affects the performance of current differential protection.
[image: Figure 11]FIGURE 11 | Differential current and restraint current waveforms under an external fault (A) Without data synchronization (B) With data synchronization.
When data are not synchronized, the high-frequency current waveforms in zone PZ I and PZ II under the Line 2_5 external fault are shown in Figure 12. Unsynchronized data only delay the time of fault direction identification of zone PZ I but do not affect the correctness of fault direction identification. In this paper, high-frequency current protection can still accurately identify the internal fault. Since the protection in this paper adopts the directional pilot principle, it can ensure that protection devices will not malfunction when an external fault happens.
[image: Figure 12]FIGURE 12 | High-frequency current amplitude waveforms under an external fault without data synchronization (A) PZ I (B) PZ II.
Therefore, current differential protection has very strict requirements for data synchronization. It is prone to false tripping under an external fault condition and rejection under an internal fault condition. In this paper, high-frequency current protection adopts the principle of partition comparison and directional pilot connection, which has significant advantages in reducing the requirement for data synchronization and improving selectivity of protection.
CONCLUSION
DC micro-energy systems provide an efficient way to integrate fast-growing renewable energy sources, energy storage systems, and electronic loads. However, existing protection schemes are difficult to realize fast and accurate fault detection and isolation for DC micro-energy systems. This paper proposed an amplitude-comparison DC feeder protection scheme using high-frequency current, aiming at the problems of protection for DC micro-energy systems in selectivity, speed, and threshold setting. The fault direction can be identified by comparing the amplitudes of high-frequency currents at the relay location in each zone. The fault line can be identified by using the fault direction or the directional pilot criterion. Moreover, the fault pole can be identified using the voltage amplitude ratio coefficient of DC components. The characteristics of the proposed protection method are outlined as follows:
1) The fault identification criterion uses the principle of high-frequency current amplitude comparison without threshold setting. It solves the problem that threshold setting of the existing protection methods needs to consider the high-impedance fault at the end of the line and the low-impedance fault at the first end of the down line.
2) The protection method has absolute selectivity and can accomplish rapid protection of the whole line without a dead zone, which solves the problems of small differences between internal and external faults and poor protection selectivity.
3) The protection can identify the fault of branch feeders and main feeders and has a strong capability to withstand the transition resistance.
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In what ways can new, emerging digital technologies and energy business models such as “prosuming” become intertwined with troubling patterns of domestic abuse and violence? Domestic violence entails controlling, coercive or threatening behaviours, to gain or maintain power and control between intimate partners or family members regardless of gender or sexuality. The rapid development of digital communication services, smart homes, and digitalization processes such as prosuming create surprising threats related to technology-facilitated abuse. In this empirical study, based on a nationally representative survey of householders (n = 1,032 respondents) and three focus groups with the general public in different locations around the UK (n = 18 respondents), we explore the extent that prosuming technologies, smart grids and smart systems could act as potential enablers of domestic violence or systems of control. We also explore the use of smart systems as possible deterrents and mechanisms to reduce and address domestic violence and provide victim protection and recovery. In doing so, we explore user perceptions and preferences of smart systems, in relation to trust, monitoring, tracking, and surveillance. We finally discuss our results through the themes of duality and policy and provide conclusions with recommendations for further research.
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1 INTRODUCTION
Access to the Internet is perceived as a key service to gaining efficient access to information (Butler and Abrahart, 1997), guaranteeing economic well-being, advancing social conditions and achieving convenience. Therefore, the Internet is increasingly perceived as a fundamental human right (Sandle, 2016). With this in mind, the number of Internet of things (IoT)1 devices continues to grow rapidly (Mckinsey 2019), and in turn, smart systems have become a prominent area of study. For instance, extensive research has focused on the ability of smart systems to offer enhancements in many areas of life. These range from providing health and assisted living services (Balta-Ozkan et al., 2013), contribute to more energy efficient households (Sovacool, Furszyfer and Griffiths, 2021), to enhancing users’ comfort and convenience (Sovacool and Furszyfer Del Rio 2020) with an overall aim of boosting productivity and improving citizens’ well-being (OECD, 2018). In sum, smart devices possess the potential to transform human lives given the wide range of application these technologies offer (Hittinger and Jaramillo 2019).
In the energy arena, smart systems intersect with power networks via the deployment of smart grids, where traditionally, passive consumers are now becoming ‘prosumers’ (Morstyn et al., 2018; Bugden and Stedman, 2021). Prosumers are agents that consume and produce energy (Parag and Sovacool, 2016) and can monitor and share information on their energy usage to influence the operations of power systems (Darby and McKennab, 2012). The deployment of smart systems facilitates the transition towards a prosumers era and enables the integration of new business models such as peer-to-peer trading, electric vehicle-to-grid and demand response (Parag and Sovacool, 2016; Furszyfer Del Rio et al., 2020). However, we argue that with the emergence of smart systems and the entrance of novel business models, there is space to promote negative social interactions and iniquitous dynamics of control.
This paper explores whether smart and digital technologies could 1) act as potential enablers of domestic control and violence, and 2) operate as possible deterrents and mechanisms to mitigate such threats. Based on a nationally representative survey of householders (18 years and over) and three focus groups with the general public in the United Kingdom (UK), we explore users’ perceptions and preferences of smart systems concerning trust, monitoring, tracking, and surveillance. We take this approach given that an increasing number of smart connected products are capable of tracking most users’ activities in real-time (Neff and Nafus, 2016; Wajcman, 2019) and contain features of sharing and storing data which can have added negative implications (Zuboff, 2018; Wachter, 2019).
Unlike Furszyfer et al (2021), who explored smart systems via the lens of gender, our prime contribution consists in investigating how personal data, privacy and surveillance related issues with prosuming or digitalization could enable practices such as, but not limited to, smart monitoring and stalking, domestic violence, and parental control. To do this, we first offer a review of the literature in Section 2. We then infer connections between surveillance, violence and smart systems rather than directly state them, given our initial research design (see Section 3), and present our results in Section 4. In Section 5, we discuss our results through the themes of duality and sometimes competing functions and emotional reactions, as well as the promise of those technologies for mitigating domestic violence.
2 REVIEWING LITERATURE ON SMART ENERGY AND HOMES, TECHNOLOGY FACILITATED ABUSE, AND MONITORING
As both prosuming networks and smart systems become more deeply woven into all aspects of our lives, the discussion around the benefits of such technologies has often focused on values such as comfort, convenience and control (Strengers and Nicholls 2017; Marikyan, Papagiannidis, and Alamanos 2019). Previous research regarding the risks of smart systems has mostly explored users’ privacy (Véliz and Grunewald, 2018; Wachter, 2019), whereas a still unattended area is the potential threats that could result from technology related abuse. These include, for example, smart enabled control of family members (Nansen and Jayemanne, 2016), and even domestic violence (Chatterjee et al., 2018; Freed et al., 2018; Henry and Powell, 2018). On the latter, Stark and Hester (2019) indicate that tech abuse can affect individuals psychologically, physically, sexually, financially and emotionally. To this, the Australian national independent regulator for online safety, (2020) has stated that “Technology-facilitated abuse has become ubiquitous in cases of domestic and family violence It ranges from low tech—like abusive text messaging—[to] smart home devices like their TV or fridge to exert fear and control.” Indeed, misusing technology to perpetrate violent acts has been acknowledged as a social and economic global problem (UN Broadband Commission for Digital Development, 2015).
In this research, we work from the premise that digital technologies have historically been gendered by design and association and thus, the “cyberspace cannot escape the social construction of gender [Adams (1996) P. 162].” As such, we argue that other forms of violence towards women may persist. For instance, Cintron (2009) and Citron and Norton (2011), suggest that online social outlets (e.g. Twitter and blogs) represent common grounds to attack women, “destroy their privacy.” and diminish their reputation. In consequence, online public debates have historically been dominated by males (Herring, 1999), with others arguing that the internet has often been a “frightening and toxic place for women” (Amnesty International, 2017). Salerno-Ferraro et al. corroborate this point and argue that women are key targets of violence in online spaces, online gaming and social media (Salerno-Ferraro, Erentzen and Schuller, 2021). For Wajcman, the perception that digitalization is a male-dominated field, is explained by constructing gendered identities and discourses produced simultaneously with technologies (Wajcman 2007). Thus, this suggests that technology and gender relations ought to be approached through a technofeminist perspective, where several dimensions involving material, discursive and social elements are considered to avoid excluding women (Wajcman, 2004).
2.1 Forms of Technology Facilitated Abuse
Before moving on to key concepts in technology facilitated abuse, we briefly define domestic violence as “any incident or pattern of incidents of controlling, coercive or threatening behaviour, violence or abuse between those aged 16 or over who are or have been intimate partners or family members regardless of gender or sexuality [Home Office (2013) P 2]”. This could entail but is not limited to any form of psychological, physical, sexual, financial or emotional abuse (Leitão, 2018). Domestic violence impacts people and genders in all social, economic, ethnic, educational and cultural groups (Heise and Garcia-Moreno, 2002), but is particularly wide-spread against women and girls (United Nations, 2018). In 2017, UNOCD (2018) reported that 87,000 women were murdered, of which intimate partners or family members killed around 50,000. In the UK context, charity Refuge (2018) has estimated that one in four women have experienced domestic violence in their lifetime, while the Crime Survey for England and Wales reported in 2018 that 8.2% of women and 4% of men had experienced domestic violence (Office for National Statistics, 2019). Certainly, intimate partner violence is a complex issue and, as such, can take different forms, from physical and/or sexual violence with a variety of non-violent control tactics to couples’ arguments that turn into aggression and acts of resisting violence (Johnson, 2011).
Research indicates (Henry and Powell, 2015; Woodlock, 2015; Diana Freed et al., 2018; Parkin et al., 2019), however, that domestic violence cases are on the rise, in part, as abuse facilitated by technology does not require face-to-face encounters between victim2 and perpetrator (Marganski and Melander, 2018). Technology facilitated abuse does not recognize borders and boundaries, and its victims often feel hounded, under surveillance and harass by the abuse on their IoT devices and/or social media (Harris and Woodlock, 2019), since these technologies provide instantaneous communication, they enable quick access to methods of harassment and abuse (Melander, 2010; McManus et al., 2021).
There are many forms of technology facilitated abuse and the rapid development of ICTs generate ever-changing patters of these (see Table 1). These include technology facilitated sexual violence (TFSV), which uses “cell phones, email, social networking sites, chat rooms, online dating sites, and other communications technologies” to enable rape or sexual assault (Henry, Flynn, and Powell 2020; p 1836). Digital dating abuse, another serious offence, consists of a “pattern of behaviours that control, pressure, or threaten a dating partner using a cell phone or the Internet (Reed, Tolman, and Ward 2016; p 1556)” (see also Hinduja and Patchin 2020). For example, data from England and Wales indicate that dating apps have been linked to more than 500 crimes, and whilst the majority are sex offences, others range from murder and rape to child abuse (Kjellsson, 2016).
TABLE 1 | Included and excluded terms of technology facilitated abuse.
[image: Table 1]Image-based sexual abuse entails all forms of the non-consensual creation and/or distribution of private sexual images. These include abusive behaviours beyond “revenge porn”, sexual extortion (or “sextortion”), “upskirting., voyeurism and many other similar forms of sexualised abuse (McGlynn, Rackley and Houghton, 2017)”. Vinopal (2020), found that one in 25 people in the US has had a sexual video or image of themselves shared on the internet without their consent, and about 90% of them were women. However, image-based sexual abuse is not confined to adults only–more than 500 children were victims of such abuse in England and Wales last year (Webb and Weale, 2020), and Keller and Dance (2019) have found that child sexual abuse images have doubled in recent years.
Another prominent form of technology facilitated abuse focuses on cyberstalking, which involves the use of digitally connected devices to participate in a “pattern of repeated behaviour that causes the victim to fear for his or her safety (Nobles et al., 2014; pg 988).”, also potentially affecting victims’ creativity, concentration, and performance (Holland et al., 2020). Cyberstalking involves using hidden webcams, GPS devices, and spyware to monitor victims’ activities, exert controlling behaviours (Reyns, 2019), and contact the victim under anonymity through fake online profiles (Smoker and March 2017). In comparison to other forms of stalking, cyberstalking victims are more likely to be intimate partners (Cavezza and McEwan, 2014). Linked to cyberstalking is online harassment, a complex concept that varies in expression and severity (Jones, Trott and Wright, 2020) from hateful insults and death threats to humiliating and/or unwelcome conducts of sexual nature (Henry and Powell, 2017; Vilk, 2020). Although this problem began with the arrival of the internet, it is pervasive and growing (Anderson, 2017; Vilk, 2020), with implications affecting the victims and wider communities when sharing the victim’s identity traits (Nadim and Fladmoe, 2019).
2.2 Parental Monitoring and Control
Children born in connected homes tend to be very conscious of their need for privacy (Leaver, 2017). Particularly, in terms of what they share with their parents and family, rather than what they share with the outside world (Boyd, 2014). Surveillance technologies can create anxiety and hypervigilance (Monahan, 2010) without necessarily increasing children’s health and safety (Hasinoff, 2017). Research also indicates that surveillance and tracking technologies within families may lead to a lack of trust and a reduction in children’s independence and skills to evaluate and respond to risk in public places (Mayer, 2003; Fox, Osborn and Warber, 2014). Research, indicates that children’s use of ICTs and online navigation is often negotiated in complex and nuanced ways (Livingstone and Sefton-Green, 2016). From an infants’ perspective, Ghosh et al., note, after revising 736 reviews of 37 mobile online safety apps, that children’s ratings towards monitoring apps were significantly lower than those from parents, with 76% of children’s reviews giving apps a one star. Children, in their study, felt that the apps were restrictive and invasive of their privacy (Ghosh et al., 2018).
Risks, however, are not limited to power dynamics but also practices of data misuse (Holloway, 2019). Children’s wearables (i.e. Owlet) can collect intimate private data about biological activities, oxygen levels, sleeping patterns and children’s peace of mind (Leaver, 2018). These devices are not certified as medical tools (King, 2014) and support the idea that good parenting requires data surveillance practices as a form of care without parents knowing that biometrics infant data is being recorded and monetized. Under these contexts, Grimes (2014) calls for critical awareness of the ideological and political dimensions of infants’ technologies.
2.3 Femtech and Menstrual/Health Surveillance
Our final category of literature discusses a class of technology known as “femtech.” In the context of smart systems, both Google Play Store and iTunes Store display countless numbers of pregnancy and menstruation-related apps. There is little doubt this market is on the rise, with femtech products and services valued at $17 billion in 2018 and estimations suggesting this market will increase to $50 billion by 2025 (Statista, 2020). Johnson (2014) indicates that pregnancy apps belong to the datafication space contemplating pregnancy as “an administrative and calculable activity, valuing data over subjective experiences and changing the meaning of what is be a mother (2014 p. 346).”. Moreover, research indicates that pregnancy apps have failed in protecting users’ data and their records with information being sold to third parties (Bert et al., 2015). Leaver (2017), in a similar vein, notes that leading pregnancy apps (i.e. Glow) have several vulnerabilities where third parties could access private/intimate information.
Monitoring the health of users in domain of smart homes is not limited to apps. For instance, smart health devices (i.e. Withings Wireless Blood Pressure Monitor or Beddit) could retrieve users’ private data and share it with brokers for profiling and advertising purposes. Such practices contribute to inform decisions and “punish.” users by insurance companies (Furszyfer Del Rio et al., 2020) leading, to some arguing that “smart systems have shifted society from one of disciplined to one of control [having] a normative effect on producing ‘good’ household occupants (Maalsen and Sadowski 2019 p.123 p.123).”.
3 MIXED METHODS RESEARCH DESIGN
Our sources of primary data for the study were twofold: a nationally representative survey (with quantitative and qualitative questions) distributed in the United Kingdom, alongside three focus groups. To be clear, both of these instruments were empirical, and had the advantage of collecting data inductively in a grounded manner (rather than nudging respondents or connecting our questions explicitly to any sort of dominant conceptual theory or framework). Figure 1 visually depicts our research design.
[image: Figure 1]FIGURE 1 | Visualizing our research design and dataset flowchart.
Our survey instrument was built off earlier work examining user perceptions of smart homes conducted by Hargreaves and Wilson (2017) and Wilson et al. (2015). It was designed to take 10–15 min to complete, and it consisted of twenty questions across four sections. The first section explored the socioeconomic and demographic attributes of respondents. The second section investigated adoption patterns and knowledge of smart home technologies, including smart energy systems and prosuming elements such as peer-to-peer trading or home energy management. The third section examined preferences in smart technology as well as trust and perceived risks. The fourth had open-ended questions asking respondents to share experiences about smart homes and their willingness to be contacted for future research. Most questions used a 5-point Likert Scale (1 = strongly disagree, 5 = strongly agree), with the survey implemented online by a market research company, Dynata, using a respondent panel representative of the UK household population (homeowners and those who rent). Dynata scripted an online version of the survey instrument using their proprietary software. Once checked by the research team, Dynata sent unique person-specific links to the survey to individuals in their respondent panel who have agreed previously to take part in survey research in exchange for incentives. The sampling frame consisted of householders, in the UK, who had to be over the age of at least 18 years old.
A total of 166 respondents were screened out based on quality checks. These quality checks included ‘flat-liners,’ straight-line responses on blocks of questions; ‘rushers,’ those who gave incomplete, contradictory or unrealistic responses (e.g., the respondent who claimed to have 99 children); and ‘speeders,’ those who had unrealistically fast survey completion times. The final sample comprised 1,032 respondents.
To triangulate the findings from the survey, we also conducted three focus groups in the last quarter of 2019 across London (n = 7), Greater Manchester (n = 4), and Surrey (n = 7). This included two urban locations (London and Surrey) and one rural (Manchester). The Focus Groups were organized and managed by a separate market research company, YouGov. The focus groups lasted 90 min and involved a mix of different demographic respondents with the details summarized in Table 2. The focus groups followed a similar structure to the survey, examining general knowledge of smart home technologies, experience and usage patterns, perceived benefits and disadvantages, trust, and values. Even though they were recorded and fully transcribed by YouGov, at least one member of the research team observed all of the focus groups.
TABLE 2 | Demographic Attributes of Focus Groups in London, Manchester, and Surrey(n = 18). Source, authors.
[image: Table 2]We analysed our data using SPSS software to produce descriptive statistics on our quantitative data, which was supported by inductive thematic analysis of the qualitative data from focus groups and the survey. To ensure anonymity, focus group participants are referred to in our results as follows: London male (FGLM), London female (FGLF); Manchester male (FGMM), Manchester female (FGMF); Surrey male (FGSM) and Surrey female (FGSF). The survey respondents are reported as male/female and respondent number (e.g. MXX, FXX).
Our study has some limitations, mainly the way our survey and focus group questions were designed. Our study was mostly focused on the general risks and benefits smart systems. Therefore, we did not directly ask about abuse or domestic violence, whether participants had experienced technology abuse. Given the sensitivity of this topic, we did not think that it was appropriate to ask about it among a more general survey on smart systems or to raise it as a question in a public focus group setting.
4 RESULTS: VIOLENCE, STALKING, SURVEILLANCE AND PRIVACY IN THE SMART PROSUMING HOME OF THE FUTURE
This section presents our results that fall into the following themes: knowledge as an enabler of domestic violence; smart monitoring and stalking; parental control and surveillance of children; femtech, menstruation and pregnancy.
4.1 Knowledge as an Enabler of Domestic Violence
Our first question explores users’ knowledge of smart systems. Here, we asked survey respondents: How much would you say you know about smart systems? We were interested in participants’ answers in this area since being knowledgeable regarding the use of smart systems may facilitate perpetrators tools to enact cyber abuse or victims to respond to it. For instance, Dimond et al. (2011) indicate that victims of technology abuse felt they were less tech savvy than their abusers. Whilst Freed et al. (2018), show that due to victims’ lack of knowledge, abusers can typically access victims’ digital accounts and devices and use them to control them. We argue that smart systems that undermine victims’ data, privacy, and autonomy should raise serious surveillance concerns related to cyberstalking and even micromanagement.
Our results indicate that most men 60.5% have a good idea to a very good idea of what smart systems are, in contrast to 49.2% of women (see Figure 2).
[image: Figure 2]FIGURE 2 | Differences in knowledge about smart systems.Source, authors. Error bars indicate 95% confidence interval.
Based on the evidence presented above and findings from Dimond et al. (2011) and later work by Chatterjee et al. (2018), female victims of domestic violence felt that they were less tech savvy than their abusers. We infer from our results that women could be in a more vulnerable position than men. Particularly, since many female participants in our survey stated, for example: “I have very little experience of smart home technologies.” (F288) and “I haven’t used any” (F307). In one of our focus groups, a female participant (FGMF) stated that “I don’t use any smart stuff for anything” when discussing smart systems used for energy monitoring. In a further discussion on whether systems were gendered, one female participant noted that they were “caveated with boys and toys.” (FGSF). More specifically, lack of knowledge was mentioned by one male focus group participant when discussing potential surveillance equipment such as cameras in the house: “I think there are issues that could arise especially in unhealthy relationships where one person is more tech savvy than the other. You don’t know quite what monitoring equipment they might be putting on, let’s say, the bedroom or even the bathrooms.” (FGSM).
However, lack of knowledge not only remains on the victims’ side. A growing body of research (Chayn, 2017; Raptis et al., 2017; Bowles, 2018; Lopez-Neira et al., 2019) suggests that the deficient expert knowledge needed to advise victims about safety and security along with the lack of resources in the legal framework. Due to the lack of expertise in this area, pressure is placed on victims to resolve issues, many of whom feel that they do not possess the knowledge to identify, cope or manage technology abuse.
Indeed, in our own focus groups, participants raised serious concerns regarding lack of knowledge from manufactures. For instance, FGLM commented: “If you are not tech savvy, you are stuck with the problem until helpdesk decides to help you and sometimes, they do not have an immediate remedy to your problem. There are other worse cases where helpdesk do not even know how to fix your problem”. FGSM elaborated that “I’m tech savvy myself and huge believer of this technology, I installed all the cameras in my house and I can control everything from my phone… unfortunately, as many of these technologies are new and they keep having endless new updates, customer service will not have an answer to all of our problems”. Other male and female participants also noted how these technologies are not easy-to-use, are hard to set-up, and how lack of expertise from manufacturers could lead to trouble. On these subjects, focus group participants stated: “frankly, none of them are easy to set up. I am a geek, and none of them work in the way that they promise they will.” (FGSM) and “it is too complex for some people to contemplate and set up’ (FGSM). In our survey, one respondent emphasised that smart systems were “incredibly complex to set up.” (F977).
4.2 Smart Monitoring and Stalking
As shown in Figure 3, women and men have different views regarding smart systems used for monitoring. Our findings indicate that women have a stronger preference for smart systems compared to men to monitor aspects related to health, energy/heat use, household security, entertainment preferences, young children, elderly/ill, household objects, clothing/laundry, food/diet, pets, financial history, menstruation and pregnancy and family members. Men, in contrast, would only have preferences to monitor cars/vehicles.
[image: Figure 3]FIGURE 3 | Differences in mean scores for the ‘I am comfortable with smart systems monitoring’ (Likert scale of 1–5, with 5 = strongly agree).Source. authors. Error bars indicate 95% confidence interval.
For instance, our survey results indicate that 33% of women and 29.5% of men agreed that one of the purposes for smart systems could be to monitor family members (see Figure 3).
Indeed, in the cyber domestic violence dimension, strangers are not the primary culprits but partners or family members often are the ones that initiate security breaches, look to enhance control and stalk partners (Refuge, 2018; Leitão, 2019). Observations on this matter were brought, respectively, by survey respondent F996 and focus group participant FGMF, as they expressed: “Sometimes couples use it to spy on each other” and “I don’t know if you watch Coronation Street… a gentleman and his partner have split up and he left a camera in her house, so he’s been watching her from his house, so that goes on.”. Research in this area has explored how certain technologies could facilitate constant surveillance on partners through tactics such as digital monitoring and tracking to enable perpetrators varied forms of control (Dragiewicz et al., 2018; Harris and Woodlock, 2019). Simultaneously, these provide perpetrators with quicker access and methods to harass and abuse (Melander, 2010).
For Stark, stalking is “the most dramatic form of surveillance used in coercive control fall in a continuum with a range of surveillance tactics whose aim is to convey the abuser’s omnipotence and omnipresence (Stark, 2012; p 25)”. Therefore, digital technologies can provide the sense of being ever-present in the victim’s life. Fraser et al. corroborates that “one of the most terrifying tactics used by stalkers is to make the victim feel that she has no privacy, security, or safety and that the stalker knows and sees everything (Fraster et al., 2010; p 44)”. In this sense, although a victim might be separated from his/her partner, they have not been able to completely escape their presence in their lives (Dimond et al., 2011). Similar to these sensations, feelings about being observed, also emerged in both of our qualitative methods. For instance, FGLF stated “Who knows who is going to be listening to you or watching you. I would constantly feel unease knowing that someone is sitting in the back just watching me.” FGLM commented that “For me, when looking at surveillance, it’s like you’d say there are the good aspects and aspects where it could be open to abuse.” And M512 expressed: “It’s like Big Brother watching all the time. Potentially, very dangerous.”. In addition, participants in our focus groups mentioned how these technologies could facilitate being stalked. For example, FGMM said: “[Nest camera] You could use it when somebody doesn’t really know is been watched. I’m following you and you don’t know that I’m following you’ and FGMF: “Stalking is the only use I can see in Ring Cameras.”.
Certainly, within the smart technologies universe, each device could be used for monitoring purposes. For example, Interval House (2019) found common means to carry out stalking through technology. For instance, perpetrators could slip small tracking devices into their victim’s clothes or use smart security locks to either lock out or lock in their victims. Abusers could use location-based services (such as find my iPhone), parental tracking or other safety services (e.g. Find my Friends) to track their victims, which could result in potentially dangerous physical stalking (Freed et al., 2018). Other forms of stalking are facilitated by apps. For example, abusers could use the geolocation posts on Facebook, Instagram or Snapchat to track their victims’ activities and show up in person or let their victims know where they are (Woodlock, 2017).
For example, the Washington Post (2019) and Thebault (2019) reported that an Australian woman’s ex-boyfriend stalked her for months by using smartphone apps linked to her Land Rover. With this, the perpetrator was able to control her windows and stop the car remotely. Besides hacking connected devices, cyberstalking can also be conducted through the use of stalkerware and/or spywares3. The use of such applications grew by 40% in 2019, according to 67,000 users having stalkerware apps installed on their phones in 2019 (Webb, 2020). Recurrent forms of monitoring and violence have victims report that they feel constantly unsafe as they cannot truly escape from their abusers, regardless of their physical location (Dimond et al., 2011). Indeed, results from the National Network to End Domestic Violence found that 50% of victim service providers report that offenders constantly use digital platforms and mobile apps to stalk victims and another 41% reported that abusers use GPS tracking devices (Young and Saxena, 2019). Based on this, the New York Times reported that centres for domestic violence have noted that abusers were monitoring victims’ activities or remotely controlling smart home appliances and smart systems. Whilst other victims report that they had their “thermostats kicked up to up to 100 degrees” or their “smart speakers turned on in the middle of the night (Bowles, 2018).”.
Certainly, participants in our survey noted that “smart systems are invading privacy and over-monitoring users” (M18) and that they are an “invasion of privacy as they are listening all the time” (F582). Another survey respondent felt uncomfortable around such technology: “I don’t like the idea of AI listening into my conversations.” (F995). Overall, 54.5% of male and 60.6% of female respondents agreed that smart systems could be intrusive (see Figure 4). Pertaining to one of our themes on domestic violence, features of digital communications such as storage, synchronicity, replicability and mobility (Baym, 2011) enhance abusers’ ability to persist intruding on their targets regardless of their location. In turn, perpetrators’ dimension of control goes beyond previous spatial boundaries and become more intrusive. According to FGLF, “smart systems are intrusive, it’s full of cameras or devices always watching you, microphones that are always listening to you.” The intrusiveness of smart devices was not only brought in our focus groups, but also, results from our survey indicate that users perceive these technologies as an invasion of their privacy. This view is illustrated in Figure 4, below.
[image: Figure 4]FIGURE 4 | Differences in survey counts for ‘There is a risk that smart systems are intrusive’. Source, authors. Error bars indicate 95% confidence interval.
Working from the premise that smart systems do not require face to face encounters and acts of violence can be perpetrated regardless of the user and perpetrator location, we argue that these devices could facilitate domestic violence to occur 24 h a day. Indeed, (Stark, 2012) identified that victims in this situation felt a condition of “unfreedom entrapment”, which key feature was to micro-regulate victims’ everyday behaviours in private and public spheres, restricting access to both (Stark, 2007; Woodlock, 2017). It is under this context where discussion of coercive control has emerged. For instance, (Stark, 2007) argues that coercive control is a theoretical framework that entails physical abuse that occurs not only within the settings of domestic violence but also includes tactics that are not traditionally considered as serious forms of abuse. To this, Reed et al., (2016) add that digital technologies belong to a “constellation of tactics” within abusive relationships to allow the perpetrator to achieve certain goals, such as sexual gratification, coercion, retribution, humiliation, and exert control. Woodlock (2017) and Stark (2007), thus, concurred that although women can be abusive in intimate relationships, men often are the main perpetrators of coercive control, due, in part because it is a form of violence rooted in systemic inequality, which affords men a sex-based privilege (Woodlock, 2017). Given the rising number of coercive control offences (Stark, 2018; Stark and Hester, 2019) the UK has recently passed a Domestic Abuse Bill, which provides a new definition of domestic abuse and controlling and manipulative non-physical abuse. The Bill aims to enable everyone to understand what constitutes abuse and thus, encourage more victims to come forward (Home Office, 2019). In addition, the UK government has passed a legislation that positions coercive behaviour in an intimate or family relationship as part of a Serious Crime Act. The offence applies when: “A repeatedly or continuously engages in behaviour towards another person, B, that is controlling or coercive; and At time of the behaviour, A and B are personally connected (The Crown Prosecution Service 2017, Section 76, p.n/a).”.
4.3 Parental Control and Surveillance of Children
Figure 5 shows noticeable differences in smart systems attributes. For instance, men value privacy and comfort more than women. However, females were more concerned with aspects related to control, trust and the environment. Convenience, however, was almost equally rated. For this section, we note that surveillance occurs in many settings of our lives, in different relationships and zones, and is not confined to abusive relationships. For instance, Taylor and Rooney (2019), Hasinoff (2017) and Leaver (2017) discuss the role of digital technologies in parental surveillance (as we later present). Whilst others study the role of digital technologies in governmental surveillance (Marwick, 2012; Gallie et al., 2016; Han, 2017; Kendall Taylor et al., 2020; Mello and Wang, 2020), which may lead to denial of services and even destruction of property (Kleinrock, 2004). In sum for Zuboff, (2018) “nearly every product or service that begins with the word “smart.” or “personalised.”, every internet-enabled device, every “digital assistant.”, is a simply supply-chain interface for the unobstructed flow of behavioural data on its way to predicting our futures in a surveillance economy.”.
[image: Figure 5]FIGURE 5 | Different in mean scores from the focus group of smart syetms attributes by gender (n = 18). Source, authors.
Tension in our survey and focus groups emerged when discussing using smart systems to monitor young children. As represented in detail in Figure 6, results from our survey indicate that only 29.8% of men and 31.7% of women agree to use these technologies with this end.
[image: Figure 6]FIGURE 6 | Difference in survey counts for ‘Comfortableness of using smart sysemts to monitor children’.Source, authors. Error bars indicate 95% confidence interval.
However, most participants in our focus participants felt comfortable monitoring young children. To illustrate this point, FGMM said: “Baby monitors, when they’re sleeping. Definitely not a problem with that That would be the only camera I would have inside my house.” On this, FGLM expressed: “if you have children, you may want to be watching what they’re up to.” For some, invading baby’s privacy was not an issue, as elaborated by FGLM: “It’s a very helpful baby monitor. And if somebody wants to track the behaviour of my two-year-old grandson, they’re welcome to it.” Another FGLM stated that it was “completely acceptable to monitor a young child upstairs while you are downstairs.” and that “smart systems have great potential to stop kidnappers and alert the police or others about kidnapping from a remote location.” Indeed, we will return to this point about smart systems possibly stopping abuse in Section 5.
Nonetheless, reasons to distrust technologies designed for children should be on parents’ radars given the 45 million online photos and videos of children been sexually abused and, in some cases, tortured. Keller and Dance (2019) found an insatiable criminal underworld that has exploited the flawed and insufficient efforts to contain these horrific imaginaries, given that criminals are using advanced technologies like encryption to stay ahead of the police. Similar experiences are noted by Chiu, (2019), who reported that through a Ring camera, an eight years old girl not only was subject to racial slurs, she was also told to break her television by a hacker—he continued pestering and harassing the little girl until the parents disconnected the device. On this, FGSF commented: “there are some horrible people out there absolutely vile people, they will definitely take advantage of some of these things”. FGLF added that “I want to trust smart systems more, I would love to trust them more. But I don’t.”
For Madden, (2016), regardless of users undergoing negative experiences, “smart” parental tracking is the logical result of a world where children spend a significant part of their lives in the digital arena. Nonetheless, over-monitoring children could lead to negative outcomes, as shown by Hawk et al., (2009) when they reveal that if parents engage in highly intrusive behaviours over their children, it may backfire on them, as children may adopt more secretive behaviours, thus, unbaling parents to know less about their children’s activities and whereabouts. Given that the technology of parental control has evolved so rapidly, there are not yet clear norms of what is acceptable or even healthy in demarcating monitoring boundaries (Weir, 2016).
Ironically, in some cases, children themselves ask for smart systems that could be used to monitor them. Focus group participant FGLM said.
It’s so I can keep in contact with my children. Our kids said we needed them [smart systems]. Children’s schools they wanted to have constant contact with parents and having a reliable way they could be contacted.
FGSF noted that:
When you join school now, you’re generally expected to do some element of your homework using Google or exploring online. So, children are encouraged from an early age to use digital technologies. Because if they do not, they are going to be excluded from the world.
Parents observations on this matter were apt, given that the UK government, through the Education Technology (EdTech) program, seeks to tackle day-to-day challenges faced in the education sector, including reducing teacher workload, increasing efficiency, improving accessibility and inclusion and improving teaching and students’ outcomes. The program seeks to tackle these challenges by using tablets, laptops and/or other digital devices (Department of Education, 2019). Demonstrating how much the industry has grown so far, investments in EdTech have reached £90.9 million–a 140% increase in the amount invested in 2016 (Robins, 2019).
4.4 Femtech, Menstruation and Pregnancy
Another set of concerns arise through the monitoring of smart systems related to menstruation and pregnancy.In our survey, as Figure 7 illustrates, 28.9% of women and 20.3% of men agreed to use these technologies for that purpose. Yet, people could have reasons to distrust technologies accessing personal data to monitor menstruation and pregnancy cycles.
[image: Figure 7]FIGURE 7 | Survey counts for ‘Comfortableness of using smart systems to monitor menstruation or pregnancy’.Source, authors. Error bars indicate 95% confidence interval.
Given the potential scenarios for misusing personal information, focus group participant FGSM expressed being distressed on where their data in general was going: “For me, the biggest fear, it’s the data that they’re colleting that I don’t know about. I think it’s the analytic data that they’re generating on you. They can tell what you like, what you don’t like, they even can tell what your personality is.”. These concerns were not far from reality, as many manufacturers of smart devices base their primary business model on collecting household data (Naughton, 2019). Not only that, Zuboff, (2019) notes that consumers are unaware of the value of the data they are giving away, which is not only extremely valuable but also can be profitable to generate predictions about preferences and future behaviours. Focus group participant FGLM shared a similar perspective when he stated: “The people who are benefiting now, and will do so more in the future, are the people who own the data that’s generated by smart technology, and then use that data to influence others’ behaviour”.
In this way, although participants seemed to be aware of some of the instruments that regulate smart systems, many still did not know what sort of personal information they were giving away when accepting terms and conditions. To this, focus group participant FGMF stated: “all these are signed up to GDPR, aren’t they? but it concerns me that maybe there are hidden ways of, I’m not saying that there’s any subterfuge going on, but sometimes you might not have ticked a box, so that inherently gives them permission to use your data in certain ways. I find myself checking more carefully now.”. Indeed, most participants were unaware of what information users are giving away when agreeing to terms and conditions. Focus group participant FGMM concurred and asked in the room: “how many of us actually read all the documentations and terms and conditions?.” Certainly, most consumers are not reading them properly, for example, Amazon states that users have given permission for human verification and allows to use data “to train our speech recognition and natural understanding systems (Hern, 2019).”.
Focus group participant FGLF explained in her experience why this could happen: “Basically, they designed the interface to make you just click through and ignore and just give them all they need.”. This vision could be accurate given that study conducted by McDonald and Cranor (2009) calculated that users would take up to 76 working days to read through all the privacy polices encountered in a year. In this sense, LifeHacker provides the internet users with the criteria for skimming through privacy policies. They advise users to look at statements related to data sharing, storage and collection or phrases such as “store’ and encrypt.”. Additionally, they advise users to search for terms such as “deletion” or “retention.” to learn about how long platforms keep their information (Grauer, 2019).
5 DISCUSSION: SMART SOLUTIONS TO COMPLICATED PROBLEMS
This section builds on our results to discuss three prominent qualitative themes: a duality of smart systems functions and emotions, the political economy of knowledge production, and the promise of smart systems for actually deterring and inhibiting abuse and violence.
5.1 A Plurality of Functions, Beliefs, Attitudes, and Emotions
Results from our study indicate that there are discrepancies in users’ beliefs and attitudes towards smart systems. For instance, although most participants knew about the risks these technologies entail and expressed being afraid of these concerns, participants still stated seeing the potential by which smart systems could ease their lives. We thus argue that the feelings and attitudes users have towards smart systems are complex, with a duality of positive and negative dimensions. Below we further elaborate on this thought.
First, our data was not uniformly critical of smart systems. In some instances, smart surveillance fulfilled its purpose. For instance, survey respondent F898 avoided being robbed by monitoring his/her property: “Caught a burglar in my home on Canary camera but police still don’t have any one arrested as yet.” Monitoring has also helped to avoid food waste as noted by survey respondent M350: “As by-product, we noticed while on holiday our hive wasn’t active–we asked a family member to check, and there had been a power-cut which tripped the breakers. Saved us at least £300 in freezer food”. FGMF said that smart systems helped her to keep in touch with family: “I use technology for a range of applications but mainly to keep in touch with younger members of my family.”. Whereas survey respondent M703 perceived smart systems as a mean of enhancing relationships: “They can provide a way of aiding relationships”.
Focus group participant (FGLM) captured a possible explanation of the duality of feelings, when he elaborated: “Despite my nightmare scenarios, I’m positive about it. It may seem really odd, but I am. I hope that we’re going to get the built in, we’re going to get to a point where we start to legislate more personally, and people are going to legislate for us, so we can get more control over these things.”. Or focus group participant FGMF, who regardless of discussing risks, still felt optimistic: “There are some reservations, which we’ve discussed, but I think it’s healthy to questions things and not just to accept them blindly, but yes, on the whole, I feel positive towards smart technolog.”. Another FGLM was even more explicit about the duality of smart systems, stating that “smart systems have a duality to them, they can turn into a ‘can do’ technology, they can become tailored to actually help those who have been disadvantage before, the old and frail, the victimized, tailored to their needs. They can become empowering.”
Others discussed dual or at least mediated uses for their smart systems. FGLF stated that their approach to navigating the risks of smart systems was to use them when out of the home. As they said:
Yes, I would use smart systems to monitor and survey my home. I am going to get a high view camera. Take it offline when I am home. I do not want it to surveil me, but I do want it to surveil intruders. But I don’t trust it enough to have it on all the time, so my solution is to unplug it when I am home.
This suggests one possible way of managing smart systems to not overly force trade-offs over privacy or surveillance.
5.2 The Political Economy of Smart Homes and Knowledge Cocreation
Moreover, our findings indicate knowledge about smart homes has its political economy, it is distributed unevenly and sees some groups advantaged and other groups disadvantaged. Companies and providers may know very well about the parameters of smart homes, but many users and prospective adopters do not know what smart systems are. Hence, it is hard for users to identify how benefits are delivered and quantified and how risks affect their lives. On this matter, FGMF commented: “I think if there was a definition of smart technology it might help with understanding it better. Now it feels quite broad and vague.”. The fact that even within literature, there is a plurality of definitions and concepts of smart systems and to date, we do not have an accepted definition also makes it hard for policymakers to regulate them, not only in terms of privacy and data but also in terms of energy consumption and waste.
Finally, this lack of knowledge extends to manufacturers and authorities to advise victims of technology abuse. Where not only victims have had to deal with this situation on their own, but also demands immediate action to enhance their regulatory framework. Beyond technology abuse, industries’ lack of expertise has also led users to feel these technologies are hard to fix and thus leading to over consumerism and disposable culture. Supporting this sentiment, FGLM commented: “Most of the items are designed to discourage you from repairing them, and most of the perceived wisdom is that you can’t repair them, or you’re told culturally that you’re not to repair it”. FGLM concurred: “The built-in obsolescence of all the smart technology we are purchasing some apps after a year will no longer update”.
5.3 The Promise of Smart Systems Inhibiting Violence and Abuse
In other cases, smart systems have helped prevent domestic violence. Indeed, there are an increasing number of personal safety apps that are designed to make users feel safer, in particular for women (Maxwell et al., 2020) whilst other technologies target children’s safety (Hasinoff, 2017). For example, in New Mexico a man was arrested for beating his girlfriend and threatening to kill her. During the assault, he asked: “did you call the sheriffs?.” The question was picked up by Amazon Alexa and recognized as a command, prompting to call 911 (Miller, 2017). In addition, many smart speakers have unobtrusive recording features that could provide evidence of abuse. Other app-based bottoms or Bluetooth trackers can allow victims to send silent messages calling for help or record dangerous situations.
In order to prevent domestic violence, Brignone and Edleson (2019) review the quality and potential use of smartphone apps to intervene in intimate partner violence either in domestic settings or through an app. This study takes upon more relevance when research has shown that meeting online had finally overtaken meeting through friends, with around 40% of US couples first connecting through an app (Kjellsson, 2016). Their work (Brignone and Edleson, 2019), found that higher rating apps such as Tech Safety, Over the Line and Youth Pages often had accessible user interface, updated and functional links to keep victims informed. In addition, such apps possessed technical capabilities that were mindful to the victim’s safety, such as turning off location tracking and the safe and secure storage of user data and developers. After an exhaustive review, Maxwell et al., (2020) found a common trend within the safety apps world, where the majority offered interventions either at the time of the event or post-event. Their results suggest that they may reduce a user’s fear of crime; however, such applications have limited usefulness in reducing vulnerability to victimization (Maxwell et al., 2020)
A similar approach is taken by Freed et al., (2017) They refer to the works of (Arief et al., 2014) and (Emms et al., 2012) to better design platforms to help victims. The first lays out a vision for ‘sensible privacy’. Their app would erase information about visits to victims-relevant websites by a user and record potential abuse associated with the device. The second suggests tools to help victims of domestic violence erase their browsing history. Other digital platforms, such as GuardDV, (2019), aim to protect victims of domestic violence with real-time information about the safety of their environments through the use of smart monitoring and facial recognition technology. Other apps for victims of domestic violence have been developed, including BrightSky developed by Vodafone and Hestia (Vodafone, 2019) TechSafety app (Safe Chat Silicon Valley, 2019) and others. Given the constant pressure from users to protect them, Tinder released some new safety features such as a panic button that alerts authorities and a photo verification feature. However, research indicates that these measures are inadequate it puts the onus on women, rather than the app itself and Tinder’s’ poor reaction to act and suspend users with aggressive behaviours.
The prevention of domestic violence is not limited to smart systems apps. Ogilvy, for instance, is developing an e-textile technology that keeps a record of events. The smart clothing device is known as ‘The Dress for Respect’, and for some, it will bring sexual harassment into the limelight. These dresses have sensors sewn into them that record contact and pressure. In this sense, when contact happens, the same area lights up on the dress on the control unit’s computer screen. This technology can also keep track of events (e.g. time and location) and even notes the intensity of the touch, as the sensors record the presence of touch and pressure (Murphy, 2018).
Governments provide other security measures. For instance, the Australian Office of the ESafety Commissioner, (2019) provides useful advice to users on what to look out for when purchasing smart devices. The guide’s contents explain how to be safe when using these technologies in a clear and friendly format in addition to age recommendations. Alternatively, the FBI, recently warned users about features that come with enhanced televisions and guard questionable data collection, could be used for monitoring purposes and as a gateway for hackers to come into users’ homes. The FBI warns about the range of threats smart devices could entail, from changing channels and showing children inappropriate content, to turning the bedroom TV’s camera and microphone and silently cyberstalk users (FBI, 2019).
However, although efforts from the government are made to address cyber abuse, others suggest that to address domestic violence is necessary, first, that victims understand the nature of shared devices ecosystems; whilst manufacturers ought to be more transparent in terms of who access users’ accounts (Parkin et al., 2019). Whilst Webb (2020) is more determine when she suggests that “Stalkerware shouldn’t exist at all, because it’s unethical.”. A middle point is suggested by researchers indicating that a feminist approach should be developed considering values and views from domestic violence victims that embed their views, values and experiences in the apps design and innovation (MIT Technology Review, 2020). On this point we note that to further mitigate technology facilitated abuse, victims should contribute and actively participate in the development of technologies and apps that prevent abuse. Like Diaz-Gorfinkiel et al. (2021) we argue that technologies alone do not represent a permanent solution to the problem of domestic violence; instead, users should rely on them as a medium to achieve safety and avoid dependence on technology.
6 CONCLUSION AND FUTURE RESEARCH
In sum, smart systems being facilitated by energy decentralization and prosuming do not exist in a vacuum; our results show that knowledge, preferences, and perceptions remain mediated by gender as well as opportunities for abuse and violence. At the simplest level, smart systems are gendered, with men being more aware of them, and men also often the perpetrators of domestic violence and abuse. Women report or state within our data to being more ignorant or ‘clueless’ about how the technologies function, or even that they may exist, and seem to lack the knowledge that they can track and monitor things as intimate as personal movements, clothing, menstrual cycles, and pregnancy. From our findings, we also infer that because of this lack of knowledge and awareness, fewer women may be able to utilize smart systems to prevent domestic violence and abuse or cope with it in case it occurs. We thus argue that the ability to control smart systems is not universal and whoever user is more tech savvy, holds the potential to exacerbate unequal dynamics of power and control within households.
Our results also reveal some interesting findings concerning the acceptability of surveillance and monitoring. Almost one-third of all survey respondents, or 33% of women and 29.5% of men when broken down by gender, agreed that one of the purposes for smart systems should be to monitor family members. Many discussed monitoring children, a concern not only if those parents abuse their children (the most often perpetrator of abuse is a family member or relative), but also opening up vulnerabilities to hackers and third parties with the remote access that can facilitate cyber stalking.
Contrary to the glossy and optimistic accountings of smart systems in its promotional material, our findings suggest that users of smart systems although they did not vividly state been victims of technology abuse, they recognized their dark side and dystopic ends; including their potential to exacerbate domestic violence as well as companies “sinister” means for data manipulation and intrusiveness. Moreover, unlike conventional forms of abuse, the ubiquity of digital technology and our online environment may make it difficult to ever truly escape such abuse once it begins, with smart systems making possible abuse 24 h of the day and independent of the victim or perpetrator’s physical location. It may create future hostile digital environments that track, control, and abuse people—especially women and children—from the earliest stages of their life, from inception and pregnancy in some circumstances. Under this context, we make an imperative call to further advance the understanding of surveillance, control, and domestic and sexual violence in the smart systems dimension, where devices are tools of entertainment and security and instruments of harassment, coercion, and abuse. We also call on those designing smart home and prosuming systems, especially analytical protocols and software algorithms, to be more aware about cultural sensitivity and gender issues (Sovacool and Griffiths, 2020) as well as data sensitivity and algorithmic justice (Rahwan et al., 2019; Panetta, 2021)
Nonetheless, our findings were not entirely negative. Like many tools, smart systems possess a duality to them, there are configurations and options where they can prevent and inhibit abuse, via smart clothing that automatically detects a physical assault, to cameras or systems that offer real time assistance to the police for catching criminals and documenting abuse, to apps and devices that help the victim recover from abuse, too. Which pathways smart systems proceed down will depend greatly on how the technology is governed in the next few critical years shaping its evolution.
Furthermore, given that women are not only victims of domestic violence, for instance, recent research has indicated that women are just as likely, if not more so, to engage in more covert forms of stalking such as cyberstalking (Berry and Bainbridge, 2017; Smoker and March 2017). Moreover, the works from Hine et al. (2020), Perryman and Appleton (2016) and Lysova et al. (2020) identify women as the perpetrators of domestic violence we encourage future research to look at other groups of domestic violence and further analyse what the role of technology abuse is in gay couples, for instance. Lastly, our work points the way towards fruitful future research. Although the dominant lens we utilized to view our results was grounded in domestic violence, feminist, especially energy feminism, offers a notable alternative framework for other researchers to pursue. For instance, Bell et al. (2020) suggest that themes of feminist political control over energy systems, systems that priorate welfare or the environment over profit, efforts to mitigate violence and promote a culture of care, and efforts to promote community-directed and collaborative energy systems would yield deeper insights than a “gender only.” lens.
Furthermore, we call on researchers to consider more intersectional forms of gender and energy or smart technology that go beyond many of the simple binaries implicit within current research, e.g. gender (male and female), income (rich and poor), or race (black and white) (Crenshaw, 1991). Ground-breaking work in this regard focusing on technology includes that of Mulvaney (2013) (examining justice and solar commodity chains), Adams et al. (2012) (examining justice and whole systems analysis of microgeneration technologies), and Healey at al., 2019 (embodied energy injustices). Ground-breaking work approaching it from the intersectional angle includes Lennon (2017) (intersections of race, ethnicity, and gender), Ryder (2018) (intersections of feminism, class, and power), and Lieu et al. (2020) (intersections of indigenousness and gender). Perhaps when these more integrated, reflexive, and intersectional approaches are utilized, we can better understand and begin to resist the forms of patriarchy and violence that are at risk of being embedded into the smart energy systems, grids and prosuming practices within the homes of tomorrow.
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FOOTNOTES
1The Internet of Things (IoT) consists of connected technologies and services, such as cloud computing services, social networks and smart home technologies, all of which collect and share data about how devices are used and in which environments.
2Terminology note: Similar to Henry, Flynn and Powell (2020) we have decided to use the term “victim” in our article over “victim-survivor” although we recognized the latter is favoured when dealing with domestic violence issues. However, we used the term “victim” since in our study uses a number of conjoined terms such as but not limited to “technology-facilitated domestic, cyberstalking, and digital dating abuse”. we have decided to simplify the language by using only the term “victim”.
3Software that enables someone to monitor activities on another user’s device without their consent.
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Electricity theft behavior has serious influence on the normal operation of power grid and the economic benefits of power enterprises. Intelligent anti-power-theft algorithm is required for monitoring the power consumption data to recognize electricity power theft. In this paper, an adaptive time-series recurrent neural network (TSRNN) architecture was built up to detect the abnormal users (i.e., the electricity theft users) in time-series data of the power consumption. In fusion with the synthetic minority oversampling technique (SMOTE) algorithm, a batch of virtual abnormal observations were generated as the implementation for training the TSRNN model. The power consumption record was characterized with the sharp data (ARP), the peak data (PEA), and the shoulder data (SHO). In the TSRNN architectural framework, a basic network unit was formed with three input nodes linked to one hidden neuron for extracting data features from the three characteristic variables. For time-series analysis, the TSRNN structure was re-formed by circulating the basic unit. Each hidden node was designed receiving data from both the current input neurons and the time-former neuron, thus to form a combination of network linking weights for adaptive tuning. The optimization of the TSRNN model is to automatically search for the most suitable values of these linking weights driven by the collected and simulated data. The TSRNN model was trained and optimized with a high discriminant accuracy of 95.1%, and evaluated to have 89.3% accuracy. Finally, the optimized TSRNN model was used to predict the 47 real abnormal samples, resulting in having only three samples false predicted. These experimental results indicated that the proposed adaptive TSRNN architecture combined with SMOTE is feasible to identify the abnormal electricity theft behavior. It is prospective to be applied to online monitoring of distributed analysis of large-scale electricity power consumption data.
Keywords: electricity theft, TSRNN, adaptive parameter tuning, intelligent learning, SMOTE, power consumption data
INTRODUCTION
With the increasing scale of the power grid, the power consumption is becoming larger year by year. People are concerning on the economic operation of power network, saving of electric resources, reduction of grid line loss, and structural optimization on power consumption (Dileep, 2020). However, the customer’s behavior of stealing electricity comes in non-stopping emergence. This infraction phenomenon has seriously affected the normal operation of power grid and the economic benefits of power enterprises (Li et al., 2019; Zhang et al., 2020). The electricity theft rate in developing countries is as high as 30%, and the social power supply and consumption has also been greatly influenced. According to rough statistics, China’s power enterprises lose as much as 20 billion CNY every year due to power theft. Therefore, power enterprises must carry out efficient anti-electricity-theft work, in order to guarantee the reasonable power supply and rational use of electricity, thus to reduce economic losses as much as possible (Aryanezhad, 2019).
The traditional detection methods of power theft mainly rely on the scheduled operations of technicians who work in power supply enterprises. The operation goes with reading the electricity meter and then recording, counting, and performing manual analysis and calculation. In the hardware aspect, there are multifaceted operations that can prevent energy theft, such as to install the specialized watt-hour metering box, to implement a kind of conductor that closes the low-voltage outlet to the metering device, to add anti-thief function to the watt-hour meter, and to improve the application rate of electrical acquisition system (Jokar et al., 2016). However, most of these traditional anti-theft detection methods focus on the improvement of power devices. There is a lack of sufficient anti-power-stealing algorithms to analyze massive historical power consumption data, so it is difficult to find the power consumption characteristics of power-stealing users and detect the power-stealing behavior realized by advanced attack means (Ahmad et al., 2015). Therefore, the development of power industry needs to strengthen the development of new artificial intelligence and information and automation technology. With the continuous improvement of dynamic monitoring and acquisition technology of power consumption data of power grid users, it is of great engineering significance to study the intelligent anti-power-theft algorithm based on the big data of the power consumption to identify the power theft behavior (Ren et al., 2020; Zhang et al., 2021).
At present, the most popular scheme is to lay out the smart grid detection architecture and framework, then to collect the power consumption data, and upload them to the centralized data processing center through the terminal smart meter, and successively, the centralized data can be further analyzed by intelligent algorithms to detect electricity theft. The prevalent anti-power-stealing data mining algorithms include clustering, BP neural network, and local outlier detection algorithm (Al-Dahidi et al., 2019; Li Y. et al., 2021). Many practical experiments have been studied in previous research works. A typical load curve is extracted from the power consumption data by applying the adaptive K-means clustering algorithm to realize load forecasting and load control (Zhu et al., 2016). The situation of abnormal point detection method was proposed based on a fuzzy neural network to deal with various data, which provides a new idea for mining abnormal data from the power consumption records (Mozaffar et al., 2018). The flying anomaly factor detection and analysis method was investigated to detect an electric energy meter flying anomaly (Li et al., 2016). A novel detection method of power theft was constructed based on the one-class SVM algorithm. A calibration model was established by analyzing a large number of historical data. If the current data are inconsistent with the model, it is considered that there is a possibility of power theft (Dou et al., 2018). Also, the RBF neural network was proposed to detect the electricity-stealing behavior, which used the data characteristics of voltage, current, and power factor to detect electricity theft, to make a positive detection on electricity stealing (Cao et al., 2018).
Due to the wide layout of the power grid, the large-scale deployment of smart meters should consume a lot of resources. In order to save the energy consumption of distributed terminal nodes, and reduce the non-essential data transmission, it is necessary to study modern data mining technology, in integration with machine learning algorithms (Wang et al., 2020; Li Z. et al., 2021). The application of indirect data anomaly detection as well as some preprocessing and analyzing technologies is much necessary to achieve the online detection of power theft. However, data-driven power theft detection is a special type of anomaly detection, which has a serious class imbalance problem (Avila et al., 2018). Actually, the number of normal power consumption users is much larger than the number of abnormal users. The inherent imbalance of data will affect the performance of traditional machine learning methods. Until now, only a few studies have considered the category imbalance in power theft detection (Zhang et al., 2019). The solutions of these works are mainly performed with undersampling and oversampling methods in the aspects of data analytical algorithm. They were keen on simultaneously implementing the random oversampling and undersampling techniques, to select the best detection effect by testing different sampling ratios. Otherwise, they focus on increasing the misclassification cost of abnormal users to improve the detection rate of electricity theft, by setting penalty parameters for support vector machine misclassification of normal and abnormal users (Hu et al., 2019).
Generally, the electricity theft monitoring data are a kind of time-series data. The difficulty of data analysis lies in how to find the abnormal data from the constantly updated dynamic data flow, so as to accurately predict the theft users. The fact that the data are extremely imbalance is the first-of-all analytical difficulty. Many experiments have proved that oversampling is a solution to the category imbalance problem. In essence, the random oversampling method increases the weight in the sample set by randomly copying a few samples. It does not increase classification accuracy but is easy to cause over-fitting (He and Garcia, 2019). Synthetic minority oversampling technique (SMOTE) is an unbalanced data recall method that is improved from the linear interpolation calculation methodology. It uses the local prior distribution information of samples to improve the accuracy of minority samples, to solve the data imbalance problem (Zhu et al., 2017). Furthermore, the recurrent neural network (RNN) is an effective intelligent machine learning method that is especially effective for monitoring and analyzing time-series dynamic data flow. The RNN is derived from the conventional fully connected neural network (FCNN) model. Its core operation is to compute the result of each neuron not only from its input data (similar to the FCNN) but also from the historical variables from its former calculations (different from the FCNN). The RNN model is widely used in addressing the tasks of sequential data processing (Liu et al., 2020). The running of the RNN structure is to produce a neuron output by combined fusing of the current status data with the previous status data of the system. The RNN is able to automatically learn the time correlation of the input data without specifying any lag observations (Cossu et al., 2021). It is well known that the traditional time-series analytical methods (such as auto-correlation) need to identify the seasonality and stability from the time-series data. The effectiveness of identification may vary according to the network structure and the calculation speed, and it needs to be adjusted for each simulation (Chen et al., 2018; Farjaminezhad et al., 2021). The characteristic of the RNN is to create a closed-loop calculation in the hidden layer, which forms a circulating adaptive model to capture the internal hidden historical state features in the way of iterative update, and thus to complete the process of error level accumulation in the training stage. In effect, the RNN model is enforced to adapt the error accumulation and improve the model robustness (Ståhl et al., 2019).
This paper is aimed at designing a data-driven adaptive parameter optimization time-series RNN (TSRNN) architecture, for intelligent machine learning to solve the problem of abnormal monitoring of power consumption. The TSRNN architecture with an adaptive training strategy is constructed by monitoring, collecting, and analyzing the observed data of a stage. Then, the non-linear features of the observed data can be extracted by developing a hyperparametric optimization mode of RNN, in fusion with a SMOTE solvation of data imbalance. On this algorithmic basis, the power-stealing users with abnormal characteristics are identified in a large number of power user samples. In structural detail, grid search is designed for the parameter selection of the RNN linking weights, and also, a fault-tolerance iteration mechanism is adopted for parameter optimization in the closed-loop training stage, to control the error accumulation in model prediction, so as to enhance the model robustness. In this way, the proposed intelligent TSRNN architecture with data-driven adaptive parameter optimization is validated through data training and prediction. The optimized model is effective for accurate extraction of the data features of power-stealing behavior. The establishment of the intelligent TSRNN model is expected to overcome the costly, laborious, and time-consuming problems of the traditional methods for monitoring electricity theft. It is feasible to speed up to locate the abnormal watt-hour meter terminals and accurately identify the power-stealing users. The proposed method helps promote the development of artificial intelligence and information analysis technology in the field of power grid operation and maintenance.
METHODOLOGIES
In this section, we discuss the basic structure of the TSRNN architecture and the algorithmic progress of SMOTE balancing. The energy theft detection model is established and further optimized by fusion of TSRNN and SMOTE. And the discriminant indicators are introduced based on the confusion matrix for the quasi-qualitative recognition of the abnormal user data.
The Principle of SMOTE
The SMOTE algorithm is an oversampling method based on synthetic sampling proposed by Chawla (Chawla et al., 2002). In geometric sense, the SMOTE method firstly observes the minority samples and connects them and a batch of their surrounding samples. Then, it produces new samples by random insertion on the connecting lines. The connection and insertion operation can reduce the imbalance of sample space and simultaneously prevent the over-fitting phenomenon by suppressing too large repetition of the original minority samples (Fernández et al., 2018; Chen et al., 2021). The schematic diagram for generating new samples by the SMOTE algorithm is shown in Figure 1. Specifically, the SMOTE sample-generating procedures are described in the following steps:
Step 1: Let [image: image] be the minority samples and set the sampling number [image: image] according to the number ratio of the majority samples over the minority samples
Step 2: Search [image: image] samples in the neighborhood of the minority samples, where [image: image]
Step 3: Randomly select [image: image] samples from the [image: image] neighborhood sample, to form the neighborhood sample set [image: image]
Step 4: To generate a set of new samples by random linear interpolation computation, the new samples are denoted as [image: image], where
[image: image]
with [image: image] representing a random number in the interval of [image: image]. Then, [image: image] is regarded as the algorithmic implementation of the minority samples.
Step 5: The newly generated samples [image: image] are regarded as the algorithmic implementation of the minority samples, added to the original sample set to form a brand new training sample set together with the majority samples.
[image: Figure 1]FIGURE 1 | Schematic diagram of the SMOTE algorithm.
The SMOTE algorithm makes artificial synthesis of minority samples by random interpolation. Compared with the traditional methods of random replication, SMOTE reduces redundant information of newly generated minority samples and effectively avoids the phenomenon of over-fitting in the subsequent data mining processes. In algorithm, SMOTE shows its uncertainty in part of selecting the nearest neighborhood of the original minority samples, namely, the number of neighbor samples (i.e., the number of [image: image]) has a great influence on the model performance. When SMOTE is embedded in fusion with the TSRNN architecture, the number of neighbor samples would be designed as one of the tunable parameters for the network model optimization.
Time-Series RNN Model
The data-driven time-series analysis problem is theoretically described as a general ordinary differential model (Li and Yang, 2021), formulated as
[image: image]
where [image: image] is the current state of the system and [image: image] represents the instant input data. In common sense, the model function [image: image] is unknown, but it can be estimated by simulation on the discrete observation of the current state [image: image] and the instant input [image: image]. On these lines, the fully connected neural network (FCNN) is suitable to resolve the data-driven analytical models.
An FCNN module is traditionally applied as a black box to directly transform the input data to the hidden layer and then to get the output. The generated data acquired at each neuron node are described as [image: image], where the activation function [image: image] is usually a kind of simple linear transformation, while the operation inside the FCNN has no physical interpretations. The black-box model may not be able to capture the detailed data transition in the time series. The TSRNN is proposed to solve this issue.
The TSRNN architecture is built up with circulation computation of the hidden layer. To unfold the circulation ring, the TSRNN structure is introduced as shown in Figure 2. As is shown in Figure 2, the TSRNN architecture is supposed to be constructed along a time variance axis. At the starting of time, the power consumption user data are input into the network and delivered to the first hidden layer (H1) while [image: image]. The data are transformed and calculated to extract the first level of neural features and then delivered to the next hidden layer when [image: image] varies. At each time step, the result of each neuron computation depends not only on the current input but also on the computation results. In this way, the TSRNN captures the intercorrelation between the time longitudinal parameters and the section parameters. As such, there are two network linking weight effects: one describes the direct effect from network layer delivery and the other shows the indirect data influence from the time-series circulation of the hidden layers. Any change in the direct weights or in the indirect weights will cause a change in the output at any instant moment of time (Alkinani et al., 2021).
[image: Figure 2]FIGURE 2 | Structural design of the time-series RNN (TSRNN) architecture.
Figure 2 also presents a simple TSRNN cell structure at the instant moment of time [image: image]. To be specific, a TSRNN cell is actually a single layer of hidden neurons. This hidden layer is denoted as [image: image], and there are many hidden neurons for functional calculation, i.e., [image: image]. Suppose the current input data are [image: image] from the power consumption user data, regarded as the direct input. The time-lag input data are acquired from the network calculation in the hidden layer [image: image] at the time moment of [image: image], taken as the indirect input. Then, [image: image] works as a [image: image]-time hidden layer to extract data features from the direct inputs as well as the indirect inputs. The output of [image: image] is influenced by both [image: image] and [image: image]. It can be formulated as
[image: image]
where the function [image: image] simply represents the sigmoid function which would strictly limit the transformed features in the standard variable range of [image: image]. The parameters [image: image] and [image: image] represent the linking weights for data connection and for the time variance connection, respectively.
Successively, data [image: image], namely, the set of feature data included in [image: image], are further delivered to a softmax unit for discriminant calculation. Thus, the neural network output at the time-series moment of [image: image] is mathematically demonstrated as
[image: image]
where [image: image] represents the linking weights involving the data transform from [image: image] to [image: image] and the function [image: image] operates the k-means clustering by Mahalanobis distance
[image: image]
The Mahalanobis distance between any two of the [image: image] samples is calculated according to Eq. 5 and then to obtain the distance matrix [image: image] at the instant time moment of [image: image], namely,
[image: image]
where [image: image].
Finally, the Mahalanobis-based k-means clustering results of the TSRNN-extracted feature data are used for further calculation of the discriminant indicators, thus to help identify the abnormal users from all of the electric power consumption data.
Discriminant Indicators
The power consumption data are originally imbalanced because the normal electricity users are much larger than the electricity thieves. It is expensive to identify the abnormal users. In our algorithmic designs, SMOTE is functional to alleviate the data imbalance, and the adaptive TSRNN model extracts the feature of power consumption data for improving the model discrimination accuracy with the k-means Mahalanobis measure. The model should be evaluated with quantitative indicators. The confusion matrix is a basic tool to evaluate the model performance (see Table 1). Then, the indicators of each model are verified based on the matrix table.
TABLE 1 | Confusion matrix for evaluation of the discrimination/classification models.
[image: Table 1]By definition of the confusion matrix, the normal power consumption users are distinguished as the negative records, while the abnormal users are taken as positive. Thus, the table markers are interpreted with the following information: 
- TP indicates that the abnormal user (positive) is accurately predicted as abnormal (positive),
- TN indicates that the normal user (negative) is accurately predicted as normal (negative),
- FP indicates that the actual normal user (negative) is predicted false as abnormal (positive),
- FN indicates that the actual abnormal user (positive) is predicted false as normal (negative).
Multiple indicators are further calculated according to the confusion matrix, such as the classification accuracy ([image: image]), true positive rate ([image: image]), and false alarm rate ([image: image]). The calculations are presented as follows:
[image: image]
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These indicators are used to evaluate the model performance of the adaptive parametric-scaling TSRNN architecture. It is learnt from Eqs. 7–9 that the higher the TP and TN are, the better the model performance is.
For fault-tolerant analysis, the model prediction results can be monitored at every moment of the dynamic changing time series. By data export, there are a series of prediction results acquired for the model classification of normal and abnormal users. Then, the frequency of identification of abnormal is counted for each user over the whole time-series axis, thus to provide an extra confirmation of the model predictions.
ANALYSIS OF POWER CONSUMPTION DATA
A total of 929 electricity/power consumption users were monitored continuously from January 1, 2017, to March 31, 2019, with the minimum time changing unit of 1 day; thus, we recorded 820 instant moments in the long time series spanning 25 months. Their electricity use data were collected in different partitions of time periods of hours according to the total usage amount. In detail, the electricity used during the hours of 00:00–08:00 is named the off-peak data (denoted as OPE for short), during 08:00–12:00 as the peak data (PEA), during 18:00–22:00 as the sharp data (ARP), and during the rest hours as the shoulder data (SHO).
If the electricity users are taken as the analytical samples, the power consumption characteristics of the 929 samples are demonstrated by the recorded data of OPE, PEA ARP, and SHO. There are 820 digital records for each user by time variance. As the maximum record is over thirty thousand and the minimum record is zero, the dataset should be normalized before analysis, applying the min–max normalization method (Jin et al., 2015). Then, we statistically derived the sample distribution using the average electricity consumption of the 820 time nodes (see Figure 3). As is seen from Figure 3, the users do not use electricity all along time; for example, some electricity consumption appears high in the ARP time but low or even zero in SHO, and some goes high in PEA but zero in ARP or OPE. To be specific, it is seen from the sub-figure of OPE (the blue plot) that only one user out of the 929 keeps using electricity during the OPE time period. Thus, it is recognized with statistical principles that the OPE data property hardly provides data information for discriminating the abnormal users. Then, the OPE data do not participate in the following modeling processes of SMOTE balancing and TSRNN training.
[image: Figure 3]FIGURE 3 | Statistical descriptive plots of the power consumption data in different time period partitions.
DATA BALANCING BY SMOTE
Practically, we have the priori target classification index for the 929 available power consumption user samples. There are originally 882 normal samples and only 47 abnormal samples. The normal samples are the majority, and the abnormal ones are the minority. The imbalance ratio of the normal over the abnormal goes to a great extent of around 19:1. The scattering distribution of the 929 samples is a plot in the 3D axis based on the three basic variables of ARP, PEA, and SHO (see Figure 4A). To ease the heavy imbalance status, the SMOTE algorithm is applied to increase the proportion of the minority samples by linear interpolations. According to the principle of the SMOTE simulation as introduced in The Principle of SMOTE, a batch of virtual samples are generated by interpolations on the original 47 abnormal samples.
[image: Figure 4]FIGURE 4 | Distribution of the power consumption user samples (panel (A) is for the original 929 samples, and panel (B) is for the SMOTE-balanced output of the 1,151 samples).
Theoretically, one virtual sample is generated from the linking edge of every two samples. The 47 available samples are able to generate 1,081 (i.e., [image: image]) new samples in all, from which we randomly chose 222 samples as a supplement to data balance. By SMOTE simulation, we finally have total of 1,151 samples for modeling analysis, of which 269 are abnormal samples, while 882 are normal data from the original. The scattering distribution is shown in Figure 4B. In this case, we have the sample balance ratio at about 3:1 for the normal samples over the abnormal samples.
Hereafter, the 1,151 SMOTE-balancing samples were used to train the TSRNN model (defined in Time-Series RNN Model), as to build up an intelligent network architecture with adaptive grid optimization of parameters, for accurate recognition of the abnormal power users who are stealing electricity.
DISCRIMINATIONS BASED ON TSRNN TRAINING AND TESTING
An applicable discrimination model for detecting electricity theft was trained using the TSRNN architecture based on the power consumption data of the 1,151 SMOTE-balanced samples. The recorded ARP, PEA, and SHO variables are taken as the network input. The data have a time-series record of 820 days.
The data samples were divided into two sets for model training and testing: 918 samples (∼80%) for training and 233 (∼20%) for testing. The training data were used to conduct the data-driven machine learning optimization of the TSRNN model. The model was constructed with three input neurons and one hidden neuron to produce the output results. There, we have three input-to-hidden linking weights ([image: image],[image: image], and [image: image]) and one hidden-to-output linking weight ([image: image]) to adjust. There is also a linking weight ([image: image]) to help accept another data input from the former time moment of the circle iteration. With machine learning operations, these linking weights were adaptively identified as their most suitable values during the model training process, and then the testing data were used to examine the model discrimination effectiveness by using the data-driven decisive parameters.
In progress, the 918 training samples were introduced to the input layer at every moment of time and then delivered to compute the hidden variables. Notably, the RNN architecture is characterized with the circle of reproducing the hidden layer. The hidden variables at [image: image] moment are affected by both the [image: image]-moment input and the hidden variables at the [image: image] moment, where [image: image]. Thus, a series of phased discriminant results were obtained from the output layers at every time moment. Specifically, we chose to make a segmentation to the full time series from January 1, 2017, to March 31, 2019. There, we set five time markers (see Table 2), to observe five phased modeling outputs for examining the progress of model optimization.
TABLE 2 | Markers of the five special time nodes for investigation of the TSRNN model performance.
[image: Table 2]Based on the 918 training samples, the TSRNN model was trained with parameters’ iteration by circle improvement of the hidden neurons. We calculated the model discriminant indicators at each phase stoppage moment of [image: image], and [image: image] and drew the ROC curves (see Figure 5). The ROC figures show that the TSRNN model was continuously improved with the promotion of time series. Eventually, the optimal model was observed at [image: image].
[image: Figure 5]FIGURE 5 | ROC curves for the evaluation of the TSRNN training effects at the five selected time markers based on the 918 training samples.
To study the machine learning progress on parameter optimization, we further investigate the running procedures of the adaptive tuning of the TSRNN linking weights. If the linking weights are denoted as a combination of [image: image], we initialized this combination as [image: image] for model optimization by network iteration of time-series circulation. When time varies, the more and more power consumption data were input to the network, and thus, the linking weights were adjusted for the improving TSRNN model. The changing values of each linking weight were recorded with a time interval of every 20 moments, and thus, we obtained the variation trends of the five linking weights for model optimization (see Figure 6). It is seen from Figure 6 that the network weights of [image: image] and [image: image] were presented as an overall downward trend with cyclical recovery fluctuations, ending with optimal values close to zero. And the parameter [image: image] (i.e., the weight of the iteration of time series) shows a trend of first falling and then rising. In the end, the optimal value of [image: image] was recognized as [image: image] after 820 iterations by time series, noting that [image: image] was for the circle iterative optimization from [image: image] to [image: image]. These observed optimal values of parameters indicated that the optimal TSRNN model was trained to have a linear formula expression with simple weight coefficients, while the circle iteration of time series pays a certain contribution to the network model.
[image: Figure 6]FIGURE 6 | Training of linking weights in the TSRNN structure.
The predictive performance of the TSRNN discriminant model with adaptive tuning of the network weights was further evaluated by the 233 test samples, which were assumed to be “unknown” because they were not involved in the training process. We have the knowledge that there were 53 abnormal samples and 180 normal samples in the test sample set. The optimal TSRNN model is evaluated with a relative high prediction accuracy upon the quantitative metrics of the model indicators. The predictive ACC, TPR, and FAR were 89.3, 92.5, and 11.7%, respectively. The corresponding confusion matrix is shown in Table 3.
TABLE 3 | Confusion matrix of the discriminating results predicted by the optimal TSRNN model for the 233 test samples.
[image: Table 3]Aiming to find out the electricity theft from the real power consumption users, the optimal model output its discriminant results for each sample (shown in Figure 7). The virtual use data which were produced by SMOTE balancing were not targeted for prediction. Thus, it is necessary to distinguish the real abnormal data from the virtual abnormal data. Practically, we used solid stars to mark the 10 real abnormal samples in the figure, and only two of them were predicted to be false. The results indicated that the adaptive TSRNN architecture is functional to predict the abnormal cases in the daily records of the power consumption data.
[image: Figure 7]FIGURE 7 | Discrimination for each test sample by the optimal TSRNN model.
Furthermore, the well-trained TSRNN architecture was utilized to monitor the time-series data from January 1, 2017, to March 31, 2019, to recognize the power consumption users who probably have electricity theft behavior. The identification of the real abnormal users is listed in Table 4. It is learnt from Table 4 that the optimal TSRNN model successfully identified 44 of the total of 47 abnormal users. The results show that the proposed adaptive TSRNN architecture combined with SMOTE sample balancing technique is able to accurately find the abnormal samples based on the analysis of the time-series–recorded power consumption data, thus to recognize the electricity theft behaviors.
TABLE 4 | Discrimination results for the 47 real abnormal data of the electricity theft users.
[image: Table 4]CONCLUSION
In this paper, an adaptive TSRNN architecture was built up to detect the electricity theft based on time-series data of the power consumption. The recorded data were monitored continuously from January 1, 2017, to March 31, 2019 (820 days in total). By monitoring the ARP, PEA, and SHO data, the users who are suspicious of stealing electricity were denoted as abnormal samples, while the other common users were denoted as normal. There, we had collected the data of 882 normal samples and 47 abnormal samples. As the abnormal users appear as the minority in all of the recorded data, the SMOTE algorithm was used to ease the data imbalance by generating 222 virtual abnormal samples, to make the ratio of the normal over the abnormal at about 3:1.
The TSRNN model was established based on the total of 1,151 user samples over the 820 time-series moments. A basic network was formed with three input nodes for receiving the data in the three variables of ARP, PEA, and SHO, and with one hidden neuron for extracting data features. Then, the network output was computed as a k-means classified result to discriminate the sample as an abnormal one or a normal one. The k-means classifier calculation was on the basis of Mahalanobis distance. As for the successive analysis of the non-stopping input time-series data, the TSRNN structure was re-formed by circulating this kind of basic network. Then, each hidden node was influenced by the input data at the current time moment and the data delivery from the time-former hidden node, and thus, the output results can be optimized by adaptively tuning the network parameters in the combination of linking weights [image: image]. In our empirical experiment, the most optimal values of the combination of linking weights were observed as [image: image] after 820 iterations by time series. There, we obtained the discriminant model with a high prediction accuracy of ACC = 95.1%. The optimal TSRNN model was evaluated to be much effective by the 233 test samples, with the testing ACC = 89.3, TPR = 92.5, and FAR = 11.7%. Therefore, the adaptive TSRNN model was finally used to predict the 47 real abnormal samples, and the discriminating results are quite appreciating, with only three samples predicted to be false. The prediction accuracy was as high as 93.6%.
The experimental results indicated that the proposed adaptive TSRNN architecture in fusion with the SMOTE balancing technique is feasible to extract data features for monitoring the abnormal electricity theft behavior. The methodology framework is prospectively promoted to be used for online monitoring on big data analysis for a large scale of electricity power consumption.
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With the increased penetration of the photovoltaic (PV) energy, the power system stability problem becomes an issue, as the output power of PV plants has unpredictable fluctuations. To maintain the power stability of the PV plants, battery energy storages (BESs) play an important role due to their fast and accurate response speed. However, it is challenging that the BES with multiple sub-modules responds well to the PV power fluctuations resulting from the various influence factors, such as defects, faults, and partial shading. Therefore, a bi-level control strategy is proposed in this paper, aiming at minimizing the operation cost of BES in maintaining power stability. The control strategy consists of the PV power fluctuations identification block and the mitigation block. In specific, the identification block can output the power fluctuation of a PV system by the PV power fluctuation identification technique. The technique is developed based on the characteristics of PV-string current under electrical faults and partial shading conditions. Meanwhile, the mitigation block can manage the multiple battery sub-modules with different regulation characteristics to meet the power fluctuations. At last, the promising results are obtained by MATLAB\Simulink with the coordinated operation of those two blocks, including the precise condition of the PV system and the optimal power output of each battery sub-module. Therefore, a comprehensive bi-level control strategy is developed to regulate the operation of battery sub-modules for PV-BES systems.
Keywords: PV plant, battery energy storage, PV-string current characteristics, power fluctuations, operation cost
INTRODUCTION
To reduce the greenhouse gas emissions, replacing the fossil energy generation with renewable energies has become an inevitable trend in the modern power grid. Photovoltaic (PV) plants play an essential role in renewable energies and are regarded as one of the fastest-growing renewable energy systems of recent decades. As reported by the International Renewable Energy Agency (IRENA), the cumulative global PV installations exceeded 580 GW at the end of 2019 (IRENA, 2020). However, different from the conventional generators, the output power of PV plants is characterized by high intermittency and randomness. Meanwhile, the PV plants cannot provide the system inertia due to their lack of the rotation parts (Akshay and Abraham, 2019; Zhang et al., 2021). Therefore, how to strengthen the power regulation capability of PV plants has become a topic of concern recently.
At the beginning, the below maximum power point tracking (MPPT) controller operation schemes are introduced as in Tarraso et al. (2017); Sangwongwanich et al. (2017) and Liu et al. (2014) to enable a certain capacity of power reserve from the PV plants. For example, the master-slave control is adopted in Tarraso et al. (2017), in which the master PV arrays reserve power following the slave PV arrays operating at MPPT. Also, the control strategies in Sangwongwanich et al. (2017) and Liu et al. (2014) achieve the power reserve by enabling the PV arrays to reach MPPT periodically and estimating MPPT through power-voltage curve respectively. However, in those control strategies, a proportion of the captured solar energy has been wasted more or less, which leads to the reduced efficiency of PV plants.
To avoid the waste of the solar energy, battery energy storages (BESs) are combined with PV plants as PV-BES systems, as in Kumar and Singh, (2019); Gira and Dahiya, (2020); Narayanan et al. (2020). In detail, a PV-BES system is developed based on a learning-quantization current control strategy in Kumar and Singh, (2019), a multifunctional voltage source converter is used for PV-BES system in Gira and Dahiya, (2020), and a voltage regulation controller is adopted to regulate the DC link voltage to compensate reactive power in a PV-BES as shown in Narayanan et al. (2020). Also, BESs provide a power response as part of the virtual synchronous generators as in Hou et al. (2020). Technically speaking, BESs, especially hybrid BESs, have great advantages in responding PV power fluctuations as their fast response ability. However, the operation cost of BESs in those control strategies is generally ignored.
The operation cost of BESs in PV plants can be improved by well-designed control strategies from two perspectives. On one hand, the control strategy must precisely identify the influence factors of the PV power fluctuation, and the influence factors can be defects, faults, and partial shading. In detail, the defects such as diode failures, hot spots, cracks in cells, and delamination may lead to the permanent damage and energy reduction of a PV module (Munoz et al., 2011). The defects rarely happen, because the development of PV cell technology has extended the warranties of a PV module to more than 25 years. Also, the electrical faults, such as line-to-ground (LG) fault, line-to-line (LL) fault, and arc fault (Pillai et al., 2019) may cause the permanent damage and energy reduction of a PV system. Moreover, the partial shading is usually due to bird droppings, dust, fallen leaves, trees, and buildings. Thus, different from defects and faults, the power fluctuations of PV plants caused by the partial shading should be identified by the control strategy, and mitigated by BESs.
To identify the partial shading, it is necessary to monitor the operation condition and output power of the PV plants. The current-voltage (I-V) characteristics of PV modules are commonly used to analyze the condition of PV plants (Wang et al., 2016; Chen et al., 2018, 2019). However, I-V testers are required to acquire the I-V curves of PV arrays which will cause extra costs. Since the MPPT controller keeps tracking the maximum power point (MPP) to output maximum power, the operation points during the partial shading and electrical faults are the same. Thus, it is difficult to differentiate the partial shading and electrical fault based on the operation points from I-V curves. Methodologies based on statistical analysis can be applied to study the performance of PV plants (Garoudja et al., 2017; Jenitha and Immanuel Selvakumar, 2017; Harrou et al., 2018). Nevertheless, a large amount of data on irradiance and temperature is needed. The partial shading and LL faults can be classified by machine learning tools for condition monitoring of PV systems (Akram and Lotfifard, 2015; Harrou et al., 2019). But, it is mandatory to collect and emulate numerous operation conditions to acquire sufficient training data. The performance of PV systems can also be evaluated by Gaussian mixture models and empirical mode decomposition (Ding et al., 2019). Extra sensors can be designed and installed on each PV module to detect potential malfunctions (Guerriero et al., 2016). The digital twin approach is developed to estimate the condition of a distributed power electronic-based PV system (Jain et al., 2020). Therefore, a cost-effective and reliable control strategy to identify the partial shading of PV plants is still lacking.
On the other hand, the control strategy must precisely manage the hybrid BESs at the same time, as they have different regulation characteristics. With the developments of battery technologies, BESs consist of several sub-modules with different regulation characteristics become dominating in the near future (Zhang et al., 2016), to broaden the BESs’ regulation capability. For example, the BES in Zhangbei’s demonstration contains lithium battery sub-modules, sodium-sulfur sub-modules, and redox flow sub-modules. Thus, it is challenging to control battery sub-modules with different rated power, capacity, ramping rate, and real-time SoC in responding power fluctuations. In detail, sub-modules as in Lou et al. (2016) respond to the power fluctuations in proportion to their rated power, but the different ramping rates between the power type and energy type sub-modules are ignored. Also, power fluctuations are decomposed into the high component and the low component by Fourier transformation as in Bao et al. (2015); Hirase et al. (2016), and sub-modules take the corresponding component according to their ramping rate. Nevertheless, in those control strategies, SoC cannot be recovered until it crosses the upper/lower thresholds.
Control strategies including SoC recovery stage are further developed in Tan and Zhang (2017); Megel et al. (2018); Doenges et al. (2020). For example, an SoC recovery phase is arranged after each response of the power fluctuations, as in Doenges et al. (2020), and a state-machine-based control strategy is shown in Tan and Zhang, (2017). However, SoC crossing the upper/lower thresholds cannot be eliminated, due to the randomness of recovery stage. A BES regulation cost function is formulated in Megel et al. (2018), in which SoC is first regarded as one of the cost influence factors.
Up to now, none of the control strategies can minimize the BES operation cost from both PV power fluctuation identification and mitigation. Therefore, a bi-level control strategy for BES in PV-BES system is proposed in this paper, in which the operation cost of BES is minimized. The specific contributions of this paper are summarized as follows. 1) An identification block with PV power fluctuation identification technique is developed. It can output accurate power fluctuation since the characteristics of PV-string current under electrical faults and partial shading conditions are considered. 2) A PV power fluctuation mitigation technique is developed based on the regulation characteristics of BES including rated power, rated capacity, ramping rate and real-time SoC.
The rest of the paper is organized as follows. The framework of PV-BES system with the proposed control strategy is introduced in the next section. The details of the bi-level control strategy for PV-BES system including the power fluctuations identification block and the power fluctuations mitigation block are presented in the following section. At last, the performance of the control strategy and the conclusion of the paper are in the last two sections.
FRAMEWORK OF THE PV-BES SYSTEM INCLUDING THE BI-LEVEL CONTROL STRATEGY
The equivalent model of the PV-BES system including the bi-level control strategy for BES are shown as Figure 1, consists of PV plants, BES with several sub-modules, and DC-DC converter. In specific, the PB-BES system is a hybrid system which shares the power from the PV system and BES through a DC link by using a bi-directional DC-DC converter. Furthermore, the bi-level control strategy consists of the PV power fluctuation identification block and the mitigation bock, and the process of the control strategy can be summaries as follows. In detail, the PV system is in normal operation and the BES is charging or discharging on schedule. The presence of partial shading and electrical faults affect the operation of the PV system leading to power fluctuations. In this case, PV power fluctuation identification block will check the causes of power fluctuations, and the warning information is displayed when an electrical fault happens. The instructions are sent to the mitigation block to regulate the operation of the BES system when the partial shading occurs. At last, the mitigation block further manages the output power of battery sub-modules according to their regulation characteristics.
[image: Figure 1]FIGURE 1 | Framework of PV-BES system including the BES bi-level control strategy.
In this section, the models of PV plants and BES are introduced as follows. The PV module consists of series and parallel connected PV cells, which composes of a negative type (N-type) layer, a positive type (P-type) layer, and a PN junction. Due to the PV effect, a PV cell can absorb photon energy from sunlight to produce free-moving electrons to generate electricity. The PV module is developed based on a single-diode model. The PV array is connected to a MPPT controller and it keeps tracking the MPPs to output the maximum power from the PV plant. The perturb and observe method is adopted for the MPPT algorithm. As in Figure 2, an equivalent circuit of PV module of single-diode is depicted. The current output from a PV module is Ipv, the current generated by photon energy is Iph, and they can be expressed as 1) and 2) respectively. The model of PV module can be developed based on those equivalent circuit and equations.
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Where the Io is the saturation current, Id is the diode current, Ish is the current passing shunt resistance, Isc is the short-circuit current, VPV is the output voltage, Rs is the series resistance, Rsh is the shunt resistance, n is the ideality factor of the diode, q is the electron charge, k is the Boltzmann constant, S is the solar irradiance in W/m2, Jo is the temperature coefficient of a PV cell, T is the cell temperature, Tref is the reference temperature of 298 K.
[image: Figure 2]FIGURE 2 | Equivalent circuit of a single-diode PV module.
Generally, the BES system adopts conventional lead-acid batteries since they are stable and low-cost. However, the lead-acid battery is limited in lifetime, requires a long charging time, is greatly affected by temperature, needs routine maintenance, and causes serious pollution. With the development of new-material batteries, the lithium-ion battery has the advantages of high energy density, fast charging, and long lifetime. Therefore, the lithium-ion battery is adopted to develop the BES system. The energy stored in the battery is limited and varies during charging and discharge period. Thus, it is important to determine the model parameters before modelling a battery. The capacity of a battery is affected by many factors. For example, the larger the discharge current, the smaller the battery discharge capacity. Besides, the discharge capacity is higher at high temperatures. During the charging and discharge period of a battery, the voltage of a battery varies with the capacity. When the capacity of battery decreases, the voltage will decrease. The remaining capacity of a battery can be described by the state of charge (SOC). The SOC can be expressed by 3, in which Qr is the remaining capacity, Q is the capacity of battery.
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The typical battery discharge mode is constant current discharge under different currents. The characteristic curve is shown in Figure 3A, including the exponential region and the rated region. Specifically, the voltage is at the fully charged condition. The voltage decreases rapidly with the discharging of the battery. In the rated region, the voltage almost remains unchanged. After the rated region, the voltage decreases slowly to zero. The equivalent circuit of a battery is composed of a controlled voltage source (E) and a series-connected internal resistance (Rb) as shown in Figure 3B. In that figure, Vb and ib represent the terminal voltage and the current, respectively. It is supposed that the internal resistance is unchanged. Also, the mathematical model of battery can be expressed as (4), in which Eo is the voltage when the battery capacity is zero, K is the polarization voltage, A is the magnitude of exponential region, i1 is the low frequency current, B is reciprocal of time constant of rated region. At last, the BES system can be developed based on the mathematical model.
[image: Figure 3]FIGURE 3 | (A) Characteristic curve of battery in constant current discharge mode. (B) Equivalent circuit of battery.
BI-LEVEL CONTROL STRATEGY FOR BES IN PV-BES SYSTEM
The bi-level control strategy consists of the power fluctuations identification block and the power fluctuation mitigation block. Initially, a PV array in a row of three modules and a column of four modules is developed as Figure 4A. The PV module (CS3U-375MS-AG, Canadian Solar Inc) with a maximum power of 375 W is used. The I-V and P-V characteristics of the PV system at the irradiance of 600 W/m2 and temperature of 25°C is shown in Figure 4B. The PV system can produce a maximum power of 2.68 kW at the MPP of 158.40 V and 16.93A. The MPPs move to (159.60 V, 14.16 A) and (124.20 V, 16.94 A) when one of the PV modules is in partial shading with an irradiance of 300 and 100 W/m2 respectively. For a four-module string, the LG faults when 25%, 50%, and 75% of the PV modules in a PV string are evaluated as shown in Figure 4A. The 25% means that one PV module of four series-connected PV modules is under faulty conditions. The I-V and P-V curves are shown in Figure 4C. The MPP of 25% LG fault is (124.80 V, 16.97 A). The MPPs of 25 and 50% LG fault are the same at (158.40 V, 11.29 A). In this case, the potential LL faults can be caused by 25% or 50% of modules between two strings are misconnected as shown in Figure 4A. The MPPs of 25 and 50% LL faults are (124.80 V, 16.98 A) and (160.80 V, 11.34 A) as depicted in Figure 4D.
[image: Figure 4]FIGURE 4 | (A) Potential LG and LL faults in a PV array. (B) I-V and P-V curves of the PV system when a PV module is in partial shading. (C) I-V and P-V curves of the PV system when one of the strings is under 25, 50, and 75% LG fault condition. (D) I-V and P-V curves of the PV system when 25 and 50% LL faults occur between two strings.
Power Fluctuations Identification Block
According to those practical results, the MPP varies with partial shading and electrical faults conditions. However, there are cases in which the MPP is the same at partial shading and electrical faults. Since the defects rarely happen, they are not considered in this paper. For instance, the PV system operates at almost the same MPP under the condition of partial shading of 100 W/m2, 25% LG fault, and 25% LL fault. The MPPs of 50 and 75% LG faults are approximately the same as the 50% LL fault. Therefore, it is difficult to detect and differentiate the partial shading and electrical faults in a PV-BES system, which is also a main challenge to the identification block.
To develop the identification block, the string current under the various conditions is evaluated to design the condition monitoring algorithm and current sensing scheme, based on the investigated performance of the PV system in conditions of normal operation, partial shading, and electrical fault. A reliable and convenient condition monitoring technique is developed for the identification block, investigating the effects of the MPPT controller on electrical faults and partial shading.
In specific, the string current of PV array is analyzed to derive the mathematical model for condition monitoring of PV system. The LG fault and LL faults are studied to derive the equation of the string current. Only single LG faults and LL faults are considered since multiple LG faults and LL faults will cause apparent faulty current or short-circuit current. Thus, the operation condition and MPPs are different from partial shading. When an LG fault occurs within a PV string, there are two potential working conditions. The case one is that the faulty string still works with voltage higher than the voltage at the MPP (Vmp) and current lower than the current at the MPP (Imp). The unfaulty strings work with a voltage lower than Vmp to ensure that the PV array is operating at a point nearby the MPP to generate the maximum power. Another case is that the faulty string is open circuit since it cannot meet the operation voltage of unfaulty string. The unfaulty string works at MPP. This is due to the MPPT controller keeps tracking the MPP to ensure that the PV array generates the maximum power. Therefore, equations can be derived to estimate the percentage of PV modules of the faulty string (P) to sustain the operation. For instance, the PV array in structure of row (x) × column (y). Eq. 5 can be used to represent this case, in which Iuf is the current of the unfaulty string, y* is the number of the unfaulty string. In this case, the y* is y-1. Hence, Eq. 6 is established.
Furthermore, when LL fault occurs, suppose a number of m modules in the beginning part of the first string (S1) and a number of n modules in the beginning part of the second string (S2) are misconnected. The voltage of the beginning part of S1 equals to the voltage of the beginning part of S2. Since the MPPT controller keeps tracking the MPP, the voltage of unfaulty strings is slightly lower than Vmp. Besides, the voltage of unfaulty string is almost same as Vmp. Thus, Eq. 7 can be derived to estimate the condition of PV array, in which Isc is the short circuit current, Voc is the open circuit voltage.
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According to the characteristics of PV string current, the algorithm can be developed based on the 5) and 7) to monitoring the LG faults and LL faults as depicted in Figure 5. The Hall-effect current sensors can be installed on the beginning and terminal of PV strings to measure the current of each PV string. Other non-invasive magnetic sensors such as magnetoresistance sensors can also be used and the price is typically lower than 1 USD. The current of the beginning of PV string (IS1a, IS2a, … ISya) and terminal of PV string (IS1b, IS2b, … ISyb) can be measured to detect LG and LL faults. The power fluctuation identification block is developed on the basis of the algorithm. The algorithm is relatively simple compared to other condition monitoring algorithms and the computational cost is low. The power identification block alarms the system when LG and LL faults are detected. The instructions are sent to power fluctuation mitigation blocks when partial shading is detected. The innovation is that it can identify partial shading and electrical faults when the MPPs are the same in these two cases.
[image: Figure 5]FIGURE 5 | Condition monitoring algorithm for LG faults and LL faults.
Power Fluctuation Mitigation Block
Once the part of power fluctuations of PV has been decided to be responded by the BES, the power fluctuation mitigation block can further manage the battery sub-modules with different regulation characteristics. To minimize the operation cost and to maintain the SoC level of each battery sub-module, the operation cost function is defined as (8). In specific, the different coefficients of the cost function can distinguish the model differences in response to the power fluctuations. Furthermore, SoCn,t can be can be written as a function of BES charging and discharging power in (9). And, Eq. 8 can be deduced as (10).
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Where, Jn,t represents cost function of the nth battery sub-module at t intercal; Pn,tc and Pn,td represents the charging and discharging power of the nth battery sub-module respectively, and either Pn,tc or Pn,td is zero because the sub-module operates on the charging or the discharging mode; SoCn,t is the real-time SoC of the nth sub-module, and SoCn0 is a constant representing the reference value, around which SoCn,t varies; Sn represents the rated capacity of the nth sub-module; an and bn are positive constants, indicating that the degree of the influence from the output power and SoC on operation cost, and the value of an and bn are empirical value from the experimental data; ηc and ηd are the charging\discharging efficiency of the modules; αnc, αnd, βn,tc, βn,td, and γn,t variates.
The duty of the power fluctuation mitigation block is to distribute the power demand to each module. At the beginning, the objective of the mitigation block is to minimize the operation cost of the BES. Meanwhile, the power demand must be met, and each module must be constrained by their regulation characteristics including rated power, capacity, ramping rate, and SoC. Furthermore, the distribution can be achieved to solve an optimization problem. In detail, the objective function of the power fluctuation mitigation block is shown as (11), adding the operation cost of each sub-module together. The equality and inequality constraints are listed as (12)–(15). At last, the quadratic programming is applied to solve the optimization problem. Because the quadratic function is a convex function, and the minimum value exists.
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CASE STUDY
To verify the feasibility of the bi-level control strategy, the simulation model of the PV-BES system is developed by MATLAB/Simulink based on the theory of PV-BES system explained above. In particular, The PV module (CS3U-375MS-AG, Canadian Solar Inc) with a maximum power of 375 W is used. Also, the BES consists of four battery sub-modules, and their regulation characteristics are shown in Table 1 including rater power, ramping rate, rated capacity, charging \discharging efficiency, response time, and cost function coefficients.
TABLE 1 | Regulation characteristic of four battery sub-modules.
[image: Table 1]The weather conditions for 6 h are shown in Figures 6A,B, including the light irradiance and the environment temperature. The PV power fluctuations are shown in Figure 6C, which are total results from the shading. To mitigate the power fluctuations, two mitigation modes marked as Mode one and Mode two are achieved by the power mitigation block in Figure 6D and Figure 6E. In specific, the output power of PV keeps constant every 0.5 h in Mode 1, and the output power of PV is constant during the whole 6 h period.
[image: Figure 6]FIGURE 6 | (A) Light irradiance curve. (B) Environment temperature curve. (C) PV output power fluctuation curve. (D) Mitigated PV output power in Mode 1. (E) Mitigated PV output power in Mode 2.
Furthermore, the output power of each battery sub-module in those two Modes are shown in Figures 7A,B, while the corresponding SoC are shown in Figures 7C,D. In detail, the regulation cost of each sub-module is positively related to its cost coefficient and SOC offset, and the output power of each energy storage is allocated according to the lowest total regulation cost, according to the operation of battery sub-modules in Mode 1. For example, the battery sub-modules #1 is sensitive to the decline of SOC as it has a large adjustment cost coefficient Bi. Meanwhile, the battery sub-modules #1 makes full use of its advantages, as long as the step increase or drop of power fluctuations happen.
[image: Figure 7]FIGURE 7 | (A) Output power of each battery sub-modules in Mode 1. (B) Output power of each battery sub-modules in Mode 2. (C) SoC of each battery sub-modules in Mode 1. (D) SoC of each battery sub-modules in Mode 2.
Moreover, the SOC of battery sub-module #4 varies in a relatively larger range, as it is with a low regulation cost coefficient Bi. The output power decreases to ensure the SOC balancing until 4 h later, as its regulation cost increases significantly in Mode 1. Similarly, the battery sub-module #4 takes the most mitigation responsibility in the first 2 h in Mode 2, as it is with the low regulation cost coefficient Bi. Its output power decreases with the increase of SOC offset.
At last, the proposed control strategy was compared with another two strategies, marked as Strategy #2 and Strategy #3, which are defined in Table 2, together with the regulation cost accumulated for 6 h. The BES in Mode 1 has a lower cost than it has in Mode 2. Meanwhile, The proposed bi-level control strategy meets the mitigation of PV power with the lowest regulation cost in both operation modes. In addition, the proposed control strategy can achieve the SoC balancing without the signal tracking error.
TABLE 2 | Frequency response performance of Area #2 under different REP levels.
[image: Table 2]CONCLUSION
In this paper, a bi-level control strategy is developed to minimize the operational cost of BES for power stability of a PV-BES system. It consists of PV power-fluctuations identification block and mitigation block. The identification block is capable of identifying the electrical faults and partial shading conditions of a PV system based on the string-current characteristics. The information of power fluctuation of a PV system is outputted to the mitigation block to regulate the operation of battery sub-modules to meet the power fluctuations. The simulation results and case study results verified that bi-level control strategy can monitor the condition of the PV system and optimize the operation of each battery sub-modules. It will warn the system when an electrical fault occurs. The sub-battery modules operate only when the power fluctuations are caused by the partial shading. The results show that the BES can mitigate the fluctuations with the lowest regulation cost, according to their regulation characteristics. Thus, a competent bi-level control strategy is successfully developed to achieve the power stability of a PV-BES system in a reliable and low-cost manner.
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NOMENCLATURE
A Magnitude of exponential region
an,bn Positive constants
B Reciprocal of time constant of rated region
BESs Battery energy storages
Bi Low regulation cost coefficient
E A controlled voltage source
Eo Voltage when the battery capacity is zero
i1 Low frequency current
ib Current
Id Diode current
Imp Current at the MPP
Io Saturation current
Iph Current generated by photon energy
Ipv Current output from a PV module
Isc Short-circuit current
Ish Current passing shunt resistance
Iuf Current of the unfaulty string
I-V Current-voltage
Jn,t Cost function of the nth battery sub-module at t intercal
Jo Temperature coefficient of a PV cell
k Boltzmann constant
K Polarization voltage
LG Line-to-ground
LL Line-to-line
MPP Maximum power point
MPPT Maximum power point tracking
n Ideality factor of the diode
P Percentage of PV modules of the faulty string
Pn,tc Charging power of the nth battery sub-module
Pn,td Discharging power of the nth battery sub-module
PV Photovoltaic
q Electron charge
Q Capacity of battery
Qr Remaining capacity
Rb A series-connected internal resistance
Rs Series resistance
Rsh Shunt resistance
S Solar irradiance in W/m2
Sn Rated capacity of the nth sub-module
SOC State of charge
SoCn,t A function of BES charging and discharging power Real-time SoC of the nth sub-module
SoCn,t A function of BES charging and discharging power Real-time SoC of the nth sub-module
SoCn0 A constant representing the reference value
T Cell temperature
Tref Reference temperature of 298 K
Vb Terminal voltage
Vmp Voltage at the MPP
Voc Open circuit voltage
VPV Output voltage
y* Number of the unfaulty string
ηc Charging efficiency of the modules
ηd Discharging efficiency of the modules
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The electric energy storage system (EESS) is considered as an efficient and promising tool to alleviate the power imbalance of grid-connected microgrid with distributed generation (DG). This work develops a perturbation observer-based fractional-order control (POFOC) strategy for superconducting magnetic energy storage (SMES) system. Initially, a high-gain state and perturbation observer (HGSPO) is designed for reliable estimation of the combined impact of the nonlinearities, parameter uncertainties, unmodeled dynamics, and external disturbances of SMES. Then the storage function of an SMES system is designed, which takes favorable terms into serious consideration to sufficiently utilize the physical properties of the SMES system. Moreover, a fractional-order control framework is applied for complete compensation for the estimated perturbation and adopted as the attached input to boost its dynamical responses. Furthermore, a newly proposed jellyfish search algorithm (JSA) is utilized to realize optimization and tuning of control gains of the developed strategy, upon which high-quality global optimum can be obtained to ensure prominent controlling performance. Case studies, e.g., active power and reactive power supply and system restoration capability under power grid fault effectively validate the effectiveness and reliability of the POFOC strategy compared with traditional PID control and interconnection and damping assignment passivity-based controller (IDA-PBC). In particular, the overshoot of PID is 115.264% of the rated value, while POFOC has no overshoot.
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1 INTRODUCTION
Large-scale exploitation and application of renewable energy are significant to our future energy transformation and sustainable development, thanks to their outstanding environment-friendly characteristics (Yan, 2020), which can effectively help in the global energy crisis and ecosystem deterioration (Zhang et al., 2021a). In general, distributed generation (DG) is always deemed as an insightful solution, which can satisfy the demand for both uninterrupted electricity supply and zero pollution (Yang et al., 2019a; Xi et al., 2020). Nevertheless, the inherent intermittence and randomness of DGs often lead to fluctuation of output power, which may severely threaten microgrid operation stability and reliability. Electric energy storage system (EESS) serves as a promising strategy to solve this tricky problem.
In general, EESS owns various distinctive advantages, such as boosting power supply stability and reliability with fast responses, balancing power supply and demand under low costs, enhancing power generation efficiency, and decreasing pollution emissions. EESS systems can be generally divided into two main subsystems (Yang et al., 2018; Sara et al., 2020), i.e., i) high-energy storage systems and ii) high-power storage systems. In particular, the second can be further categorized into more different types, among which one of the most representative one is superconducting magnetic energy storage (SMES) (Shi et al., 2019). It is worth noting that SMES receive vast research attention, thanks to their merits of high-energy conversion efficiency via superconductors, and also low cost and high current intensity (Yang et al., 2016). Moreover, it can also achieve rapid regulation of active power/reactive power, which is beneficial to power transfer control (Shima et al., 2018). Currently, pulse-width modulated current source converter (PWM-CSC) is extensively adopted to restrain harmonic distortion and decrease the complexity of a system component (Yang et al., 2020).
As for SMES, a critical task during its operation is the design of an appropriate control system, which is crucial to ensure that SMES can obtain optimal operation performance under various applications. Thus far, traditional linear control method, for instance, proportional-integral-derivative (PID) control is extensively utilized due to its easy implementation and satisfactory effectiveness (Yang et al., 2017). However, SMES is a typical high nonlinear system, such that control gains of PID control that are acquired via single-point linearization cannot realize a globally consistent control. Therefore, many nonlinear control strategies are proposed to solve such an obstacle. For example, in the literature (Lin et al., 2018), an energy-shaping mechanism on the basis of port-controlled Hamiltonian (PCH) models was devised for a rapid power command response. Furthermore, a fuzzy logic control was adopted by Shanchuan Wang and Jianxun Jin (2014) to boost the dynamical responses of SMES systems under different operating scenarios.
However, SMES is usually prone to various uncertainties that are caused by renewable energy stochastic features (Montoya et al., 2018; Trilochan et al., 2018; Yang et al., 2019b). To boost the robustness and response speed of SMES under various operating scenarios at the same time, a perturbation observer-based fractional-order control (POFOC) strategy is devised in this work, which combines the benefits of high-gain state perturbation observer (HGPO) and fractional-order sliding-mode control (FOC) (Montoya et al., 2018). Furthermore, a novel jellyfish search algorithm (JSA) (Chou and Truong, 2021) is adopted to realize the optimization and tuning of control gains of the developed strategy, upon which high-quality global optimum can be obtained to ensure a consistently remarkable performance. The main novelties are outlined as follows:
• System nonlinearities, parameter uncertainties, unmodeled dynamics, as well as external disturbances are combined to one perturbation. Then, an HGPO is employed to estimate the perturbation, while the controller is then adopted for complete compensation for the estimated perturbation. Therefore, the proposed POFOC control can maintain high robustness against different uncertainties.
• Due to the employed two fractional orders by POFOC, its response speed can be significantly boosted compared with PID control and damping assignment passivity-based controller (IDA-PBC). Meanwhile, the perturbation compensation mechanism can efficiently ensure that the proposed method obtains a consistently optimal global control performance.
• JSA can effectively avoid falling into local optimal solutions, which can ensure that the control gains can be properly optimized and tuned in a relatively short time.
The remaining of this paper is organized as follows: Section 2 develops the SMES system modeling. Section 3 develops the POFOC. In Section 4, the jellyfish search algorithm is described. In Section 5, the POFOC design for SMES systems is described. Comprehensive case studies are undertaken in Section 6. Last, Section 7 summarizes the main contributions of the paper.
2 SUPERCONDUCTING MAGNETIC ENERGY STORAGE SYSTEM MODELING
Energy storage devices have bidirectional power regulation ability. The power response characteristics of different energy storage devices have various time scales and recycling efficiency due to their different energy storage forms. SMES is a kind of power-type energy storage device, which has the characteristics of fast-response speed and high-power grade. As one of the typical superconducting devices, SMES owns great potential to be widely used in microgrids with the continuous development of superconducting technology.
According to the literature (Espinoza and Joos, 1998; Montoya et al., 2018), the modeling of one typical SMES system is able to be expressed by:
[image: image]
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where all the variables can be referred to in the Nomenclature, while the basic framework of PWM-CSC-based SMES system is demonstrated in Figure 1.
[image: Figure 1]FIGURE 1 | Pulse-width modulated current source converterPWM-CSC)-based superconducting magnetic energy storage (SMES) system connected to an AC power grid.
In particular, [image: image] and [image: image] can be expressed by (Espinoza and Joos, 1998; Montoya et al., 2018):
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3 PERTURBATION OBSERVER-BASED FRACTIONAL-ORDER CONTROL
3.1 High-gain state and perturbation observer design
An uncertain nonlinear system can be written in a standard form, as follows:
[image: image]
where [image: image] means the state variable vector, while the other variables and parameters can be referred to in the literature (Espinoza and Joos, 1998; Elsisi et al., 2017). State matrix A and control matrix B are described by:
[image: image]
The perturbation of the system is represented by literature (Shtessel et al., 2008; Zhu et al., 2015; Elsisi et al., 2017):
[image: image]
where b0 denotes a control gain that is set by the users, which is a constant.
Furthermore, xn in the system is written as:
[image: image]
Now, [image: image]. Hence, the system (Eq. 8) can be further expressed as:
[image: image]
Thus, [image: image] and two following assumptions can be defined by (Shtessel et al., 2008; Zhu et al., 2015; Elsisi et al., 2017):
A.1 Inequality [image: image] must always be satisfied by b0, in which θ means a positive constant.
A.2 Perturbation [image: image] and its first-order derivative [image: image] are limited as [image: image] with [image: image], and [image: image], in which [image: image] and [image: image] denote the limits of perturbation and its first-order derivative, which are two positive constants, respectively.
The estimation error of x is defined as [image: image], while [image: image] is the estimation of x, and the reference of x is represented by x*. Based on this, an (n + 1)th-order HGSPO is designed for states and perturbation estimation (Espinoza and Joos, 1998; Elsisi et al., 2017):
[image: image]
with
[image: image]
where observer gain [image: image] decides the rate of estimation, while the other variables and parameters can be referred to in the literature (Espinoza and Joos, 1998; Elsisi et al., 2017):
[image: image]
where λα represents the observer root that can ensure the convergence of the observer. Particularly, [image: image].
3.2 Fractional-order control
Fractional calculus is based on integral calculus. Based on its order in the field of fractions or complex numbers, it is the traditional differential and integral unified form of expression. The process from integral to differential can be expressed as the ordered set of fractional calculus to order. Therefore, using fractional calculus instead of integer calculus can better describe the actual physical system and natural phenomena. For integer calculus, there is a relatively clear physical meaning and geometric interpretation, for example, the first derivative of a variable can be used to express the speed in the physical sense, and the second derivative is the corresponding acceleration. If many problems are described by integer derivative, then the appropriate differential equation cannot be obtained, or the obtained differential equation is not complex, and the results are not necessarily very consistent with the actual situation. However, the differential equation obtained by fractional derivative is not only very concise, but also the results obtained by fractional derivative are closer to the reality. Sometimes, a problem is complex not because it is really complex, but because no suitable method has been found. The fractional differential equation generated by fractional derivative is such a powerful tool to study complex problems. Hence, it has become a powerful tool for mathematical modeling of complicated mechanical and physical processes.
In particular, the basic operator [image: image] is expressed as (Wei Yao et al., 2015; Yang et al., 2015; Zhang et al., 2021b):
[image: image]
where [image: image] and t mean the lower and upper boundaries, and [image: image] means the order of operation.
The definition of Riemann–Liouville (RL) is on the basis of Gamma function [image: image] and yields:
[image: image]
where [image: image] denotes the first integer that is larger than or equal to [image: image], e.g., [image: image].
In particular, [image: image] of the POFOC method is expressed as:
[image: image]
where [image: image], [image: image], and [image: image]can be found in Figure 2.
[image: Figure 2]FIGURE 2 | Parameter ranges for different controllers.
3.3 Overall perturbation observer-based fractional-order control design
Thus, POFOC can be illustrated by (Wei Yao et al., 2015; Zhang et al., 2015; Xi et al., 2016; Zhang et al., 2016):
[image: image]
where [image: image] means the reference of state [image: image], while [image: image] is the nth-order derivative of [image: image].
4 JELLYFISH SEARCH ALGORITHM
4.1 Jellyfish search algorithm overview
Jui-Sheng Chou et al. (Chou and Truong, 2021) recently proposed a JSA via emulating the predation process of jellyfish, which involves three behaviors. Figure 3 presents the steps of JSA.
[image: Figure 3]FIGURE 3 | Jellyfish’s behavior in the ocean. (A) the original figure source and (B) redecorated figure with citation.
4.2 The principle of jellyfish search algorithm
4.2.1 Population initialization
The initialization of population in JSA is conducted based on a logical graph (May 1976), which eliminates the negative effects of random initialization that are often adopted by traditional metaheuristic algorithms, e.g., low convergence rate and easy to fall into local optima due to the lack of population diversity. The JSA-based logical graph is expressed as:
[image: image]
where [image: image] denotes the location chaotic value of the ith jellyfish, [image: image] means the initial population of the jellyfish, while the parameter [image: image] is set to 4.0 (Chou and Truong, 2021).
4.2.2 Ocean current
Jellyfishes are attracted by ocean currents that contain large amounts of nutrients, which update their location according to the [image: image] of ocean currents, as shown in Figure 4A. It can be modeled by:
[image: image]
where [image: image] is defined as the best location of jellyfish in the swarm, [image: image] represents the mean location of the population, and β means the coefficient corresponding to distribution, whose value is set to 3.
[image: Figure 4]FIGURE 4 | Simulation of Jellyfish behavior. (A) the original figure source and (B) redecorated figure with citation.
4.2.3 Jellyfish swarm
The movements of jellyfishes in the swarm can be segmented into two types: passive motion and active motion. The location of one specific jellyfish is updated during iterations as:
[image: image]
where [image: image] and [image: image] denote the upper and lower boundaries of the searching space, and [image: image] means the coefficient corresponding to motion, which is set to 0.1.
The active motion of jellyfishes in the swarm is determined by:
[image: image]
Figure 4B illustrates the direction of the movements of jellyfishes inside the swarm: jellyfishes always move toward the direction of greater food availability. The corresponding movement direction of each jellyfish is given by:
[image: image]
where [image: image] is the objective function of location X.
4.2.4 Time control mechanism
In JSA, the time control mechanism is adapted to govern the movements of jellyfishes following ocean currents and inside jellyfish swarm. The implementation of JSA mainly depends on the time controlling function [image: image], which randomly fluctuates within the range of 0–1, which is depicted as:
[image: image]
where k denotes the total number of iterations, [image: image] is the maximum number of iterations, and the executive procedure of JSA is given in Figure 5.
[image: Figure 5]FIGURE 5 | Executive procedure of jellyfish search algorithm (JSA).
5 PERTURBATION OBSERVER-BASED FRACTIONAL-ORDER CONTROL DESIGN FOR SUPERCONDUCTING MAGNETIC ENERGY STORAGE SYSTEMS
Define state vector as [image: image], output [image: image], and control input [image: image]. Next, Eqs 1–7 are able to be expressed as:
[image: image]
where
[image: image]
Differentiating y until u explicitly appeared, gives:
[image: image]
Thus, the system (Eq. 28) can be further described by a matrix, as follows:
[image: image]
where
[image: image]
[image: image]
with
[image: image]
Furthermore, to ensure that the linearization of input–output is effective, B(x) needs to be nonsingular under all the operating circumstances, e.g.,
[image: image]
Due to [image: image] is always not equal to zero, Eq. 36 can always be satisfied
Perturbations [image: image] and [image: image] for the SMES system (32) are described by:
[image: image]
Moreover, B0 can be described by:
[image: image]
where b11 and b22 mean constant control gains that are set by users.
Tracking error is e = [e1, e2]T = [[image: image]-[image: image],[image: image]-[image: image]]T, while differentiating e until input u explicitly appears, yields:
[image: image]
Therefore, a third-order HGPO is designed for the estimation of perturbation [image: image] as:
[image: image]
where α11, α12, and α13 mean three positive constants, with [image: image].
Besides, a third-order HGSPO is adopted to realize the estimation of perturbation [image: image] and the first-order derivative of mechanical rotation speed, as follows:
[image: image]
where observer gains α21, α22, and α23 are all positive constants, with [image: image].
Tracking error dynamics of the POFOC method is written as:
[image: image]
where control gains [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], fractional integrator order [image: image] and [image: image], and differentiator order [image: image] and [image: image] are chosen to realize a satisfactory dynamic tracking error.
Then, JSA is used to optimize POFOC control gains. The optimization goal is to minimize active power and reactive power tracking errors and minimize the overall controlling cost, as follows:
Minimize F(x) = [image: image]
[image: image]
where the weights [image: image] and [image: image] mean the scaling coefficients that are designed as 0.2, while T = 10 s. The overall control framework of POFOC control is given in Figure 6.
[image: Figure 6]FIGURE 6 | The overall control framework of a perturbation observer-based fractional-order control (POFOC).
6 CASE STUDIES
The configuration of a typical SMES system is illustrated in Figure 7, while related parameters are specifically shown in Table 1. To testify the control performance and robustness of the POFOC strategy, it is compared against the traditional PID control and IDA-PBC under two cases. In addition, the simulation is executed on Matlab/Simulink 7.10 using a personal computer with an IntelR CoreTMi7 CPU at 2.2 GHz and 8 GB of RAM.
[image: Figure 7]FIGURE 7 | The configuration of an SMES system in a microgrid.
TABLE 1 | The superconducting magnetic energy storage (SMES) system parameters and microgrid parameters.
[image: Table 1]6.1 Active power and reactive power supply
The purpose of this case is to verify the ability to regulate the output of active power and reactive power when the system is under disturbance. In this case, the reference of power is constantly changing, and the main purpose is to track them accurately. In addition, the detailed system response is demonstrated in Figure 8, which indicates that POFOC can adjust the active power and reactive power in the shortest time, and the tracking effect is the best. In addition, serious overshoot occurs in PID control, which might lead to a decrease in the operating stability and reliability of the system. The system cannot be quickly restored to the stable state due to the slow adjustment speed of IDA-PBC.
[image: Figure 8]FIGURE 8 | System responses under power support. (A) Control input md. (B) Control input mq. (C) Active power Pac. (D) Reactive power Qac.
6.2 System restoration ability under power grid fault
This section aims to verify whether the control system can recover the disturbance system quickly and effectively. Suppose at t = 0.5 s between Bus 2 and infinite bus, there is a three-phase short-circuit fault that occurs on a transmission line. In addition, when t = 0.6 s, the fault line is disconnected, and the automatic re-closing device is turned on, and the normal supply of electric power is restored after the fault is cleared. Figure 9 shows the recovery performance achieved by various controllers when a failure happens, which indicates that POFOC can effectively and significantly mitigate power oscillations caused by faults, ensuring that unstable systems return to normal operation at the highest speed. Compared with PID control, the proposed POFOC method can always maintain a relatively stable tracking performance, and the restore speed is much faster after the fault on the transmission line.
[image: Figure 9]FIGURE 9 | System responses under power system fault. (A) Control input md. (B) Control input mq. (C) Active power Pac. (D) Reactive power Qac.
7 CONCLUSION
A novel POFOC scheme combined with JSA is developed in this work for SMES systems, which main novelties are outlined as:
1) HGPO is first employed to estimate the combined impact of SMES system modeling uncertainties, unknown parameters, and external disturbances. Then, the control strategy fully compensates the estimated perturbation for consistent global control, which leads to stronger robustness.
2) A novel JSA is employed to optimize and tune the control gains based on its powerful global searching ability, which can effectively avoid the algorithm falling into local optimal solutions.
3) Case studies testify the practical performance of the proposed POFOC scheme compared against traditional PID control and IDA-PBC. Experimental results indicate that POFOC control can significantly enhance the overall control performance of SMES system in comparison with PID control in terms of tracking ability and control costs. In particular, the overshoot of PID is 115.264% of the rated value, while POFOC and IDA-PBC has no overshoot.
In future studies, a more advanced controller and algorithm will be devised to solve this problem.
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GLOSSARY
Ed d-axis voltage of AC equivalent node
Eq q-axis voltage of AC equivalent node
[image: image] electrical frequency of AC equivalent node
id d-axis current flowing across the transformer
iq q-axis current flowing across the transformer
vd d-axis voltage at PWM-CSC terminal
vq q-axis voltage at PWM-CSC terminal
idc DC current flowing across superconducting coil
md d-axis modulation indicatrix
mq q-axis modulation indicatrix
Pac active power
Qac reactive power
ςi, φiλci (i = 1,2) controller gains
αij, kij (i = 1,2; j = 1,2,3) observer gains
[image: image] the thickness layer boundary of the observer
[image: image] the thickness layer boundary of controller
[image: image],[image: image] fractional differential order
C capacitor used as low-pass filter
Lsc inductance of superconducting coil device
LT inductance of transformer
RT resistance of transformer
[image: image] rated apparent power of SMES system
SMES superconductor magnetics energy storage
DG distributed generation
FOSMC fractional-order SMC
AFOSMC adaptive fractional-order SMC
PID proportional-integral-derivative
SMSPO sliding-mode state and perturbation observer
PWM-CSC pulse-width modulated current source converter
HIL hardware-in-the-loop
IDA-PBC interconnection and damping assignment passivity-based control
JSA jellyfish search algorithm
EESS electric energy storage systems
SCES super-capacitor energy storage
FWES super-capacitor energy storage
HESS hybrid energy storage system
TES thermal energy system
CAES compressed air energy system
PHES pumped hydroelectric energy storage
PCU power converter unit
PCC point of common coupling
PCH port-controlled Hamiltonian
MPC model predictive control
PO perturbation observer
PERSFC perturbation estimation based robust state feedback control
DFIG doubly-fed induction generator
PoFoPID perturbation observer based fractional-order PID
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In the published article, there was a lack of rigorous figure citation and description of the original work developed by Chou, J.-S.; Truong, D.-N.’s (2021) entitled “A novel metaheuristic optimizer inspired by behavior of jellyfish in ocean” (Chou and Truong, 2021). The authors fully understand and agree with the outstanding performance of the jellyfish algorithm proposed by Chou, J.-S. and Truong, D.-N. in solving optimization problems, and respect the academic credits of the original authors to propose this excellent algorithm, as well as corresponding explicit illustration about its optimization mechanism. Therefore, the authors refer to the operation principles of the jellyfish algorithm (Chou and Truong, 2021) in Section 4 of the current paper. Chou, J.-S. and Truong, D.-N.’s work has been cited in Section 4.1 and Section 4.2.1 in the main text, however, the corresponding schematic figures related to the optimization principle’s introduction were not properly cited in error.
The corresponding figure source has now been correctly cited. Figure 3 demonstrates the original figure source (Chou and Truong, 2021) and our redecorated figure with citation (Luo et al., 2021) about the behavior of jellyfish in the ocean. Figure 4 illustrates the original figure source (Chou and Truong, 2021) and our redecorated figure with citation (Luo et al., 2021) about simulation of jellyfish behavior. Also, more textual descriptions and illustrations have been added to demonstrate the citation sources and academic credits from the original authors in the revised manuscript.
[image: Figure 3]FIGURE 3 | Jellyfish’s behavior in the ocean. (A) the original figure source and (B) redecorated figure with citation.
[image: Figure 4]FIGURE 4 | Simulation of Jellyfish behavior. (A) the original figure source and (B) redecorated figure with citation.
The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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Electricity market reform provides the conditions for demand-side load resources to be incorporated into the supply–demand regulation, and the increase of residential-side electrification level makes residential load resources a high-quality resource for demand response (DR). Resident home appliances participate in the “two-way interaction” of the power grid in the form of DR, which can effectively alleviate the tension of power supply and consume clean energy, to improve the safe and stable operation of the power system. Firstly, this article summarizes the structure and functions of the home energy management system (HEMS). Secondly, it discusses the key technologies of the HEMS, starting from an advanced metering infrastructure (AMI) and DR technology. Finally, it analyzes the control strategies of the HEMS, including component models and various optimal scheduling algorithms, and describes the challenges of the HEMS.
Keywords: home energy management system, demand response, residential load, control strategy, advanced metering infrastructure
INTRODUCTION
In May 2009, the State Grid Corporation of China proposed to build a strong smart grid with the characteristics of informatization, digitization, automation, and interaction (Liu et al., 2009). Smart grids can realize real-time monitoring and analysis of user power consumption information, and smart power services have gradually begun to realize the extensive participation of users and autonomous responses to demands (Tian et al., 2014). The reform and development of electricity marketization have gradually diversified the stakeholders of the power system, and demand-side resources have emerged as important, so demand response (DR) has emerged. Since 2011, residential household energy consumption has grown faster than that in the industrial sector, and households have become one of the most critical factors influencing the management of sustainable development. In 2019, the electricity consumption of the whole society in China was 7,225.5 billion kWh, an increase of 4.5% year-on-year, and the electricity consumption of urban and rural residents was 1,025 billion kWh, accounting for 14.2% of the total electricity consumption of the society (National Energy Administr, 2019). Residential load resources on the demand side have become important resources for DR.
Stamminger et al. (2008) pointed out that residential and commercial electricity consumption in the United States accounted for about 72%, of which at least 30% of electricity consumption can be avoided. In China, with the development and popularization of electric vehicles and distributed power generation, the energy within the family will gradually become diversified and complex in the future, and a large part of energy waste can be avoided under reasonable planning. Reasonable arrangement of the orderly work of household electrical equipment through the home energy management system (HEMS), which can assist users in controlling the energy flow and load dispatching in the system, helps in mobilizing users’ enthusiasm for participating in DR and accelerating the on-site distribution of distributed energy consumption (Zhang et al., 2021).
The development of smart grid technology and the rise of residential energy consumption provide opportunities and challenges for HEMS research, and some countries, such as the United States and Germany, have started to conduct in-depth research on intelligent power utilization and HEMS. Due to the different background environment, development technology, and storage capacity of new energy sources in each country, each country presents different development characteristics, as shown in Table 1 (Chen et al., 2019).
TABLE 1 | Overview of the development of the HEMS.
[image: Table 1]At present, many researchers and scientific research institutions worldwide are studying the HEMS participating in DR. This article first summarizes the structure and function of the HEMS. Second, it discusses the key technologies of the HEMS, starting from the two aspects of AMI and DR technology. The article finally analyzes the control strategies of the HEMS, including component models, various optimization scheduling algorithms, and a description of the challenges for the HEMS.
STRUCTURE AND FUNCTION OF HEMS
HEMS Network Structure
In the traditional power consumption mode, there is only a one-way flow from the grid to the user side, and there are disadvantages to varying degrees on both the user side and the power supply side, as shown in Figure 1. Compared with the traditional model, the HEMS is an intelligent network control system that can integrate all power generation, power consumption, and energy storage equipment in the home for control and management, which can improve the power efficiency of the user, change the power consumption habits of the user, reduce the user’s electricity bill, and realize two-way communication with the grid, two-way energy flow, etc. (Li et al., 2020; Zhang et al., 2016), and the network structure is shown in Figure 2 (Li et al., 2015a).
[image: Figure 1]FIGURE 1 | Traditional electricity mode.
[image: Figure 2]FIGURE 2 | HEMS network structure.
The energy flow relationship between the various components of the HEMS and between it and the external power grid is shown in Figure 3. The HEMS components include the electricity consumption load, the energy storage device, and the distributed power supply. The collection module uploads the collected electricity consumption information to the home host.
[image: Figure 3]FIGURE 3 | HEMS energy flow diagram.
By collecting electricity consumption information, tariff information from power-related departments, user setting information, etc., the home host realizes optimal management of the entire system operation and gives users the most economical and comfortable scheduling strategy. Users can read the power consumption of specific power-using devices, view the real-time status of distributed power and energy storage devices through cell phones, personal computers, etc., and perform relevant operations according to specific needs.
The interaction between the HEMS and power-related departments is reflected in the exchange of energy and information. Users can receive information sent by the power department through wired and wireless transmission to arrange daily electricity consumption; the HEMS can upload the user’s electricity consumption information to facilitate the relevant power departments to grasp the user’s electricity consumption information in real time and arrange reasonable electricity production and transmission through this analysis.
Functions of HEMS
The HEMS mainly includes the following five functional modules: monitoring, recording, control, management, and alarm, as shown in Figure 4, and the specific description is as follows (Son and Moon, 2010; Li, 2016).
[image: Figure 4]FIGURE 4 | Five functional modules of the HEMS.
(1) Monitoring module. It monitors the energy consumption in real time and displays the working mode and energy status of household appliances. (2) Recording module. It saves electricity consumption data such as home appliances, distributed energy, and energy storage status. (3) Control module. It is divided into direct control and remote control. Direct control includes control equipment and control system, and remote control means that users can access the usage mode and equipment status of home appliances online. (4) Alarm module. If there is an abnormal situation, an alarm will be generated and sent to the HEMS center. (5) Management module. It contains various services to improve the optimized operation and power usage efficiency of residential households.
KEY TECHNOLOGY OF HEMS
Advanced Measurement System
AMI Structure
The advanced metering infrastructure (AMI) is a set of control processing systems used to collect, measure, analyze, and store user electricity consumption information and grid electricity price information, including four main components: smart meter, communication network, meter data management system (MDMS), and home area network (HAN), and its typical structure is shown in Figure 5, which can realize two-way interaction between household energy information and the grid (Zhao et al., 2010; Yang, 2015; Peng et al., 2017).
[image: Figure 5]FIGURE 5 | Typical structure of the AMI.
Various components of the AMI are connected through the network to realize the two-way transmission and power control of user electricity information and electricity price information necessary in the HEMS and realize the automation and intelligence of DR.
Composition of AMI

1) Smart meter. It is equivalent to a sensor installed on the user side. Based on the measurement, communication, and calculation, it can realize not only traditional functions such as power recording but also real-time collection, measurement, display, and storage of power information, real-time bidirectional metering, automatic billing, monitoring of power quality and power supply reliability, analysis of faults for prediction, remote connection and disconnection, power theft detection, and other functions. It is also an important part of the advanced measurement system (Luan et al., 2014).
The smart meter can be used as a communication gateway between the power company and the user’s indoor network, allowing users to view electricity consumption information and receive electricity price information in near real time, which is of great significance to the HEMS. The schematic diagram of the smart meter function is shown in Figure 6, which has the following functions: two-way metering function, two-way communication function, and user load control function, in addition to anti-theft detection, dynamic display of electricity consumption information, remote time synchronization update, software upgrade, and other functions.
2) Communication network. A safe and stable communication network serves as a basic bridge for information interaction between power companies, users, and controllable power loads. The AMI uses a fixed two-way communication network, which is divided into remote channels and local channels. The remote channel realizes the transmission of residential electricity information to the power company and connects the information of the data concentrator with the data center. The commonly used methods are mainly optical fiber and telephone lines, radio waves, etc. The local channel is the communication line between the data concentrator and the smart meter, and the main methods used are power line carrier, wireless, and RS485.
3) MDMS. It is a database with analysis tools, which is the “nerve center” of AMI. It is used in conjunction with the AMI automatic data collection system through an enterprise service bus to obtain and store the metering value of the electricity meter, to realize network reconstruction, power theft analysis, and fault prediction. Stable operation, asset management, and other advanced applications provide a reliable guarantee.
4) HAN. It is a bridge that realizes the information interaction between indoor intelligent interactive terminals, intelligent electrical energy meters, and household electrical equipment, making the entire HEMS into a whole. Due to the relatively random placement of indoor equipment, which is not suitable for wired communication, and the variety of household loads and the wide range of residents’ lives, it is more appropriate to use a wireless network in the HEMS. The communication technology suitable for the HAN is very large. The commonly used wireless communication methods include ZigBee, WiFi, and Bluetooth. Table 2 shows a comparison of representative communication technologies (Wu et al., 2011; Ji, 2017). ZigBee has greater advantages in power consumption, cost, and networking, and its market acceptance is higher.
[image: Figure 6]FIGURE 6 | Functional schematic diagram of a smart meter (Luan, 2009).
TABLE 2 | Comparison of wireless communication techniques.
[image: Table 2]Demand Response
DR means that electricity users respond to electricity price guidance or incentive mechanisms and adjust electricity consumption methods to achieve peak shaving and valley filling, so that the load presents flexible characteristics, to promote the optimal allocation of power resources (Li et al., 2005; Yang et al., 2014; Yang et al., 2016). The Federal Energy Regulatory Commission classifies DR into two types: price-based demand response (PDR) and incentive-based demand response (IDR), as shown in Figure 7.
[image: Figure 7]FIGURE 7 | DR classification.
Due to the huge impact of price on consumer behavior, the price mechanism is the most sensitive mechanism in the market. The market side publishes the electricity price, and the end-user side responds to the electricity price to change the time and electricity consumption of household loads to obtain economic benefits. PDR technology has three types: time-of-use pricing (TOU), real-time pricing (RTP), and critical peak pricing (CPP).
IDR usually refers to an incentive measure formulated by independent operators or power companies to incentivize power users under power shortage or other special circumstances to reduce the operation of home appliances, thereby reducing the operating pressure of the power system. This type of compensation is usually implemented utilizing direct economic compensation or preferential electricity prices. Therefore, this kind of control measure avoids the possibility of large-scale power outages and brings economic benefits to power users.
IDR strategies are divided into plan-based incentives and market-based incentives. Plan-based incentives can be subdivided into direct load control (DLC) and interruptible load (IL); market-based incentives can be further subdivided into demand side bidding (DSB), emergency demand response (EDR), capacity market program (CMP), and ancillary service market program (ASMP). Due to the United States’ advantages in mechanism, technology, and implementation time, all types of DR projects have been implemented in the United States.
HEMS CONTROL STRATEGY
Equivalent Model of HEMS
Photovoltaic Cell Model
The output power of photovoltaic cells is related to solar irradiance and temperature:
[image: image]
where PPV(t) is the photovoltaic output power; Pmax is the maximum output power under standard test conditions; G(t) is the current solar irradiance; GSTC is the rated solar irradiance; k is the temperature coefficient; T(t) is the temperature of the battery assembly at the current moment; Tair(t) is the ambient temperature; TSTC is the rated reference temperature; and VW is the current wind speed.
Energy Storage Device and Electric Vehicle Model
The energy storage device participates in scheduling through charging and discharging, and the change in the state of charge is used to reflect the remaining capacity of the energy storage device:
[image: image]
where SOCB(t) is the state of charge of the energy storage device during the t period; ηBc, PBc(t) are the charging efficiency and power of the energy storage device, respectively; ηBd, PBd(t) are the discharge efficiency and power of the energy storage device, respectively; and SB(t) and EB are the switching state and rated capacity of the energy storage device, respectively. The electric vehicle (EV) model is similar to the battery, so we will not repeat it here.
Load Model
Resident loads can be divided into flexible loads and rigid loads. The flexible load refers to the load that can change their own electricity consumption behavior according to the needs of the grid within a certain range (Li et al., 2015b). The rigid load is an uncontrollable load. Flexible load resources usually adopt load dispatching methods of peak shifting and peak avoiding. According to load response characteristics, the peak shifting load includes the shiftable load and transferable load. Users stagger their own power consumption peak from the peak of the power grid load, to realize peak cutting and valley filling. The peak avoiding load is a load that can be reduced to reduce power consumption during peak hours.
Air conditioners and water heaters are typical flexible load resources. As far as the air conditioner load is concerned, the time-varying model equation of room temperature can be obtained by deriving and solving the first-order equivalent thermal parameter model:
[image: image]
where Tin(t+1) is the indoor temperature at time t+1, °C; Tin(t) is the indoor temperature at time t, °C; Tout(t+1) is the outdoor temperature at time t+1, °C; R is the equivalent thermal resistance, °C/kW; C is the equivalent specific heat capacity, J/°C; ∆t is the time period, h; and [image: image] is the cooling capacity of the air conditioner in the time period t, kW. When the air conditioner is working in the cooling mode, [image: image] the sign before [image: image] is the symbol “-,” and when the air conditioner is working in the heating mode, the sign before [image: image] is the symbol “+.”
If the air conditioner works in the cooling mode, the on–off state of the air conditioner at time t can be expressed as
[image: image]
where ∆TAC is the temperature setting range of the air conditioner; SAC (t-1) is the on/off state of the air conditioner at t-1; and Ts(t) is the temperature value set by the user.
As far as the water heater is concerned, consider all the water in the tank as a single unit with a uniform temperature. The temperature change model of the water heater is as follows:
[image: image]
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where c is the specific heat capacity of water, J/kg·°C; ρ is the density of water, kg/m3; Vtank is the volume of the water heater tank, mL; Tinside(t) is the water temperature in the water tank at time t, °C; Tinlet is the temperature of cold water flowing into the water tank, °C; fhot is the hot water outflow rate in the water tank, mL/s; ∆t is the duration of each time slot, min; PEWH(t) is the operating power of the water heater at time t; ηEWH is the operating efficiency of the water heater; SEWH(t) is the on–off state of the water heater at time t, whose value is 0 when it is closed and 1 when it is open; Atank is the surface area of the water heater, m2; REWH is the thermal resistance of the water heater, m2·°C /W; and Tamb is the indoor ambient temperature, °C.
The on–off state of the water heater at time t can be expressed as
[image: image]
where D is the heat preservation interval of the water heater; SEWH(t-1) is the on–off state of the water heater at t-1; and Tset(t) is the temperature value set by the user, Tmin ≤ Tset(t)-D&Tset(t)≤Tmax, with Tmin and Tmax being the upper and lower temperature limits of the water heater.
Optimal Scheduling Algorithm of HEMS
The family energy management strategy aims to optimize the load usage in the family. Household energy management is a mixed-integer non-linear programming problem. Different mathematical methods or intelligent algorithms can be used to solve household energy scheduling problems, such as the artificial bee colony algorithm, genetic algorithm, particle swarm optimization algorithm, dragonfly optimization algorithm, simulated annealing algorithm, and tabu search algorithm. Optimal scheduling objectives can be divided into two aspects. On the one hand, it is considered from the perspective of users. The main purpose is to reduce user electricity costs and improve user comfort. On the other hand, it is considered from the power system, including increasing the utilization rate of renewable energy and reducing the peak ratio during peak electricity consumption.
Reducing Residential Electricity Costs

1) Predicted dynamic electricity prices and residential electricity consumption habits are used as indicators to adjust the operation of electricity-using equipment to reduce customers’ electricity costs. Kim and Poor (2011) formulated the dispatching problem as a Markov decision process based on past and current electricity prices so as to derive the optimal strategy and used algorithms to derive price thresholds for each time period that could bring economic benefits to electricity consumers. Lee et al. (2013) predicted the user’s home appliance usage habits through the user’s power consumption data and Bayesian theorem, so that the user can reasonably reduce the electrical appliance energy consumption, so as to reduce the power consumption cost.
2) According to the output status of renewable energy power generation, coordinated control of electrical equipment increases the utilization of low-grade renewable energy and reduces residential electricity costs. Wang et al. (2015) proposed a household energy–coordinated scheduling strategy including photovoltaic and energy storage equipment, including photovoltaic forecasting and household load forecasting, and the use of particle swarm algorithms to optimize the energy dispatch of users with the goal of maximum household energy profitability. Table 3 shows that this strategy increases the proportion of local photovoltaic consumption while increasing user revenue. Xu et al. (2017) considered the power grid, photovoltaic power generation, and energy storage as energy sources, established a multi-objective mixed-integer non-linear optimization model, and proposed an intelligent solution method based on the adaptive particle swarm optimization algorithm (APSOA), which can minimize household power consumption.
3) Other situations include collaborative scheduling of EVs and energy storage equipment. Yao et al. (2020) proposed two modes of ground control strategies for cooperative dispatching of EVs and energy storage devices. Mode 1 is a charging-only storage device for EVs; mode 2 adopts the control strategy of “charging before discharging” for EVs, which further improves the economy and flexibility. In addition, the HEMS can also improve the economy of user energy consumption by reducing the idle loss of load and transfer the working time of some loads from a “high price period” to a “low price period.”
TABLE 3 | Electricity consumption model revenue data (Wang et al., 2015).
[image: Table 3]Improving User Comfort
Chen et al. (2012) proposed the concept of operational comfort level (OCL) and developed a minimum load scheduling algorithm, which can achieve peak load transfer and maximize the residents’ OCL. Liu et al. (2015) proposed an optimal scheduling model for home appliances based on real-time electricity prices, which can achieve scheduling including satisfaction and economy, as well as scheduling with the least carbon dioxide emissions. Nguyen and Le (2014) discussed the energy dispatch optimization problem of household appliances such as EVs, air conditioners, and water heaters, which can realize the integration of user comfort and electricity cost.
Improving the Utilization of Renewable Energy
Huang et al. (2015) researched household users including wind power and photovoltaic power generation. Based on TOU, fully considering the economy of electricity consumption and user comfort, a demand-side response method was proposed, which greatly improved the utilization rate of wind power. Zong et al. (2013) proposed a distributed active demand-side management controller based on an artificial neural network. The system includes photovoltaic, energy storage, and home automation systems, which can coordinate user preferences and predict power generation. Therefore, the operation of home appliances can be arranged reasonably, and the utilization rate of photovoltaic energy can be improved.
Reducing Peak Ratios During Peak Electricity Consumption Periods
Latif et al. (2018) proposed a bat genetic algorithm (BGA) based on TOU, which shifts household appliances from the period of high peak electricity prices to the period of low electricity prices; it has an obvious effect on reducing the peak ratio and residential power cost in the peak period. Tu et al. (2019) took the incentive mechanism of residents’ load participating in power grid peak shaving as the starting point and designed the incentive model and optimization strategy of peak shaving and valley filling, which can reduce the peak ratio in the peak period while considering the user’s power consumption cost and realize the friendly interaction of “network load.”
Challenges for HEMS
At present, there have been many studies on HEMS control strategies, but the application and promotion of the HEMS are still in the process of exploration:
1) The penetration rate of energy equipment in households is low, and how to promote household energy equipment and transform the existing household power supply system on a large scale is also a problem to be solved.
2) Household energy consumption information is lacking, and DR is insufficient. In the residential DR, accurate demand response and behavior analysis are still issues that need attention. On the premise of ensuring the comfort of power consumption, providing users with power-saving measures and effective energy consumption suggestions will help mobilize the enthusiasm of residential users to participate in the demand-side response and enhance the friendly interaction between the power grid and users, which is of great significance.
3) A reasonable incentive mechanism is lacking. Although there are many incentive mechanisms in China, including energy efficiency subsidies, differential tariffs, tiered tariffs, peak and valley tariffs, and temporary incentives for peak power load reduction, the formulation of subsidies lacks a market-based mechanism, and it is difficult to optimize the allocation of resources when subsidy standards are given. The development of the HEMS in China is still in the primary stage, and more policies, software and hardware facilities, and related supporting technologies are needed to promote the establishment of home intelligent networks.
CONCLUSION
The conclusions are drawn as follows:
1) The HEMS integrates all power generation, electricity consumption, and energy storage equipment in the home. The core equipment in the HEMS structure is the home host, which is the key to realizing the two-way interaction between the residential load and the power grid. It includes five functional modules: monitoring, recording, control, management, and alarm.
2) The AMI and DR technology in the smart grid are the core technology and foundation of the HEMS. The HEMS connects various home appliances, distributed power sources, energy storage, and other equipment through the AMI to monitor and manage the use of various electrical equipment and realizes the optimal management of electrical equipment in combination with DR technology. The development and implementation of these technologies have made household energy management on the residential side become of great significance, helping to save energy, reduce emissions, and cut peaks and fill valleys.
3) The component model of the HEMS is established. From the perspective of residents and the power grid, it discussed household energy optimization for the purposes of reducing user electricity costs, improving user comfort, improving renewable energy utilization, and reducing peak power consumption during peak periods. Finally, the challenges to the development of the HEMS are pointed out.
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With the increase of complexity of the power system structure and operation mode, the risk of large-scale power outage accidents rises, which urgently need an accuracy algorithm for identifying vulnerabilities and mitigating risks. Aiming at this, the improved DebtRank (DR) algorithm is modified to adapt to the property of the power systems. The overloading state of the transmission lines plays a notable role of stable operation of the power systems. An electrical DR algorithm is proposed to incorporate the overloading state to the identification of vulnerable lines in the power systems in this article. First, a dual model of power system topology is established, the nodes of which represent the lines in the power systems. Then, besides the normal state and failure state having been considered, the definition of the overloading state is also added, and the line load and network topology are considered in the electrical DR algorithm to identify vulnerable lines. Finally, the correctness and reasonability of the vulnerable lines of the power systems identified by the electrical DR algorithm are proved by the comparative analysis of cascade failure simulation, showing its better advantages in vulnerability assessment of power systems.
Keywords: cascade failure, DebtRank algorithm, overloading state, power system, vulnerability
INTRODUCTION
The security and stability of the power systems have become increasingly challenging as the scale and structural complexity of power systems have been augmented, which results in large-scale power outages and an increased risk with significant social and economic losses (Wang et al., 2017; Li et al., 2020; Zhang et al., 2021). Power outages are typically affected by cascade failures triggered by the failures of critical nodes or critical lines of the power systems (Chopade and Bikdash, 2016). Line interruptions can impact other components and trigger cascading failures (Hui Ren and Dobson, 2008), and they are more sensitive to being induced than node (substation) interruptions (Hines et al., 2016). As a result, identifying critical lines is critical for preventing and controlling major outages.
Critical lines, also known as “vulnerable lines” (Meng, 2018), are lines which change under operating conditions and have a significant impact on the system, are more likely to trigger cascade failure, and increase system vulnerability. Until now, there are mainly two categories of methods for identifying vulnerable lines in power systems. The first method is based on identifying vulnerable lines and system operating states. The identification of the system operation state is realized with the power flow calculation, and the identification of vulnerable lines in the system operation state is realized by simulating the development trend of the system state to assess the vulnerability systems (Abedi et al., 2019; Cai et al., 2021; Li and Qi, 2021). The second method is based on network topology (Armaghani et al., 2020), in which assessment indices derived from the complex network theory are applied, such as degree (Kitsak et al., 2010) and betweenness (Bai and Miao, 2015), either combined with electrical characteristic improvement index or updated indicator weight (Zhu et al., 2021). Evaluating the impact of removing a line or changing the operational state of a line on the network to measure the vulnerability of the line is proposed in the study by Okojie et al. (2015).
Feature vector ranking methods originating from other fields, such as computer, biology, and finance, have been applied to power systems in recent years as the complexity of the power systems has been increasing. The feature vector approach shows the advantage of identifying critical lines in power systems by considering not only the number of node (line) neighbors but also the impact of neighborhood quality on node (line) importance (Ren and L, 2014). The feature vector ranking methods combine electrical characteristics, such as power system flow and transmission capacity of power system lines to identify vulnerable lines in power systems (Hu, 2018). The PageRank algorithm evaluating the impact of web pages in the internet can be modified to identify vulnerable lines or nodes which adapt to the power system’s performance (Ma et al., 2016; Ma et al., 2017). The modified weighted PageRank algorithm was applied to measure the importance of nodes in a multi-energy power system (Shen et al., 2019). Furthermore, the PageRank algorithm is modified for finding vulnerable lines in large-scale power systems by extending the interaction graph to a directed weighted graph (Ma et al., 2017). To improve the identification efficiency, a PSNodeRank algorithm has been proposed, which abstracts the power systems into a complicated directed weighted network (Sun et al., 2020).
As a novel feature vector ranking method, the DebtRank (DR) algorithm is proposed in financial networks reflecting debt relationships, which can be used to assess the impact of debt default or bankruptcy of a financial node on other financial nodes of the financial network. The DR algorithm can effectively avoid the error caused by circular calculations among financial nodes by adding the definition of the node state (Battiston et al., 2012).
Existing methods for identifying vulnerable lines in power systems involve the consequences of both the normal state and failure state of a cascade failure model as well as the impact on the parameters of the line (Kitsak et al., 2010; Bai and Miao, 2015; Okojie et al., 2015; Zhu et al., 2021). However, in power systems, there is a transition process from the normal state to failure state of the transmission lines. The DR algorithm can consider the intermediate state between the normal state and failure state in the vulnerability assessment process, which enables more appropriate amount and control of approaching errors as well as failure recovery.
The remainder of this article is organized as follows: the DR algorithm is introduced in the DR Algorithm section. The electrical DR algorithm is proposed in the Electrical DebtRank Algorithm for Power Systems section for assessing the vulnerability of power systems. The Vulnerable Lines Identification Process Based on the Electrical DR Algorithm section describes the steps and flow of the electrical DR algorithm for power systems. In the Case Studies section, the case studies of the electrical DR algorithm in power systems are analyzed with the IEEE-39 and IEEE-118 bus power systems. Also, the load loss of power systems caused by the vulnerable line fluctuations identified by the electrical DR algorithm is further compared and analyzed. The full article is concluded in the Conclusion section.
DR ALGORITHM
The DR algorithm was proposed by Stefano Battiston et al. in 2012 to consider the impact of the initial failure node of the financial network on the system (Battiston et al., 2012), and it is currently widely used in the financial field to effectively assess the debt risk of financial institutions. In the DR algorithm, the financial network is described as a directed network, in which the nodes represent individual financial institutions and the edges represent debt transactions between financial institutions (Thurner and Poledna, 2013). The algorithm that can avoid the impact of initial nodes is overestimated, and some cascade failures are underestimated due to repeated calculations in the system.
The DR algorithm to assess the node impact is shown in (1):
[image: image]
where vi and vj are the economic values of institutions i and j, respectively. Ri is the vulnerability assessment index of institution i, which assesses the systematic impact of node i. A larger value of Ri indicates that the larger the impact caused by node i, the more important the node is.
In (1), Ri assesses the impact of node i on the rest of the system by introducing the second term so that the impact of a node is calculated in the algorithm without the effect caused by a change in the initial state of node i, where t is the period, hj (t) is the continuous variable associated with state variable si of node j at period t, hj (t)∈[0,1], and hi (1) is the value of the continuous variable at the initial state of node i. The DR algorithm used to avoid the impact caused by the accident is being double-counted by introducing the continuous variable hi and the state variable si. The dynamic properties of hi and si are expressed in (2) and (3), respectively,
[image: image]
[image: image]
Wij in (2) is the impact of the undistressed state or inactive state of node i on node j. hj (t−1) is the continuous variable of node j at moment t−1, node j is the node whose sj is in the undistressed state at moment t−1, and the value of hi(t) is equal to the sum of hi(t−1) plus the product of all nodes whose state is inactive at moment t−1 and the impact of node i on it. hi (t) has a maximum value of 1 in dynamic change.
In (3), si is a discrete variable with three states, si = {U, D, I}. U denotes the undistressed (normal) state, that is, the state that node j works is the normal state. D denotes the distressed state, that is, the state that the institution represented by node i can continue to operate but the operating state exceeds a safe or set threshold. I denotes the inactive (failure) state, that is, the state that the institution represented by node i is in the failure state that is not operational at all. The definition of the state variable si can be introduced for adding a definition of a state that involves the overloading state between the normal state and failure state in operation of power systems.
For the state variable si (t), when the continuous variable hi of node i is larger than 0 at time t and si (t−1) is not in the inactive state, the state variable of si (t) is converted to distressed state D. When the state variable si (t−1) of node i is in distressed state D, the state variable of si(t) is converted to inactive state I. In other cases, the state variable of si (t) inherits si, the value of the state variable at moment t−1. The value of the state variable si changes with the value of hi. After a finite period t, the dynamics stops and all nodes in the network are in state U or state I. When a node steps into the distressed state at moment t−1, this node turns to the inactive state at period t.
ELECTRICAL DEBTRANK ALGORITHM FOR POWER SYSTEMS
The Preliminary of the Electrical DR Algorithm
The DR algorithm can effectively assess the vulnerability of the financial network. Because of the differences between the electrical characteristics of power systems and financial networks, the DR algorithm cannot be applied directly in power systems. Therefore, it is necessary to modify the DR algorithm to adapt to the power systems. The modified algorithm applied to power system line vulnerability assessment is known as the electrical DR algorithm. The improvement ideas are as follows:
1) For critical nodes in the financial network, the DR algorithm is used to transmit fluctuations through debt transactions between financial institutions, whereas in the power systems, fluctuations produced by changes in the state of nodes are transmitted through topologies and connection of power systems (Bardoscia et al., 2016).
2) The DR algorithm has three states: undistressed state U, distressed state D, and inactive state I. The load rate of the line is used as the operation state assessment index in the line operation state of power systems; when the line is in the overloading state, the line is in operation but in the poor operation state because of the increased line load rate. The overloading state of the power systems can be defined by introduced distressed state D in the DR algorithm.
3) The DR algorithm is utilized to identify the important nodes of the financial networks. In the power systems, disruption of line failure is higher than that of nodes. We want to rank the lines in the power systems in order of impact so that the topology power system is modeled to the dual graph, dual the lines into nodes.
State Definition of the Electrical DR Algorithm
The line load factor is related to the failure rate of a power system line. The increase of the load factor of the lines leads to an increase in line heating, which increases the failure probability as well as the probability of line outage (Cheng et al., 2006). Figure 1 depicts the relationship between line failure probability and load factor.
[image: Figure 1]FIGURE 1 | Line failure probability curve with power flow.
In Figure 1, Lmin is the lower threshold of the line power flow crossing limit, that is, the maximum power transmitted by the line to maintain normal state operation. Lmax is the higher threshold of the line power flow crossing limit, that is, the maximum power allowed to be transmitted of the line. The chance of a line outage is presented by [image: image], which is the average statistical value. Between Lmin and Lmax, there is a state in which the power system line is in an operable but overloaded state, that is, the overloading state. With the line load factor rise in the overloading state, the power flow surpasses the thermal stability limit, and the line remains operational but under poor conditions, and the probability of failure rises (Huang et al., 2020). In the result, not only the normal state and failure state in the present method of line vulnerability assessment should be considered but also the overloading state should be addressed.
The states between the DR algorithm, electrical DR algorithm, and present method in power systems are shown in Table 1. The three states, namely, undistressed state U, distressed state D, and inactive state I defined in the DR algorithm are defined as normal state N, overloading state O, and failure state F in the electrical DR algorithm, respectively. Compared with the present vulnerable line identification methods in power systems, the electrical DR algorithm adds the definition of the overloading state.
TABLE 1 | States between the DR algorithm and electrical DR algorithm and the present method in power systems.
[image: Table 1]Vulnerable Line Assessment Method of Power Systems Compared With the Financial Network
The dual modeling of the power systems is conducted in order to identify the vulnerable lines in the power systems. In the dual model of power systems, each line is represented by a node in the dual topology model. The relationship between transmission lines in the actual power systems is the edge of the dual topology model. To accurately depict the electrical performance of power systems, the direction of the power flow of the line is defined as the direction of the edge in the dual graph.
Both financial network and power systems are topological graphs when modeling based on the complex network theory. From the complex network theory, the comparative relationship between the dual topology model of power systems and the financial network is shown in Table 2. The financial institution nodes correspond to the power system lines, and the debt relationship between the financial institutions corresponds to the power flow relationship between the lines.
TABLE 2 | Consistent correspondence between the dual topology of the power system, the power system topology, and the financial network.
[image: Table 2]The assessment index of vulnerable lines in power systems is developed by applying the principle of ranking the impact of important institutions in the financial network based on the similarities between the power systems and the financial network. Nodes i and j in financial institutions in (1) map lines l and k in power systems, corresponding to nodes l and k in the power system dual topology graph. The comparison of the financial network and power system topology is shown in Table 2. Rl is the impact indicator of line l in power systems, which measures the impact on the power systems due to the fluctuation of line l. A large value of Rl means that the impact caused by line l is greater and the line is more important.
Improvement of the DR Algorithm
The DR algorithm needs to be modified to adapt to the characteristics of the power systems.
Considering the load capacity of the line, the larger the power flow transmitted by the line, the greater the impact caused. In the power system, there is a connection between line l and line k, defining the impact of line l on line k as Ylk.
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where Pl and Pk are the power flow of lines l and k after the line l fluctuations, respectively, and [image: image] is the total amount of line k power flow for the line connected to line k. The maximum value of Ylk is 1.
According to the DR algorithm, two variables hi and si are introduced to prevent the impact from being double-counted, avoiding the overestimation of the effect produced by the original disturbance and an underestimation of the damage generated by cascade failure. In the electrical DR algorithm, hl (t) is defined as the continuous variable of line l at moment t, associated with the line k state variable sk. hl (t) represents the dynamic changes of the power systems represented in the tth period and is related to the value of line l at period t and the previous state of the line and whether other lines are in the overloading state. The power flow of line increase will lead to an increase in the probability of line heating meltdown (Huang et al., 2020). When the cascade failure occurs, the redistribution of power flow will impact the neighboring line state.
[image: image]
The more the line which is connected with line l enters to an overloading state at period t−1, the larger the value of hl (t) in the dynamic change is. The maximum value of hl (t) in the dynamic change is 1. The state variable sl is determined by the continuous variable hl, and sl (t) can be shown in (6):
[image: image]
The state variable sl is determined by the continuous variable hl. The state variable sl represents the three states of line l, where N is the normal state, indicating that line l can operate properly. O represents an overloading state, in which line l can continue to operate but the state surpasses a specified thermal stability area, increasing the likelihood of failure. F represents a failure state, in which line l is unable to operate.
Equation (6) expresses the conversion connection between the three states. When the hl (t) of line l is larger than the average line outage probability [image: image] at time t and the previous state, sl (t−1) of sl (t) is not in state F. The state variable sl(t−1) of the next state sl(t) is converted to state O. When the state variable sl (t−1) of line l is in state O, the state variable sl (t−1) of the next state sl (t) is converted to state F. In other cases, when sl (t−1) is a failure state or the hl (t) is less than the average outage probability [image: image], the state variable of sl (t) inherits the value of the state variable of sl at moment t−1.
According to equations 4–6, the electrical DR algorithm can be expressed as
[image: image]
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where pk and pl represent the power flow of line k and line l, respectively. [image: image] and [image: image] represent the total ratio of power flow of line k and line l, respectively. As mentioned in (7), the electrical DR algorithm can calculate the value of Rl for each line. The larger the Rl value, the more vulnerable the line ranking results can be, resulting in the power systems.
VULNERABLE LINE IDENTIFICATION PROCESS BASED ON THE ELECTRICAL DR ALGORITHM
To evaluate the vulnerability of power system lines, the process of the modified method is shown as follows:
1) Establishing power system dual topology model. The dual topology model of power systems is established by taking the lines in the actual power systems corresponding to the nodes in the dual topology model. The relationship between lines formed through the nodes as the edges of the dual model.
2) Selecting the initial disturbance line. In the power system dual model, select the line in order and set to an overloading state as the initial disturbance node. Then, the power flow after node fluctuation can be calculated.
3) Assigning variables hl and sl. Initial values to variables hl and sl for each node of the dual topology model are assigned. In order to ensure the independence and accuracy of each calculation, this article assigns hl and sl to each node in the dual model.
4) Calculating the impact matrix Y. Based on the node connection matrix of the dual model, the influence Ylk between each node is calculated and the influence matrix Y is derived.
5) The Rl value of each node of the dual topology model is calculated from the equations 4–9.
6) Sorting of node Rl values. The values of Rl are sorted according to the calculated values; the larger the value, the greater the impact on the performance of the power systems and the more important it is.
CASE STUDIES
This article identifies IEEE-39 and IEEE-118 bus power systems’ vulnerable lines by the electrical DR algorithm. The results are performed to verify the effectiveness of this algorithm.
The overloading state takes the line load factor larger or equal to 0.8 and less than 1. The average statistical value of the line outage probability [image: image] is 1.81 × 10−4 (Huang et al., 2020); the sk (1) of lines is normal state N. The sl (1) of the initial disturbance is the overloading state O. Considering other random factors when the system random power flow changes, the continuous variable hl(1) is distributed on [0,1].
Electrical DR Algorithm Applied to the IEEE-39 Bus Power System
The network topology graph of the IEEE-39 bus power system with 46 lines is as shown in Figure 2. The dual topology model of the IEEE-39 bus power system is established, in which the lines of the actual power systems are transformed into nodes.
[image: Figure 2]FIGURE 2 | IEEE-39 bus power system network topology.
Based on equations (4–9), the Rl values of the 46 lines in the IEEE-39 bus power system (46 nodes in the dual topology graph) are shown in Figure 3. The larger the Rl value, the more influential and important the line is. According to the magnitude of their Rl values, the top 10 vulnerable lines are ranked in Table 3. To verify the effectiveness of the algorithm proposed in this article for identifying vulnerable lines, the identification results of vulnerable lines by the electrical DR algorithm are compared with the top 10 lines identified by the modified PageRank algorithm (Ren and L, 2014), the modified LeaderRank algorithm (Wei et al., 2021), and the electrical betweenness (Wang et al., 2014) method for vulnerable line ranking.
[image: Figure 3]FIGURE 3 | Rl value of the IEEE-39 bus power system.
TABLE 3 | Result comparison of four identification algorithms for the IEEE-39 bus power system.
[image: Table 3]According to Table 3, the top 10 lines of the rank of two lines (the second and third ranking of the line) are generator 31 and 35 out of the line, respectively. The failure of the lines will severely affect the system power output shortage, resulting in a major power outage accident. There are three lines for the power system to connect the important load nodes, bearing a heavy power transmission task. These line breaks will reduce the connectivity of the power system, threatening the safe and stable operation of the system and destroying the power balance of the power systems. For example, line 29 in the first order is the connection line between load nodes 16 and 24. Disconnection of load node 16, which connects five nodes in the power systems and is one of the most significant nodes in the system, will split the system into two pieces, creating power flow fluctuations and large system topology changes.
The top 10 vulnerable lines identified by the four algorithms in Table 3 are removed according to the ranking of each algorithm. Cascade failure simulations are performed 500 times, resulting in the changes in the percentage of load loss and the cumulative probability of load loss. The comparison of different algorithms is shown in Figure 4.
[image: Figure 4]FIGURE 4 | IEEE-39 bus power system line fluctuation load loss result comparison; electrical DR algorithm applied to the IEEE-118 bus power system.
Figure 4 shows that removing the 10 vulnerable lines identified by using the electrical DR algorithm results in a maximum load loss of 31%, which is significantly higher than the maximum load loss of 24% for the modified PageRank algorithm and 26% for the modified LeaderRank algorithm. The maximum load loss of the electrical DR algorithm is also higher than the maximum load loss of 29% for the electrical betweenness method. When the system load loss percentage is 0.13%, the cumulative likelihood of load loss for the top 10 line variations indicated by the electrical DR algorithm is slightly higher than that of the modified LeaderRank algorithm and the modified PageRank algorithm. When the load loss is larger than 17%, the cumulative probability of load loss is significantly higher than that of the modified PageRank algorithm, the modified LeaderRank algorithm, and the electrical betweenness method. The electrical DR algorithm shows a significant advantage. It can be seen that the probability of cascade failure that may result from vulnerable lines identified using the electrical DR algorithm is greater.
Electrical DR Algorithm Applied to the IEEE-118 Bus Power System
Based on equations (4–9), the Rl values of the 179 lines in the IEEE-118 bus power system are shown in Figure 5, where the larger the Rl value, the more influential it is in the system and the more important the line is.
[image: Figure 5]FIGURE 5 | Rl value of the IEEE-118 bus power system.
According to the simulation results of the IEEE-39 bus power system as well as the variation of load loss percentage and load loss accumulation probability and the comparison graph in the Electrical DR Algorithm Applied to IEEE-39 Bus Power System section, the electrical betweenness method is slightly superior and is more popular among the four algorithms involved in the comparison. As a result, the electrical betweenness method is compared to the electrical DR algorithm in the validation comparison simulation of the IEEE-118 bus power system.
To verify the effectiveness of the identified vulnerable line algorithm proposed in this article, the vulnerable line identification results obtained in this article are compared with those of the top 10 lines in the vulnerable line ranking identified by electrical betweenness (Wang et al., 2014), as shown in Table 4. The lines are ranked according to the magnitude of their Rl values. The transmission lines ranked among the top 10 in the simulation results are shown in Table 4. As shown in Table 4, we can see that the vulnerable lines obtained from the modified electrical DR algorithm have five lines for generator outgoing lines and other five lines connecting important load nodes in the power systems which bear a heavy power transmission task. These lines will bring huge load loss after disconnecting, such as the first ranking of line 33 is the outgoing line between generator 25 and generator 27. Once the disconnection of line 33 severely restricts the power outgoing from generator 27, the disconnection will lead to a wide range of power flow transfers, causing cascade failure.
TABLE 4 | Rl values of the IEEE-118 network are compared with those of the electrical betweenness method.
[image: Table 4]The top 10 vulnerable lines identified by the two algorithms in Table 4 are removed and simulated for cascade failure 500 times. Figure 6 shows the change in the percentage of load loss and the cumulative probability of load loss due to the removal of the top 10 vulnerable lines by the two algorithms and the comparison.
[image: Figure 6]FIGURE 6 | IEEE-118 bus power system line fluctuation load loss comparison.
As can be seen in Figure 6, the removal of the 10 vulnerable lines identified using the electrical DR algorithm caused the maximum load loss percentage of 20.5%, which is significantly larger than the maximum load loss of 14% for the electrical betweenness method. The top 10 lines identified by the electrical DR algorithm fluctuate in the system load loss percentage at 0.8%, and the cumulative probability of load loss is slightly higher than that of the electrical betweenness method. The cumulative probabilities after a load loss greater than 8% are consistently higher than those of the electrical betweenness method, and the electrical DR algorithm shows clear advantages. Moreover, removal of the 10 vulnerable lines identified using the electrical DR algorithm resulted in a maximum load loss percentage of 21%, which was significantly better than the maximum load loss percentage of 14% for the electrical betweenness method, showing that the vulnerable lines identified using the electrical DR algorithm are more vulnerable and the potential of line break will cause a greater probability of cascade failure.
The top 10 lines identified by the two algorithms in Table 4 are removed in order of vulnerable line value Rl and electrical dielectric number. Figure 7 shows the variation of load loss due to stepwise removal of the top 10 vulnerable lines sorted by both methods. In Figure 7, the load loss of the electrical DR algorithm is close to that of the electrical betweenness method when the first five vulnerable lines are removed, indicating that the impact on the power systems is almost the same when the first five vulnerable lines are removed. However, when the removal of vulnerable lines continues, the load loss caused by the electrical DR algorithm is significantly higher than that of the electrical betweenness method. It shows that the impact of vulnerable lines identified by the electrical DR algorithm is larger than that of the electrical betweenness method, especially in preventing large-scale power outages.
[image: Figure 7]FIGURE 7 | IEEE-118 power system removes the first 10 vulnerable lines; load loss comparison diagram.
CONCLUSION
In large-scale power systems, cascade failure caused by transmission line accidents leads to an occurrence of large outage, which can cause serious economic and social losses. Based on the dual model, this article proposes the electrical DR algorithm for identification of vulnerable lines in power systems. The overloading state is considered to fill the gap between the normal state and failure state, which is more in accordance with the transmission line change of the operation state. From the results of cascade failure simulation, the method performs better in the identification of vulnerable lines, in which the load loss of the vulnerable lines identified by the electrical DR algorithm is relatively higher, and cumulative probability of load loss is higher under the conditions with the same load loss percentage. The electrical DR algorithm can be used not only for identification of vulnerable lines but also for identification of vulnerable nodes. The algorithm proposed in this article enriches and develops the vulnerability assessment for power systems, which shows extensive potential applications for effectively preventing cascade failure caused by weak lines.
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To deal with the uncertainties of wind power and load residing in the power supply reliability model, an interval reliability evaluation method is proposed by combining the wind power generation and energy storage system (ESS). Firstly, the interval power supply reliability evaluation model, which belongs to an interval mixed integer program (IMIP), is established based on the interval variables. Secondly, the IMIP model is transformed into the deterministic optimization model under two extreme circumstances by utilizing the possibility degree theory of interval numbers. The maximum power supply probability, considering the wind power interval to meet the load demand interval, is sought by optimizing outputs of the ESS and generators, i.e., the upper boundary of the load shedding is the smallest. Finally, the states of wind turbines and generators are generated based on sequential Monte Carlo simulation, and the reliability of the hybrid energy generation system is evaluated by calculating the loss of load expectation, expected energy not supplied, and maximum power supply probability, which provides a basis for establishing interval optimal allocation model of energy storage. IEEE RTS-24 test system is utilized to verify the performance of the proposed method, and the model is solved by the CPLEX 12.7 solver. The simulation results demonstrate the effectiveness and applicability of the proposed method.
Keywords: hybrid energy system, interval optimization, reliability evaluation, energy storage system, sequential Monte Carlo simulation
INTRODUCTION
With the increasing penetration rate of wind power generations, the power supply reliability is affected by wind farms connected to the grid. Meanwhile, reliability evaluation is also affected by load uncertainties (Kumar et al., 2020). As an important resource to deal with the wind and load uncertainties, the energy storage system (ESS) shows good performance in handling the randomness and volatility. Therefore, the reliability evaluation of a hybrid energy generation system should consider the calming effect of the ESS and uncertainties of wind power and load. The process of reliability evaluation in this article includes uncertainty modeling and reliability analysis considering ESS.
Commonly used methods for modeling uncertainties of wind power and load can be divided into probability density method and time series method. By introducing the equivalent capacity ratio, the probability density function describing the expected value of wind power output and the wind speed can be obtained by normal distribution (Xie and Billinton, 2011). Wind speed can also be expressed in time series, and it can be obtained by the Autoregressive–Moving Average (ARMA) method (Billinton and Wangdee, 2007). The wind power output time series can be obtained by the Copula function (Li et al., 2013). A hierarchical coordinated control strategy is developed to suppress fluctuations caused by the uncertainties of wind and solar outputs based on the model predictive control (MPC) framework (Zhang et al., 2021). A droop-based hierarchical wind farm optimal voltage control scheme based on MPC and the alternating direction method is proposed to reduce the voltage deviation (Huang et al., 2021). Taking into account the randomness of wind speed, a power supply reliability evaluation model based on sequential Monte Carlo simulation (SMCS) can be established (Wu and Ding, 2004). Considering the uncertainties of wind power and load, a reliability evaluation method of the power distribution network combining the probability distribution of distributed generation and load power is proposed (Wang et al., 2015). In the above method, the time series in the probability density function model is not considered and cannot effectively simulate the actual operation state of the system. Therefore, the time series model can have a better effect in SMCS.
At present, there are a lot of researches on the reliability evaluation considering ESS and wind power. The expected energy not supplied (EENS) and loss of load probability are utilized as reliability evaluation indices to investigate the influence of the rated capacity and rated power of the energy storage device on the power system (Kumar et al., 2020). In terms of the solution method, a reliability model based on the operating characteristics of the ESS and failure shutdown is proposed, and the SMCS is used to give a specific evaluation process (Parvini et al., 2018); The analytical method and Monte Carlo method are utilized at the same time for analysis (Bhuiyan and Yazdani, 2010), and the reliability evaluation method of wind power and ESS considering the failure of the generators is proposed. In order to coordinate the ESS, wind power generation, and power grid, an optimal operation strategy based on model prediction is proposed (Xu and Singh, 2012). The SMCS method considers the time series of the simulation and has applicability in the issue of reliability evaluation. Accordingly, the following work is discussed in this article.
In the following context, the hybrid energy generation system model considering ESS is presented in the Hybrid Energy Generation System Model Considering Energy Storage System section, followed by the interval reliability evaluation model in the Reliability Optimization Model of Power Supply Based on Interval Variables section, and according to the possibility degree theory of interval numbers, the interval mixed integer program (IMIP) model is transformed into the deterministic model in the Solution of the Power Supply Reliability Evaluation Model section. The simulation results of the proposed method are presented in the Simulation Results section. Conclusions and contributions of this article are given in the Conclusion section.
HYBRID ENERGY GENERATION SYSTEM MODEL CONSIDERING ENERGY STORAGE SYSTEM
The hybrid energy generation system model constructed in this article is shown in Figure 1. The transmission lines are assumed to be reliable; therefore, the safe and reliable operation of the system depends on whether all the power supplies can meet the load demand.
[image: Figure 1]FIGURE 1 | Hybrid energy generation system model considering ESS.
Conventional Generator Model
The conventional generator is a repairable component and has two main states: normal and outage. The two-state Markov model describes the state transfer between normal and outage of a repairable component by utilizing the failure rate [image: image] and repair rate [image: image]. ([image: image] is the probability that the generator transfers from the normal state to outage state, and [image: image] is the probability that the generator transfers from the outage state to normal state.) [image: image] and [image: image] are expressed as follows:
[image: image]
[image: image]
where, [image: image] is the mean time to failure and [image: image] is the mean time to repair. Supposing that [image: image] and [image: image] obey the exponential distribution, the duration of each state can be expressed as follows (Salgado Duarte et al., 2020):
[image: image]
[image: image]
where, [image: image] and [image: image] represent the duration of the normal state and outage state, respectively; [image: image] and [image: image] are random numbers that obey the uniform distribution in [0,1].
Wind Turbine Model
Based on the principle of aerodynamics, the output power of a wind turbine can be described as (Salgado Duarte et al., 2020):
[image: image]
where, [image: image] represents the output power of a wind turbine at time [image: image], and [image: image] represents the rated power; [image: image] is the wind speed at time [image: image], and the ARMA model is used to predict the wind speed at time t by historical data (Ghofrani et al., 2014). [image: image], [image: image], and [image: image] represent cut-in wind speed, rated wind speed, and cut-out wind speed, respectively. [image: image], [image: image], and [image: image] are parameters of the output power characteristic curve, which can be calculated by
[image: image]
There are three states in the wind turbine operation including normal, outage, and derating. Due to the short duration of the derating state, this article only considers the state transfer between the normal and outage to further simplify the model (Ying et al., 2019).
Similarly, the wind turbine state and the output power can be obtained by Eq 1, 4, and Eq. 5, 6, respectively. Then, the output power of the entire wind farm can be calculated by the sum of all wind turbine outputs as follows:
[image: image]
where, [image: image] represents the output power of the wind farm, and [image: image] represents the total number of wind turbines. [image: image] represents state flag corresponding to the [image: image]th wind turbine; [image: image] indicates the normal state and [image: image] indicates the outage state.
Energy Storage System Model and Operation Strategy
ESS has the bidirectional working characteristic. Therefore, ESS is regarded as a specific load or power supply, and [image: image] is utilized to represent the power of ESS. When evaluating the reliability of the power system, the operation strategy should be considered to reasonably coordinate the outputs of wind turbines and conventional generators. The optimal operation strategy is to consume the wind power first, then arrange for each conventional generator to provide power. If the above outputs cannot meet the load demand, the ESS that plays the role of reserve capacity will bear the remaining load demand. If there is still a shortage in load demand, load shedding is adopted to ensure the stability of the power system.
RELIABILITY OPTIMIZATION MODEL OF POWER SUPPLY BASED ON INTERVAL VARIABLES
According to the generator models introduced above, we take the optimal load shedding interval as the objective function to establish the reliability optimization model of power supply based on interval variables. The objective function is defined as:
[image: image]
where, [image: image] represents the load shedding interval at time[image: image].
The constraints in this case are given by:
[image: image]
[image: image]
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Equation (9) is the constraint of power balance, where [image: image] and [image: image] are the number of conventional generators and wind turbines, respectively, in the power system; [image: image] is the output power of the [image: image]th generator at time [image: image], and [image: image] is the output power interval of the [image: image]th wind turbine; [image: image] and [image: image] are the charging power and discharging power of ESS, respectively, and [image: image] is the variation range of loads. Equation (10) ensures that the load shedding interval will never be higher than the load interval.
Equations (11) and (12) limit the output power of the wind farm and conventional generators, where [image: image] and [image: image] denote the upper and lower power limits of the wind farm, respectively; [image: image] and [image: image] denote the upper and lower power limits, respectively, of the [image: image]th conventional generator. Equation (13) limits the ramp rate of conventional generators, where [image: image] and [image: image] denote the ramp up rate and ramp down rate, respectively, of the [image: image]th generator.
Equation (14) ensures that ESS cannot be charged and discharged at the same time, where [image: image] and [image: image] denote the maximum charge power and discharge power, respectively; [image: image] and [image: image] are binary variables and denote the state flag of ESS at time [image: image].
Equation (15) is the state of charge (SOC) constraint of ESS, where [image: image] represents the SOC of ESS at period [image: image], which shows the residual energy; [image: image] and [image: image] represent the minimum and maximum SOC of ESS, respectively;[image: image] and [image: image] denote the charging efficiency and discharging efficiency, respectively; [image: image] is the step length of system operation in simulation, and [image: image] is the rated capacity. In addition, in order to ensure the sustainable operation of the equipment, the SOC of ESS should be consistent at the beginning and end of the scheduling period. The scheduling period is set to 1 day here, i.e.,
[image: image]
SOLUTION OF THE POWER SUPPLY RELIABILITY EVALUATION MODEL
To solve the IMIP model, the possibility degree theory of interval numbers is used. The interval number can be described as
[image: image]
If [image: image], the closed interval is reduced to a point, which is called a point interval. The interval number can also be defined by the midpoint [image: image] and radius [image: image] of the interval, which can be described as:
[image: image]
[image: image]
[image: image]
Since the interval number is a closed set composed of ordered real number pairs, the comparison of two interval numbers cannot take a single value according to the method of real numbers. Two comparison methods of interval numbers are applied: one is using the partial order relation of interval numbers, which can be used to qualitatively judge the priority of two intervals, and the other is utilizing the possibility degree of interval numbers (Kundu, 1997; Zhang et al., 1999), which can quantitatively analyze the specific degree of priority of one interval to another. Considering the accuracy of the analysis, the latter method is used in this article.
According to all possible relationships between [image: image] and [image: image], six types of location situations are given in Figure 2. Then, the possibility degree of the interval number can be described as (Kundu, 1997):
[image: image]
[image: Figure 2]FIGURE 2 | Types of position situation of interval numbers.
When using interval numbers to describe the uncertainty problem, the general form of the interval number optimization model can be expressed as:
[image: image]
where, [image: image] is an n-dimensional optimized vector; [image: image] and [image: image], respectively, represent the objective function and constraints; [image: image] represents the constant interval of the constraints; and [image: image] is the interval vector.
When using the interval theory to solve optimization problems, the uncertain mathematical model is usually converted into a deterministic model. For the minimum problem of interval optimization in Eq. (22), the possibility degree of interval numbers can be used to transform the model into a deterministic model:
[image: image]
where, [image: image] represents the performance interval of the optimization model, which can be a real number. Therefore, model (23) is transformed into a deterministic probability optimization model, and its objective function is switched to maximize the possibility level under a certain performance interval.
Similarly, we transform the aforementioned interval reliability model into a deterministic probability optimization model. The [image: image], which is the total output power interval on the power supply side in the system, can be described as:
[image: image]
Taking the performance interval [image: image] as 0 (i.e., the expected load shedding is 0), the objective function (8) can be transformed into:
[image: image]
The maximum power supply probability [image: image] is used to express the physical meaning of Eq. (25) to facilitate the description.
The detailed process of the reliability evaluation, considering the wind farm and ESS based on interval variables, is given in Figure 3.
[image: Figure 3]FIGURE 3 | Process of reliability evaluation considering wind farm and ESS based on interval variables.
SIMULATION RESULTS
To verify the reliability evaluation method, the modified IEEE RTS-24 system is tested and analyzed. This system (3405 MW) contains 32 conventional generators and 37 transmission lines. Two 150 MW wind farms are added to this system, and the capacity of a wind turbine is 1.5 MW. The forced outage rate is set as [image: image], and the wind turbine parameters are set as [image: image], [image: image], and [image: image]. The rated capacity of the ESS is 200 MWh, whose maximum charging and discharging power is 40 MW, and the charging and discharging efficiency are set as 0.95. The number of maximum simulation years is 100. The loss of load expectation (LOLE), EENS, and [image: image] are taken into consideration to evaluate the reliability of the system.
Analysis of Energy Storage System on System Reliability
In order to significantly and appreciably analyze the impact of the ESS on the power supply reliability, an evaluation indicator is defined as:
[image: image]
where, [image: image] is the contribution of ESS to the interval reliability index of power supply and [image: image]([image: image]) is the power supply interval reliability index before (after) the grid is connected to the ESS.
Here, two cases are employed to analyze the ESS on power supply reliability. The tolerances are assumed to be ± 10% and ± 5% in the wind power and load demand, respectively.
Case 1: the ESS is not taken into consideration.
Case 2: the ESS (200 MWh) is connected to the system.
The effect of the ESS on the power supply reliability is listed in Table 1.
TABLE 1 | The effect of ESS on the power supply reliability.
[image: Table 1]From Table 1, [image: image] and [image: image] are obtained by referring to (26). In conclusion, the power supply reliability can be improved by connecting the ESS in the system with wind turbines.
In order to analyze the influence of the rated capacity of the ESS on the power supply reliability, the rated capacity of the ESS is set from 200 MWh to 450 MWh in steps of 50 MWh. Tolerances of ±8% and ±10% are, respectively, assumed in wind power and load demand. The results changing with the rated capacity of the ESS are listed in Table 2.
TABLE 2 | Power supply reliability index under different rated capacity of ESS.
[image: Table 2]From Table 2, the upper and lower bounds of the LOLE and EENS gradually decrease, when the capacity of ESS connected to the system increases. As to the power supply side, the [image: image] is increased so that the probability of load shedding is decreased. Therefore, the improvement of power supply reliability is better when the rated capacity of the connected ESS is larger. In conclusion, the ESS could reduce the LOLE and EENS, so as to improve the power supply reliability in the power system with wind turbines.
Analysis of the Wind Power Uncertainty on System Reliability
In order to analyze the effect of the uncertainty of wind power on power supply reliability, two cases are tested:
Case 3: the uncertainty of wind power is ignored, and the outputs of wind turbines are forecast scenarios.
Case 4: considering the uncertainty of wind power, the change in output over time is listed in Table 3.
The rated capacity of the ESS in cases 3 and 4 are both 200 MWh, and a tolerance of 12% on the load demand is assumed in case 4. The power supply reliability indices considering the influence of the uncertainty of wind power are listed in Table 4.
TABLE 3 | Wind power output ranges.
[image: Table 3]TABLE 4 | Results of case 3 and case 4.
[image: Table 4]To analyze the power supply reliability evaluation results, a typical day in summer is selected to simulate, and uncertainties of wind power output and load are considered. The fluctuation curves of load and wind power in the typical summer day are shown in Figure 4A.
[image: Figure 4]FIGURE 4 | Simulation results.
The power of the ESS, generators, and load shedding under the scenario of a typical day are shown in Figure 4B. Here, a high-level fault occurred in the generators during this typical day. The output power in the prediction scenario is presented in Table 5.
TABLE 5 | The output in the prediction scenario.
[image: Table 5]The power of the ESS, generators, and the load shedding in the typical day, considering the uncertainty of wind power and load, are shown in Figure 4C and Figure 4D. The results of scheduling optimization in the load demand limit scenario are listed in Table 6. It can be obtained [image: image] by referring to (21).
TABLE 6 | The output in the load demand limit scenario.
[image: Table 6]Comparing Figure 4B, Figure 4C, and Figure 4D, it is observed that the output power is the least in the predicted scenario, followed by the lower and the upper limits scenario of the load demand. In the lower limit scenario, the output of the ESS is at a low operating level, and the load shedding is relatively small. However, in the upper limit scenario, in order to meet the load demand, the outputs of the ESS and the generators increase, and the generator operation level is the highest.
CONCLUSION
This article proposes a method for evaluating the reliability of a hybrid energy generation system considering the uncertainties of wind power and load. The states of conventional generators and wind turbines are obtained by using SMCS, and the ESS is considered to participate in the optimized operation of the system dispatching in the interval reliability evaluation. In order to find the maximum power supply probability, the possibility degree theory of interval numbers is adopted, and the IMIP model is transformed into a deterministic probability model under two extreme scenarios, then interval reliability indices are calculated. Moreover, the interval reliability contribution is utilized to express the influence degree of the access of the ESS on the interval reliability of the system. An IEEE RTS-24 test system is utilized to validate that the uncertainty of wind power effects on the power supply reliability, but the ESS improves the power supply reliability in the system. The simulation results verify the effectiveness and applicability of the proposed method.
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In order to reduce the impacts caused by large-scale renewable energy resources accessing the utility grid, the micro-energy grid system, as a natural extension of the microgrid in the energy internet era, is proposed and developed to provide a new solution for the optimal utilization of renewable energy resources. In this paper, a multi-energy integrated micro-energy system is proposed which contains wind, PV, bedrock energy storage, magnetic levitation electric refrigeration, solid oxide fuel cell, solar thermal collector, energy storage, and V2G technologies, and detailed models of the energy generation/conversion/storage devices are formulated. Besides this, the uncertainties of renewable energy resources and cold/heat/electricity loads are considered, and the optimal dispatch problem of the micro-energy system is established from day-ahead and real-time time scales based on a model predictive control method. The day-ahead optimal scheduling aims at economic optimization and guides real-time scheduling, and real-time scheduling utilizes rolling optimization and a feedback correction mechanism to effectively correct the deviation of renewable energy generations and loads at a real-time horizon, which improves the optimization control accuracy, follows the day-ahead dispatch plan, and ensures the economics of real-time scheduling at the same time.
Keywords: micro energy grid, optimal dispatch, uncertainty, model predictive control, rolling optimization
1 INTRODUCTION
In the context of the carbon peak and carbon neutrality goal, vigorously developing clean energy and renewable energy and reducing the proportion of fossil energy is the only way to eradicate smog and reduce greenhouse gas emissions. The randomness and volatility of new energy represented by wind and solar energy are strong, and this determines the uncertainty of its power generation. The access of large-scale new energy sources to the power grid will have a huge impact on the power grid and bring severe challenges to the safe and stable operation of the power system (Li et al., 2021; Xu et al., 2021). In this context, the research and construction of a new energy system represented by the micro-energy grid (MEG) provides a new solution for the optimization and utilization of renewable energy.
The MEG is a micro-integrated energy system, which is a natural extension of the microgrid under the background of the energy Internet. The MEG involves the production, transmission, storage, conversion, and utilization of various forms of energy, such as cooling, heating, and electricity. It connects the power grid, natural gas pipeline network, heating pipeline network, and other energy networks through energy hubs to meet the needs of end users for cooling, heating, and electricity energy. While making full use of renewable energy, the MEG realizes multi-energy complementary and coordinated operation, ultimately achieving the goal of environmental friendliness and sustainable development. Effective optimization scheduling methods determine the quality of the energy management of the MEG and the overall performance of the system (Zhou et al., 2021).
Until recently, there has been some research on the energy management and optimal dispatching of MEGs. The concepts and design principles of a smart MEG are proposed in (Mei et al., 2017), and an engineering game theory–based energy management system with self-approaching-optimum capability is investigated to realize the vision of the smart MEG. A novel battery energy management system for an MEG is proposed in (Thirugnanam et al., 2018), which considers multiple types of batteries’ characteristics and the reduction of DGs’ operating hours simultaneously. There are multiple stakeholders in the MEGs, including users, equipment operators, and system operators. How to take into account the demands of various stakeholders is the key and difficult point in the energy management of MEGs. A multiparty energy management framework of MEG is considered in (Liu et al., 2018a; Liu et al., 2018b; Liu et al., 2020a), which formulate the utility models for the system operator and prosumers, respectively, and an optimization model based on Stackelberg game is designed for the energy management of MEGs. Besides this, how to deal with uncertainty is also a difficult problem in the energy management of MEGs. The processing methods of existing literature are roughly divided into scene-based random optimization (Neyestani et al., 2015; Pazouki and Haghifam, 2016; Alipour et al., 2018) and robust optimization (Zugno et al., 2016; He et al., 2018). However, the former requires an accurate probability distribution of uncertain factors to give a statistically optimal solution, and the latter needs to optimize the worst scenarios that rarely occur in practice in a predefined set of uncertainties, which make its optimization strategy too conservative.
Most of the abovementioned works study the DA optimal scheduling of MEGs on a single time scale, and the forecast errors caused by the uncertainty of renewable energy outputs are not taken into consideration so that the results of decision making in accordance with the abovementioned strategies in the actual operation of the system is suboptimal or even infeasible. Therefore, shorter time scale forecasting and scheduling are required for energy management of MEGs, and the combination of multiple time scales can make the energy management of MEGs more accurate and practical (Sharma et al., 2019). A two-stage optimal scheduling model is proposed in (Daneshvar et al., 2020) and (Liu et al., 2019) to improve the profits of commercial microgrids equipped with 100% RERs and determine the most economic operational mode of CCHP commercial building system integrated with a three-way valve, respectively. The above two-stage optimization scheduling method greatly improves the utilization of renewable energy, but these works are all open-loop control methods, and there is no feedback mechanism to correct the optimization control process. Model predictive control (MPC), as a modern control theory method, is used in many engineering practices, and the ideas of rolling optimization and feedback correction can better solve the uncertainty problem and have strong robustness (Solanki et al., 2017; e Silva et al., 2020). In Liu et al. (2020b), an optimization model for the management of an isolated microgrid is formulated via hybrid economic model predictive control using weather forecasts performed by a mesoscale meteorological model. Considering the operating characteristics of various devices in the MEG and demand response simultaneously, a multi-time scale MEG energy management model based on model predictive control is established in Hu et al. (2020). However, the above research based on the MPC method are mostly aimed at microgrids or relatively simple MEGs. The energy forms involved and the various links of energy generation, conversion, transmission, storage, and utilization in MEGs are not considered in enough detail.
The contributions of this paper are summarized as follows:
1) A detailed analysis and modeling method is proposed in this paper for the abundant energy generation, conversion, and storage equipment based on the actual MEG system with eight kinds of energy integrated.
2) A two-stage optimal scheduling method based on model predictive control is proposed for the energy management of the actual MEG system to improve the optimization control accuracy.
2 SYSTEM MODEL
2.1 The Structure of MEG
The system structure of the multi-energy integrated MEG is shown in Figure 1. The corresponding energy-generation devices are wind turbine (WT), PV, diesel generator (DG), solar collector system (SCS), and solid oxide fuel cell (SOFC) system. The energy storage equipment are the bedrock energy storage (BES) and electric energy storage (EES) systems (Figure 2). The energy conversion equipment are medium-/high-temperature water tanks (MTWT/HTWT), electric heat pump (EHP), lithium bromide refrigerator (LBR), and magnetic levitation electric refrigeration (MLER) system, and the load demands contain electricity, heat, cold, and electric vehicles (EVs).
[image: Figure 1]FIGURE 1 | Schematic diagram of the multi-energy integrated MEG.
[image: Figure 2]FIGURE 2 | Schematic diagram of MPC.
2.2 Equipment Model
2.2.1 Solid Oxide Fuel Cell System
A SOFC is a kind of all-solid energy conversion device that directly converts chemical energy in fuel and oxidized gas into electrical energy, which has the structure of the general fuel cell. The input fuel is natural gas, and the output electrical and thermal power are given as follows:
[image: image]
[image: image]
where [image: image] and [image: image] denote the output electrical and thermal power, [image: image] is the reversible thermodynamic efficiency of the fuel cell, which is the ratio of Gibbs free energy of per unit fuel to the contained thermal energy of the fuel, [image: image] is the residual energy thermal efficiency, and [image: image] are natural gas low calorific value and natural gas consumption, respectively. Owing to the existence of the voltage and fuel utilization losses in the reaction process of SOFC, the practical output electrical and thermal power can be updated as
[image: image]
[image: image]
where [image: image] and [image: image] are the voltage and fuel utilization efficiency.
2.2.2 Solar Collector System
An SCS is a kind of energy-conversion devices that converts the radiant energy of the sun into thermal energy. It uses the coating to focus sunlight scattered in parallel and collect heat. According to the law of conservation of energy, the effective energy obtained by the collector in each time slot equals the solar radiation energy absorbed by the collector minus the energy loss of the collector lost to the surrounding environment (Cheng et al., 2021):
[image: image]
where [image: image] and [image: image] are related to factors such as the solar radiation, thermal collector parameters, and ambient temperature; therefore, the effective energy is calculated as [image: image]:
[image: image]
where [image: image] and [image: image] are the area and average temperature of the STC’s absorption plate, I is the solar irradiance, [image: image] is coefficient of total heat loss, and [image: image] is the ambient temperature.
2.2.3 Electric Energy Storage System
The state of charge (SOC) of the EES system is denoted as
[image: image]
where [image: image] is the self-discharge coefficient and [image: image] and [image: image] are the charge power and efficiency, respectively. [image: image] and [image: image] are the discharge power and efficiency and [image: image] is the capacity of the EES system.
2.2.4 Bedrock Energy Storage System
The BES system utilizes drilling holes in the underground bedrock to store heat in the bedrock and then release the heat when needed. There is little energy loss and high conversion efficiency. Similar to the update rule of SOC of the EES system, the SOC of the BES system is calculated as:
[image: image]
where [image: image] is the self-discharge coefficient and [image: image] and [image: image] are the charge power and efficiency, respectively. [image: image] and [image: image] are the discharge power and efficiency, and [image: image] is the capacity of the BES system.
2.2.5 Energy Conversion Devices
First, the thermal energy (hot water) of the SOFC and solar thermal collector can make the hot water temperature meet the requirements of the LBR through the HTWT, and then be refrigerated to supply the cold loads of users. Second, the hot water that cannot be used for refrigeration enters the low temperature tank, and then outputs hot water with a specified temperature to meet the hot water loads of users. Third, if there is still remaining hot water, then it is stored in the BES system; if the hot water is deficient, then the hot water stored in the BES system is released to supply.
The energy conversion devices can be represented by the following unified model:
[image: image]
where [image: image] and [image: image] are the input and output power of the device i at time slot t, and [image: image] is the conversion efficiency of device i.
2.2.6 Electric vehicle
An EV is an important part of the MEG and plays an important role in system peak-load shifting, demand response, fossil energy consumption reduction, and climate change mitigation. Considering the interaction between EVs and the MEG, EVs are special mobile storage devices with different traveling habits and electricity demands; therefore, they have different trading-related parameters. For any EV, its parameters can be denoted as [image: image], [image: image] and [image: image] are the time of leaving and connecting to the MEG, [image: image] and [image: image] are the corresponding SOC, which can be obtained by the Monte Carlo method:
[image: image]
[image: image]
Eqs 10, 11 indicate that the SOC at the departure and access time satisfies the normal distribution, and [image: image], [image: image], [image: image] and [image: image] are corresponding mean and standard deviation.
From the time the EV connects to the MEG to the time to leave, its SOC can be formulated as
[image: image]
where [image: image] is the self-discharge coefficient, and [image: image] and [image: image] are the charge power and efficiency, respectively. [image: image] and [image: image] are the discharge power and efficiency, and [image: image] is the capacity of the EV.
2.3 Day-Ahead Optimization Scheduling
DA optimization scheduling is an important part to ensure the safe and economic operation of the MEG, it makes decisions on the system operation with the consideration of DA predictions, economic operations, and several constraints. In this paper, the DA optimization schedule periods are 24 h.
2.3.1 Objective Function
The objective function of DA optimization dispatch is minimizing the operation cost, which is formulated as follows:
[image: image]
[image: image]
where Eq. 14 is the cost models of the EES, BES, DG, SOFC systems; EVs; and trading energy with the utility grid, respectively. T is the optimization period; N is the number of energy conversion devices; [image: image] is the maintenance cost of device i; [image: image], [image: image], [image: image] are unit price of charging/discharging of EES, BES system, and EV; [image: image], [image: image], [image: image] are cost coefficients of DG; [image: image] is the trading electricity with the utility grid; [image: image] denotes the MEG buys energy from utility grid; denotes the power output of DG at time slot t; [image: image] and [image: image] are the electricity trading price; and [image: image] is the unit price of natural gas.
2.3.2 Constraints

1) System constraints
[image: image]
[image: image]
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where [image: image] is the maximum power flow of the line between the MEG and utility grid. Eqs 16–18 are electric, thermal, and cold power balance constraints, respectively. [image: image] and [image: image] are the input electric power of MIER and EHP; [image: image] and [image: image] are the output power of the WT and PV system; [image: image] and [image: image] are the output thermal power of EHP and SCS; [image: image] is the input thermal power of LBR; [image: image] and [image: image] are the output cold power of MLER and LBR; and [image: image], [image: image], and [image: image] are electric, thermal, and cold loads.
2) Power output constraints
[image: image]
where [image: image] and [image: image] are the upper and lower limits of climbing power. [image: image], [image: image], [image: image], [image: image], [image: image] are the maximum output power of DG, SOFC, EHP, MLER, LBR.
3) Constraints of EES
[image: image]
Eq. 20 is the operation constraints of EES, including the charging and discharging state constraint, charging and discharging power constraint, and SOC constraint. [image: image] and [image: image] are binary variables denoting the charging or discharging state; [image: image] denotes the EES is charging; [image: image], [image: image], [image: image], and [image: image] are the minimum and maximum charging and discharging power of EES, [image: image], and [image: image] are the upper and lower limits of SOC.
4) Constraints of BES
[image: image]
Eq. 21 is the operation constraints of BES, including the charging and discharging state constraint, charging and discharging power constraint, and BES capacity constraint.
5) Constraints of EES
[image: image]
[image: image]
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[image: image]
Eq. 22 is the operation constraints of EV, including the charging and discharging state constraint, charging and discharging power constraint, and EV capacity constraint. Eq. 23 is the state transmission constraint, [image: image] is the binary variable denoting the state of EV from charging transformed into discharging, and [image: image] is the binary variable denoting the state of EV from discharging transformed into charging. Eq. 24 indicates that the transition state in the current period is related to the transition state in the adjacent period, [image: image] and [image: image] are the time periods with the EV connected to and off the MEG, and [image: image] is maximum charging or discharging times when the EV is connected to the MEG.
3 REAL-TIME OPTIMIZATION SCHEDULING
Owing to the uncertainty and fluctuations of renewable energy output and cold/heat/electricity loads, RT prediction is more accurate than DA prediction. DA scheduling has errors and cannot perfectly match the RT system state, so RT rescheduling is required on the basis of DA scheduling. MPC can update the scheduling decisions in a real-time horizon according to the latest status of the micro energy network. The time step is 15 min.
MPC is a kind of model-based finite-time domain, closed-loop optimal control method with consideration of future time steps, which includes three parts: predictive model, rolling optimization, and feedback correction. The essential thing is predicting the system input at each time step and obtaining the output according to the historical information and the prediction model. The output of the first time step in the period is taken as the scheduling result of the time step, the results of the remaining time steps are ignored, and the operation is repeated when the next time step comes, and the RT optimization scheduling result is finally obtained. Schematic diagram of MPC is shown in Figure 2.
3.1 Prediction Model
The function of the prediction model is to minimize the objective function and to obtain the dispatch results according to the DA planning, the output of renewable energy and prediction of loads in the future time step. DA optimization scheduling ensures the operation economy of the micro energy system and plays a guiding role for the RT dispatch. The objective function of RT optimization scheduling is divided into two parts to ensure that the scheduling results track the DA schedule results. The first part is to minimize the deviation between the RT output of the controllable device and the energy storage output relative to the DA optimization reference value. The second part is to minimize the sum of the RT power output adjustment values of the controllable devices and energy storage system between adjacent time steps.
[image: image]
where t is the current time slot, [image: image] is the number of controllable devices, [image: image] and [image: image] are the coefficient matrix, is the RT dispatch decisions of controllable devices, which contains power output of each device and SOC of each storage device. [image: image] is the reference value of the DA scheduling plan, and [image: image] is the increment of the controllable device output compared with the previous time slot.
3.2 Rolling Optimization
Rolling optimization and feedback correction make MPC different from traditional optimization methods. The optimization process is repeated at each time slot, and the optimization time horizons keep moving forward to form rolling optimization. This requires a forecast of renewable energy output and cold/heat/electricity loads at each time step; therefore, the optimization process of MPC is different from the traditional optimization method, it is a repeating online rolling optimization process. Rolling optimization of limited time horizons may not be able to get the global optimal results, but it can constantly consider the impact of uncertainty and make timely correction, which is more adaptable to the actual process and has stronger robustness compared with the one-time optimization only based on the model.
3.3 Feedback Correction
After the MPC obtains the dispatch results within a time slot through the prediction information of the current time step, to prevent the dispatch results from deviating from the ideal state due to the uncertain interference, it only adopts the scheduling results of the current time step. At the next time step, the RT prediction information of the current time step is used to modify the model-based prediction, and then the previous step is repeated for a new round of optimization. At the RT scale, the uncertainty of the output of renewable energy and cold/heat/electric loads lead to the prediction error between the actual power output and the RT prediction value. To express this prediction error, normal distribution is superimposed on the DA prediction to simulate the practical scenario:
[image: image]
where [image: image] and [image: image] are the prediction value of the DA and RT horizons, and [image: image] is the standard deviation, which is set according to the value of the DA prediction. The optimization in MPC is not only based on the model, but also utilizes the feedback information, thus forming a closed-loop optimization process, which is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Flow chart of RT optimal scheduling.
Through the MPC method, the RT operation of MEG follows the DA plan as much as possible and smoothly controls the increase and decrease of output of each equipment caused by uncertainty.
4 CASE STUDY
4.1 Basic Data
In this paper, a demonstration MEG system in Nansha, Guangzhou is taken as an example to analyze the feasibility of the proposed method. The cost and technical parameters of MEG system are listed in Tables 1, 2, respectively (Dong et al., 2016; Zhou et al., 2018; Cheng et al., 2021).
TABLE 1 | Cost parameters of MEG system.
[image: Table 1]TABLE 2 | Technical parameters of MEG system.
[image: Table 2]The electricity price, electric load, and the output of WT, PV are shown in Figure 4. The heat load and the output of SCS are shown in Figure 5. The cold load is shown in Figure 6.
[image: Figure 4]FIGURE 4 | Net electric load and electricity price.
[image: Figure 5]FIGURE 5 | Heat load and output of solar collector system.
[image: Figure 6]FIGURE 6 | Cold load.
The power of the charging pile in the MEG is 50 kW, which can accommodate 15 EVs charging or discharging at the same time. The time periods for EVs accessing to or leaving the MEG are 12:00–24:00, and the SOC of EVs are shown in Figure 7.
[image: Figure 7]FIGURE 7 | SOC of EVs.
It can be seen from Figures 4–7 that the MEG system is characterized by a large cold load and small electric and heat loads.
4.2 Day-Ahead and Real-Time Optimization Results
The DA optimization period is 24 h, and the time step is 1 h. The RT optimization period is 1 h, and the time step is 15 min. The RT optimization predicts the renewable energy output and cold, heat, and electric loads in the next hour every 15 min; the normal distribution is superimposed on the DA prediction data, and the standard deviation is set as 2%. Through rolling optimization and feedback correction, the RT optimization results are obtained.
The cold loads of MEG are very large, which are satisfied by LBR and MLER. Due to the small capacity of LBR, MLER undertakes most of the cold load satisfaction tasks, which requires obtaining electric energy from the utility grid, EES, SOFC, etc. According to Figure 8, LBR has power output in periods 1:00–8:00 and 19:00–24:00, and the power output in other periods is almost zero. Because the cold loads exceed 3,000 kW in these two periods, which is almost the upper limit of the output of MLER, it is necessary to increase the output of LBR.
[image: Figure 8]FIGURE 8 | DA and RT cold power output optimization result.
As LBR needs heat for refrigeration, BES and EHP are the main heating equipment. The low electricity price during period 1:00–8:00 guides EHP to release heat to meet the heat demands of LBR,at the same time, and the high cold load guides the BES to release heat to meet the heat demands of LBR, which are shown in Figure 9.
[image: Figure 9]FIGURE 9 | DA and RT heating output optimization result.
Because a large amount of electric energy needs to be purchased from the utility grid to convert into cold energy, SOFC and DG are working all the time. According to Figure 10, period 20:00–22:00 is the period with the highest electricity price, which guides EVs and EES to discharge in this period and charge when the electricity prices are low. The dispatching scheme reflects the guiding effect of electricity price and load on equipment’s power output. According to Figures 8–10, the DA and RT scheduling trends are consistent, and electric, heat, and cold output follow the DA scheduling results.
[image: Figure 10]FIGURE 10 | DA and RT electric power output optimization result.
4.3 Real-Time and Ideal Optimization Results
After 96 time slots of rolling prediction and optimization, the final input sequence, which includes renewable energy output and cold, heat, and electric loads are obtained. In this paper, the ideal optimization scheme is introduced to compare with the proposed scheme, which is taking this final sequence as the input and the economic optimization as the goal. Because the RT prediction and optimization results are continuously updated, the 24-h renewable energy output and cold, heat, and electric loads can be obtained only after RT optimization is completed, which leads to the ideal optimization scheme only being used as a reference for verifying the method in this paper.
Taking the electric power output as an example, the dispatching results of DA, RT, and ideal situations are compared. From Figures 10A, 11, it can be obtained that, in the DA, RT, and ideal conditions, the electricity output has the same trend in the total periods, and the RT dispatching results are smoother than the ideal results. There are large fluctuations in the periods 7:00–8:00 and 17:00–19:00 in the ideal situation, but almost none in the RT electric power output, which indicates that the MPC RT rolling optimization tries to make the changes of adjacent output more stable while follow the DA optimization schedule. The advantage of MPC is sacrificing the economy of some periods to achieve the stability and economy of the whole periods.
[image: Figure 11]FIGURE 11 | Comparison of ideal and RT electric output.
Table 3 compares the total costs of the two cases. The cost of the ideal situation is close to the DA cost, which shows the rationality of the RT rolling prediction and scheduling results in this paper.
TABLE 3 | DA cost and ideal situation cost.
[image: Table 3]4.4 Robustness Analysis
The influence of uncertainty on the system and the advantages of MPC in dealing with RT uncertainty are studied. The RT optimization results corresponding to standard deviation of 5 and 10% are compared in Figure 12.
[image: Figure 12]FIGURE 12 | Comparison diagram of electrical output under different uncertainties.
Figure 12 shows that most of the scheduling results with 2% uncertainty in the figure are covered, indicating the volatility of RT scheduling results increases with the increase of uncertainty, which is in line with the actual situation. However, even if the uncertainty reaches 10%, the scheduling results continue to follow the plan of DA, which shows that the simple feedback correction in MPC improves robustness and has good dynamic control effect for the uncertainty in MEG.
4.5 Deviation and Smoothness Indices
To statistically compare sensitivity under three different uncertainty scenarios, the deviation and smoothness indices are introduced, and the analysis is performed from both the vertical and horizontal perspectives. The deviation index is defined by Eq. 28. The low deviation and smoothness index values represent the good performance of the optimization results.
[image: image]
where [image: image] is the weighting factor. [image: image] and [image: image] indicate the RT power output and DA power output of device [image: image] at time [image: image].
Under the same time scale and uncertainty, the average absolute error of adjacent results is calculated, and its smoothness is expressed by Eq. 29.
[image: image]
where [image: image] is the coefficient. [image: image] and [image: image] represent the power output of device [image: image] at the time [image: image] and [image: image], and the value of [image: image] and [image: image] are set according to the magnitude of each device.
Comparing the deviation and smoothness under three RT uncertainties, the results are shown in Table 4.
TABLE 4 | Deviation index and smoothness index.
[image: Table 4]According to Table 4, the deviation increases with the uncertainty, and it has a much smaller increment than the uncertainty. The deviation of the ideal case is large, which indicates that the ideal scheduling is optimized based on the RT prediction with the goal of economy rather than obeying the DA plan. RT scheduling with uncertainty obeys the DA plan; thus, the deviation is smaller. As the uncertainty increases, the value of smoothness index increases, the smoothness index of the ideal situation is between the smoothness of 2 and 5% uncertainty.
5 CONCLUSION
In this paper, the power generation/conversion/storage equipment in the multi-energy integrated MEG is modeled in detail, which enriches the equipment types of the MEG, enables synergetic management and control of a large number of distributed resources, and enables coordination of multi-energy, such as cold, heat, electricity, and gas. Based on MPC method, the MEG is optimized from DA and real-time time scales. The real-time results track the DA plan to ensure economy and significantly reduce the impact of renewable energy and load uncertainty. By comparing the real-time scheduling results under different uncertainties, it is illustrated that the model has good robustness. Even when there is 10% uncertainty, the real-time scheduling still closely follows the DA plan, and the fluctuation of the devices’ power output is far less than the increase of uncertainty. Furthermore, the results show that the rolling optimization and feedback correction mechanism of MPC can fully consider the uncertainty of real-time prediction results, effectively correct the deviation caused by real-time fluctuations, and guarantee the economy and security of the operation of MEG.
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To solve the problems of environmental pollution and energy consumption, the development of renewable energy sources becomes the top priority of current energy transformation. Therefore, distributed power generation has received extensive attention from engineers and researchers. However, the output of distributed generation (DG) is generally random and intermittent, which will cause various degrees of impact on the safe and stable operation of power system when connected to different locations, different capacities, and different types of power grids. Thus, the impact of sizing, type, and location needs to be carefully considered when choosing the optimal DG connection scheme to ensure the overall operation safety, stability, reliability, and efficiency of power grid. This work proposes a distinctive objective function that comprehensively considers power loss, voltage profile, pollution emissions, and DG costs, which is then solved by the multiobjective particle swarm optimization (MOPSO). Finally, the effectiveness and feasibility of the proposed algorithm are verified based on the IEEE 33-bus and 69-bus distribution network.
Keywords: distribution network, distributed generation, optimal sizing and placement, multiobjective particle swarm optimization, metaheuistic optimization
INTRODUCTION
With the rapid development of the world’s electric power industry, the total amount of social electricity consumption has risen sharply over the last decade (Yang et al., 2016; Yang et al., 2017; Zhang et al., 2021). Under the traditional grid framework, the power sector mainly builds large centralized power sources such as nuclear power stations, large hydropower stations, and coal-fired power stations and then expands into a large-scale power system (Yang et al., 2019a; Yang et al., 2019b; Yan, 2020). However, its disadvantages are also increasingly prominent (Li et al., 2020; Xi et al., 2020), in particular, highly centralized power supply is gradually difficult to meet the flexibility requirements of power grid operation, and the failure of important power supply nodes seriously affects the overall reliability of power grid’s power supply. Moreover, long-distance transmission is also under serious power loss and security problems (Mehleri et al., 2012; Wang et al., 2014; Yang et al., 2018).
To overcome the negative impact of the aforementioned problems, the concept of distributed generation (DG) was put forward in the 1980s (GopiyaNaik et al., 2013; Yang et al., 2015). DG has an extremely important influence on the planning and operation of the distribution network (Sara et al., 2020; Yang et al., 2020; Ali and Mohammad, 2021). Also, proper access of DG in distribution network can effectively enhance the power quality, reduce the active power loss, improve the voltage distribution, and boost the overall economy and flexibility of the power network operation (Abdurrahman et al., 2020; Bikash et al., 2020; Suresh and Edward, 2020). As the end of power network, the stability and efficiency of distribution network directly affect its overall efficiency (Surajit and Parimal, 2018; Bikash et al., 2019). Therefore, the location and sizing of distributed power generation have become an important research content of power grid planning.
The problem of location and sizing of DG is to optimize its installation point and sizing to maximize the benefits under the constraints of satisfying the given investment and system operation (Kumar et al., 2019; Nagaballi and Kale, 2020). With the increasing requirements for power system reliable operation, the problem of DG location and constant sizing has developed from a single-objective problem that only considers the minimum network loss to a multiobjective optimization problem that comprehensively considers voltage quality, current quality, and environmental factors. Quadratic programming method, genetic algorithm, and other methods have been applied to solve such multiobjective location and constant volume problem. These methods all need to set weights to transform the multiobjective problem into a single-objective problem for proper solutions (Murty and Kumar, 2015); however, these weights are often difficult to determine in actual operation.
Besides, the solution of a large number of planning models is relatively complicated, while the selection of the algorithm directly affects the choice of planning schemes (Aman et al., 2014; Nezhadpashaki et al., 2020; Zeng and Shu, 2020). At present, the solving algorithms mainly include mathematical optimization and metaheuristic algorithm (Doagou-Mojarrad et al., 2013; Satish et al., 2013; Sultana et al., 2016). However, mathematical optimization algorithm owns relatively low computational efficiency and is only suitable for small-scale distribution networks. Thus, metaheuristic algorithm has received much attention and application in recent years (Aman et al., 2012; Pabu and Singh, 2016; Iqbal et al., 2018). Literature (Chandrasekhar and Sydulu, 2012) adopts genetic algorithm (GA) to optimize the new load nodes for expansion plan of distribution network, and then simulated annealing algorithm is utilized to optimize the generated single plan, which considerably reduces the load size of DG connected to the distribution network and the influence of power flow of the distribution network. Literature (Aman et al., 2013) proposes an improved particle swarm optimization algorithm based on hybrid simulated annealing method to optimize the location and sizing of distributed power sources. However, the convergence speed of the aforementioned algorithms is relatively slow, and the result is prone to local optimal solutions.
Therefore, an objective function comprehensively considering power losses, voltage profile, pollution emission, and DG cost is proposed in this work, and MOPSO is utilized to solve it. Finally, the proposed method is validated via an IEEE 33-bus and 69-bus distribution network to verify its effectiveness. Then, the Pareto front result is given.
The remaining of this paper is organized as follows: Mathematical Optimization Model of DG Planning develops the objective function. In Multiobjective Particle Swarm Optimization Algorithm, multiobjective particle swarm optimization (MOPSO) is described. Comprehensive case studies are undertaken in Case Studies. At last, Conclusion summarizes the main contributions of the paper.
MATHEMATICAL OPTIMIZATION MODEL OF DG PLANNING
Load and DG Power Output Timing Model
Wind Turbine Output Timing Model
The output power of wind turbine mainly depends on wind speed, which can be expressed by the following piecewise function (Velasquez et al., 2016):
[image: image]
where [image: image] is the power output of the wind turbine; [image: image] denotes the entry wind speed; [image: image] is the cut-out wind speed; [image: image] means rated wind speed; [image: image] represents the rated output power. The wind turbine output curve is modeled according to the mean seasonal wind speed, and the output curve is shown in Figure 1 (Sara et al., 2020).
[image: Figure 1]FIGURE 1 | Annual output curve of wind turbine.
Photovoltaic System Output Timing Model
The output power [image: image] of the photovoltaic (PV) system can be approximated by (Velasquez et al., 2016)
[image: image]
where [image: image] means the output power of the PV system when the solar radiation intensity [image: image] and the temperature [image: image]; [image: image] denotes the radiation intensity during actual operation; [image: image] represents the power temperature coefficient of the PV system; [image: image] is the actual operating temperature of the photovoltaic power supply. In addition, the output curve of the PV system obtained by fitting the irradiance of typical days in all seasons is shown in Figure 2 (Sara et al., 2020).
[image: Figure 2]FIGURE 2 | Annual output curve of PV system.
Load Timing Model
The load size shows certain regularity due to people’s living habits. Figure 3 shows the typical load curve of residents in all seasons (Velasquez et al., 2016).
[image: Figure 3]FIGURE 3 | Annual load curve of residents.
Objective Function
Power Losses
The power losses index takes into account the total active power loss of 96 h in four typical days, which is established as follows (Velasquez et al., 2016):
[image: image]
[image: image]
where [image: image] and [image: image] are the active power and reactive power injected into node i, respectively; [image: image] represents the resistance of the transmission line connecting the ith node with the jth node; N means the number of nodes in the distribution network; [image: image] and [image: image] are the voltage and angle of node i, respectively; T is the number of simulation periods; the value is 96.
Voltage Profile
Reasonable access of DG to the distribution network can effectively improve the voltage profile. Therefore, this work adopts the total voltage deviation of 96 h in four typical days to measure the optimization effect, and the voltage profile index is established as follows (Ali and Mohammad, 2021):
[image: image]
where [image: image] is the voltage of the ith node after DG is configured in the distribution network and [image: image] is the rated voltage with a value of 1 p.u.
Pollution Emission
In order to reduce the emission of polluting gases, this work adopts the pollution emission considering carbon dioxide, sulfur dioxide, and nitrogen compounds as follows (Ali and Mohammad, 2021):
[image: image]
where [image: image] is the rated active power output of the ith DG; [image: image] means the output efficiency of the ith DG at time t; k denotes the number of DG in the distribution network; [image: image], [image: image], and [image: image] are, respectively, the mass of carbon dioxide, sulfur dioxide, and nitrous oxide released by unit power output of the ith DG. In addition, [image: image], [image: image], and [image: image] are the weight coefficients among different gases, and their values are 0.5, 0.25, and 0.25, respectively.
Economic Indicators
The economic cost of DG planning determination includes the investment cost and average operation and maintenance cost of all units, which can be expressed by the following formula (Ali and Mohammad, 2021):
[image: image]
where [image: image] and [image: image] are the investment and average operation and maintenance cost of the ith DG, respectively. It is worth noting that [image: image] is the running time of DG. The total working time of each unit is considered to be 20 years, and the annual working time is 300 days; that is, [image: image] = 144,000 h. In addition, the cost and pollution emission statistics of different types of DG are detailed in the literature (Ali and Mohammad, 2021).
Constraints
In order to ensure the safe and stable operation of the system, the following constraints are designed (Bikash et al., 2020; Ali and Mohammad, 2021):
Power Balance Constraints

[image: image]
[image: image]
where [image: image] and [image: image] denote the active and reactive loads at the ith node, respectively; [image: image] and [image: image] mean the active power and reactive power output by the ith node DG, respectively; [image: image] and [image: image] are the active power losses and reactive power losses in the distribution network, respectively.
Power Constraints of Transmission Lines

[image: image]
where [image: image] is the apparent power flowing through lth line and [image: image] is the maximum apparent power allowed to flow through lth line.
Voltage Constraint
The voltage of the jth node after DG configuration can be calculated by (Abdurrahman et al., 2020)
[image: image]
where [image: image] and [image: image] are the voltage upper and lower limits of the jth node after DG configuration and their values are 1.05 and 0.9, respectively (Suresh and Edward, 2020).
Distributed Power Supply Sizing Constraints

[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] are the upper and lower limits of the total active power output of [image: image].
MOPSO ALGORITHM
Particle Swarm Optimization Algorithm
Particle swarm optimization is a heuristic algorithm that mimics bird foraging, which can conduct intelligent guidance optimization through cooperation and competition among particles (Doagou-Mojarrad et al., 2013).
Suppose a population has m particles, each particle has an N-dimensional variable, and the position and flight speed of the ith particle in the kth iteration are [image: image] and [image: image], respectively. Through evaluating the fitness value of the objective function, the individual optimal position [image: image] and the population optimal position [image: image] of each particle are determined, and the velocity and position of particle I in the next iteration are determined by (Doagou-Mojarrad et al., 2013)
[image: image]
where [image: image] and [image: image] denote random numbers obeying uniform distribution on the interval (0,1); [image: image] and [image: image] represent learning factors, both of which are normal numbers. [image: image] is the inertia weight used to balance the global and local optimization capabilities among particles. The value of [image: image] is usually calculated using (Doagou-Mojarrad et al., 2013)
[image: image]
where K is the maximum number of iterations; [image: image] is the current iteration times; [image: image] = 0.9; [image: image] = 0.4.
MOPSO Algorithm
In order to constantly update a set of Pareto optimal solutions obtained by MOPSO during iterations, this work designs the historical Pareto optimal solution set and the global Pareto optimal solution set during iterations with the help of archiving technology. Global Pareto optimal solution set holds all Pareto optimal solutions generated during the current iteration.
Assuming that a population contains m particles and each particle has Nobj objective function value, the global Pareto optimal solution set generated by each iteration is found by the following (Doagou-Mojarrad et al., 2013):
1) Let i = 1.
2) Compare particle [image: image] with particle [image: image] for all j = 1, 2, … , m and j≠i.
3) If j exists so that particle [image: image] dominates [image: image], then particle [image: image] is marked as the inferior solution.
4) If i > m, turn to 5). Otherwise, let i = i + 1 and turn to (2).
5) Remove all marked solutions, and the remaining solutions constitute the global Pareto optimal solution set of this iteration.
Historical Pareto optimal solution set: this solution set is used to hold the Pareto optimal solution throughout the iteration. Update the historical Pareto optimal solution set in each iteration: the global Pareto optimal solution set generated in this iteration is merged into the historical Pareto optimal solution set, and noninferior solutions are found according to the Pareto dominant condition, while all inferior solutions are deleted.
With the increase of iteration numbers, the number of solutions in the historical Pareto optimal solution set increases rapidly. To improve the running speed of the algorithm, the number of solutions in the historical Pareto optimal solution set is limited to the present value NC. When the number of solutions in the historical Pareto optimal solution set exceeds NC, the sparsity ranking method based on crowding distance is adopted to reduce the number of solutions in the solution set to NC (Nagaballi and Kale, 2020).
In MOPSO, the individual optimal solution and the global optimal solution of the population need to be redefined. In this work, the individual optimal solution and global optimal solution of MOPSO algorithm are defined as follows.
Individual optimal solution: if the particle generated during this iteration dominates the individual optimal solution of the previous iteration, the individual optimal solution of the particle is updated to the particle generated during this iteration. Otherwise, the individual optimal solution of the particle remains.
Global optimal solution: the global optimal solution is selected from the historical Pareto optimal solution set. According to the sparsity of each particle in the solution set, the particle with the largest sparsity was selected as the global optimal solution of the current iteration.
So far, the filtering mechanism of Pareto is described as follows (Doagou-Mojarrad et al., 2013):
[image: image]
[image: image]
where [image: image] denotes the normalized slope between the Pareto optimal solution I and its adjacent solution [image: image]; [image: image] means the normalized slope between the two solutions [image: image] and [image: image] adjacent to the Pareto optimal solution I. If [image: image]>[image: image], then the Pareto optimal solution I is close to the ideal Pareto optimal front, and such a solution is retained. If [image: image]≤[image: image], it indicates that the Pareto optimal solution i deviates far from the ideal Pareto optimal front, and such a solution is deleted. In addition, the flowchart of MOPSO is given in Figure 4(Doagou-Mojarrad et al., 2013).
[image: Figure 4]FIGURE 4 | Computational flowchart of the proposed method.
CASE STUDIES
As shown in Figure 5 and Figure 6, DG planning research on an IEEE 33-bus and 69-bus distribution network is carried out to verify the effectiveness of the proposed method, including PV system (two nodes installed), wind turbine (two nodes installed), fuel cell (one node installed), and microturbine (one node installed). It is worth noting that fuel cell and micro-gas turbine can carry out power output stably. When PV system and wind turbine are used together, the defect of fluctuating output power can be well compensated. In addition, in four typical days, the total active power loss of the network is 4061.87 kW, while the total voltage deviation is 66.1991 p.u. and the proposed method was coded in MATLAB 2017b.
[image: Figure 5]FIGURE 5 | IEEE 33-bus distribution network.
[image: Figure 6]FIGURE 6 | IEEE 69-bus distribution network.
IEEE 33-Bus Distribution Network
The simulation results obtained by MOPSO and the voltage distribution of the optimized IEEE 33-bus distribution network are shown in Table 1 and Figure 7, respectively. It can be seen from Table 1 that, after MOPSO optimization, the power losses and voltage profile of the distribution network are significantly improved after different types of DG are configured because DG is always installed near the load. It is worth noting that the voltage distribution of the whole system is improved, although the addition of the fan makes the voltage of some nodes deteriorate. In addition, the Pareto front obtained by MOPSO properly distributes the weight of the objective function under the improved ideal point decision method, which effectively carries out the tradeoff optimization of each objective function and avoids the influence brought by the subjective setting of the weight coefficient. Besides, the multiobjective decision-making method described in literature (Zeng and Shu, 2020) is adopted in this work, while the weight coefficients of each objective function obtained are 0.31, 0.15, 0.28, and 0.26, respectively.
TABLE 1 | Optimization results of MOPSO.
[image: Table 1][image: Figure 7]FIGURE 7 | Voltage profile improvement of the IEEE 33-bus distribution network.
In addition, since four different indexes are optimized in this work, Pareto solution set graph cannot be drawn in the Cartesian coordinate system, so the method of mapping the Pareto solution set from the Cartesian coordinate system to a parallel lattice coordinate system is adopted. The Pareto solution set obtained after MOPSO runs 10 times is given in Figure 8. Different optimization objectives are mapped to different columns of the parallel lattice coordinate system. In addition, the ordinate represents the fitness function value after mapping, and the dotted line connects the parallel lattice coordinate components of the same objective vector in different columns. In general, MOPSO can show strong searching ability, as well as obtaining widely distributed and uniform Pareto fronts.
[image: Figure 8]FIGURE 8 | Pareto front results.
IEEE 69-Bus Distribution Network
The optimization results obtained by each algorithm and the voltage distribution of IEEE 69 node distribution network optimized by each algorithm are shown in Table 2 and Figure 9, respectively. It can be seen that, after MOPSO optimization, power loss and voltage distribution of distribution network with different types of DG are significantly improved. Pareto front results are given in Figure 10. The weight coefficients of each objective function obtained are 0.28, 0.11, 0.28, and 0.33, respectively.
TABLE 2 | Optimization results of MOPSO.
[image: Table 2][image: Figure 9]FIGURE 9 | Voltage profile improvement of the IEEE 69-bus distribution network.
[image: Figure 10]FIGURE 10 | Pareto front results.
CONCLUSION
In this work, MOPSO is used to optimize the location and sizing of DG, which contributions are outlined as follows:
1. The objective function with four indexes of distribution network losseses reduction index, voltage profile index, environmental emission reduction index, and economic indicators is established to comprehensively optimize the distribution network.
2. Based on an IEEE 33-bus and 69-bus distribution network, it is effectively verified that MOPSO has strong global searching efficiency and high convergence speed. Also, it can effectively avoid falling into local optimum under complex objective function.
3. Four types of DG, PV station, wind turbine, fuel cell, and microturbine are installed, and the connection of microturbine and fuel cell can stabilize the instability of PV station and wind turbine. The experimental results show that the power losseses of the distribution network optimized by MOPSO decrease by 51.91%, and the voltage profile is also significantly improved.
In future studies, more advanced solution algorithms and multiobjective decision-making method will be devised to solve this problem.
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To settle the issue of balance between two objectives, i.e., photovoltaic (PV) power station output power maximization and frequency regulation (FR) signals response, a novel PV reconfiguration strategy is proposed in this work, which maximizes the output power through PV reconfiguration, and meanwhile utilizes the energy storage system (ESS) to decrease the PV plant generated power’ deviation from FR signals. Above all, a model of PV-storage power station reconfiguration is designed to minimize the power bias of both rated power and FR signals. Then, the multi-objective Harris hawks optimization (MHHO) is used to obtain the Pareto front which can optimize the above two objectives due to its high optimization efficiency and speed. Subsequently, the optimal compromise solution is selected by the decision-making method of VIseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR). Aiming to substantiate the efficacy of the proposed technique, the case studies are carried out under partial shading condition (PSC) with constant and time-varying FR signals. The simulation results show that, compared with the situation without optimization, the power deviations of the two objectives are reduced by 25.11 and 75.76% under constant FR signals and 23.27 and 55.81% under time-varying FR signals by proposed method, respectively.
Keywords: PV array reconfiguration, energy storage system, frequency regulation response, multiobjective harris hawks optimization, photovoltaic
INTRODUCTION
Nowadays, major countries in the world are committed to developing the application technology of renewable energy resources to tackle the incoming traditional energy crisis. With respect to its abundant reserves and environmentally-friendly quality, solar energy has become the most widespread energy resource (Gan et al., 2019; Mahidin et al., 2021). In general, photovoltaic (PV) arrays operate at the maximum power point by maximum power point tracking (MPPT) (Salam et al., 2013; Yang et al., 2016) technique to maximize the outputs of PV station. However, in the field application of large-scale PV power generation system, the bypass diodes of PV panel will be activated under partial shading condition (PSC), resulting in inconformity of output characteristic between various PV array rows (Sai Krishna and Moger, 2019; Zhang et al., 2021a). And further consequence of multi-peak with power-voltage (P-V) curve is caused which can prominently decrease PV plant power generation and make it more difficult for MPPT. Besides, PSC could lead to hot spot phenomenon which may break PV panels and even cause a fire. In addition, PSC is mostly attributed to clouds, building shadows, dust, birds’ feces, manufacturing defect and non-uniform aging of PV components (Yang et al., 2018a; Laudani et al., 2018).
For the purpose of mitigating the effects of PSC as well as enhancing the power generation of PV station, altering the topological structure of PV components is employed, which could equivalently disperse the originally-centralized shadow on the array surface to the whole array. In recent years, researchers have developed multiple methods of PV arrays reconfiguration, which are classified mainly into static reconfiguration techniques and dynamic techniques (Kaushika and Gautam, 2003; Yang et al., 2021).
Three different topological structures of PV arrays, i.e., series–parallel (SP), bridge linked (BL), and total-cross-tied (TCT), are studied and compared under PSC in literature (Kaushika and Gautam, 2003; Ajmal et al., 2020), of which the performance of TCT is ascertained the best topological configuration theoretically for its robustness. But TCT has higher wiring losses for its longer cable. Literature (Rani et al., 2013) reconfigures the PV components based on Sudoku patterns, and a variant of sudoku-based arrangement (Horoufiany and Ghandehari, 2018) is proposed to tackle with mutual shadows (Horoufiany and Ghandehari, 2017; Yang et al., 2020a). By introducing mixed integer quadratic programming, literature (Shams el-Dein et al., 2013) utilizes the mathematical formulation to dissipate the shadow of PV array. TomTom puzzle divides the PV array into irregular pieces with particular calculation rule assigned for each piece, and then accomplishes the reconfiguration of PV array (Tatabhatla et al., 2019; Yang et al., 2019). The essential characteristic of static reconfiguration is that only the physical location of the PV module but not the electrical connection will change. Moreover, as a one-time reconstruction technique, static method is not able to automatically alter reconfiguration schema to meet various shadow pattern. Therefore, the PV system with static method must artificially constructs a new configuration when a new shadow appears. In practice, shadow patterns frequently change, hence static method is not universally applicable, nor is it suitable for real-time scenarios.
Dynamic PV array reconfiguration techniques come into being in response to the aforementioned drawback of static techniques. Different from static methods, dynamic methods can dynamically change the electrical connection of PV modules in real time by switching matrix according to the shadow change (La Manna et al., 2014; Yang et al., 2018b). Literature (Vicente et al., 2015) applies rough set theory to PV array reconfiguration. Literature (Sanseverino et al., 2015) builds a control system embedded with Munkres algorithm to alter the switches layout. Feed forward artificial neural network is utilized to alter the switch matrix by training irradiance data and short-circuit currents (Karakose et al., 2014). Nowadays, meta-heuristic algorithms has become a prevailing tendency in applicating to PV array reconfiguration, such as genetic algorithm (GA) (Deshkar et al., 2015), flow regime algorithm (FRA) (Babu et al., 2020), particle swarm optimization (PSO) (Babu et al., 2018), grasshopper optimization algorithm (GOA) (Fathy, 2018), butterfly optimization algorithm (BOA) (Fathy, 2020), artificial ecosystem-based optimization (AEO) (Yousri et al., 2020) and so forth.
However, existing researches take little account of the combination of PV array reconfiguration and power grid frequency regulation (FR) (Xi et al., 2018), nor do they take the power fluctuation balance of energy storage system (ESS) (Jin et al., 2017; Zhou et al., 2021) into consideration. Hence, this work proposes a novel technique of PV array associating power grid FR, to promote the dynamic-response performance of the entire regional power grid.
Given the confliction between power outputs maximization and minimizing FR signals’ deviation from the output power, this work employs the efficient multi-objective Harris hawks optimization (MHHO) to obtain the Pareto front promptly, then Visekriterijumska Optimizacija I Kompromisno Resenje (VIKOR) strategy is adopted to determine the optimum compromising solution based on aforementioned Pareto front.
MATHEMATICAL MODEL OF PV-STORAGE POWER STATION RECONFIGURATION
Modeling of PV Array
Each PV module is formed by multiple of PV cell strings connected in parallel, while PV array is comprised of several PV modules connected in series and parallel. Accordingly, multiple PV arrays make up a PV system. The most frequently employed model is the single diode PV cell model (Jacob et al., 2015; Humada et al., 2016; Yang et al., 2020b), illustrated as Figure 1A.
[image: Figure 1]FIGURE 1 | (A) Equivalent circuit of single diode PV cell and (B) equivalent circuit of a PV component with Ns × Np modules.
Calculated by Kirchhoff’s Current Law (KCL), the operation current of PV cell [image: image] is given below:
[image: image]
where [image: image] denotes the photo-generated current; [image: image] is the current of diode; [image: image] represents the current of shunt resistor.
By replacing the [image: image] and [image: image], the Eq. 1 can be rewritten as Eq. (2).
[image: image]
where [image: image] and q denote the leakage current and electronic charge of the diode, respectively; [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image] are the operation temperature and voltage, shunt and series resistance of PV cells, ideality factor and Boltzmann’s constant.
The output current [image: image] of one PV module comprised of [image: image] PV cells in series can be calculated as follows:
[image: image]
where [image: image] denotes the PV module current output; [image: image] represents the operation voltage of PV module; [image: image] and [image: image] separately refer to the parallel and series resistor of PV module.
Moreover, [image: image] represents the photo-generated current of PV module which is caused by photoelectric effect, and its formula is given below:
[image: image]
where [image: image] and [image: image], [image: image], [image: image] and [image: image], [image: image] represent the actual and reference irradiance, the photo-generated current under standard environment condition, the operating and standard temperature, and the short-circuit current factor, respectively.
Thus, as demonstrated in Figure 1B, it can be further deduced the output current [image: image] of the PV component formed by Ns×Np PV modules can be described as:
[image: image]
where [image: image] and [image: image] respectively refer to the operation current and operation voltage of PV components.
Modeling of PV Array in TCT Structure
Because of the better stability of TCT topology under PSC, it is widely applied to the theoretical research of PV reconfiguration (Bingöl and Özkaya, 2018). As depicted in Figure 2, the 9 × 9 PV array is connected in TCT configuration, the output voltage and current of which can be calculated by:
[image: image]
[image: image]
where [image: image] represents the entire voltage of PV system; [image: image] represents the row voltage at the [image: image] th row; [image: image] represents the entire current; and [image: image] is the flowing current at the [image: image] th row and the [image: image] th column.
[image: Figure 2]FIGURE 2 | One 9 × 9 TCT array in a PV station.
Optimization Objective
This work features two sets of assignments: one is to reduce the power deviation y1 of real PV power generation average value from the rated PV power; while the other aims to minimize average value y2 of the power difference between the outputs of PV station and FR signals. Meanwhile, the peak-to-valley deviation of the power curve is taken into consideration to control its fluctuation. In consequence the proposed objective function can be computed as follows:
[image: image]
where [image: image] represents the rated output power of PV plant; T denotes the duration of FR; [image: image], [image: image], [image: image] respectively denote the generated power of the PV station with ESS, the charging power of ESS, and the FR signals in the [image: image] th control time period.
Constraint Condition
Each PV module can only switch to other row in the same column to reconfigure PV system via switching matrix, which is called constraint condition of the electrical switch states.
The power and capability constraints should be satisfied in the ESS, shown as follows:
[image: image]
[image: image]
[image: image]
where [image: image], [image: image], [image: image], [image: image] severally represent the maximum and minimum charging power, and the maximum, minimum state of charge (SOC) of ESS; [image: image] and [image: image] are the charging and discharging efficiency; [image: image] denotes the control period; and [image: image] denotes the rated capacity of ESS.
OPTIMIZATION FOR PV-STORAGE STATION RECONFIGURATION BASED ON MHHO AND VIKOR
Design of MHHO
MHHO simulates the cooperation mechanism and pounce style in the hunting of Harris hawk’s predation. The purpose of this research is to integrate the non-dominated rank sorting with MHHO, evolving into a multi-objective optimization algorithm.
Exploration Stage of MHHO
In MHHO, the Harris hawks can be seen as the candidate solution, and in each iteration process the optimal solution is considered as the prey. Harris hawks apply two types of inhabitation tactics with equally mathematical probability, the specific model of which is demonstrated as follows:
[image: image]
where [image: image] and [image: image] respectively denote the hawk’s position vector in the next iteration and in the present; [image: image] is the position vector of the prey; [image: image], [image: image], [image: image], [image: image] are random numbers between 0 and 1; [image: image] and [image: image] represent search bounds; [image: image] denotes the stochastic individual in the present population; and [image: image] denotes the population’s average position vector.
Exploitation Stage of MHHO
The flock of hawks round up the prey softly or strongly from all directions by tracing the left escape energy of prey. MHHO algorithm introduces the parameter of E: the flock performs soft besiegement based on Eq. 13, 14 if |E| [image: image] 0.5, otherwise the hard encirclement would be executed based on Eq. 15.
[image: image]
[image: image]
where [image: image], and J represents the prey’s leaping distance when they act on escaping; and [image: image] is a digit randomly generated by the computer between 0 and 1.
[image: image]
Multi-Objective Non-dominated Sorting and Archive Management
MHHO selects an optimal Pareto front via non-dominated rank sorting, then introduces archive management to control Pareto solutions.
When a new solution is created, it is to be compared with the ones in the archive. Were it dominated by those, the new solution would not be collected into archive; Were a few individuals in the archive dominated by new solution, those would be replaced by the new one; if it is none of the above, this new solution would also be collected. Additionally, when the quantity of solutions exceeds the archive’ capacity, the roulette shall roll out the more crowded solutions.
Fitness Function
On the basis of the penalty function technique, the fitness function of MHHO is calculated by Eqs 16, 17.
[image: image]
[image: image]
where [image: image] denotes the penalty part of the restraint conditions in Eq. 10 in the [image: image] th dispatching period of FR signals; and [image: image] denotes the penalty factor that usually employs a large positive number.
Design of VIKOR
The optimal compromise solution can be impersonally chosen by VIKOR (Lin et al., 2021) decision-making approach from the Pareto front solutions obtained by MHHO, the design process of which is elaborated below:
Step 1: Define the plus-minus ideal solutions on the basis of the obtained Pareto front, as given:
[image: image]
[image: image]
where [image: image] is the corresponding [image: image] th Pareto numerical solution of the [image: image] th objective function; and [image: image] and [image: image] respectively represent the plus and minus perfect solutions.
Step 2: Calculate the values of the cluster effect and single regret:
[image: image]
[image: image]
where [image: image] is the weighting factor of the [image: image] th objective function; and [image: image], [image: image] denote the cluster effect value and single regret value corresponding to [image: image] th Pareto front solution, separately.
Step 3: Determine the integrated valuation of all the Pareto front solutions:
[image: image]
[image: image]
[image: image]
where [image: image] means the weighting factor of the cluster effect value; [image: image] denotes the integrated valuation value of the [image: image] th Pareto front solution; [image: image], [image: image] denote the minimum and maximum values of cluster effect; and [image: image], [image: image] represent the minimum and maximum values of single regret.
Step 4: Find the optimal eclectic solution on the basis of integrated valuation value, as follows:
[image: image]
where [image: image] represents the [image: image] th Pareto solution; [image: image] is the optimal eclectic solution.
Procedure Steps
With regard to the PV station array reconfiguration, the procedure that MHHO executes is demonstrated in the following Table 1.
TABLE 1 | The procedure pseudocode of MHHO for PV station array reconfiguration.
[image: Table 1]CASE STUDIES
The simulation experiment conducted herein designs a 40 MW PV power plant comprised of 50 identical 9 × 9 sub-systems, to test the MHHO performance in the experiment of PV power plant’ response to FR signals. The parameters of the sub-systems are derived from literature (Zhang et al., 2021b), and the specific parameter settings of PV module are tabulated in Table 2. This work supposes all PV arrays’ operation temperature to be at 25°C, and the shadow distribution of each sub-system to be consistent. Figure 3A illustrates sub-system’s shadow distribution in 10 min, while Table 3 gives the main parameters of ESS.
TABLE 2 | Specific parameter settings of PV modules.
[image: Table 2][image: Figure 3]FIGURE 3 | Irradiance distribution of PV array before and after reconfiguration: (A) shadow distribution for every sub-system of PV station with ESS, (B) optimal shadow distribution under constant FR signals obtained by MHHO and (C) optimal shadow distribution under time-varying FR signals obtained by MHHO.
TABLE 3 | Main parameters of ESS.
[image: Table 3]The number of agents (Npop) is 200. Meanwhile the termination number of iterations (Maxitera) is set as 100. Moreover, all of the weighting factor in VIKOR are set as: [image: image] = 0.5. All simulation tests are conducted on Matlab R2019b.
Constant FR Signals
To testify the effectiveness of the proposed algorithm under the constant FR signals, the constant FR signals are designed as follows:
[image: image]
The shadow distribution of PV array after reconfiguration under constant FR signals is depicted in Figure 3B. Obviously, MHHO commendably disperse the originally-centralized shadow to the whole array. Meanwhile, the optimal compromise and eclectic solution obtained by VIKOR exhibits more balance among two objectives than other Pareto front solutions, as it is shown in Figure 4A. In particular, the results of optimal eclectic solution are: the power deviation between the average generated power of PV array and the rated value is 9.128MW; the average power deviation between the output power of PV-storage station and constant FR signals is 2.903MW.
[image: Figure 4]FIGURE 4 | The optimal solution and the comparison between the optimized results and original ones for constant FR signals test: (A) Pareto front obtained by MHHO and optimal compromise solution by VIKOR, (B) output results responding to FR signals, (C) power output curve of PV power station before and after optimization and (d) comparison of optimized power deviation with those of the original.
Figure 4B illustrates the output power with optimization under constant FR signals of PV array, PV power plant, and ESS. With the help of ESS, the output power of PV plant is higher than that without optimization and gets closer to FR signal. The power outputs of PV power plant before and after optimization are given in Figure 4C and Figure 4D. After optimization by the proposed method, the objective f1 drops sharply by 25.11%, while the objective f2 drops by 75.76%. In addition, the output power with optimization experiences less power fluctuation.
Time-Varying FR Signals
The time-varying FR signals are designed to testify the effect of the proposed approach under the condition of it, as follows:
[image: image]
Figure 3C shows the irradiation distribution of PV array after reconfiguration under time-varying FR signals, of which the shadow distribution is more uniform compared to that without optimization. In the meantime, the compromise solution obtained by VIKOR shows better equilibrium among multiple targets than other Pareto front solutions, as demonstrated in Figure 5A. Particularly, the results of optimal compromise solution are: the power deviation between the average generated power of PV array and the rated value is 9.353MW; the average power deviation between the output power of PV-storage station and constant FR signals is 4.708MW.
[image: Figure 5]FIGURE 5 | The optimal solution and the comparison between the optimized results and original ones for time-varying FR signals test: (a) Pareto front obtained by MHHO and optimal compromise solution by VIKOR, (b) output results responding to FR signals, (c) power output curve of PV power station before and after optimization and (d) comparison of optimized power deviation with those of the original.
Figure 5B depicts the output power with optimization of PV array, PV power plant, and ESS. It can be deduced that due to the coordination of ESS, the output power of PV plant gets closer to FR signal. Figures 5C, D gives the results of PV power plant’s power output before and after optimization. After optimization by the proposed method, the general deviation between the output power of PV plant and FR signals drops sharply by 55.81%, while the power deviation between the PV plant output power and rated power drops by 23.27%. Compared with constant FR signals, the optimization effect of objective f2 slightly drops while that of objective f1 is close. And the possible reason is that time-varying FR signals are more complicated. Also, the output power with optimization experiences less power fluctuation.
CONCLUSIONS AND PERSPECTIVES
Founded on PV array reconfiguration, a new technique of PV station participating grid FR is presented in this work. The proposed technique contributes to effective power response of PV plant to FR signals, and is consequently conducive to improving the frequency stability of the regional grid. The main contributions of this work are summed up as follows:
1) Not only can the proposed MHHO algorithm optimize two conflicted objectives simultaneously, but reconfigure PV array for FR expeditiously. Moreover, MHHO can find a series of solutions that fit simultaneously two objectives to meet the different dispatch needs;
2) To entail the balance of each objective function, VIKOR decision-making technique is adopted to select the optimal eclectic solution, which gives a guarantee of the balance between PV power station’s economical operation and its security;
3) By virtue of the proposed method of PV array reconfiguration coordinated with ESS, the PV station is able to track the maximum power point as possible under any irradiance distribution, reducing the abandoned solar energy. In the meanwhile, the proposed method increases both economic benefit and security of the PV station.
However, it needs many independent runs to find the optimal solution due to the high randomness and local convergence of MHHO. Moreover, the implementation of ESS increase the cost of FR response. In addition, the proposed strategy cannot work in the condition of no shadow. Besides, The future work will focus on the following perspectives:
• Except for simulation test, hardware-in-the-loop (HIL) experiments should be performed to examine the practical effect of proposed method;
• More studies on larger scales of PV array are urgent to testify the universal applicability of proposed approach.
• Weighting parameters are difficult to adjust which significantly affect the convergence speed of meta-heuristic algorithms and the spatial distribution of the optimal solution and hence deserve deeper research;
• In addition to meta-heuristic algorithms, hybrid algorithm and AI algorithm should be applied in this field of PV array reconfiguration participating grid FR;
• In addition to VIKOR, more attention should be paid to other decision-making technique to find more reasonable compromise solution.
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New energy power systems with high-permeability photovoltaic and wind power are high-dimensional dynamic large-scale systems with nonlinear, uncertain and complex operating characteristics. The uncertainty of new energies creates challenges in detailed analyses of operating conditions and the efficient planning of distribution networks. Probabilistic power flows (PPFs) are effective tools for uncertainty analyses of distribution networks, and they can be applied in stochastic programming, risk assessment and other fields. We propose different forms of PPFs, which are origin moments rather than means and variances, based on point estimation. We design a stochastic programming model suitable for new energy planning in practice, and the PPF results can be used to improve energy stochastic programming methods by considering the principle of maximum entropy (POME) and quadratic fourth-order moment (QFM) estimation. The origin moments of PPFs are transformed into central moments as inputs of QFM based on probability theory. QFM can efficiently estimate the constraint probability levels of stochastic optimal planning models, and the proposed method is verified based on an IEEE 33-node distribution network.
Keywords: statistical machine learning, stochastic optimal planning, distributed renewable energy sources, probabilistic power flow, uncertainty
INTRODUCTION
In the context of smart grids and low-carbon power, the broad application of intermittent renewable distributed generation (DG) has led to uncertainty in distribution network planning (Injeti and Thunuguntla, 2020). Hydrogen production from renewable energy has become a hot spot of new energy application because of its low energy consumption (Zhang et al., 2021). The impact of new energy uncertainty on the operation optimization of distribution networks cannot be ignored, and high requirements for planning and design have been proposed. The stochastic optimal planning of distribution networks has become one of the key problems in the development of smart grids. The impacts of various uncertain processes on distribution network planning results can be formulated as part of a complex, nonlinear mixed-integer programming problem. The traditional planning method is based on typical daily deterministic scenarios, and the influence of uncertain factors is often not considered. The main methods that include uncertain programming in power systems are robust programming and stochastic programming.
Robust power system planning commonly combines the worst-case scenario approach and interval optimization theory (Liu et al., 2016). Roldán et al. presented an adaptive robust optimization theory in which correlated uncertainty and the worst-case operating cost are fully considered (Roldán et al., 2019). Considering the uncertainty of DG and the corresponding demand, Chatthaworn and Chaitusaney presented a robust model for transmission network expansion planning in which all possible scenarios are analyzed (Chatthaworn and Chaitusaney, 2015). Zhang et al. presented a sequential quadratic interval programming model for reactive power optimization based on the interval uncertainty of DG (Zhang et al., 2019). To efficiently solve reactive power planning problems, the applied planning model often approximated as a linear model (Zhang et al., 2018). Zhang et al. presented a scenario method for reactive power optimization, and the uncertainty of DG was obtained from distribution functions (Zhang et al., 2016). Compared with deterministic programming, robust programming can ensure the security of power grid systems under extreme conditions. However, the fluctuations in DG uncertainty considerably influence robust programming. When the fluctuations in uncertain factors are small, the superiority of robust programming may not be apparent. When the fluctuations in uncertain factors exceed the corresponding threshold values, robust programming may not yield sufficient planning results. In addition, for safety, robust programming may be too extreme in many scenarios.
With respect to stochastic programming, probability distributions are often used in uncertain programming modeling. Gan et al. presented a wind farm planning method based on a linearized bilevel model that was solved using a linear solver (Gan et al., 2016). The mixed-integer linear stochastic model has become a popular stochastic planning model for distribution networks, and various scenarios should be considered to capture DG uncertainty (Jooshaki et al., 2020). Park et al. presented a two-stage stochastic mixed-integer programming model that considers DG uncertainty (Park et al., 2015). Haghighat and Zeng presented a two-stage stochastic programming model in which correlations among uncertainties are reflected by a Gaussian copula (Haghighat and Zeng, 2018). In regard to new energy power systems, the operation scenario of power systems is often determined according to the DG outputs. Chen et al. suggested that the operation scenario should be established according to the relevant state variables (Chen et al., 2020). The uncertainty of DG is considered in stochastic programming, so decision makers can assess the relationship between risk and benefits, which can help balance the economy and security of distribution networks. However, the probability distribution of DG uncertainty in stochastic programming models is limited by the amount of historical data available, and this limitation can bias the empirical distribution. In addition, nonlinear stochastic programming methods often have poor solution efficiency. Thus, establishing an efficient planning model is important and is the research motivation of this paper.
Scholars conducted research in the stochastic planning and inquiry field. The decision variables of the stochastic planning scenario are related to DG levels, reactive power devices, PEV charging stations, etc. The decision variables include the optimal site, size, quantity or level. To decrease wind power (WP) curtailment, a novel reactive power allocation scheme was presented in (Niu et al., 2017) based on autonomous voltage security regions. To solve the problem of reactive power imbalance associated with DG, a robust reactive power potential estimation method was presented in (Li et al., 20196) based on two-stage robust optimization. To improve the efficiency of stochastic programming under the premise of fully considering refined scenarios, a new stochastic programming theory was presented in (Fu et al., 2020) based on statistical machine learning. To maximize the profit of PEV charging stations, a bilevel optimization model was formulated in (Zhao et al., 2020), and the optimal sites and station sizes were calculated. It can be concluded that the consideration of equivalence in programming models is a key to solving stochastic programming problems.
In uncertainty analyses of power systems, probabilistic digital information is important. Many works use probabilistic power flow (PPF) calculations to evaluate the influence of uncertainty on the power grid, and the final results include the mean and variance (Tang et al., 2016; Ren et al., 2017; Lin et al., 2020). In this paper, a novel concept is proposed for the stochastic planning of power grids. In stochastic programming models, the central moment is used instead of the mean and variance.
The innovation of this paper lies in: 1) PPF is applied to uncertain programming for the first time, which verifies the application value of PPF theory. Instead of the mean and variance, we use central moments as the results of the PPF calculation, and they are used to estimate the opportunity constraint levels in stochastic programming problems. 2) The principle of maximum entropy (POME) is applied twice to uncertain planning of distributed renewable energy sources in distribution networks. The first involves estimating the probability characteristics of temperature, which can influence photovoltaic (PV) power generation, and the second involves estimating the probability level of constraint satisfaction in stochastic programming. 3) We propose a novel uncertain planning model with the mean value as the objective function and confidence levels as constraints. The practical significance of the planning model is clear and can be expanded for real problems.
The remainder of this paper is organized as follows. First, a statistical model for uncertainty planning of distributed renewable energy sources is proposed based on statistical machine learning in Stochastic Programming Model Section. Second, uncertainty calculation method is given for expanding PPF results into a stochastic programming model with the proposed method in Uncertainty Calculation Method Section. Specifically, we propose methods for weather uncertainty calculation, PPF calculation and uncertainty constraint calculation. Finally, three cases are simulated in MATLAB to verify the effectiveness of the proposed statistical model and solution method in Simulation Section. Specifically, we successively verify the effectiveness of uncertainty constraints, PPF and uncertainty programming.
STOCHASTIC PROGRAMMING MODEL
Stochastic programming is an important part of uncertain programming, and it regards random variables as uncertain parameters. Combined with probability theory, the new energy system can be planned based on stochastic programming. We first introduce the stochastic programming problem and then introduce the stochastic programming model used in this paper.
Problem Description
As shown in Figure 1, the uncertain components of new energy distributions network are important to consider. The energy sources of PV and WP are natural, but these sources are highly unpredictable. When new renewable energy capacity is added to the grid, the uncertainty of the distribution network will increase, and the operation scenario become increasingly complex, thus creating challenges related to the efficient planning and use of new energies. In stochastic programming, decision variables can only take certain values, thereby limiting the potential operating scenarios.
[image: Figure 1]FIGURE 1 | Uncertainty in a new energy distribution network.
Programming Model
We propose a PPF-based stochastic programming model for new energies in distribution networks as follows:
[image: image]
subject to
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where fobj (•) is the objective function of the planning scheme, ploss is the total active power loss in distribution and can be changed to other economic indicators based on the relevant decision-making requirements, E (•) is the mean function, YPV is a decision variable and represents the rated capacity of PV power, YPV− is the upper limit of the PV planning capacity, YWP is another decision variable that represents the rated capacity of the WP, YWP− is the upper limit of the WP planning capacity, num is the number of buses with new energy grid connections, numsys is the number of distribution network buses, Vi is the ith bus voltage amplitude, V_ is the allowable lower limit of vi, Pr (•) is a probability function, and α is the confidence probability.
The above formula cannot clearly explain how the decision variables affect the objective and constraint functions. Therefore, we will explain these relations through the following formula.
[image: image]
where PPF(•) is the PPF estimation method, which is a point estimation method (PEM) in this paper. Additionally, pPV is the active PV power, and pWP is the active WP power.
The power generated by new energy must be a function of the planned capacity, as shown below (Rohani and Nour, 2014).
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where fPV is the PV derating factor, G is the amount of current solar radiation, STC is a subscript that represents standard test conditions, αp is the temperature coefficient, TC is the PV cell temperature, NOCT is a subscript that represents the nominal operating cell temperature, Ta is the ambient temperature, ηmp is the maximum power efficiency, τ is the solar transmittance of a PV cell, αab is the solar absorptance of a PV cell, v is the current wind speed, vr is the nominal wind speed, vci is the cut-in wind speed, and vco is the cut-out wind speed.
By substituting Equations 8–10 into Eq. 7 and treating the capacities and locations of new energies as decision variables, we can obtain
[image: image]
Now, let us summarize the stochastic programming model for new energies in distribution networks. Notably, (2), (3), (4), and (5) are the upper and lower limits of decision variables, and these constraints can be implemented by limiting the feasible region when solving the stochastic programming model for new energies in distribution networks.
Remark 1: The key to the solution is to efficiently and accurately solve Eqs 6, 11. As in the estimation in Eq. 1 based on Eqs 6, 11 can also be estimated based on a PPF. The solution processes for (6) and (11) are discussed in detail in the next section.
UNCERTAINTY CALCULATION METHOD
First, we introduce simulated weather data, which are the inputs of Eqs 8–10. Second, the PPF method is introduced, and the results are origin moments. Finally, the method used to solve Eq. 6 is introduced based on central moments and particle swarm optimization (PSO). The proposed methodology is briefly shown in Figure 2.
[image: Figure 2]FIGURE 2 | Schematic diagram of the proposed methodology.
Uncertainty Weather
The weather simulation is based on a copula function, marginal probability distributions and logic, as shown in Figure 3. First, we introduce the marginal probability distributions for different weather types. Second, the copula function is introduced.
[image: Figure 3]FIGURE 3 | Flow chart of weather simulation.
The marginal probability distribution of G can be expressed as (Karaki et al., 1999):
[image: image]
where pdf (•) is a probability density function (PDF), α and β are shape parameters, Г is the gamma function, and Gmax is the maximum solar radiation.
The marginal probability distribution of v can be expressed as (Karaki et al., 1999):
[image: image]
where k is a shape parameter and c is a scale parameter.
The marginal probability distribution of Ta can be expressed using POME in (Shore and Johnson, 1980):
[image: image]
subject to
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where H (•) is the entropy function, [image: image] is the kth given expectation, gk (•) is the kth known function, and λk is the kth Lagrange parameter.
λk in Eq. 18 can be estimated using the program in (Mohammad-Djafari et al., 1992).
[image: image]
A Gaussian copula function is used to model the correlation among G, v and Ta. We estimate rho for the matrix of linear correlation parameters using real weather data.
[image: image]
where rho is a coefficient estimated for a matrix of linear correlation parameters based on a Gaussian copula, copulafit (•) is a fitting function, and cdf (•) is a cumulative distribution function (CDF).
The Monte Carlo (MC) method is used to generate random weather simulation samples from the Gaussian copula with rho.
[image: image]
where s is a superscript that indicates that a variable is simulated and copularnd (•) represents the generation of random vectors using a MC approach. According to the simulated CDFs, we can obtain the simulated weather samples.
Remark 2: We input the weather variables into the model so that the research results can be applied to power grid planning under different weather conditions. There are classical probability functions for solar radiation and wind speed. With respect to the simulation of temperature, POME is used to estimate the unknown probability distribution.
PPF Calculation
PEM uses samples to obtain estimates. We can determine the statistical moments of the population using the PEM. The statistical moments of power flow solutions can be obtained from weighted samples at different positions. MATPOWER in (Zimmerman et al., 2011) is used for deterministic power flow (DPF) calculations. A two-point estimation (2PEM) approach is applied, and two values are determined on both sides of the mean value of each uncertain variable.
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where xi is the ith uncertain variable (i.e., pPV or pWP), i = 1,2,…,m, m is the number of uncertain variables, Xmean,i is the mean of xi, Xstandard,i is the standard deviation of xi, k = 1 or 2 (where 2 reflects the values on both sides of Xmean,i), ski is the sample skewness of xi, and spik is a location-specific measurement.
We introduce the following data into the DPF calculation using MATPOWER.
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where dpf (•) is the DPF calculated using MATPOWER and u is the obtained voltage, power flow, or other variable.
Next, we give the origin moment formula for u:
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where Morigin (•) is the function for the origin moment of order j and wik represents the weights for a given location set.
From Eq. 25, we can obtain the following equations:
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where ploss is one type of u, V is the PQ node voltage set related to u, and Vom,j is the origin moment of order j.
At this point, we have obtained the objective function formula, that is, (28), using the PPF calculation based on 2PEM. The next problem to address is how to transform PPF results into constrained probabilities. The quadratic fourth-order moment (QFM) estimation method is introduced for this probability transformation by converting 29) into (6). However, the inputs of QFM are central moments. Hence, we convert the origin moments to central moments. It is well known that
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where μj (•) is the function for a central moment of order j.
This equation can be used to obtain
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Remark 3: PEM can be used to quickly and accurately obtain moment information for the output random variables, but Gram-Charlier series fitting is needed to obtain the PDFs of the output random variables. The proposed method combines PEM and QFM in stochastic programming to encompass the advantages of PEM (quick and accurate) and avoid the corresponding disadvantages (series expansion).
Uncertainty Constraint
A method for solving 6) with the QRM and central moments is introduced below. QRM is a theory for estimating failure probability, and we estimate the qualified voltage probability based on the principle that the sum of failure probability and qualified probability is equal to one.
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where Pf is the failure probability, which is an unqualified concept.
The limit state function for the voltage amplitude is expressed as:
[image: image]
By expanding g (Vi) to a Taylor’s series at Vi*, we obtain the following equation:
[image: image]
where ∇g (•) is a gradient function and ∇2g (•) is a Hessian matrix function. The moments of Z are
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We change the moments of the voltage amplitude into the moments of voltage amplitude constraints via (38)-(41).
The following formulas no longer limit the number of buses, and a portion of Z is removed. We transform moments to other digital features.
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where csz is the skewness coefficient and cks is the kurtosis coefficient.
We transform Z to a standard normal vector Y, and the moments of Y are calculated with
[image: image]
where Y is a standard normal vector and σ(•) is the standard deviation function.
From Eq. 42, we can obtain the moments of Y, as follows:
[image: image]
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After the second step in the POME approach with four moments, we obtain
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where (48) and (17) have the same form but different physical meanings. By inserting (46), (47), and (49) into Eq. 48, λk can be estimated.
Pf can be obtained using pdf(y):
[image: image]
By inserting Eq. 50 into Eqs 6, 35 can be estimated. The voltage constraints for each node in the distribution network can be solved according to the above formula. Now, both 6) and 11) can be adjusted for a set of specific solutions. PSO in (Fu et al., 2020) is used to find the minimum to 11) while satisfying 6) by searching the solutions of Eqs 2–5.
Remark 4: The voltage probability information is transformed into voltage constraints via the QFM approach, which is a new way to apply PPFs to obtain constraint solutions in stochastic programming.
SIMULATION
Verification is performed in a step-by-step manner in this study, and the specific examples are as follows. Case 1 verifies the feasibility of estimating confidence levels using central moments from the perspective of pure mathematics, and we show that the QFM approach is suitable for solving the constraint satisfaction probability problem. Case 2 verifies the correctness of the proposed method for estimating different forms of PPF results. Case 3 uses the power quality qualification as a constraint to verify the effectiveness of the proposed method in stochastic programming for distribution networks.
Case 1
The result of the stochastic programming constraint function is a confidence level. The index accompanying the confidence level is the failure probability, which is a common reliability index, and the sum of the two is equal to 1. In using different methods to estimate the variable disqualification probability (i.e., failure probability), we make the following assumptions.
1) X1 and X2 are two uncertain variables, both of which obey normal distributions. The reason why we assume a normal distribution is that there are many algorithms that are based on the normal distribution; thus, the effectiveness of the proposed method can be verified. It should be noted that the normal distribution does not have to be used based on the use conditions of the proposed method.
2) We assume that the limit state equation with independent variables X1 and X2 is
[image: image]
3) The original sample set is shown in Figure 4, and the number of samples is one thousand.
[image: Figure 4]FIGURE 4 | Original samples studied.
We compared the proposed method (QFM estimation method) with classic, mature and effective methods that have been previously published, including the Iman method in (Iman and Conover, 1982), the Stein method in (Stein, 1987), the first-order reliability method (FORM) in (Sankararaman et al., 2014), and the mean value first-order second moment (MVFSORM) method in (Du and Huang, 2008), as references to verify the proposed method. Considering the need for sampling, the Iman and Stein methods are applied with step size of 100–5,000. The simulation results are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Failure probability calculated with different algorithms.
The results of different algorithms vary. Compared with those of other algorithms, the results of the proposed method are closest to the real values. The simulation results are related to the information that each algorithm considers and the algorithm design. The usage conditions and input probability information for the different algorithms are shown in Table 1.
TABLE 1 | Input probability information for the different algorithms.
[image: Table 1]It should be noted that the central moments can be calculated from the mean, standard deviation, skewness, and kurtosis. We can also obtain central moments using origin moments. The mean is an origin moment, and another origin moment (standard deviation, which is the arithmetic square root of the variance) is the second central moment.
The mean and standard deviation are the first two moments. Both MVFSORM and the proposed method do not use a probability distribution function, so they are not limited by a certain probability distribution and have high practical value.
More probability information is used when considering four moments than when considering two moments, so the proposed method based on four moments is more accurate than the MVFSORM method based on two moments. Compared with the Iman, Stein, and FORM methods, the proposed method does not need to solve the probability distribution function. In addition, the Iman and Stein methods are only suitable for the normal distribution, but the proposed method does not have this limitation. When the probability distribution is unknown, the proposed method can still determine the reliability or chance constraint level.
Discussion 1: This case shows how to transform digital features into unqualified probabilities, and qualified probabilities are used in the constraint conditions in stochastic programming. The typical results of PPF calculations are the mean and variance, which are first-order and second-order moments. However, the above results indicate that it is not appropriate to rely only on the mean and variance to estimate unqualified probabilities. Specifically, it is necessary to use additional central moments from the PPF results to estimate the probability of constraint satisfaction in stochastic programming.
Case 2
The main advantage of the proposed method is its computational efficiency. The computing time depends on both the efficiency of the algorithm and the hardware configuration of the computer. The simulations in cases 2 and 3 were performed on a ThinkBook with an Intel(R) Core (TM) i7-1065G7 CPU @ 1.50 GHz and 15.7 GB of available memory.
POME is used to describe the cumulative distribution function (CDF) of the ambient temperature, which affects the PV cell temperature. We calculate the Lagrange multipliers of the maximum entropy probability density functions from the knowledge of the four-moment constraints (i.e., the first, second, third and fourth central sample moments of the values at a given ambient temperature). Lambda is a vector containing the resulting Lagrange parameters, and the lambda vector in this case is [2.4003, -0.0447, 0.0292, 0.0008, -0.0001]. The solar radiation that reaches a PV array is simulated using a beta distribution. The maximum likelihood estimates of the parameters of the beta distribution for solar radiation are α = 1.1112 and β = 2.4690. The maximum likelihood estimates for the parameters of the Weibull distribution for wind speed are as follows: scale parameter = 1.1112 and shape parameter = 2.4690.
As shown in Figures 6–8, the POME, beta and Weibull distributions are very similar to the empirical distributions, so the simulated ambient temperature, solar radiation and wind speed values are generally accurate. We use a Gaussian copula to model the correlation among the three weather CDFs. The MC method is used for sampling, and the sample size for sets of weather variables is 10,000.
[image: Figure 6]FIGURE 6 | CDF of the ambient temperature.
[image: Figure 7]FIGURE 7 | CDF of solar radiation.
[image: Figure 8]FIGURE 8 | CDF of wind speed.
The IEEE 33-bus distribution system from (Baran and Wu, 1989) is used to demonstrate the proposed method. We assume that both the PV and WP rated capacities are 2,000 kW, and the access buses are shown in Figure 9.
[image: Figure 9]FIGURE 9 | An IEEE 33-bus distribution system.
Figures 10, 11 cannot be used to verify the appropriateness of the PEM theory but do verify the suitability of the point PEM formula and the corresponding programming method in this paper. The proposed PEM method provides results that can support subsequent simulation analyses. The MC simulation takes 266.829 s, and the PEM simulation takes 0.147 s; thus, the disadvantage of MC is the comparatively longer computing time.
[image: Figure 10]FIGURE 10 | Mean value of the elements from bus voltage profiles.
[image: Figure 11]FIGURE 11 | Standard deviation of the elements from bus voltage profiles.
&& stands for logical AND. It should be noted that the proposed method refers to PEM&&QFM. In essence, the proposed method transforms the digital characteristics of PEMs to other digital characteristics that are suitable for stochastic programming. The purpose of assessing the simulation results of MC&&QFM is to verify the accuracy of the QFM approach and the proposed method. As shown in Figure 12, the voltage qualification probability of MC&&QFM is almost the same as that of MC&&Statistics (i.e., direct statistical qualification probability for the voltage amplitude), and it can be used as a reference standard. The voltage qualification probability of PEM&&QFM is close to that of MC&&Statistics.
[image: Figure 12]FIGURE 12 | Simulation results for the qualified probability of the voltage amplitude.
As shown in Figure 13, although the PEM result is very similar to the MC result, there are still some errors associated with the mean value and the second, third and fourth central moments of the voltage amplitude. The errors in the voltage amplitude moments lead to differences in the qualified probability of the voltage amplitude in the MC&&QFM and PEM&&QFM cases, as shown in Figure 12.
[image: Figure 13]FIGURE 13 | Digital characteristic error of voltage variables.
Discussion 2: We use the maximum entropy principle to transform the quadratic fourth-order moment of the voltage amplitude into probability density function (PDF) information and then solve for the voltage qualification probability. The most important contribution of this paper is the novel PPF results, which include the mean loss and the probability of voltage qualification. These results provide the basis for the stochastic planning of distribution networks because traditional PPF results cannot be used directly in stochastic programming.
Case 3
What we want to verify in this case is the efficiency of achieving a feasible solution to the objective function and constraint functions in programming. To verify the effectiveness of the proposed method, we compare the accuracy of some specific solutions, as listed in Table 2. We assume that the rated capacities of PV and WP are the same, and the access buses are shown in Figure 9.
TABLE 2 | Input simulation results for the objective and constraint functions.
[image: Table 2]It should be noted that one hundred percent accuracy is logically impossible for an efficient approximation solution algorithm. Stochastic optimal planning allows for certain error margins, and the error problem in power grid dispatching can be solved with this relative approach. It can be concluded that the proposed method supports stochastic programming in distribution networks. The simulation results using PSO are listed in Table 3. Compared with the values in Table 2, the values in Table 3 are better.
TABLE 3 | Optimum planning results.
[image: Table 3]Discussion 3: We consider mean loss in the objective function in stochastic programming, and the probability of a constraint meeting a certain confidence threshold is a programming constraint based on a quadratic fourth-order moment. Our goal is not to improve the programming algorithm but to improve the efficiency of estimating the probabilistic numerical characteristics of objective functions and constraint functions corresponding to feasible solutions.
The superiorities of the proposed method can be summarized as follows. 1) The results of case 1 show that the proposed QFM method are more precise than other algorithms, and it is not limited by a certain probability distribution. 2) The results of case 2 show that the proposed PEM method spend much less time than MC, but PEM can achieve accuracy levels equivalent to MC. The proposed method can save more than 266 s 3) The results of case 3 show that PPF can be used in uncertainty planning of distributed renewable energy sources in distribution networks. It takes only 4,989 s for optimization solution, and the importance of simplifying the planning model is verified. Compared with the traditional programming methods, we improve the uncertainty planning model rather than the optimization solver.
CONCLUSION
The mean, variance and probability distribution function are commonly obtained from PPF calculations. However, the conventional PPF calculation results cannot be used to directly solve many actual operation and planning problems. The PPF results in this paper are central moments that are used to model objective and constraint functions in stochastic programming and provide a feasible way to address uncertainty problems in smart grid planning. The essence of uncertain planning is to achieve optimal economic performance under safety constraints. It is reasonable to use different statistical machine learning theories such as PPF, PEM and QFM to obtain probability values for uncertainty planning of distributed renewable energy sources.
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The configuration of energy storage in the integrated energy system (IES) can effectively improve the consumption rate of renewable energy and the flexibility of system operation. Due to the high cost and long cycle of the physical energy storage construction, the configuration of energy storage is limited. The dynamic characteristics of the heating network and the demand-side response (DR) can realize the space-time transfer of energy. Although there is no actual energy storage equipment construction, it plays a similar role to physical energy storage and can be considered as virtual energy storage in IES planning. In this paper, a multi-scenario physical energy storage planning model of IES considering the dynamic characteristics of the heating network and DR is proposed. To make full use of the energy storage potential of the proposed model, the virtual energy storage features of the dynamic heating characteristics of the heating network and DR are analyzed at first. Next, aiming at the uncertainty of wind turbine (WT) and photovoltaic (PV) output, the scenario analysis method is used to describe the wind and photovoltaic power output with different probabilities. Finally, an electrothermal IES with an IEEE 33-node network and a 26-node heating network serves as an example to verify the effectiveness of the proposed model. The case study shows that the proposed model effectively reduces the physical energy storage configuration and achieves the economic trade-off between the investment cost and the operation cost.
Keywords: integrated energy system, physical energy storage, virtual energy storage, dynamic characteristics of the heating network, demand-side response
INTRODUCTION
With the increasing concerns on energy consumption and environmental protection, how to improve energy efficiency is becoming one of the most critical and pressing issues around the globe (Aluisio et al., 2017). The traditional single-energy system has a low energy efficiency and has a lot of shortcomings in the aspects of economy and technology. In the context of global energy shortage, the requirement of sustainable development will no longer be satisfied. Thus, the multi-energy complementary and integrated energy system came into being (Hui and Wei, 2020). The integrated energy system (IES) is an effective way for the centralized supply of multiple energy sources and can improve the absorptive capacity of renewable energy (Chen et al., 2020). The vigorous development of renewable energy power generation such as photovoltaic and wind energy can effectively reduce carbon emissions (Liu et al., 2021), which has become an inevitable trend for the development of IES. However, due to the high volatility and obvious reverse peak shaving characteristics of wind, photovoltaic, and other new energies, the further development of this is restricted by bottlenecks such as consumption problems (Jiang and Ai, 2019). The wind and photovoltaic abandonment can be effectively reduced by reasonable energy storage configuration, which is the key to improve the energy efficiency of IES (Beaudin et al., 2010). As a link of “source-network-load-storage”, energy storage has attracted extensive focus and attention in the application of IESs (Li et al., 2019; Paolo et al., 2018). The direct and indirect values of energy storage in power systems are summarized in detail, but only the construction of physical energy storage is considered in the planning objects in current research work.
As a matter of fact, with the coordinated development of the source, network, load, and storage of IES, through the space-time transfer of electrothermal energy, the power of the system in different periods can also be balanced by the dynamic characteristics of the network side (Wei et al., 2017) and flexible resources of the demand side (Zhang et al., 2018a) in addition to physical energy storage equipment such as battery and heat storage tanks. Although there is no actual construction of energy storage equipment, it plays a similar role as physical energy storage, so it is collectively referred to as virtual energy storage (Zhu et al., 2019). On the network side of IES, the water temperature in the heating pipeline has dynamic characteristics. After considering the transmission delay and loss, there is no need to make the real-time balance of the load and source in a simultaneous section, and the effect of space-time transfer of thermal energy can be achieved and the flexibility of the system can be improved.
An optimal scheduling method for an electrical-thermal IES considering heat storage characteristics of the heating network is proposed in (Zhao et al., 2019). The heating network is used as the scheduling resource to participate in the optimal scheduling of electrical-thermal IESs. In (Cao et al., 2019), the thermal characteristics of the heating network are modeled based on transmission delay and temperature loss of pipelines. Simulation results demonstrate that the dispatching model can fully exploit the thermal storage capacity of the heating network and change the profile of heat load and thereby deliver a more economical and practical dispatching solution. The typical structure and key equipment model of the urban integrated heat and power system (UIHPS) with the dynamic characteristics of the UHN is proposed in (Wei et al., 2020), in which a flexibility scheduling model for a UIHPS that considers the dynamic characteristics of a UHN is established. According to the characteristics of transmission delay and user temperature fuzzy, the virtual energy storage characteristics of the heat supply network are studied, and a model of the dynamic transfer of energy in the heat system was built in (Pan et al., 2020).
The demand-side users can change their original power consumption mode according to the market price signals or incentive mechanism (Junhui et al., 2021; Lijesen, 2007). The price-based DR can utilize price signals to guide electrical load users to coordinate the electrical load of the system to realize the time transfer of electrical energy. A dynamic time-of-use price mechanism is proposed in (Zhang et al., 2018b), and an optimal configuration model of the independent microgrid with a price-based demand response to improve the economy of the microgrid is established. Incentive demand response signs up with users in advance, and users will reduce power demand within the contracted capacity to obtain direct compensation. Due to the influence of user consumption psychology, incentive level, and other factors, demand response has obvious uncertainty (Liu et al., 2020). The systematic approach for the joint dispatch of energy and reserves incorporating demand response is proposed in (Zhang et al., 2018a), and the incentive-based demand response model is adopted to improve flexibility by its cooperation with conventional units. The maximum and minimum interruptible load and unit compensation price are considered in (Meng et al., 2018). A bonus-penalty mechanism was designed according to the actual load reduction of the contract customers to optimize the allocation of incentive funds. There has been a lot of research studies on demand response, but most of them focus on two parts. One part is to study the demand response uncertainty caused by users’ psychology, and the other part is to study the impact of demand response on the overall scheduling of IES. Above all, the demand response is not taken into consideration as virtual energy storage and is not incorporated into the planning of IES together with physical energy storage.
In this paper, a multi-scenario physical energy storage planning model of IES considering the dynamic characteristics of heating networks and DR is proposed. The main contributions of this paper are as follows:
1) The dynamic characteristics of the heating network are regarded as a type of virtual energy storage, which can achieve less configuration of physical energy storage when compared with the planning without considering the virtual heat storage characteristics of the heating network.
2) The price-based DR and incentive DR are regarded as another type of virtual energy storage, which can further reduce the physical energy storage configuration when compared with the planning separately considering the price-based DR or incentive DR.
3) Based on the two types of virtual energy storage, the physical energy storage planning model of the electrothermal IES is proposed, which can achieve a lower investment cost and a lower wind and photovoltaic abandonment cost.
MODELING OF VIRTUAL ENERGY STORAGE IN ELECTROTHERMAL IES
The basic structure of the electrothermal IES is shown in Figure 1, which mainly includes renewable energy units such as WT and PV units, combined heat and power units (CHPs), electric heat-transfer equipment such as heat pumps (HPs) and electric boilers (EBs), and physical energy storage equipment such as batteries and heat storage tanks (HSTs). The power system and thermal system are coupled through CHP units and electric heating equipment. Considering the uncertainty of the renewable energy output, the scenario analysis method is used to describe the wind and photovoltaic output.
[image: Figure 1]FIGURE 1 | Structure of the electrothermal IES.
Through the reasonable configuration and scheduling toward the energy storage system, the load demand can be met in time and more renewable energy can be consumed by the electrothermal IES. However, as an equipment resource, the energy storage system has a long construction cycle and high construction cost and is hard to move once invested and constructed. As a non-equipment resource, the dynamic characteristic of the heating network uses the coupling relationship between the inlet or outlet temperature of hot water in the pipeline and the time to store heat, and there are no extra investment costs required. DR has the characteristic of a low-capacity cost and a short contract cycle. Also, users and power supply companies can be motivated to sign contracts by the price-based incentive method. After the expiration of the contract, if the resource requirement of the planning and operation of the IES toward DR decreases, part of the contract may not be renewed. Therefore, compared with the construction of equipment resources such as physical energy storage, it is more economic to bring the dynamic characteristics of the heating network and DR into the planning of IES.
The Virtual Energy Storage Characteristics of the Heating Network and Dynamic Model
The balance of the electrical generation and utilization on power systems needs to be satisfied in real time. However, when the thermal energy of the thermal system is transmitted through the heat-supply network, there will be a certain time delay (Lund et al., 2014; Sheng et al., 2020). Thus, the transmission delay characteristics of the heating network make the heating pipe network become a kind of heat storage facility.
As shown in Figure 2, the heat-supply system consists of a heat resource, heat network, heat-exchange station, and heat load, which is divided into the transmission system (primary pipe network) and distribution system (secondary pipe network). Also, the heat-supply system exchanges energy through the heat-exchange station. Because the secondary pipe network is short and close to the load, its pipe dynamic characteristics can be ignored, and the modeling is mainly concentrated on the primary pipe network (Li et al., 2017). Both the heat-exchange station and heat load are considered as load nodes, and the electric heat-transfer equipment, such as CHP, HP, or EB, is considered as a heat source node. The nodes are connected by water supply and water return pipes.
[image: Figure 2]FIGURE 2 | Structure of the heat-supply system.
Heat Source Node Model
The electric heat-transfer equipment, such as combined heat power units, heat pumps, or EB, is considered to be a heat source node. The heat source nodes are represented as follows:
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where [image: image], [image: image], and [image: image] are the thermal outputs of combined heat power units, heat pumps, and EB of node i at time t in scenario s during the planning year n, respectively; c is the specific heat capacity of water, and its value is 4.2 kJ/(kg·°C); [image: image], [image: image], and [image: image] are the mass flow of the thermal output of combined heat power units, HP and EB in pipe j, respectively; [image: image] and [image: image] are the inlet temperature in the water supply pipe and outlet temperature in the water return pipe of pipe j at time t in scenario s during the planning year n, respectively.
As shown in Eqs 4,5, the permitted value of water supply temperature and water return temperature is limited by the temperature of the pipe.
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where [image: image], [image: image], [image: image], and [image: image] are the lower limit of water supply pipe temperature, the upper limit of water supply pipe temperature, the lower limit of water return pipe temperature, and the upper limit of water return pipe temperature, respectively.
Pipe Model of the Heating Network
The operation condition consists of the continuity equation of nodal mass flow, the hybrid equation of node temperature, and the water temperature characteristic equation of the heat-supply pipe (Gu et al., 2017).
1) Continuity equation of nodal mass flow
The inflow hot water mass is equal to the outflow hot water mass of each node, which is shown in Eq. 6.
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where [image: image] and [image: image] are the sets of pipes that begin from and end in node i, respectively; [image: image] is the mass flow of the hot water in pipe j.
2) Hybrid equation of node temperature
At the same node, after mixing the hot water with different temperatures from different pipes, the temperature flowing out to different pipes is the same.
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where [image: image] and [image: image] are the outlet temperature in the water supply pipe and the inlet temperature in the water return pipe of pipe j at time t in scenario s during the planning year n, respectively.
3) Water temperature characteristics equation of the heat-supply pipe
The water temperature characteristics refer to the coupling relationship between time and the inlet and outlet temperatures of hot water in the same pipe and are the key to describe the virtual energy storage of the heat-supply pipeline network (Chen et al., 2021). In the pipelines, the water temperature at the inlet will slowly extend to the outlet, and the temperature transmission delay is nearly consistent with the time for hot water to flow through the pipeline, that is, the delay depends on the length of pipelines [image: image], the diameter of pipelines [image: image], and the mass flow of the water flowing through the pipelines [image: image].
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where [image: image] is the density of water, and its value is 1000 kg/m³.
Besides, due to the difference between the hot water temperature of pipelines and the environment temperature, heat loss is produced, which will lead to the water temperature drop when water flows in the pipelines. According to the coupling relationship between time and the inlet and outlet temperatures of hot water in the same pipe, the dynamic model of the heating network considering time delay and heat loss is established as follows:
[image: image]
where [image: image] is the outdoor temperature at time t in scenario s; [image: image] is the thermal conductivity of the pipeline. Eq. 10 shows that the outlet temperature of pipes at time t is the coupling of the inlet temperature of pipes and the outdoor temperature at time [image: image].
Heat-Exchange Station Node Model
The heat-exchange station and heat load are both considered load nodes. The load nodes are represented as
[image: image]
where [image: image] is the heat load of node i at time t in scenario s during the planning year n.
Analysis and Modeling for Virtual Energy Storage Characteristics of Demand Response
As an effective regulation method, demand response can achieve resource integration on the user side, and its flexibility and schedulability can achieve the time transmission of energy. Through regulating the load curve, the accommodation rate of renewable energy can be improved. In this paper, the virtual energy storage resources of DR refer to price-based DR and incentive DR.
Price-Based Demand Response
The relationship between the price of different periods and power demand can be reflected by the real-time price. In the actual process of power consumption, the change of price will impel users to change their power consumption behavior and to allocate the flexible load to achieve the effect of time transmission for energy. The decrease of load refers to the discharge of virtual energy storage, and the increase of load refers to the charge of that.
The change of price in a certain period may lead to the change of power consumption behavior of users in one or several periods. Then, the self-elasticity coefficient is used to describe the relationship between an electricity price change and electricity consumption change in the current period, and the mutual-elasticity coefficient is used to describe the relationship between electricity price change in other periods and electricity consumption change in the current period. The equations of self-elasticity coefficient and mutual-elasticity coefficients are as follows:
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where [image: image] is the self-elasticity coefficient, which corresponds to the ratio between the value of price change and the value of power consumption change at time i; [image: image] and [image: image] are the electricity price and its change at time i, respectively; [image: image] and [image: image] are the electricity consumption and its change at time i, respectively.
The power consumption behavior of users will be influenced by the change of price, which may lead to the regulation of power consumption characteristics. Taking T as a cycle to establish a user demand response model, the relationship between the change of electricity consumption and the change of electricity price in each period is represented as
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where r is the matrix related to elasticity coefficients of each period, which can be expressed by
[image: image]
According to the price-electricity demand response model of users, the real-time electricity load after implementing price-based demand response is
[image: image]
Incentive Demand Response
By signing the demand response contract, the incentive DR can impel users to interrupt part of electricity load during peak load periods to achieve the discharge effect of virtual energy storage. The cost of incentive demand response includes contracted capacity fee and electricity fee (Huang et al., 2021).
When signing the demand response contract, the integrated energy system pays the user the contracted capacity fee for the demand-side response, which can be expressed by
[image: image]
where Csig is the capacity fee for demand-side response; N is the number of planning stages; [image: image] is the discount rate; [image: image] is the unit capacity fee for the demand-side response of the planning year n; [image: image] is the contracted capacity for the demand-side response of the planning year n.
When considering the characteristics of demand response and phycology of consumers, the maximum potential coefficient for demand response [image: image] is used to describe the maximum response capability of users to be incented by electricity price. The contracted capacity of each user for demand response is limited by the constraint of maximum demand-response potential coefficient, which is expressed by
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where [image: image] is the maximum load power of the planning year n.
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where [image: image] is the user response potential piecewise linear function slope. The piecewise linear curve of user response potential is shown in Figure 3. Point M [image: image] and point N ([image: image], [image: image]) are the inflection points of the dead zone and saturation zone, respectively.
[image: Figure 3]FIGURE 3 | Piecewise linear curve of demand response potential.
The economic operation of the IES in every scenario is achieved by demand response resources contracted through scheduling, and the energy fee for demand response [image: image] is calculated about the actual situation.
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where [image: image] is the electricity fee of unit power for demand response at period time t; [image: image] is the electricity for demand response of node i at time t in scenario s during the planning year n; [image: image] is the time interval.
In each operation scenario, the real-time power constraint, execution period constraint, and execution duration constraint for demand response are needed. Also, the constraints can be expressed by
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where [image: image] is the start time of demand response; [image: image] is the end time of demand response.
MULTI-SCENARIO PLANNING MODEL OF THE INTEGRATED ENERGY SYSTEM CONSIDERING DIVERSE VIRTUAL ENERGY STORAGE
Objective Function of the Multi-Scenario Planning Model Considering Diverse Virtual Energy Storage
Affected by the environment, the wind and photovoltaic power outputs have some features such as strong fluctuation and uncertainty. Thus, whether it is the grid-connected or off-grid power generation mode, it has a great challenge to the reliability of load power consumption in power systems. The scenario analysis method can clearly describe the probabilistic characteristic of uncertainty quantities, and the uncertainty of wind and photovoltaic power described by the scenario analysis method can simplify the calculation of the optimization model. Therefore, the scenario analysis method is widely used. It is supposed that the scenario number of wind and photovoltaic power output is s, the number of planning years is N, and the scheduling interval is 1 h. The objective function is the minimum sum of planning cost [image: image] and operation cost [image: image] of the integrated energy system, which can be described as follows:
[image: image]
The planning cost includes the investment cost of physical energy storage [image: image] and the contracted capacity cost of demand response [image: image].
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where [image: image] is the service life of physical energy storage x; cx is the unit capacity cost of physical energy storage x; [image: image] is the planning capacity of physical energy storage x in the [image: image] year.
The operation cost includes generation cost of CHP units [image: image], penalty cost of CHP units deviating from the power generation plan, electricity cost of demand response CDR, and cost of wind and photovoltaic abandonment [image: image].
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where [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] are the power output of CHP units, the planning electricity output, the thermal output, the power purchasing, the maximum output of photovoltaic power, the actual output of photovoltaic power, the maximum output of wind power, and the actual output of wind power, respectively; [image: image] is the punitive price for temporary adjustment of unit output during actual operation, which reflects the degree of CHP units to output as planned; [image: image]n is the unit electricity purchasing price of time t; [image: image] and [image: image] are the unit costs of wind and photovoltaic abandonment, respectively;[image: image] are the coal fee coefficients of CHP units; [image: image] is the probability of typical wind and photovoltaic scenario s.
Constraints of the Multi-Scenario Planning Model Considering Diverse Virtual Energy Storage
AC Power Flow Constraint
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where [image: image] is the reactance of line ji; [image: image] and [image: image] are, respectively, the active and reactive powers at the head of line ji; [image: image] and [image: image] are, respectively, the inflow active and reactive powers of node i; [image: image], [image: image], and [image: image] are, respectively, the reactive power purchased from the upper network, the power consumed by a heat pump, and the power consumed by an electric boiler; [image: image] and [image: image] are, respectively, the charge and discharge powers of the energy storage system; [image: image] is the voltage amplitude of line start node i.
The power flow constraint of the power system is non-linear, and the global optimality of the solution cannot be guaranteed by the traditional numerical method. Thus, the second-order cone programming is used to transform the power flow constraints and node voltage constraints of the AC distribution network, and the resulting constraints are linear and satisfied with the convex programming requirements, which can not only guarantee the accuracy of the algorithm but also promote the convergence of the programming problem.
First, Eq. 32 is used to make equivalent deformation of Eqs 27, 28, and 31:
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It can be obtained that
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Then, after using the second-order cone relaxation toward Eq. 38, the relaxed constraints are
[image: image]
where || || is the Euclidean norm. Through the above second-order cone transformation, the original problem (non-convex problem) is transformed into a simpler mixed-integer second-order cone programming problem (convex problem), and the global optimal solution can be quickly obtained by the commercial software CPLEX.
Operation Constraint of Electrothermal Equipment
1) Allowable maximum wind and photovoltaic abandonment and output constraint
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where [image: image] and [image: image] are the maximum allowable rates of wind and photovoltaic abandonment within the daily dispatching cycle by the system, respectively.
2) Operation constraint of CHP units
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The CHP units can work in multiple working states. In this paper, the CHP unit is set to operate in the constant thermal-power ratio mode. Eq. 34 is the thermal-power ratio constraint of CHP units, where [image: image] is the thermal-power ratio; Eq. 35 is the upper and lower output limit constraint of CHP units, where [image: image]/ [image: image] is the upper/lower power output limit of CHP units; Eq. 36 is the output climbing constraint of CHP units, where D and U are the maximal decreased power and increased power of CHP units in unit time, respectively.
3) Electrothermal conversion constraint and output constraint of EB
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where [image: image] is the electrothermal conversion efficiency of EB; [image: image]/ [image: image] is the allowable upper/lower output limit of EB.
4) The heat pump can convert the low-grade heat energy in nature into high-grade heat energy that can be utilized by consuming electricity. The electrothermal conversion constraints and output constraints are as follows:
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where [image: image] is the electrothermal conversion efficiency of heat pumps; [image: image]/ [image: image] is the allowable upper/lower output limit of heat pumps.
Constraints of Energy Storage
In this paper, the battery and HST are taken as the physical energy storage equipment to store electricity and heat, where x refers to the type of physical energy storage device. The operation features of the physical energy storage model are similar. With sufficient consideration of loss in the process of charge and discharge, the constraints of the stored energy and charge and discharge power are shown as follows:
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where [image: image] is the energy stored by physical energy storage x at time t in scenario s during the planning year n; [image: image], [image: image], and [image: image] are the self-loss coefficient, charging efficiency, and discharging efficiency of physical energy storage x, respectively.
The charging and discharging state constraints, charging and discharging power constraints, energy storage capacity constraint, and energy conservation constraints are
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where [image: image] and [image: image] are, respectively, charging and discharging state variables of physical energy storage x at time t in scenario s during the planning year n; [image: image] is the maximum charging and discharging power of physical energy storage x; [image: image] and [image: image] are, respectively, the upper and lower charging rate limits of physical energy storage x.
CASE STUDIES
In this paper, the electrothermal IES with an IEEE 33-node network and a 26-node heating network is taken as an example for verifying the effectiveness of the proposed model. The scheduling cycle is 24 h or 1 day, the planning period is 5 years (Kazemi and Ansari, 2022), the annual growth rate of various loads is 12%, and the annual growth rate of distributed power sources such as wind and photovoltaic power is 15%. The relevant parameters such as the price of various energy storage equipment, the operation, and the planning cost of IES are shown in Tables 1, 2, the maximum output curve of WT and PV and the node structure of IES are shown in Figures 4, 5. The planning model of the electrothermal IES established in this paper is a mixed-integer programming model. The optimization tool YALMIP in MATLAB 2019a is used for modeling, and the CPLEX 12.8.0 solver is used to obtain the physical energy storage planning scheme.
TABLE 1 | Parameters of unit physical storage.
[image: Table 1]TABLE 2 | Fuel cost coefficient of CHP units.
[image: Table 2][image: Figure 4]FIGURE 4 | Wind power and photovoltaic output scenarios.
[image: Figure 5]FIGURE 5 | Diagram of the electric heating IES.
The physical energy storage planning results of the electrothermal IES are shown in Table 3, and the results of investment cost with different virtual energy storage characteristics are shown in Table 4.
TABLE 3 | Results of physical energy storage capacity planning.
[image: Table 3]TABLE 4 | Investment cost with different virtual energy storage characteristics (unit: 106 CNY).
[image: Table 4]The cost of energy storage construction decreases from 4,875,000 CNY to 3,923,000 CNY after considering the virtual energy storage characteristics of demand response. Meanwhile, the cost of wind and photovoltaic abandonment decreases from 4,369,000 CNY to 3.542 CNY, and the cost of power purchasing decreases from 12,895,000 CNY to 10,121,000 CNY. It is because that the price-based DR will increase the consumption of renewable energy at a high wind power output but low load demand to reduce the cost of wind and photovoltaic abandonment. Also, the peak load is reduced to make the cost of power purchasing lower at the same time. The virtual energy storage of incentive DR can further reduce the load in high price periods to decrease the cost of power purchasing. The charging and discharging demands of physical energy storage are reduced by the decreased peak load and decreased wind and photovoltaic abandonment, so the configuration number of the battery and HST gets reduced, and the cost of energy storage investment can be saved.
The heat load does not need to meet the real-time balance after considering the dynamic virtual energy storage characteristics of the heating network, and the peak heat load can be supplied by the heat energy previously stored in the heating network. Therefore, the output of the heat pump and electric boiler at night increases, which reduces the cost of wind and photovoltaic abandonment and then reduces the physical energy storage configuration. Finally, the construction cost of energy storage is reduced by 1,611,000 CNY.
It is noteworthy that the configuration of renewable energy generation such as wind and photovoltaic power and electrothermal load increases when the planning year n = 4, which exceeds the maximum limits of pipe transmission. Under these conditions, the wind and photovoltaic consumption can no longer be solved by simply increasing the energy storage configuration, so it is necessary to build new lines and expand pipeline flow at the same time.
Influence of Optimization Operation of Virtual Energy Storage on Physical Energy Storage Planning
Virtual Energy Storage Characteristics of the Heating Network
To verify the influence of virtual energy storage in the heating network on physical energy storage configuration, the following four kinds of scenarios are set. Model 1: Both the heat loss and time delay are considered by the system; Model 2: Only the heat loss is considered by the system; Model 3: Only the time delay is considered by the system; Model 4: Neither the heat loss nor the time delay is considered by the system. The configuration results of physical energy storage planning with different virtual energy storage characteristics of the heating network are shown in Table 5.
TABLE 5 | Configuration results of physical energy storage planning with different virtual energy storage characteristics of the heating network.
[image: Table 5]The results of physical energy storage planning capacity with different virtual energy storage characteristics of the heating network are also shown in Table 5. The heat supply and heat load no longer need to be balanced in real time after considering the time delay of the heating network. A part of the heat energy which is equivalent to increasing a part of the virtual heat energy storage capacity is stored in the pipeline of the heating network to reduce the configuration capabilities of the heat storage tank during the period of planning years n = 1–5. When n = 5, the heat storage tank is reduced from 26 MWh to 13 MWh. After the capacity of the heat storage tank is reduced, the thermal output of CHP, HP, EB, and other electrothermal coupling equipment increases. The excess output from wind and photovoltaic power does not need to be stored in the battery but is directly consumed by the coupling equipment to provide heat energy. Therefore, the capacity of the battery is reduced. When n = 5, the capacity of the battery is reduced from 11.4 to 9 MWh.
After considering the heat loss, the investment and construction capacities of the battery and heat storage tank are reduced. To satisfy the heat load demand, the output of the heat source is increased accordingly and is transmitted through the heating network to be stored in the heat storage tank for reserves. After considering the heat loss, part of the heat energy is lost through the pipeline, reducing the demand for physical energy storage equipment. When the system considers the time delay and heat loss at the same time, the number of batteries and HST invested and constructed is the least, which is 5.4, 6.6, 7.8, 8.4, 9 MWh and 5, 8, 10, 12, 13 MWh, respectively.
The operation results before and after considering the time-delay characteristics of the heating network are shown in Figure 6. It can be seen from Figure 6 that the heat supply of the heat source and heat load in the thermal system are asynchronous. The heat energy of the heating network is more than the heating demand from 0:00 to 7:00 and 19: 00 to 24:00, and part of the excess heat energy is stored in the heating network, reducing the need for heat storage of HST. When the planning year n = 1, the construction amount of HST is reduced from 26 to 5 MWh. The heat energy entering the heating network is less than the heating demand from 9: 00 to 16:00. The heat energy stored in the heating network in the early stage makes up for part of the heating demand during this period, which is equivalent to reducing the heat discharge of physical energy storage. Meanwhile, it can be seen from Model 1 of Figure 6 that the output of the CHP unit, heat pump, electric boiler, and other heat supply equipment of the thermal system has decreased. During this period, the heat energy stored in the heating network can satisfy part of the load demand, and the heat discharge of physical energy storage is reduced accordingly. Therefore, from the perspective of operation, the planning capacity of physical energy storage can be effectively reduced after considering the time delay of the heating network, and the scheduling requirements can be met at the same time.
[image: Figure 6]FIGURE 6 | Operation results before and after considering time delay characteristics of the heating network.
Virtual Energy Storage Characteristics of Demand Response
The planning capacity results of physical energy storage planning with different demand responses are shown in Table 6. Model A is the virtual energy storage characteristics that consider the price-based DR and incentive DR; Model B is the virtual energy storage characteristics that only consider the price-based DR and do not consider the incentive DR; Model C is the virtual energy storage characteristics that only consider the incentive DR and do not consider the price-based DR; Model D is the virtual energy storage characteristics that do not consider the price-based DR and the incentive DR. The comparison shows that both the virtual energy storage of price-based DR and virtual energy storage of incentive DR can reduce the configuration capacity of the battery and heat storage tank to varying degrees. When considering the two demand response resources as virtual energy storage at the same time, the physical energy storage capacity configuration is the lowest, with a battery capacity of 9 MWh and a thermal storage tank capacity of 13 MWh.
TABLE 6 | Planning capacity of physical energy storage planning with different demand responses.
[image: Table 6]The load curve of virtual energy storage characteristics considering different demand responses is shown in Figure 7. It can be seen from Figure 7 that the peak-valley difference of power load is significantly reduced compared with that without a time-of-use policy. After considering the price-based demand response of the system, the valley power load increases from 0:00 to 9:00. At this time, the wind power output achieves its peak value, and the increase of load level increases the consumption of renewable energy such as wind power and reduces the demand for batteries; the peak power load is decreased to reduce the demand for battery discharge from 10:00 to 22:00. During the period of planning years n = 1–5, the construction amount of batteries is reduced. When n = 5, the battery capacity is reduced from 10.2 to 9.6 MWh. After considering the incentive DR, the peak load curve of 19:00–20:00 is further reduced within the incentive load DR time of 19:00–20:00, as shown in the green part of Figure 7. It can be seen that after considering the virtual energy storage of the demand-side response, the effect of peak shaving, valley filling, and reduction for peak and valley load difference is achieved, the energy storage demand at a low load with a high output and a high load with a low output is reduced, and the physical energy storage configuration is effectively reduced. Meanwhile, after considering the energy storage characteristics of the price-based and incentive demand response, the battery capacity in each planning year is reduced by 1.2 ∼ 1.8 MWh.
[image: Figure 7]FIGURE 7 | Load curve before and after demand response.
The operation characteristics of the power system curve when [image: image] are shown in Figure 8. During the period from 9:00 to 20:00, because the electricity cost of demand response is less than the power purchased cost, users will reduce their energy demand through incentive demand response. The system’s demand for battery discharge is reduced by the decrease of peak load, and further, the physical energy storage configuration can be reduced.
[image: Figure 8]FIGURE 8 | Operation characteristics of the power system curve when.[image: image].
Because the virtual energy storage characteristics of incentive DR are related to the maximum demand response potential coefficient of users and the slope of the piecewise linear function of response potential, the impact of virtual energy storage potential of different incentive DRs on physical energy storage planning is analyzed, and the capacity of the storage battery and heat storage tank is shown in Table 7.
TABLE 7 | Planning capacity of physical energy storage planning under different demand response potentials.
[image: Table 7]When [image: image], the battery and heat storage tank have the smallest construction capacities, which are 5.4, 6.6, 7.8, 8.4, 9 MWh and 5, 8, 10, 12, 13 MWh, respectively. When [image: image] reduces from 0.3 to 0.2, the capacity of the battery and heat storage tank increases. Taking the planning year n = 1 as an example, the construction capacity of the battery increased from 5.4 to 6 MWh and the number of HST increased from 5 to 12 MWh. This is because the contracted demand response potential decreases and the actual demand response decreases. Therefore, more physical energy storage needs to be built to meet the energy demand. When [image: image] is reduced from 400 to 200, the capacity of the battery and heat storage tank increased. When the planning year n = 1, the construction capacity of the battery increases from 5.4 to 6 MWh, and the construction capacity of the heat storage tank increases from 5 to 13 MWh. This is due to the decrease in users’ sensitivity to electricity prices. When the increase of demand response unit price is the same, the demand-side response capacity contracted by users will decrease, and the actual contracted capacity will decrease. Therefore, the planning and construction capacity of physical energy storage is increased.
CONCLUSION
In this paper, starting from the vertical coordination of “source-network-load-storage” of the electrothermal IES, a planning model of IES considering the dynamic characteristics of the heating network and DR is proposed. The case study has been conducted to test the performance of the proposed model, and the following conclusion can be obtained by the simulation results: compared with only considering physical energy storage planning, the introduction of virtual energy storage into the planning of electrothermal IES can effectively reduce the physical energy storage configuration capacity, reduce the investment cost and wind and photovoltaic abandonment cost of the IES, and provide a new idea for realizing regional energy supply and consumption and consuming more renewable energy.
The proposed model can also be studied in the following aspects:
1) The IES in this paper is the electrothermal IES, and the network characteristics of the natural gas system, the load adjustability of the cooling system, and the mobility of electric vehicles in the transportation system can be considered to achieve further optimization.
2) The response characteristics of cooling, heating, and power demand in different regions are different, and the load has the characteristics of space-time complementarity, which can be further studied around the coordination and optimization between regions.
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One of the most critical tasks during the application of photovoltaic (PV) systems is to harvest the optimal output power at various environmental scenarios, which is called maximum power point tracking (MPPT). Though plenty of advanced techniques are developed to achieve this purpose, most of them have corresponding prominent disadvantages, such as inefficient tracking ability, high computation burden, and complex convergence mechanism. Therefore, this work aims to propose a novel and powerful bio-inspired meta-heuristic optimization algorithm called peafowl optimization algorithm (POA), which is inspired by the group food searching behaviors of peafowl swarm. It can effectively achieve a suitable balance between local exploitation and global exploration thanks to its efficient exploratory and exploitative searching operators. Thus, a satisfactory MPPT performance for PV systems under partial shading condition (PSC) can be obtained based on POA. Moreover, two case studies, e.g., start-up test and step change in solar irradiation with constant temperature, are adopted to fairly and comprehensively validate the superiority and effectiveness of POA in contrast with particle swarm optimization (PSO) and teaching-learning-based optimization (TLBO), respectively.
Keywords: PV system, MPPT, partial shading condition, POA algorithm, matlab/simulink
INTRODUCTION
With the deepening of research in the field of sustainable energy, various alternative renewable energies, such as wind energy, hydro energy, geothermal energy, tidal energy, biological energy, solar energy, and so on, are receiving widespread attention and exploitation. According to the report 2016–2020 Global Market Outlook for Solar Power, solar energy has been regarded as the most valuable renewable energy power generation resource (Yang et al., 2017), which acts as a powerful tool to deal with global warming issues. According to International Energy Agency (IEA) forecast, global photovoltaic (PV) cumulative installation is expected to reach 1721GW by 2030, which will further increase to 4670GW by 2050, which indicates great and promising development potential. Therefore, it is of great significance to investigate PV power generation and develop PV industry to alleviate the global energy crisis and restrain severe atmosphere problems, which can also promote energy reform and improve the ecological environment (Yang et al., 2020).
As the increase of installation scale of PV equipment in built-up urban areas, partial shading conditions (PSC) has become an inevitable problem for PV systems (Belhaouas et al., 2021). Specifically, PV modules and PV array are composed of several paralleled connected PV cells and modules, while the Sun illumination on PV module or PV array is uneven during PV power generation due to the PSC effect, which might result in the change of PV cells output characteristics. Therefore, PSC effect tends to seriously reduce the conversion efficiency of PV cells, which will then exert a negative impact on the normal operation of PV power generation system. Thus, the regulation and optimization of PV systems under PSC is a crucial task that directly influence the power generation efficiency of PV power generation system, which has been a hot research topic in the field of PV power generation technology in recent years. In general, the main purpose of maximum power point tracking (MPPT) that aims at solving the problem caused by PSC of PV systems is to obtain the optimal output power at various scenarios (Mao et al., 2020).
Basically, MPPT algorithms can be divided into serval main groups, e.g., conventional techniques, control methods based on modern control theory, and meta-heuristic techniques. In detail, conventional MPPT techniques mainly include constant voltage tracking (CVT), open-circuit voltage tracking (OVT), short-circuit current tracking (SCT), parasitic capacitance (PC), etc. CVT is a simplified MPPT method, which is actually a voltage stabilizing control strategy but not a real MPPT technique in essence. For regions suffering large daily temperature difference or large daily radiation difference, CVT cannot completely track maximum power point (MPP) under all environmental environments (Ishaque and Salam, 2013). Besides, OVT (Ahmad et al., 2019) is similar to fixed-voltage tracking method in principle, but the main difference is that the fixed-voltage tracking method tracks the constant electric voltage, while this method tracks the changing voltage. The tracking control mechanism of SCY (Kandemir et al., 2017) is very similar to OVT, but the difference is that this method tracks the variation of current. Moreover, PC is a tracking method that is quite similar to IC, while parasitic connection capacitance values in the circuit are taken into account in PC. The generation of parasitic junction capacitance is mainly due to the charging and discharging of P-N junction in PV cells and the inductance between PV cells (Belhachat and Larbes, 2018). Common MPPT methods based on modern control theory include fuzzy logic control (FLC), which is also known as fuzzy control. It is a widely used artificial intelligence (AI) algorithm, which owns significant merits of fast tracking rate, high dynamic, and steady-state performance. Nevertheless, the definition of fuzzy sets, the determination of the shape of membership functions, and the formulation of rule tables are significant design steps that need abundant experience of designers or engineers (Alajmi et al., 2010). In addition, the main principle of classic slide mode control (SMC) is to use switch devices to modulate step size to achieve MPPT control, which can considerably boost the tracking speed of MPPT, but it is worth noting that the acceleration of tracking speed will inevitably affect the stability of PV array output (Chiu et al., 2012).
Meta-heuristic algorithm is one desirable tool when solving complex optimization problems at present, which has been successfully applied in the MPPT of PV systems, for instance, particle swarm optimization (PSO), differential evolution (DE), teaching-learning-based optimization (TLBO), and so forth. For example, based on the unique characteristics of multi-peak power-voltage (P-V) curve, PSO proposed in literature (Ishaque and Salam, 2012) disperses the initial positions of particles at possible peak point voltages, which ensures this method will not fall into local optimal solutions. Besides, in literature (Fathy, 2015), authors apply artificial bee colony (ABC) algorithm for MPPT of PV systems under PSC, which shows higher tacking speed and stronger tracking stability compared against that of PSO. Moreover, a standard DE is adopted in literature (Ramli et al., 2015) to track the global MPP under PSC. Although desirable tracking performance is achieved, it also has some certain limitations, such as large computation burden. Besides, artificial colony optimization (ACO) is also a population based random optimization calculation method, which has been utilized in solving this problem. Compared with PSO, ACO only needs to store location information, and its main advantage is better real-time optimization performance. In literature (Jiang et al., 2013), ACO is used to optimize the traditional tracking controller to improve the tracking performance of the controller and enhance its robustness against PSC. Furthermore, literature (Chao and Wu, 2016) designs an enhanced teaching-learning-based optimization (E-TLBO) technique, which aims to combine self-adaptive tracking mechanism with self-study principle for MPPT of PV systems under PSC. Nevertheless, these meta-heuristic techniques all have considerable deficiencies for MPPT of PV systems, namely, large power fluctuation, complex converge mechanism, and high computation burden, which can still be further improved. Hence, this paper designs a novel MPPT technique called peafowl optimization algorithm (POA) (Naseer et al., 2018), which aims to obtain a high-quality MPPT performance for PV system under PSC; its major contribution can be summarized as follows:
1) Effective and efficient exploratory and exploitative searching operators are devised to achieve an appropriate trade-off between global exploration and local exploitation. Peacocks conduct a unique rotation dancing mechanism that contains two different rotation modes, namely, in situ rotating and circling around the food source to achieve powerful exploration;
2) Adaptive searching and approaching mechanism are adopted by peahens and peafowl throughout the iterations to dynamically adjust their searching behaviors, upon which an appropriate balance between local exploitation and global exploration can be realized;
3) Courtship behaviors and foraging behaviors are comprehensively considered in POA, and no extra parameters need to be tuned in POA.
PV SYSTEMS MODELLING UNDER PSC
PV Cell Modelling
Basically, PV cells are connected to in both series and parallel to form PV modules, which aims to produce desirable output power (Yang et al., 2017). The generated photocurrent [image: image] can be computed by
[image: image]
where the detailed meaning of each parameter and variable can be referred to literature (Yang et al., 2017).
Besides, the P-N junction in PV cell can be considered a diode, and the total current flowing through the diode [image: image] can be calculated as
[image: image]
where the detailed meaning of each parameters and variables can be referred to literature (Yang et al., 2017).
Moreover, PV cell’s reverse saturation current [image: image] can be computed as follows
[image: image]
where [image: image].
The shunt leakage current [image: image] can be expressed by
[image: image]
where [image: image] means cell’s parallel resistance; [image: image] denotes the entire PV output current.
The P-V relationship of a single PV cell is able to be defined as
[image: image]
PSC Effect
The output characteristic of a single PV cell is usually highly nonlinear, and the output characteristics of PV modules based on series and parallel connection tend to become more complex. When PSC occurs in series and parallel connected PV cells, the power output of the entire module will be greatly affected. When PV modules are affected by PSC, not only the output power of PV modules is significantly reduced, PV cells also consume power in the form of heat. Under serious cases, PV modules will even be burned out and the hot spot effect will be formed, which can damage cell materials and permanently damage the cell package (Yang et al., 2020). Aiming at solving this problem, bypass diode is connected in parallel to prevent PV cells or components from thermal damage under PSC (Belhaouas et al., 2021). Traditional methods own simple implementation structure but cannot fundamentally solve this problem. Moreover, as shown in Figure 1, P-V characteristic of a PV array appears several local maximum power points (LMPPs) and only one global MPP (GMPP) under PSC; thus, it is an extremely thorny but critical task to distinguish GMPP and LMPPs.
[image: Figure 1]FIGURE 1 | P-V characteristic of PV systems under PSC.
PEAFOWL OPTIMIZATION ALGORITHM
Basic Concept
Peafowl behaviors can be roughly divided into breeding behavior, food searching behavior, community behavior, and spatial behavior. The algorithm is based on food searching behaviors of green peafowl, upon which a common and general mathematical model is established. Note that once peacock finds a food source, they not only open their feathers, but further undertake dancing behaviors to extend the domain region to attract females, as shown in Figure 2. The dancing modes are composed of in situ spinning, and walking around and circling (Naseer et al., 2018).
[image: Figure 2]FIGURE 2 | Courtship behaviors of peacocks: (A) tail spreading and displaying; (B) rotating; (C) flapping feathers.
Mathematical Model and Algorithm
Role Assignment
To establish an efficient mathematical model for various individual behaviors of peafowls swarm, e.g., courtship, foraging, and chasing, a peafowl population is divided into three roles: adult peacocks, adult peahens, and peafowl cubs. In practical optimization problems, all individuals are ranked based on their fitness value, among which the first five solutions are regarded as adult peacocks named Peacock #1, Peacock #2, Peacock #3, Peacock #4, and 20 Peacock #5, respectively. Besides, the remaining first 30% of individuals are defined as adult peahens and others as peafowl cubs. Besides, such artificial peafowl swarm is different from actual natural population that the roles of each individual could be changed as iterations, which means that individuals roles need to be reassigned based on their fitness value after each iteration to ensure enforceability of POA.
Peacocks Courtship Behaviors
After a food source is found by peacocks, they will undertake rotation behavior around the food source to display and show off to attract the attention of peahens, so as to increase the probability of mating. Specific estrus courtship behaviors are composed of three main phases, namely, tail spreading and displaying, rotating, flapping feathers. Note that rotation behaviors of male peacocks after tail spreading contain two forms, i.e., in situ rotating and circling around the food source, while the selection of two rotation mechanisms completely depends on their fitness value. Specifically, the better fitness value they possess, the greater probability they will circle around the food source but with smaller circle radius; meanwhile, peacocks with poor fitness value are more likely to rotate in situ with larger circle radius, while such mathematical model is able to be established as
[image: image]
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where [image: image] denotes the position vector of the [image: image]th male peacock, [image: image]; [image: image] denotes the rotation radius when circling around; [image: image] denotes a stochastic vector; [image: image] stands for the modules of[image: image]; [image: image], [image: image], [image: image], [image: image] means four stochastic numbers which are uniformly distributed in (0, 1); [image: image] denotes the number of variables.
Moreover, rotation radius [image: image] is designed to change dynamically with iterations, which can be described by
[image: image]
where [image: image] and [image: image] stand for the current number and maximum number of iterations; [image: image] denotes the initial rotation radius vector which can be judged by the search range of the optimized problem, as follows
[image: image]
where [image: image] and [image: image] denote the upper and lower bounds of the searching space; [image: image] can be defined as the visibility factor of peacocks dancing in circles, which value is set as 0.2.
Peahens Adaptive Approaching Behaviors
Peahens are liable to adopt an adaptive searching and approaching mechanism during the entire searching process to dynamically regulate their behaviors in different stages. When peahens see a peacock courtship dance, they tend to firstly approach the male peacock and then observe around, and the probability that a peahen is attracted is proportional to the fitness value of peacocks. The following mathematical model is used to describe such behaviors of peahens.
[image: image]
[image: image]
where [image: image] stands for a stochastic number uniformly distributed in the interval (0,1); [image: image] represents the position vector of peahens, while [image: image] and [image: image] are within (0,1).
As can be clearly seen from Eq. 14 and Eq. 15, when [image: image] (early stage of iteration), the peahens mainly move towards the selected peacock. When [image: image] (middle and late stage of iteration), the peahens runs to a symmetrical position relative to the selected peacock, which simulates the observed behaviors of peahens that denote the global exploration during the searching process.
Peafowl Cubs Adaptive Searching Behaviors
In addition to approaching peacocks with better food (high fitness value), peafowl will also run randomly in search of a higher-quality food. For each young peacocks, one of the five peacocks will be randomly selected as the targeted object, and the stochastic running behavior can be described by Levy flight, as follows
[image: image]
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[image: image]
where [image: image] and [image: image] mean two different [image: image] dimensional stochastic vectors that are uniformly distributed within (−1, 1) and (0, 1); [image: image] is a constant which is equal to 1.5.
Therefore, the specific behaviors of each peafowl cub can be described by
[image: image]
[image: image]
where [image: image] denotes a stochastic number uniformly distributed on (0, 1); [image: image] and [image: image] mean the position vectors of selected peacock and peacock cub, respectively; [image: image] and [image: image] denote two coefficient factors that vary dynamically with the number of iterations, which can be described by
[image: image]
[image: image]
Equations 20–22 show that [image: image] is larger than [image: image] at the beginning of iteration, and the peafowl cubs mainly conduct stochastic search. At the end of the iteration, the ratio of [image: image] to [image: image] is larger, and the peafowl cubs converge to the five optimal solutions (peacocks).
Interaction Behaviors Among Peacocks
Since Peacock #1 has the best food source, the other four peacocks will be induced to gradually move towards it. However, instead of moving straight to Peacock #1, the remaining four males tend to move toward Peacock #1 in a random direction within 90 of the line between Peacock #1 and the other one, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Interaction mechanism among different peacocks.
So far, the relationship among different peacocks can be established as follows:
[image: image]
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where [image: image], [image: image], [image: image], and [image: image] mean four different stochastic vectors; [image: image], [image: image], [image: image], and [image: image] represent stochastic numbers uniformly distributed within (0,1) and [image: image] is defined as the inner product of vectors [image: image] and [image: image].
POA BASED MPPT DESIGN OF PV SYSTEMS
Application of POA for MPPT
PV system often combines a boost converter to offer energy for multitudinous loads. For the population of peacocks, duty cycle [image: image] [image: image] can correspond to the location of each peafowl during iterations. To ensure PV system always operate at GMPP, it is imperative to regulate the output voltage [image: image] to approach the optimal operation point. During each control period, the fitness value is able to be regarded as the product of the real-time acquisition voltage and current outputs, as follows:
[image: image]
where [image: image] and [image: image] stand for the steady voltage and current outputs.
Thus, the fitness function of POA is able to be written as follows:
[image: image]
where [image: image] denotes the output power; [image: image] means the number of current peafowl; and [image: image] denotes the number of iterations.
Execution Flowchart
In conclusion, the whole execution flowchart of POA based MPPT of PV systems under PSC is demonstrated in Figure 4, where tmax stands for the maximum iteration number.
[image: Figure 4]FIGURE 4 | Entire execution flowchart of FOA for MPPT of PV systems under PSC.
CASE STUDIES
Two cases, namely, 1) start-up test and 2) step change in solar irradiation with constant temperature, are undertaken to validate the MPPT performance of POA under PSC, which is compared with PSO (Fathy, 2015) and TLBO (Rezk and Fathy, 2017; Zhang et al., 2021), respectively. Besides, for a fair comparison, the parameter settings of all the approaches are set to be identical, as illustrated in Table 1. The simulation is conducted on Matlab/Simulink 2019a via a personal computer with an IntelR CoreTMi7 CPU at 2.2 GHz and 32 GB of RAM. Moreover, the solver is ode 45 (Dormand-Prince) with an auto variable-step size.
TABLE 1 | Parameters of three methods.
[image: Table 1]Start-Up Test
The first test aims to investigate the MPPT performance at start-up (from zero point) under PSC, in which the solar irradiation of four PV arrays is stated to be 1000, 200, and 300 W/m2, respectively. Particularly, the MPPT performance of different techniques can be demonstrated in Figure 5. One can observe that PSO and TLBO easily converge to a LMPP because of their high dependence on the initial solution under PSC. On the contrary, POA is able to ensure the entire PV system obtain much higher active power due to its adaptive global searching ability. Besides, the output energy results generated by three techniques are illustrated in Table 2. The output energy obtained by POA is the highest among these three techniques, while its power fluctuation is also the smallest along with the fastest converge ability. This effectively proves that POA can not only converge to a high-quality optimum for MPPT, but also assure the convergence stability by a unique rotation dancing mechanism of peacocks, which can be known as in situ rotating and circling around the food source to realize powerful exploration. Note that effective and efficient exploratory and exploitative searching operators are devised in POA, which aims to offer an adequate trade-off between global exploration and local exploitation.
[image: Figure 5]FIGURE 5 | PV system responses of three techniques generated on the start-up test. (A) Current, (B) Voltage, (C) Power, and (D) Energy.
TABLE 2 | Output energy results obtained by three techniques under two scenarios (unit: Ws).
[image: Table 2]Step Change in Solar Irradiation With Constant Temperature
For the purpose of alleviating the effect when a cloud rapidly passes over a PV array while validating the MPPT performance, a series of solar irradiation steps are employed on the PV array. Note that the temperature keeps at 25°C during the entire test. Particularly, the optimization results of different techniques for MPPT under step change in solar irradiations can be demonstrated in Figure 6. Also, the output energy generated by three techniques are given in Table 2. Moreover, the other two meta-heuristic algorithms, namely, PAO and PSO, both outperform TLBO as they can produce higher energy under such solar conditions. Besides, the energy generated by POA is the highest among the three methods, which output energy is 2.98% higher than that of TLBO. Obviously, POA can easily generate the smallest oscillations in the output current, voltage, and power compared with PSO and TLBO when the solar irradiance rapidly varies. One can easily observe that POA can achieve a high-quality MPPT performance under step change in solar irradiations along with the fastest convergence ability, while the other two meta-heuristic techniques are prone to a low-quality LMPP. The adaptive searching and approaching mechanism adopted by peahens and peafowl throughout the iterations can dynamically adjust their searching behaviors, upon which a proper balance between local exploitation and global exploration can be realized.
[image: Figure 6]FIGURE 6 | PV system responses of three techniques obtained on the step change in solar irradiation with constant temperature. (A) Current, (B) Voltage, (C) Power, and (D) Energy.
CONCLUSION
A novel technique based on POA for MPPT of PV systems under PSC, which benefits/novelties are outlined as follows:
1) The design of POA includes effective and efficient exploratory and exploitative searching operators to provide an proper trade-off between global exploration and local exploitation to avoid local optimums, e.g., unique rotation dancing operations of peacocks, adaptive searching behaviors of peahens and peafowl cubs in different searching stages, along with interactions among different peacocks.
2) An adaptive searching and approaching mechanism is adopted by peahens and peafowl throughout the iterations to dynamically adjust their searching behaviors, upon which local optimal solutions can be effectively avoided.
3) Two case studies are undertaken to validate the effectiveness and benefits of POA in comparison with other techniques, which indicates that POA can always guarantee PV systems to obtain the maximum output energy along with the highest convergence rate and the smallest oscillations under various operation scenarios.
Future studies will focus on the further improvement of the structure of the proposed POA, which aims to reduce parameters tuning burden to enhance its implementation feasibility. Also, on-line and real-time MPPT is a promising working direction.
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In the reform of the electricity market, along with the gradual opening of the electricity sales side as well as the increase in the proportion of residential electricity consumption, the user load of the demand side has become an essential resource for demand response (DR). To efficiently utilize the residential load resources, new market participants, such as load aggregator (LA) have emerged. First, the basic concept of load aggregator is introduced in this paper, the origin and definition of LA is studied, and the classification of aggregated resources and the current situation of LA operation in some countries are presented. Then the article analyzes the market operation mode of LA and the uncertainty of LA in operation in detail, including the LA service on the user side, transaction mode and hierarchical structure associated with the operation, the uncertainty classification analysis, and associated strategies to address the problem. The LA load integration method and the scheduling control strategy are discussed. Finally, suggestions and ideas on the future research direction are proposed.
Keywords: load aggregator, demand response model, residential load, uncertainty, control strategy
1 INTRODUCTION
Although China has made amazing achievements in the development of the power grid and energy construction, there is still an imbalance between power supply and load demand, and some regions still face great challenge in load regulation during the peak load period (Luo et al., 2021; Sun et al., 2022). The development and application of new energy have eased the pressure of electricity consumption to some extent, but the randomness and volatility of its existence pose a high requirement for the system of integrating more new energy. Consequently, the role of demand-side resources in maintaining a balanced power supply and load demand has a great significance (Zeng et al., 2016).
Demand response (DR) is an effective method for load control in smart grid. The implementation of the DR project has a great economic benefit and achieved good results. However, the small capacity of residential loads, the high degree of fragmentation, and the difficulty of control lead to obstacles in scheduling small-scale load resources in the system (Li et al., 2017). In order to effectively utilize the scheduling potential of these dispersed demand-side resources, load aggregator (LA) has emerged in developed countries, which is able to explore load resources with response value through professional technical means (Gao et al., 2013; Zhang, 2015). LA aggregates dispatchable customer load resources within a certain range and participates in grid dispatch as a whole, increasing the opportunity for demand-side participation in the market. The emergence of LA enhances the competitiveness of residential consumers in the DR market and also provides more high-quality DR resources for the power market. In addition, the emergency and development of LA has contributed to the stable, economic, and efficient operation of the power system (Bandyopadhyay et al., 2011; Sun et al., 2020).
LA, as a new DR commercial electricity model, has carried out relevant theoretical research and practice earlier. Domestic research started late, but with the gradual opening of electricity sales side and the popularization of intelligent household appliances, the demand-side residential load resources have become an influential resource for DR, and the domestic research on the LA-based residential load participation DR model is also in progress. This paper first analyzes the basic concept of LA and the current situation of operation at home and abroad. Second, the paper focuses on the market operation mode of LA and the uncertainty problems in operation, including the various businesses of LA on the user side, the two transaction modes of bidding in the operation-related market and signing bilateral contracts, the layered participation structure of LA in the market, the classification analysis of uncertainty problems, and coping strategies. Then the information prediction, load integration method, and scheduling control strategy of LA are studied in detail. Finally, suggestions and ideas for future research based on LA participation in DR mode are proposed.
2 INTRODUCTION TO LOAD AGGREGATOR
2.1 History of load aggregator
2.1.1 Concept of load aggregator
A load-serving entity (LSE) is an organization connecting the electricity market and consumers (Jin et al., 2019). In the early days, LSE is mainly engaged in the business of buying and selling electricity, and it is the predecessor of LA. As the utilization of demand-side resources intensified, LA developed from a subdivision of LSE to a more specialized DR resource integration organization (Saad et al., 2009). Burger et al. (2017) defines aggregation as the grouping of different agents in the power system, such as consumers and producers or consumers with other combinations, to participate as a single entity in the power system market or sell services to system operators. To sum up, LA is an integrator of DR resources. LA acts as a bridge between power users and service purchasers, integrating and managing customer-side load resources, while also acting as a communication entity between grid companies and power users, making effective use of idle and scattered load resources.
2.2.2 Classification of load aggregator control resource
LA control resource types can be divided into three categories: controllable load, distributed power source, and energy storage device.
1) Controllable load. Loads with dispatchable potential are divided into transferable load, reducible load, and thermostatically controlled loads. Transferable load refers to the load with constant electricity consumption during the scheduling cycle and relatively flexible start-up time (Qi et al., 2020). Reducible load refers to the load with certain flexibility and controllability in working time and power demand, which can change its state according to system demand and is characterized by flexible scheduling, quick response, and small aggregation capacity. Thermostatically controlled loads usually include air conditioning, water heater, and other loads, which are characterized by rapid response, energy storage, and high controllability.
2) Distributed generation. Distributed generation is defined as an independent energy supply system distributed at the user side (Qian, 2019). The extensive application of renewable energy on the user side increases the scheduling control range of the system, allowing the customer side to consume power while also acting as the supply to deliver power to the grid. There are many kinds of distributed generation sources with different characteristics. For example, photovoltaic power generation can only be generated in the daytime, whereas wind power has the function of regulating peak load.
3) Energy storage system. The renewable energy power generation is increasingly popular in China. However, renewable energy is characterized by randomness, intermittency, and volatility (Shu et al., 2017). Energy storage system can improve the supply stability of DR resources and reduce the operational risk of LA, so energy storage systems also become a high-quality resource for LA to maintain energy balance. The classification of energy storage system is shown in Table 1.
TABLE 1 | Classification of energy storage system.
[image: Table 1]2.2 State-of-the-art for load aggregator
2.2.1 The United States
The United States is the first country to study DR technology and has the most LA entities. EnerNOC, Comverge, and Pennsylvania–New Jersey–Maryland Interconnection (PJM) power market all have mature experience in LA operation. EnerNOC mainly focuses on large loads, which sells DR resources to the transmission system operator and treats energy management services as its core business. The control resources of Comverge are mainly residential customers, which treats DR as its core business and sells DR resources to DR resource purchasers, such as power companies, transmission system operators, etc. In the PJM power market, any market member that can provide DR services, including LA, electric distribution company (EDC), and LSE, can act as a curtailment service provider (CSP), aggregating the dispersed DR resources on the customer side and providing load curtailment to DR purchasers such as power companies and power generators.
2.2.2 Australia
The load aggregation business of Australian Energy Response company is almost for all types of elastic loads. With DR as its core business, it aggregates and sells DR resources to participate in various DR projects and various markets. Considering the physical constraints of user reduction, the customer is notified of the curtailment scheduling plan developed 1 to 2 h in advance, and the customer is compensated for DR resources based on the amount of curtailed load from the measurement unit.
2.2.3 Europe
Flextricity, a British company, treats electrical power supply and demand control as its core business. It aggregates resources, including small generator, backup power source, and large industrial and commercial users, and sells flexible load reduction resources to various markets. The British company KIMIPower, treating DR resource aggregation as the core obligation, opened the integration business for small consumers in 2014, also aggregates all kinds of distributed generation resources. Voltails, a French company, aggregates the resources of curtailed customers, provides free installation of smart energy measurement and monitoring equipment, and remote control of smart loads. Although Europe has less experience in LA operation than the United States, some experimental projects with the nature of LA have achieved results, such as virtual fuel-cell power plant project and flexible electricity network to integrate the expected energy solution (Wei et al., 2013).
2.2.4 China
Since 2012, China has explored and established several Las in some major cities, such as the Nanjing Xinlian Power Cloud Co., Ltd., Suzhou Zhidian Energy Saving Technology Co., Ltd., and Changzhou Jiyuan Energy Technology Co., Ltd. (Zhang, 2001). Xinlian Power Energy Cloud Co., Ltd., as an LA, undertakes the construction of a DR support platform system in the Jiangsu province and responds to a cumulative load of 798,000 kW in 2016, accounting for 23% of the response volume in the Jiangsu province.
3 MARKET OPERATION MODE OF LOAD AGGREGATOR
DR operation mode of LA can be regarded as an advanced regional centralized management mode of load. Specifically, its operation mode can be comprehensively analyzed from the user-side business responsibilities and transaction mode of LA. The operational framework of LA is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Operational framework of the load aggregator (LA).
3.1 Responsibility of load aggregator on the user side
The business of LA on the user side mainly includes intelligent monitoring installation and technical support, user DR potential analysis, incentive mechanism design, and scheduling and planning in advance.
3.1.1 Intelligent monitoring equipment installation and technical support
LA is responsible for providing consumers with the installation and maintenance of intelligent monitoring meters and providing technical support, and builds a new type of power supply and consumption relationship with real-time interaction between the power grid and the energy flow, information flow, and business flow of the consumer. The user conveys response and electricity consumption measurement information to LA, and LA conveys electricity price signal, incentive signal, temperature, and power control signal to the user. The receiving of information, the control of equipment, and the transmission of data are all carried out based on the installation of intelligent monitoring equipment.
3.1.2 Analysis of user demand response potential
LA must study different types of loads and their DR potential, and grasp the magnitude of load elasticity of different electricity-using devices. According to the specific electricity consumption behaviors of the customer (historical data, such as response speed and curtailment), usage habit constraints, and curtailment willingness, specific contracts are developed for customers, to develop the most suitable service for them to arrange their participation in a specific market in order to maximize the use of resources, to maximize the effect and value of DR participation in the market.
3.1.3 Incentive mechanism design
In order to encourage consumers to actively participate in the programs provided by LA, an appropriate incentive mechanism is indispensable. Compensation rates are provided by LA in consultation with the user and are determined according to the specific type of service provided. In order to avoid the unstable operation of the system caused by too many non-responses of consumers, it is necessary to establish a punishment mechanism to restrain user behavior.
3.1.4 Scheduling planning in advance
LA must give full consideration to the satisfaction, power consumption comfort, and power consumption habits of the consumers. LA needs to make scheduling plans in advance and inform consumers in advance. In the formulation of the scheduling plan, LA must comprehensively consider cost reduction, the uncertainty of user default, and satisfy the constraints of user interruption times, minimum cutting duration, and maximum cutting duration, so as to obtain the optimal scheduling combination economically.
3.2 Transaction methods of load aggregator
There are two ways of transaction methods: market bidding and bilateral contracts (Chen et al., 2013; Zhang et al., 2015a).
3.2.1 Market bidding
LA aggregates a large number of load resources with response potential, competes in market bids on representative of such resources, and accepts scheduling arrangements from market operators (Zhang et al., 2015a). In order to participate in market bidding, LA should predict market price and electricity consumption of customer in advance. Based on the willingness of customer to use electricity and electricity consumption forecast, signs contracts with customers, decides the optimal bidding plan, and participates in market bidding. After winning the bid, LA sends control signals to the user to control the power outage of the user, and the user provides the measurement information of electricity consumption to LA. LA makes a profit from the difference between the electricity revenue generated by the market and the compensation paid to customers. The bidding process is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Participation in market bidding.
3.2.2 Bilateral contracts
LA provides user-side resources and sells them to the Independent System Operator (ISO), power supply company, power generation company, and other DR resource buyers through bilateral contracts. DR resource purchasers who sign bilateral contracts pay and receive DR load resources. Bilateral transactions are shown in Figure 3. At present, the implementation of DR in China is led by the government and electric power companies, taking the agreement as the carrier, and the market subjects involved are provincial Economic and Information Commission, electric power companies, LAs, and consumers.
[image: Figure 3]FIGURE 3 | Participating in bilateral transactions.
To illustrate the DR participation mechanism of LA in China, the Nanjing Xinlian Power Cloud Service Co., Ltd. participated in the 2017 DR of the Jiangsu Province. As shown in Figure 4, it is mainly divided into five stages, as listed in Table 2.
[image: Figure 4]FIGURE 4 | LA participates in the demand response (DR) project instance execution process.
TABLE 2 | Details of the demand response (DR) operation.
[image: Table 2]3.3 Role of load aggregator in the market
Energy suppliers, DR regulators, DR service managers, LAs, and power consumers are participants in DR (Li et al., 2015), and their obligatory functions and optimization status are shown in Table 3. The above five DR participants can be divided into three participants, which are the government (DR regulator), power grid company (electric energy supplier and DR service manager), and DR provider (LA and power users).
TABLE 3 | Business functions and optimization status of market entities.
[image: Table 3]Figure 5 shows the hierarchical structure of the participating market of LA, including DR resource purchasers, DR market operators, LAs, and consumers. The purchasers of DR resources are ISO, power supply companies, power producers, and other power institutions. The DR market operator is responsible for receiving the DR quotation and bidding information matching to ensure the maximum matching rate and realize the optimization of market resources. The configuration is equivalent to the market trading center, which can be appointed by the professional department of goverment. LA sets a variety of contract mechanisms to meet the needs of different consumers, so that consumers with different capacities and characteristics can complement the resources of the other.
[image: Figure 5]FIGURE 5 | Hierarchical structure of the LA participation market.
4 UNCERTAINTY IN LOAD AGGREGATOR OPERATION
4.1 Uncertainty analysis
Uncertainty mainly includes randomness, fuzziness, incompleteness, instability, and inconsistency, while randomness and fuzziness are the most basic uncertainties (Li et al., 2004). Uncertainties in LA operation research can be summarized as boundary uncertainty, parameter uncertainty, behavioral uncertainty, and disturbance, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Uncertainties in LA operations.
4.1.1 Boundary uncertainty
LA can realize the supply and demand communication of supply and demand information between the grid and customers and is an important carrier for implementing DR and calling demand-side resources, so its operations are involved in the complex environment to identify the boundary uncertainty, such as the market environment, in which the different attitudes of customers toward tariff signals or incentive levels can affect the response behavior of customers. In addition, it also includes the influence of the environment, which includes the policy, economy, and technology.
4.1.2 Parametric uncertainty
The parameter uncertainty mainly stems from the input parameters in the decision-making process of the LA operation. Tariff parameters, weather parameters, and customer baseline load all affect the response potential of customers; errors in load forecasting usually have a direct impact on system peak avoidance periods and system capacity shortages.
4.1.3 Behavioral uncertainty
Behavioral uncertainty directly affects the operational benefits of LA. Many studies focus on modeling user uncertainty, such as consumer psychology, user response multi-state, normal distribution, etc. (Zhang and Yu, 2018). As far as consumer psychology is concerned, the models commonly used in the current studies are triangular and spindle. Taking the triangular consumer psychology model as an example, as shown in Figure 7, a linear model is adopted to express user response behavior. When given an economic incentive level x, the upper and lower bounds of the proportion of user load i are:
[image: image]
[image: image]
where [image: image] and [image: image], respectively, represent the upper and lower bounds of the specific gravity of load cutting. The concepts of other consumer psychology models are shown in Table 4.
[image: Figure 7]FIGURE 7 | Change trend of user response rate based on consumer psychology model.
TABLE 4 | Concept expression based on consumer psychology model.
[image: Table 4]4.1.4 Disturbance
The disturbance of LA in the response process comes from emergencies, such as communication delay, equipment failure of advanced metering infrastructure (AMI), and malicious network attack (Tabandeh et al., 2016). The development of two-way communication technology, the installation of communication facilities, and advanced metering devices are the prerequisites for effective interaction between LA and customers. AMI is the interface on the user side of DR, and its failure will directly affect the implementation effect of DR. Network attack is a factor that cannot be ignored. The control platform of smart home appliances has almost no security protection measures and is more vulnerable to attack than industrial and commercial power control information systems. When the scale of smart home appliances under attack is large enough, the reliability of power supply may be affected (Wu et al., 2018).
4.2 Uncertainty response
When studying LA operation problems with uncertain factors, various analyses and coping strategies can be adopted. Uncertainty analysis methods include sensitivity analysis, multi-scenario analysis, stochastic programming, multiple quasi-optimal solution, and multi-model comparison (Shu et al., 2018). The research of LA mainly focuses on optimization problems, which are usually solved by mathematical programming methods. Considering the uncertainty, the stochastic programming model can be used to model the DR optimization problem according to the stochastic characteristics, fuzzy programming can be used for fuzzy characteristics, and stochastic fuzzy programming method can be further used when both randomness and fuzziness are considered. When there are many uncertain factors in the model, intelligent algorithms, such as artificial bee colony algorithm, genetic algorithm, particle swarm optimization algorithm, dragonfly optimization algorithm, simulated annealing algorithm, and tabu search algorithm, can be considered.
In addition, effective trading mechanism has always been a topic of concern. How to design DR trading mechanism to cope with the uncertainty in LA operation, while taking into account the differentiated interests of the demand side and response side, is the focus of many literature studies. For example, in the Japanese Yokohama Smart City project, a point buyback strategy was carried out to promote active participation of residential customers accordingly (Zhao, 2016).
In response to the situation of the Chinese electricity market, Chen et al. (2013) proposed a power point mechanism. The connotation of power point incentive is to give credit points to consumers for their response behaviors and to motivate consumers by exchanging points for certain electricity service or economic preference, so as to achieve a win–win situation for the power grid, consumers, and LA. The implementation process of obligations includes signing DR project agreement, generating power points, and exchanging power points.
Zhang et al. (2015b) proposed the reward and punishment mechanism for LA to participate in the market, modeled the amount of defaulted capacity of LA aggregate resources to quantify the risk of default, established an energy storage capacity optimization model based on market hierarchical compensation rules, and utilized a certain amount of energy storage capacity to mitigate the uncertainty caused by default of its load. Zhao and Liu (2017) also established a series of reward and punishment mechanisms, including virtual power plant contract breach penalty mechanism, wind and light abandonment penalty mechanism, and interruptible load reward and punishment mechanism.
5 LOAD INTEGRATION METHOD AND SCHEDULING CONTROL STRATEGY
5.1 Information prediction
Before aggregating these loads to participate in demand response, LA needs to predict the resources it controls, so as to integrate these demand-side resources more effectively. The output prediction of distributed generation will affect the load control decision of LA, and the result of load prediction will often affect the formulation of day-ahead tariffs, and the price trend determines the response of consumers, thus, affecting the load elasticity of consumers.
5.1.1 Distributed generation
Wind power generation and photovoltaic power generation are volatile, intermittent, and random, and large-scale access will affect the smooth operation of the power grid (Dong et al., 2016). When LA integrates the distributed generation under its control to participate in the DR, it is necessary to predict the influence of various factors, such as weather on the output of these new energy sources in advance, so as to reduce the loss caused by uncertain factors. The forecasting methods for distributed generation sources can be divided into temporal and spatial scales according to the forecasting scale (Peng et al., 2016). According to different data and methods, the prediction methods can be divided into the following three types: physical method, statistical method, and artificial intelligence.
5.1.2 Load and electricity prices
LA carries out load prediction for flexible load and energy storage systems, which can better manage demand-side resources and provide consumers with better service. Short-term load forecasting is most relevant to the operational decisions of LA. Ultrashort-term load forecasting under LA mode is the basis for LA to formulate power generation plans and study DR elasticity (Guo et al., 2021). Different consumers have different reactions to the price of electricity, and residents are particularly sensitive to the price of electricity, so electricity price forecasting is necessary.
5.1.3 Load price elasticity
The electicity price has the greatest influence on user behavior among the factors. The demand price elasticity is usually used to evaluate the influence of electricity price change on user response behavior, and load price elasticity is one of them (Wang, 2014). By predicting the response behavior of consumers to the electricity price, LA can more effectively evaluate the controllable capacity of consumers and formulate reasonable bidding schemes based on the prediction of the electricity price.
After the information prediction of demand-side resources, LA can integrate these demand-side resources to participate in the power market and obtain benefits, including the real-time market and day-ahead market of the main energy market, capacity market, and auxiliary service market, which can provide auxiliary services, such as rotary reserve, automatic generation control, and alternative reserve.
5.2 Load integration method
The optimal DR aggregation model for the whole power market is depicted in Figure 8 (Parvania et al., 2013). DR aggregators can be existing market participants (such as LA), which actively communicate with purchasers and customers of DR resources, such as ISO, to maximize DR. Examples of loads with large polymerization potential and flexible control are air conditioning and water heater.
[image: Figure 8]FIGURE 8 | Aggregation model of DR (Mnatsakanyan and Kennedy, 2015).
5.2.1 Air conditioning load
Air conditioning load control methods can be divided into switch control, temperature control, and periodic suspension control. Considering the diversity of air conditioning load parameters, the aggregation method usually adopts secondary aggregation. In one aggregation, air conditioners with similar parameters in the same area are divided into a group. Monte Carlo sampling, state queue, and state transition are used to analyze the switching state or power change of the air conditioning load group. The secondary polymerization is the load with different parameters in different regions, and the polymerization model is established through weighing other methods (Deng et al., 2015). Zhou et al. (2014) studied the influence of setting the value of temperature on load fluctuation for air conditioning load grouping with the same or similar parameters, and designed the upper and lower limit separation control method for air conditioning temperature based on the thermal parameter model, so that LA could aggregate large-scale air conditioning load to participate in the DR market.
5.2.2 Water heater load
Water heater load is an energy storage load and also a high-quality DR load resource on the demand side. Its control methods include voltage control, temperature control, switch control, etc. (Liu et al., 2020). Ayoub (2013) proposed to realize the load of polymeric electric water heater based on voltage control, but additional physical hardware needs to be installed inside the water heater. Based on the hybrid logic dynamic model (temperature control), Sun et al. (2018) put forward situational awareness of water heater load to realize the absorption of new energy. Ning Lu (2013) proposed a load aggregation method based on switch control of temperature control equipment to provide a balanced standby service.
5.3 Scheduling control strategy
LA is able to aggregate demand-side resources. After information prediction, different scheduling control strategies can be developed according to the physical characteristics of different control resources. According to different purposes, it can be classified as follows:
5.3.1 Improve the absorption rate of distributed generation
LA proposes a load regulation algorithm based on the cloud model (as shown in Figure 9) that can realize the absorption of wind power through the integration of user group resources (Sun et al., 2017). Local consumption of distributed generation can be effectively achieved through hierarchical dispatch optimization that includes LA, residential, and microgrid (Cao et al., 2018).
[image: Figure 9]FIGURE 9 | Mapping diagram of the cloud model [63].
5.3.2 Improve the peak–valley difference
LA can effectively dispatch residential loads and achieve load peak-to-valley differential by bidding decision optimization model through two DR contracts of load shedding and load shifting (Qi et al., 2018). LA participates in DR in the form of load reduction contract and builds an interactive two-layer optimization model of the source network. Its system framework diagram is shown in Figure 10, which can realize peak cutting and valley filling while taking into account the interests of all parties (Wen et al., 2017).
[image: Figure 10]FIGURE 10 | Framework of the source–load interaction two-layer optimization model [66].
5.3.3 Profit for demand response participants
LA can maximize the profit of DR participation through a new DR scheme combined with fair billing mechanism (Mnatsakanyan and Kennedy, 2015). LA can maximize the power dispatching department and its own interests on the basis of coordinating user comfort and load adjustment space (Gao et al., 2014). The double-layer optimal scheduling of air-conditioning load under direct load control is shown in Figure 11, and the decision makers of the macro- and micro-layer models are the dispatching department and LA of power companies, respectively. The utilization of energy storage systems in LA can improve the reliability of power supply and reduce the risk of default, and the economic benefits of LA can be improved through the formulation of optimal scheduling strategy based on market hierarchical compensation rules (Zhang et al., 2015b).
[image: Figure 11]FIGURE 11 | Double-layer scheduling mode of air conditioning load.
5.3.4 Participation in ancillary markets
LA can integrate flexible load aggregation on the user-side into virtual energy storage, which together with the actual energy storage constitute the generalized energy storage to jointly provide power auxiliary services. The priority response strategy of virtual energy storage can improve the quality of auxiliary services and maximize the profits of LAs (Sun et al., 2020). LA can converge electric vehicles and participate in grid-assisted frequency regulation with the regulation mode as shown in Figure 12. Electric vehicles can respond quickly and accurately, improving the efficiency of frequency regulation and reducing power backup (Zhao, 2019).
[image: Figure 12]FIGURE 12 | Schematic diagram of regulation mode with LA participation.
6 CONCLUSION
6.1 The conclusions are drawn as follows

• In the initial stage of the construction of the China electricity market, the LA operation mode and decision-making model suitable for China national conditions still need to be further studied. Meanwhile, it is worth paying attention on how to formulate relevant DR plans according to the actual situation in the China electricity market.
• With the rise of distributed energy access and the gradual expansion of the scale of new electrical devices with energy storage attributes, such as electric vehicles, how LA is to effectively integrate more types of dispatchable resources is also the next research emphasis. The research work of applying EV energy storage to other auxiliary services, such as system backup, can be further developed.
• The bilateral uncertainty faced by LA still deserves attention, combining the market and user uncertainty on both sides of the study to be thoroughly studied. In addition, as the LA DR potential is enhanced and the network structure is expanded, the competition problem among LA clusters during control, and the spatial and temporal distribution of multi-LA loads, can be further considered to further explore and utilize the LA idle demand response potential.
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To solve the problems that a large number of random and uncontrolled electric vehicles (EVs) connecting to the distribution network, resulting in a decrease in the performance and stability of the grid and high user costs, in this study, a multi-objective comprehensive charging/discharging scheduling strategy for EVs based on improved particle swarm optimization (IPSO) is proposed. In the distribution network, the minimum root-mean-square error and the minimum peak valley difference of system load are first designed as objective functions; on the user side, the lowest charge and discharge cost of electric vehicle users and the lowest battery loss cost are used as objective functions, then a multi-objective optimization scheduling model for EVs is established, and finally, the optimization through IPSO is performed. The simulation results show that the proposed method is effective, which enhances the peak regulating capacity of the power grid, and it optimizes the system load and reduces the user cost compared with the conventional methods.
Keywords: electric vehicle, multi-objective optimization, improved particle swarm algorithm, grid peak shaving, charging/discharging scheduling
INTRODUCTION
The new energy source has made a great contribution to solving the increasingly serious energy shortage and environmental degradation. It will gradually replace non-renewable energy sources that cannot be recycled or reused (Teng et al., 2021). Electric vehicles (EVs) have gradually gained popularity in recent years due to their energy-saving (Xiong et al., 2020; Huang et al., 2021; Zhang et al., 2021) and environmentally friendly features. However, a large number of EVs connected to the distribution network increase the load of the power grid, which may lead to problems such as the increase of the peak-valley difference of the load, the local overload of the grid load, the increase of the line loss, and the over-limit of the transformer capacity of the distribution network (Wang et al., 2020). In addition, the electricity consumption of residents is increasing, and unreasonable charging costs will limit the popularization of EVs. EVs with vehicle to grid (V2G) capability can feed electricity back to the grid when their state of charge (SOC) is high. The maturity of the V2G technology and autonomous vehicle communication technology enables EVs to participate in optimal dispatch and reduce the load pressure on the distribution network. In addition, the charging/discharging of EVs are similar and clustered. EVs in the same street or community have similar charging behaviors, which increases the dispatch ability of EVs (Badawy and Sozer, 2017). The dispatching strategy of EVs is mainly to study the load balancing factors and distribution capacity on the distribution network side, while the user side aims to improve user satisfaction, battery loss costs, and the charging/discharging costs of EVs. The optimal charging/discharging scheduling of EVs was used to eliminate the influence of a large number of EVs connected to the grid, reduce the fluctuation of the grid load, and reduce user costs.
At present, intelligent scheduling has become one of the research hotspots. The economic cost is minimized, but the power grid load fluctuation is not considered (Habib et al., 2020). When a large number of EV users charge during the valley period, an “avalanche effect” will occur (Gottwalt et al., 2011). In the study by Jin et al. (2020), a probability mass function (PMF)-based model is proposed to provide more accurate forecasts of future EV behaviors. In addition, it developed an EV aggregator (EVA) optimization schedule model that combines a day-ahead optimization schedule and a real-time optimization schedule to reduce EVA operation costs and maximize the travel utility for users participating in this service of EVs. So as to resolve the conflict of interest between customers and system operators during the implementation of the vehicle to the grid, it proposed to use an augmented epsilon constrain-based technique to implement two-way and three-way multi-objective optimization (Maigha and Crow 2018). Amamra and Marco (2019) established an optimization strategy for V2G scheduling, which solved the problems of EV’s plug in time, adjustment price, EV’s expected leaving time, battery degradation cost, and vehicle charging demand, but the article does not optimize the load on the distribution grid. Hadian et al. (2020) similarly used a multi-objective particle swarm optimization (PSO) algorithm to control the charging/discharging rate and time of EVs to achieve the peak shaving, valley filling, and flattening goals of the grid load curve. The power routing strategy for EVs was proposed in the study by Esfahani and Mohammed (2019); the objective function involves minimization of power loss and the power imbalance factor along with improved system load ability as well as voltage profile. PSO reoptimized the received sub-optimal solution (site and the size of the station), which leads to an improvement in the algorithm functionality and enhances quality of the solution; the author shows the superior performance of the proposed method on the genetic algorithm and PSO in terms of improvement in the voltage profile and quality through simulation (Awasthi et al., 2017). Ma et al, (2019) studied the load fluctuation of the distribution network and the charge/discharge cost of EVs on the basis of the peak-valley time-of-use (TOU) price, and finally, a coordinated dispatch strategy and an optimized dispatch model were proposed to reduce the peak-valley difference of the power grid and improve the economic benefits of users.
The PSO algorithm requires fewer parameters and has low requirements on the objective function, which is widely used. Many literature studies use PSO to solve the scheduling problem (Yousif et al., 2019), but when the problem dimension is high, the algorithm is prone to precocity. Contrastively, in the study by Kang et al. (2017), it established a multi-objective optimization model and used the improved particle swarm optimization (IPSO) algorithm to find out the solution with the minimum electricity cost; the results verify that this method can better meet the economic benefits and environmental protection requirements of microgrid power generation than PSO, but it does not consider the optimization of the grid side.
To summarize, this study mainly conducts the following research on the basis of the above research work and combined with the background of an odd–even license plate restriction policy:
1) The charging/discharging cost and battery loss cost of EVs are constructed as objective functions on the user side of EVs, and the two objective functions of load mean square deviation and load peak-valley difference are established in terms of power grid load.
2) The influence of the current odd–even license plate restriction policy on EV scheduling is considered, and the charging power and state of charge/charging quantity of EVs are constrained.
3) An IPSO algorithm is proposed, which can effectively avoid the premature phenomenon of particles.
4) Finally, experiments have verified that the algorithm has better EV scheduling performance, and it reduces the user cost of EVs and plays the role of peak shaving and valley filling for the system load.
The rest of this article is organized as follows: the first section introduces the scheduling system, objective function, and model constraints of V2G; the second section describes the dispatching strategy scheme of EVs; the third section gives simulation results to prove that the proposed IPSO algorithm has a better power grid peak regulating ability and is beneficial to reducing user costs; finally, the fourth part gives the conclusion.
VEHICLE TO GRID AND THE SCHEDULING MODEL
Vehicle to Grid Dispatching System
The V2G dispatching system is divided into five parts: the distribution network, information collection system, V2G dispatching center, intelligent charging module, and EVs. The structure of the V2G scheduling system is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Structure of V2G.
Lithium Ion Battery Model
Battery aging is mainly caused by EV’s cyclic charge and discharge, which is also related to the type of battery. In this study, a linear model proportional only to the total number of battery cycles is used to study lithium ion batteries. The curve diagram of cycle times and life as shown in Figure 2 is presented in the study by Neubauer and Wood (2014), and the value is given by the battery manufacturer. The model is related to the battery replacement cost, and the battery aging cost is obtained.
[image: Figure 2]FIGURE 2 | Relationship between cycle number and life.
Objective Function
Battery Aging Cost
The battery aging cost includes the charge and discharge power and the cost caused by the fluctuation of charge and discharge power. The battery aging cost caused by charging/discharging power is expressed as
[image: image]
where [image: image] is the battery aging cost caused by charging/discharging power of EV i in 24 h; [image: image] is the model coefficient, set to a small positive number, because the battery aging caused by charging power is small; and [image: image] is the charging power of the EV i in t periods ([image: image] > 0, EV charging; [image: image]< 0, EV discharge).
The battery aging cost caused by charge and discharge power fluctuation in adjacent periods is expressed as
[image: image]
where [image: image] is the battery aging cost of EV i in 24 h due to the charge and discharge power fluctuation; [image: image] is the model coefficient; and [image: image] is the charging power of EV i in the period t+1. The greater the fluctuation of charge and discharge power in adjacent periods, the greater the battery aging. The change of charging/discharging state (charging to discharge or discharge to charge) of EVs will cause greater battery aging. Therefore, in the 24 h scheduling process, the more frequently the charge and discharge status changes, the greater the battery aging cost is.
The aging cost of the battery is expressed as
[image: image]
where N is the total number of EVs.
Charging Cost
The charging cost of EVs participating in the V2G program depends on the charging consumption and discharge income. When the discharge revenue of EVs is higher than the charging consumption, the charging cost may be negative. The reducing charging cost is the most important incentive factor for EV owners to participate in the V2G program, but a high-frequency discharge will cause irreversible loss of the battery, which limits the enthusiasm of EV owners to feed the power grid.
The electricity price is designed as a linear function of the instantaneous load of the grid:
[image: image]
where [image: image] is the electricity price of period t, [image: image] and [image: image] are normal numbers, and [image: image] is the load of period t.
Under the real-time electricity price, EV charging cost is expressed as
[image: image]
Mean Square Error of Power Grid Load
The smaller the load mean square error, the more stable the load fluctuation. The charge and discharge power of each EV in 24 periods of a day is regarded as the control variable:
[image: image]
where [image: image] is the power of the original power grid at time t without the load of EVs and [image: image] is the average daily load after the scheduling.
Peak and Valley Difference of Power Grid Load
Peak load is expressed as
[image: image]
The peak and valley difference of the load curve is expressed as
[image: image]
where [image: image] represents the peak load before adjustment and [image: image] indicates the peak value of the adjusted load.
Objective Function
The optimized objective function is expressed as
[image: image]
From the perspective of comprehensive indicators, only considering a single target does not truly reflect the actual cost of users. The four costs represent the interests of the power grid and vehicle owners. When setting the weight coefficient, the importance of the four costs is the same, which is closer to the actual use cost of users. If only the charging cost is considered, the charging cost is the smallest near the load valley, but a too long charging time increases the battery aging cost, and the charge and discharge power under the constraint of charging cost will produce a short-term peak, so the cost in this period is not necessarily the smallest. Considering comprehensively, set the same weight for the four objectives.
Constraints of the Model
SOC Constraints
Reasonable upper and lower limits of state of charge can delay battery aging as
[image: image]
where [image: image] is the state of charge of EV i at time t, [image: image] is the lower limit of the state of charge of EV i at time t, and [image: image] is the upper limit of the state of charge of EV i at time t. Considering the safety of the vehicle battery, [image: image] is 0.2 and [image: image] is 0.9.
Charging/Discharging Power Constraints
When the EVs support V2G,
[image: image]
When the EVs do not support V2G,
[image: image]
where [image: image] represents the constraint of the maximum charging power of EV i at time t, [image: image] is the number of EVs supporting V2G, and [image: image] is the number of rechargeable EVs.
Battery Power Constraints

[image: image]
[image: image]
where [image: image] is the charging start time of EV, [image: image] is the departure time of EV, [image: image] is the initial battery level, [image: image] is the expected battery capacity, and [image: image] is the battery capacity of EV i.
Equation 13 ensures that the battery power can meet the requirements when the EVs leave, and Eq. 14 ensures that the power in the dispatching section is always within the allowable range, neither excessive discharge nor overcharge.
Even–Odd License Plate Method
In order to alleviate urban traffic pressure and environmental pollution, it is imperative to implement a restriction policy on odd and even numbers. On the other hand, the traffic restriction policy can improve the enthusiasm of EV owners to participate in power grid dispatching and alleviate the burden of the distribution network. However, not all EV owners are willing to participate in the scheduling during the travel restriction period, so the probability of participating in the scheduling is selected as 0.95 in this study. In addition, most unrestricted EVs are actually idle almost 95% of the time in a day (Shen et al., 2021). This part of EVs can participate in the scheduling under the condition of meeting the model constraints. In this study, the probability of unrestricted driving participating in the scheduling is 0.8.
SOLUTION OF THE SCHEDULING POLICY
It is difficult to solve the multi-variable, non-linear, multi-constrained, and high-dimensional EV charging/discharging scheduling optimization problem by using classical optimization algorithms such as linear programming (Liu et al., 2020). Considering that the standard PSO algorithm is prone to fall into local optimum, this study adopts the IPSO algorithm for optimization.
Particle Swarm Optimization
PSO needs a certain amount of initial solution and then through iteration to find the optimal solution. In the process of each iteration and update, the particle needs to update two quantities, which are the individual optimal position and the population optimal position.
Supposing that in a D-dimensional solution space, the population is composed of N particles, where the position of particle i can be expressed as follows
[image: image]
The velocity of particle i can also be represented as follows:
[image: image]
The optimal position searched by particle i is called the individual optimal position, denoted as
[image: image]
The optimal position found by the whole particle swarm is called the optimal position of the population, denoted as
[image: image]
The whole particle swarm is described as [image: image], where k is the number of iterations. After finding the two quantities of individual optimal position [image: image] and population optimal position [image: image], the particle updates its speed and position according to the following equation:
[image: image]
where [image: image] is the weight of inertia, which is generally 0.9; [image: image] and [image: image] are called learning factors or acceleration factors; and [image: image] and [image: image] are random numbers from 0 to 1 that follow a uniform distribution.
The flow chart of the PSO algorithm is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Block diagram of the PSO process.
Improved Particle Swarm Optimization Algorithm
If the particle velocity is too divergent, it will lead to slow convergence in the later stage. In order to solve this problem, a simplified PSO algorithm is proposed in the literature (Lin et al., 2020). In this algorithm, the velocity term is omitted, and the evolutionary direction of particles is controlled only by the position term; Eq. 19 in the standard PSO algorithm can be simplified as
[image: image]
Levy Flight
Levy flight is a random search path between short-distance walking and occasionally long-distance walking obeying Levy distribution. After a lot of research, it is in line with the foraging trajectory of many insects in nature, such as bees and fruit flies (Yao et al., 2020). If the algorithm falls into the local optimum, the particle position can be readjusted by Levy’s flight formula to make it jump out of the local optimum. Levy’s flight position update equation is expressed as
[image: image]
where [image: image] is point-to-point multiplication and [image: image] stands for step control.
The step length of Levy flight conforms to Levy distribution which is often simulated by the Mantegna algorithm, and the calculation formula of step s is expressed as
[image: image]
where[image: image], [image: image], and
[image: image]
[image: image]
where [image: image] is usually 1.5.
If all particles gather near the optimal particle, the algorithm will stagnate with the iteration. If it is the local optimum, the obtained solution is not the global optimum. In order to make the particles escape the local optimum and improve the population diversity, Levy flight is carried out to update the position of the particles. The adaptive adjustment strategy is written as
[image: image] is the fitness value of particle i in the kth iteration, and [image: image] is the average fitness value of PSO. If [image: image], the average fitness is updated; If [image: image], Levy flight is carried out according to Eq. 21.
Random Inertia Weight
In the PSO algorithm, a large value of inertia weight can be conducive to more extensive search, and a small inertia weight can improve the accurate local search ability of the algorithm. Therefore, the value of the inertia weight is very important. Based on this, a non-linear decreasing inertia weight with randomness is proposed. The inertia weight is as follows:
[image: image]
where [image: image] represents the current number of iterations; [image: image] is a random number in the interval 0–1; and [image: image] and [image: image] represent the maximum and minimum inertia weights, respectively.
Simulated Annealing Algorithm
Aiming at the problem that PSO is easy to fall into local optimum, the idea of simulated annealing (SA) is introduced in PSO to improve PSO by using the characteristic that SA can accept inferior solutions under a certain probability.
The operation steps of simulated annealing are as follows:
1) The solution optimized by PSO is used as the initial solution to determine the initial annealing temperature;
2) Calculate the fitness function difference between the new solution and the old solution: [image: image], and judge whether to accept the new solution according to the Metropolis criterion: [image: image];
3) Calculate the annealing temperature according to Eq. (26):
[image: image]
4) If the convergence criterion is reached, the final accepted state is output, otherwise turn to step 2.
Through the research of a PSO improvement strategy, when the next position of the particle is better than the current position, the particle moves to the next position. Instead, particles move with the probability controlled by temperature instead of directly moving to the next position. When the temperature drops slowly enough, the algorithm will not easily jump out of the “promising” search area. This way can enhance the local search ability of the PSO.
CALCULATION EXAMPLE ANALYSIS
Simulation Parameter Setting
Taking a microgrid as an example for simulation analysis, the scale of EVs in the planning area is 600, and 50 EVs do not support V2G; the scheduling period ranges from 0 to 24 points. The simulation step[image: image]= 1 h.
The typical daily electricity load of the grid is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Curve of the original daily load.
In this study, load scheduling is dispatched under the condition of the TOU price. TOU price data obtained through Eq. 4 are shown in Table 1.
TABLE 1 | Time-of-use electricity price.
[image: Table 1]In order to illustrate the effectiveness of IPSO in solving the economic dispatching of the microgrid, the solution results will be compared with those of standard PSO and adaptive particle swarm optimization (APSO). The specific parameter settings are as follows:
The maximum iteration times of each algorithm were set to 1,000 times. The population number was 100; [image: image] and [image: image] are set to 0.9 and 0.4, respectively; and the learning factor [image: image] = 1.6 for PSO, APSO, and IPSO.
Analysis of Simulation Results.
The 1-day charging load demand of a single EV is obtained by Monte Carlo simulation, and the total charging load demand of 600 EV clusters is superimposed with the basic load to form the 1-day total load demand. We took the objective function [image: image] as the optimization objective for scheduling. The convergence curve of the average results of the three algorithms after running independently for 10 times is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Convergence curve of the objective function value.
The load curve optimized by the three methods and the original load curve are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Curve of the original and optimized daily load.
The load curve optimization values of the three methods and the objective function optimization values are shown in Table 2 and Table 3.
TABLE 2 | Load optimized value.
[image: Table 2]TABLE 3 | Optimized value of each objective function.
[image: Table 3]It can be seen from Figure 5 that the objective function value of PSO in 280 generations is stable at 14,385.39 ¥, and the algebra of APSO converging to this value is generation 163. When it is stable, the objective function value is 14,186.32, and the cost is reduced by 199.07 ¥/day. In addition, according to the data in Table 2 and Table 3, the load rate of APSO is 5.2% higher than that of PSO and the load mean square deviation is 4.87% lower than that of PSO and 23.55% lower than the peak valley difference of PSO, indicating that APSO is conducive to the safe and stable operation of the power grid and reducing cost. It can be seen from Figure 5 and Figure 6 that IPSO performs better, and it can converge to the optimal value of APSO in generation 80. Its final objective function value is 13,654.27 ¥, the cost is 532.05 ¥/day lower than that of APSO, and the effect of peak cutting and valley filling is more obvious. Meanwhile, according to the data in Table 2 and Table 3, the load rate is 4.43% higher than that of APSO, the load mean square deviation is 8.08% lower than that of APSO, and the peak valley difference is 16.44% better than that of APSO. It shows that the IPSO algorithm has strong optimization ability for multi-constraint, strong coupling, and high-dimensional scheduling problems of the microgrid, and its convergence is better than that of other algorithms, so it is more suitable for the scheduling problems of the microgrid.
The numerical example shows that EVs can participate in the peak shaving and valley filling of the power grid as a flexible energy storage device on the premise of ensuring the regular vehicle demand of vehicle owners. The scheduling model based on IPSO can well enable family EVs to participate in the interaction of the power grid, actively respond to the price incentive on the power grid side, and achieve the purpose of optimizing user costs and power energy. At the same time, the example results also verify that the IPSO algorithm scheduling not only saves the economic costs of users but also can indirectly reduce the peak valley difference of the load curve, plays a better role in peak shifting and valley filling, and can effectively maintain the stability of the power grid.
CONCLUSION
Aiming at the problems of large load fluctuations and high user costs caused by a large number of EVs connected to the grid, a multi-objective comprehensive charging/discharging scheduling strategy for EVs based on IPSO is proposed in this study. The strategy uses a multi-objective control scheme to simulate a typical power grid and carries on the optimization with the IPSO algorithm. The following conclusion is obtained by analyzing the results of the simulation:
1) The IPSO algorithm proposed in this study has a better search ability than the standard PSO algorithm and the APSO algorithm. This method avoids premature convergence, and the optimization iteration task is completed better.
2) This method has a good response on the price incentives on the grid side and reduces the cost of EVs for users. Meanwhile, the example also shows that the model has a good effect on the load curve.
3) Taking the comprehensive optimization of load mean square deviation, peak-valley difference, and user economic cost as the overall objective function of the scheduling model, the objective function of the scheduling model is no longer single, which is beneficial to take into account the needs of various aspects. In addition, the even–odd license plate method is considered to improve the comprehensive performance of the scheduling policy.
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The uncertainty and volatility of wind power have led to large-scale wind curtailment during grid connections. The adoption of power-to-hydrogen (P2H) system in a microgrid (MG) can mitigate the renewable curtailment by hydrogen conversion and storage. This paper conducts unified modeling for different types of P2H systems and considers the multi-energy trading in a hydrogen-coupled power market. The proposed bi-level equilibrium model is beneficial to minimize the energy cost of microgrids. Firstly, a microgrid operation model applied to different P2H systems including an alkaline electrolysis cell (AEC), a proton exchange membrane electrolysis cell (PEMEC), or a solid oxide electrolysis cell (SOEC) is proposed at the upper level. Secondly, an electricity market–clearing model and a hydrogen market model are constructed at the lower level. Then, the diagonalization algorithm is adopted to solve the multi-market equilibrium problem. Finally, case studies based on an IEEE 14-bus system are conducted to validate the proposed model, and the results show that the microgrid with a P2H system could gain more profits and help increase the renewable penetration.
Keywords: electric hydrogen production, microgrid, balanced market, renewable energy, energy storage
1 INTRODUCTION
Renewable energy (RE) is helpful to alleviate energy and environmental pressures, but the uncertainty and randomness of wind power have led to large-scale wind curtailment at present (Xie et al., 2019). Hydrogen energy has the advantages of high density, cleanliness, and efficiency. Electro-hydrogen coupling is conducive to the cascade utilization of energy, which has a better effect on improving the accommodation of RE than the widely used electrochemical energy storage. Thus, it is significant to study the operation and transaction methods of microgrid (MG) with a power-to-hydrogen (P2H) system (Pan et al., 2020). However, there are three difficulties at present: the first is to propose a reasonable method of flexible resource allocation in an MG (Murty and Kumar, 2020), the second is to propose a unified model suitable for multiple types of P2H systems, and the third is to solve the problem of multi-market equilibrium (ME) caused by multi-energy coupling.
With the development of P2H technology, the potential application of hydrogen as a terminal energy source is gradually developed. There are three main types of mainstream P2H cells: alkaline electrolysis cell (AEC), proton exchange membrane electrolysis cell (PEMEC), and solid oxide electrolysis cell (SOEC). Among the three, the AEC has the highest maturity, the lowest equipment cost, and the longest lifespan. However, the security of AEC is poor because of the corrosive liquid inside. The PEMEC has good adaptability to RE, and its dynamic response ability is the strongest. However, its electrode is made of precious metal, and the proton exchange membrane needs to be replaced frequently, which makes it more costly. The SOEC has the highest energy utilization efficiency. However, the choice of materials is rare for its high-temperature working environment. Moreover, its speed of start and shut is slow (Mathiesen et al., 2013; Ban et al., 2017; Reddy et al., 2018; Wang et al., 2019; IEA, 2020).
The current research on P2H-containing microgrids (P2H-MGs) mainly includes three aspects: the operation characters and models of P2H, the optimization for hydrogen storage (HS) configuration, and the market operation of P2H-MG. Firstly, the state-of-art for three P2H models is discussed in details. The AEC is used to consider the coupling between electricity and heat and between electricity and hydrogen (Li et al., 2019). For the PEMEC model, the non-linear relationship between hydrogen production and power accommodation also needs to be considered (Gahleitner, 2013). Moreover, it is necessary to consider the multiple physical coupling for building the SOEC model (Cheng et al., 2017). The second aspect is the optimization for hydrogen storage (HS) configuration. For its operation configuration, the characteristics of the multi-energy federation of HS in energy storage (ES) systems are non-negligible (Shao et al., 2021). Moreover, the most utilized scenario for HS is helping RE’s grid connection like the wind. Thus, its ability to smooth wind power fluctuation needs to be considered as well (Wen et al., 2020). For HS capacity configuration, the evaluation indicators are important. The total net present value and used RE utilization and load loss rate will be two appropriate indicators (Yanzhe et al., 2020). The unit electricity cost and energy surplus rate are another proper consideration (Zhou et al., 2005). The last aspect is to carry out the market operation of P2H-MG. Hydrogen production, power generation, and hydrogen sales are the three main aspects of studying P2H-MG economic dispatch in the market environment (Maroufmashat et al., 2016). However, the bidding behavior for HS is a game against other entities and markets. Thus, it is necessary to consider game theory for HS participating in the market. On the one hand, HS was configured to improve bidding ability for optimal scheduling. On the other hand, the Stackelberg game was adopted to solve the game between HS and other entities in the market (Xianshan and Yuxiang, 2020). Furthermore, environmental operating costs must be laid on stress to study the impact of hydrogen production and storage on the system economy (Petrecca and Decarli, 2008; Dickinson et al., 2017). In summary, for different kinds of P2H systems, the unified method of modeling remains to be researched and the constraints of the P2H equipment’s start–stop and climbing characteristics remain to be taken into consideration.
Multiple energy coupling helps to optimize the resource configuration more efficiently and promote the integration of multi-energy markets (Chen et al., 2019). Meanwhile, as multiple markets are involved in the joint operation, equilibrium constraints will make it complicated for the optimization problem. The strategic behavior of multiple microgrids’ joint operation was studied by Liu et al. (2017), Liu et al. (2020), and Zhou et al. (2021). To transform the mathematical programming problem with equilibrium constraints (MPEC) into a mixed-integer linear programming model, the Karush–Kuhn–Tucker (KKT) condition, strong duality theorem, and binary expansion method are mostly used (Sadat and Fan, 2017; Guo et al., 2020). However, when there are multiple MPECs, their joint solution scheme will constitute an equilibrium problem with equilibrium constraints (EPEC). The heuristic algorithm is a feasible method to solve an EPEC via obtaining the market equilibrium with multiple producers submitting a stepped quotation curve (Ruiz et al., 2012). Though the computational burden will be small, the result still might be different such as Nash equilibrium, partial equilibrium, or saddle point, which needs to be selected based on experts’ judgment to meet the demand. The diagonalization algorithm (DA) is another method to solve the EPEC with strategic participants of wind turbines via obtaining their bidding strategies (Dai and Qiao, 2017). However, the equilibrium problem of electric hydrogen multi-market including P2H participation remains to be researched.
To optimize the scheduling of the multi-market economy, realizing ME is the key. Several aspects need to be considered. Using different energy equivalent prices to stimulate integrated energy system service providers to participate in the proposed new cross-commodity arbitrage, cross-regional (city) arbitrage, inter-period arbitrage, and future arbitrage trading models is one feasible method (Jianxiao et al., 2021). A relatively new method is to use the bi-level particle swarm algorithm to solve the ME (Jiang et al., 2021a). Moreover, the Nash-Cournot equilibrium solution can achieve the water–heat balance by applying the Nikaido–Isoda function (Molina et al., 2011). Using the energy center modeling method, the market equilibrium problem including electricity, gas, and heat multi-energy systems can be described as a game problem in which each energy center changes its energy purchase plans in different markets to maximize profits (Bahrami et al., 2018). In addition, by combining equality constraints with penalty functions and using distributed methods, inequality constraints can be transformed into feasible action sets (Du et al., 2015). Then, the power economic dispatch problem can be transformed into an unconstrained optimization problem, and it can be described as a potential game formula. Moreover, the solution of ME can be transformed into a convex optimization problem by introducing the demand response trading market to deal with the market bidding deviation caused by wind power due to its characteristics and constructing an oligopoly game equilibrium model (Xian et al., 2018). Yue et al. (2018) used the CES-type utility function to transform the consumer decision-making model into a bi-level Stackelberg-Nash game problem. The upper-level describes the relationship between the thermal market and the electricity market. The lower level describes the relationship between the markets and consumers. Using KKT conditions and linear programming, the market-clearing conditions can be obtained. Then, the pattern search algorithm can be used to solve the problem. However, the solution process of this method is complicated, and the dimensionality of the slack variable is high. So is the swarm algorithm. Thus, the DA with a more understandable principle is adopted in this paper to highlight the research focus.
This paper proposes a bi-level equilibrium model that incorporates hydrogen energy into multi-market transactions based on the traditional electric energy market and takes three types of P2H systems into account to solve the problems of ME and inconsistent P2H models while promoting RE accommodation. First, the electric energy market–clearing model and the hydrogen energy market transaction model are built in the lower level. The demand side is seen as price takers and only offers capacities. The locational marginal prices (LMPs) and time-of-use (ToU) hydrogen prices are calculated by the system operator (STO). Then, the MG in the upper level formulates its trading strategies according to the LMPs and ToU hydrogen prices generated from the lower level. The main contributions of this paper are as follows:
1) A unified P2H mathematical model is formulated considering the start–stop and climbing performance of the equipment. The advantages and disadvantages of different P2H systems are compared in the market environment.
2) Considering the interaction and transaction modes of P2H, electricity and hydrogen storage, hydrogen sales, and hydrogen-to-power (H2P), a bi-level equilibrium model of MG, EM, and hydrogen energy market has been established. The model can be used under different P2H technologies and provide a simulation evaluation platform for the comparison of market equilibrium states.
3) The EPEC is converted into multiple MPECs by using the diagonalization algorithm. Additionally, the iterative method is adopted to formulate the operation strategies and trading strategies of MG.
The remainder of this paper is organized as follows: Section 2 proposes a bi-level equilibrium model. The solution algorithm is introduced in Section 3. The simulation and result analysis are carried out based on IEEE 14 nodes in Section 4. Finally, the conclusion is presented in Section 5.
2 MODEL BUILDING
The assumptions of the bi-level model are summarized and illustrated as follows:
1) P2H start-up delay assumptions. The shutdown response of P2H is very rapid, and hydrogen production stops immediately once the power supply circuit is cut off. In the start-up process of the electrolysis cell, the time delays of the two low-temperature electrolysis technologies, AEC and PEMEC, are relatively small, which has little effect on the results when ignored. Therefore, this paper assumes that the start-up delays of the two P2H technologies are 0. However, the SOEC is a high-temperature electrolysis technology, which does not produce hydrogen before the stack is heated to a certain temperature. The heating process generally takes more than 1 h which cannot be ignored, so this article assumes it is 2 h.
2) Microgrid assumptions in the upper level. Except for some large market users with self-supplied power plants, DERs are mainly used to meet the electricity demand of market players themselves, and only the excess electricity can be sold to the utility grid. Therefore, to highlight the main contribution of this article, the upper level adopts an MG assumption that it cannot sell electricity to the utility grid.
3) Other assumptions for model simplification. Other model assumptions including linear marginal generation costs, direct current optimal power flow, one-hour time interval, and zero marginal costs for renewable energy power generation are all common assumptions widely used in a large number of literature studies for model simplification. This article assumes that the reserve of the system is a linear function of net load and renewable energy accommodation.
2.1 Unified Operation Model of P2H System
Different technologies applied to the electrolytic cell will have different effects on the operation of MG. Thus, this paper constructs a unified operation model of the P2H system to describe the working characteristics of different P2H systems. The start–stop, output of the electrolytic cell, hydrogen storage tank, and fuel battery model are built in this section.
This paper sets three types of 0–1 variables: switch states [image: image], start action [image: image], and shutdown action [image: image]. All three types of P2H systems can quickly shut down. However, there is no hydrogen production in the heating stage of the SOEC high-temperature electrolysis process, and the length is generally greater than 1 h, which should not be ignored. Thus, the start-up delay needs to be considered, that is, the electrolytic cell enters the power-on state in the [image: image] period after [image: image] start. Moreover, the initial state [image: image] is consistent with the last state of the day. Eqs. 1–5 are the description of the electrolytic cell’s operating characteristics. Eqs. 6–9 describe the operation process inside the electrolytic cell. Eqs. 10–13 make constraints on the capacity of the hydrogen storage tank and the internal operating process of the fuel cell. The outputs of the electrolytic cell, the hydrogen storage tank, and the fuel cell should be subjected to their output limits (Zhang et al., 2021):
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where [image: image], [image: image], respectively, represent the upper limits of starting and shutdown times of electrolytic cells. Eq. 1 describes that the change of the electrolytic cell’s state is determined by the startup action at time [image: image] and shutdown action at time t, which reflects the effect of time delay. Eq. 2 indicates that the startup action will not act when the electrolytic cell is turned on. Eq. 3 indicates that the shutdown action will not act when the electrolytic cell is turned off. Taking into account that frequent start and stop will damage the life of the equipment, Eqs. 4, 5 make constraints on the number of starts and stops of the electrolytic cell.
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where [image: image], [image: image], respectively, represent the hydrogen production power and hydrogen production efficiency of the electrolytic cell, [image: image] is the maximum climbing power in the power-on state, and [image: image] is the power of the electrolytic cell, restricted by Eqs. 6, 7. During the start-up process, it needs to consume per unit period time but does not produce hydrogen. Once the electrolytic cell is turned on, it will run within the upper and lower limits. Eqs. 8, 9, respectively, describe the electricity–hydrogen conversion relationship in the electrolytic cell and the climbing constraint.
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where [image: image], [image: image], [image: image], [image: image], respectively, represent the real-time capacity, rated capacity, hydrogen storage efficiency, and hydrogen discharge efficiency of the hydrogen storage tank. [image: image] is the hydrogen accommodation power of the fuel cell. [image: image], [image: image], respectively, represent the amount of hydrogen sold and its upper limit. [image: image], [image: image], respectively, represent the upper and lower limits of the SOC of the hydrogen storage tank. The HS tank cannot be charged and discharged at the same time according to the assumption. Thus, the hydrogen sales and the hydrogen accommodation of the fuel cell cannot be carried out at the same time as the hydrogen production of the electrolytic cell. Eq. 10 describes that the change in hydrogen storage in the hydrogen storage tank is composed of three parts: hydrogen storage, hydrogen sales, and hydrogen entering the fuel cell. Eq. 11 is the constraint of the SOC of the hydrogen storage tank. Eq. 12 limits the amount of hydrogen sold. Eq. 13 describes the hydrogen–electricity conversion relationship inside the fuel cell.
2.2 MG Model
The MG formulates strategies based on LMPs and ToU hydrogen prices to minimize costs:
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where the objective function (Eq. 14) consists of two parts, the MG purchase cost [image: image] and the hydrogen sales revenue [image: image]. Eq. 16 is the MG internal power balance constraint, and [image: image], [image: image], respectively, represent the original load and net load. [image: image], [image: image], respectively, represent the distributed wind power output and its upper limit. Eq. 18 uses [image: image] to describe the change in the capacity of ES system. [image: image] is the rated capacity of ES system. [image: image] and [image: image], respectively, represent the upper and lower limits of the SOC. [image: image], [image: image] are, respectively, the charging and discharging power of ES. [image: image], [image: image] are, respectively, the charging and discharging power upper limits. [image: image], [image: image] are, respectively, the charging and discharging efficiency. Eqs. 20, 21 use 0–1 variable B to limit the energy storage that cannot be charged and discharged at the same time.
2.3 Market Model
2.3.1 Electric Energy Market–Clearing Model
LMP is the dominant method in the power market to calculate electricity price and to manage transmission congestion (Li and Bo, 2008). The power market entities include thermal power units [image: image] and centralized wind power–generating units [image: image]. The system must provide sufficient backup [image: image] to ensure the safe operation of the system in case of emergencies. An independent system operator (ISO) performs clearing calculations based on the net load demand transmitted by each MG in the upper model to obtain the node marginal electricity prices:
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where [image: image] is the upper limit of reserve power. [image: image], [image: image] are the weights. [image: image] represents the node power transfer distribution factor. [image: image] represents the maximum transmission power of the kth line. [image: image], [image: image], respectively, represent the upper and lower limits of the output of thermal power units. [image: image], [image: image], respectively, represent the upper and lower limits of climbing power. [image: image] represents the maximum output of the RE unit determined by natural resources. Eq. 22 describes the objective function of market-clearing to minimize the operating cost of thermal power units, and the unit power generation cost [image: image] can be expressed by a linear function as Eq. 23. Eqs. 24–31 are constraints on power balance, line flow, unit operation, unit climbing, and centralized wind power output. Eq. 26 is the assumption made in this paper for system backup, namely, [image: image] is a linear function of the net load [image: image] and [image: image]. Eq. 32 indicates that LMP can pass the Lagrange multiplier [image: image] through the power balance and line flow constraint in the market-clearing optimization to get.
2.3.2 Hydrogen Market Transaction Model
The remaining high-purity hydrogen in the HS tank in 1 day can be used for sale as a new profit model to improve the economic benefits of MG. This article draws on the Cournot model formula based on quantity competition (Molina et al., 2011) to establish a hydrogen market transaction model:
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where [image: image] represents the time-sharing hydrogen price. Based on the Cournot competition hypothesis, the relationship between the price of hydrogen sold and its quantity should be linear, as written in Eq. 34. a1, b1 are two positive coefficients of the inverse price function, which can be calculated according to market parameters.
3 SOLVING ALGORITHM
Microgrids dispatch their internal load according to the previous price, calculate the net load, and report it to the ISO. Then, the ISO will calculate a new LMP based on the power balance constraint, the line flow constraint, and the price reported by the thermal power units, with the goal of minimizing the market cost.
The EPEC is generated because there are multiple MGs and markets in the two-layer model. In order to achieve market equilibrium, they must formulate different trading and operating strategies. In addition, there will be another MPEC in every single two-layer model composed of the MG and ISO. Therefore, this paper uses the DA to decompose the EPEC into multiple MPECs. In each solution process, only one MPEC is solved, while the transaction and operation strategies of other microgrids are fixed. The iteration is repeated until all MG strategies converge (Jiang et al., 2021b). The specific process is shown in Figure 1.
[image: Figure 1]FIGURE 1 | DA flow chart.
4 CASE STUDY
4.1 Basic Data
The validity of the proposed model is verified based on the IEEE 14-node system. MATLAB 2016b and CPLEX 12.6 are used to carry out simulation analysis. The system includes three traditional thermal power plants, two centralized wind farms, and five microgrids. The location distribution is shown in Figure 2. The relevant unit data and load demands can be found in the study of Yang et al. (2015) and Jiang et al. (2021b). The output limit is obtained according to the average data of a random period time combined with the model.
[image: Figure 2]FIGURE 2 | Node system diagram.
Each microgrid contains a distributed wind farm and electric energy storage system. The ES parameters are shown in Table 1. Some MGs are equipped with P2H systems, which are set according to the use of 50 P2H modules, and the power of each type of module is unified to 0.2 MW (Xing et al., 2020). The spare capacity weights μ1, μ2 are 0.3 and 0.1. Table 2 shows the P2H parameters used in the electrolytic cell. Table 3 shows the equipment parameters of the HS tank in the P2H system. The efficiency of P2H and H2P production is both 0.6.
TABLE 1 | Energy storage parameters.
[image: Table 1]TABLE 2 | P2H technical parameters.
[image: Table 2]TABLE 3 | Hydrogen storage tank parameters.
[image: Table 3]4.2 Result Analysis
The calculation example is divided into four scenarios according to whether the P2H system is configured and its configuration type, namely, no P2H, AEC type, PEMEC type, and SOEC type. Taking MG12 as an example, the different effects of its internal power output, hydrogen energy flow, load optimization, wind power accommodation, and cost are analyzed.
4.2.1 MG’s Internal Power Output Analysis
MG12’s internal equipment output and LMP curve are shown in Figure 3. As shown, the LMP is low during 00:00–05:00 and 20:00–24:00. Thus, the MG will purchase electricity to meet the load demand and allocate it to ES and the electrolytic cell for hydrogen production. Due to high electricity prices during the period from 7:00 to 19:00, the MG will reduce the electricity purchases. Correspondingly, it will use ES discharge or fuel cell hydrogen production to make up for the shortfall. During this process, the P2H system can stabilize the fluctuation of wind power output through charging and discharging cooperated with ES.
[image: Figure 3]FIGURE 3 | Internal equipment output of MG12 and LMP. (A) means No P2H, (B) means AEM, (C) means PEMEC, (D) means SOEC.
4.2.2 Comparative Analysis of Multiple Types of P2H Systems
The optimized load curves under different P2H technologies are shown in Figure 4. The inner distributed wind power plants of MGs will fully output in all four scenarios to reduce load demand and power purchase costs. The differences in load optimization situation in the four cases were caused by the differences in the output of centralized wind power, P2H systems, and ES during 0:00–05:00 and 20:00–24:00. The curtailment occurs when the line power flow is restricted. However, wind power that cannot be absorbed can be used to produce hydrogen via the configuration of P2H. Figure 5 shows the accommodation of centralized wind power output. Table 4 shows the working status of the electrolytic cell under different P2H technologies. Figure 6 shows the hydrogen energy flow and the time-sharing hydrogen price curve within the MG during the optimization process.
[image: Figure 4]FIGURE 4 | MG12 optimized load curve under different P2H systems.
[image: Figure 5]FIGURE 5 | Centralized wind farm output diagram.
TABLE 4 | MG12 electrolysis pool status under different P2H systems.
[image: Table 4][image: Figure 6]FIGURE 6 | Hydrogen energy flow diagram under different P2H systems in the MG and time-sharing hydrogen price curve. (A) means AEM, (B) means PEMEC, (C) means SOEC.
As shown in Figures 3, 6, the peak and valley periods of LMP are exactly the opposite of those of the time-sharing hydrogen price. When the electricity price is high and the hydrogen price is low, the wind power accommodation is the same in four cases, like 06:00–19:00. During these periods, there is no hydrogen produced. Correspondingly, hydrogen will be used to produce electricity because selling hydrogen directly is more beneficial to the MG than reducing electricity purchase costs by H2P. Thus, MGs will sell hydrogen as much as possible. For the AEC and SOEC, the number of start and stop times is limited, which restricts their hydrogen production to sell. Oppositely, the PEMEC is flexible to start and stop frequently, which makes it possible that hydrogen can be produced and sold in multiple periods. Conversely, when the price of electricity is low, fuel cells will purchase electricity to produce hydrogen. When the price of hydrogen is high, fuel cells will sell hydrogen to increase revenue.
According to Table 4 and Figure 6, there is no start-up time delay for the AEC and PEMEC, and they enter the start-up state immediately after start-up. In contrast, for the SOEC, there is a time delay when it enters the start-up state. For example, the electrolytic cell can only produce hydrogen at 03:00 as shown in Figure 6. However, from Figure 4, it is seen that the electrolytic cell still consumes electricity during the period from 01:00 to 03:00. According to Figure 5, the use of three P2H technologies can significantly increase the accommodation of RE. Compared with the daily wind power accommodation without P2H, the use of AEC can consume 65.945 MW more, while the PEMEC can consume 122.46 MW more and SOEC can consume 82.27 MW more. The PEMEC has the highest flexibility; thus, it can improve the accommodation of RE the most. To change the P2H system configuration location from nodes 7, 9, and 12 to nodes 2, 4, and 9 which are far away from the centralized wind farm, the wind power accommodation will be reduced. For instance, for the PEMEC, after the change, the accommodation is reduced by 39.82 MW. Thus, the closer the renewable energy location, the better the effect of the P2H system in improving accommodation.
The costs of each microgrid under different P2H technologies are shown in Table 5. As shown, all three P2H technologies can achieve the goal of reducing MG costs. For MG7, MG9, and MG12, the reduction of costs is more than that for the other two MGs. Each MG can formulate trading and operating strategies to obtain revenue from the sale of hydrogen based on the LMPs and ToU hydrogen prices. When the SOEC is used, although electricity is consumed during the start-up process, there is a small reduction in MG cost because there is no hydrogen production. Oppositely, the reduction of costs by using the PEMEC is the most due to a large amount of hydrogen selling. Moreover, while the wind is used in P2H to increase its accommodation, the output of thermal power units will increase. Therefore, it can be inferred that the output of thermal power units can support the accommodation of RE after the P2H system is configured.
TABLE 5 | MG costs.
[image: Table 5]5 CONCLUSION
This paper mainly studies the equilibrium problem of electric hydrogen multi-market under different P2H technologies. The results show that the three P2H systems, AEC, PEMEC, and SOEC, all can promote the accommodation of RE after reasonable configuration, and the PEMEC has the best effect. The effect of promoting RE accommodation will be more obvious when the equipment is installed near the renewable energy node. Additionally, it is found that the output of thermal power units can support the accommodation of RE after the P2H system is configured to a certain extent. According to the economic analysis, it can be seen that multi-market transactions considering the coupling of electricity and hydrogen are beneficial to reduce the energy purchase cost of MG and increase its income.
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This paper proposes a hierarchical modeling framework for micro energy grid (MEG) from the perspective of cyber-physical integration, including three layers: object layer, integration layer and decision layer. This modeling framework can fully reveal the interplay of the information flow and energy flow in MEG. The energy hub approach is used to uniformly describe the conversion and distribution of different energy sources in the object layer. The state machine is used to describe the characteristics of energy flow and information flow and their dynamic relationships in the integration layer, where the energy flow describes the dynamic balance of energy between the supply side and demand side and the energy changes of each unit in MEG, and the information flow describes the transferring process of each unit’s operating state and the conditions triggering the state transformation. The optimization objective of the decision layer is established based on the actual requirements with optimal operation. The combination of the three-layer model forms the overall model of the MEG. Finally, a typical MEG system is taken as an example to verify the proposed modeling approach, and the results show that the proposed modeling method effectively improves the observability and optimal operation of the MEG.
Keywords: micro energy grid, cyber-physical integration, hierarchical modeling framework, object layer, integration layer, decision layer
INTRODUCTION
Micro energy grid (MEG), as an extension of the microgrid (Xu et al., 2020), integrates the functions of interconnection, conversion, coupling and storage of multiple energy sources (cooling, heating, electricity and gas), which can effectively improve the comprehensive utilization efficiency of energy and reduce environmental pollution through multi-energy complementation and the cascade utilization of energy (Liu et al., 2019a; Zhao et al., 2021). As an essential part of the energy internet, MEG is one of future energy system development (Zhang et al., 2021).
The current domestic and foreign research on MEG mainly focuses on modeling (Lu et al., 2020; Martinez Cesena et al., 2020), planning and design (Chen et al., 2019a; Wei et al., 2019), optimal operation strategy (Qin et al., 2020) and demand response (Mohseni et al., 2021). Among them, modeling is the basis of MEG for planning and design, optimal operation, etc. It is also a research hotspot in recent years, and this paper is also mainly devoted to the modeling research of MEG. There is a body of research that has focused extensively on the modeling of the MEG, which can be divided into two categories: building up model for MEG from the holistic perspective (Geidl et al., 2007; Chicco and Mancarella, 2008; Almassalkhi and Towle, 2016; Wang et al., 2019a; Liu et al., 2019b; Huo et al., 2019; Li et al., 2020a) and the local perspective (Ma et al., 2017; Li et al., 2018; Chen et al., 2019b; Wang et al., 2019b; Ju et al., 2020).
The first type proposes MEG models from the holistic perspective. It mainly describes the MEG from a holistic perspective without focusing on modeling the individual devices in the MEG. The typical representative is the energy hub (EH) method proposed in (Geidl et al., 2007; Liu et al., 2019b; Li et al., 2020a). EH abstracts the MEG as a multi-port network with multiple inputs and output ports and attempts to describe the coupling relationship between energy inputs and outputs in terms of conversion, distribution and transmission, etc., by using a coupling matrix. The EH model has been widely used in the planning and design, optimization operation of MEG, etc. The difficulty of its application is the coupling matrix formulation. Therefore, a coupling matrix generation scheme based on the path searching method was proposed in (Chicco and Mancarella, 2008). However, the coupling matrix formulation will become complicated as the number of devices in the MEG increases. The reference (Huo et al., 2019) proposed a method to generate automatically coupling matrix for small-scale triple-supply MEGs. Due to the introduction of dispatch factor variables in the coupling matrix, the established EH model optimization problem becomes a nonlinear optimization problem, which leads to difficulty in obtaining the global optimal solution for the EH model. In order to eliminate the nonlinear issue caused by the dispatch factor in the EH model, a method using variable substitution was proposed in (Almassalkhi and Towle, 2016), which avoids the multiplication of variables. The reference (Wang et al., 2019a) proposed a normalized matrix modeling method without dispatch factors based on graph theory to achieve automatically coupling matrix formulation.
The second type proposes MEG models from the local perspective and it builds up models for each type of device and each type of energy system separately. The typical representative is the idea of modeling MEG based on energy bus architecture proposed in Ma et al. (2017), which divides the MEG into electric, thermal and cooling systems and then builds up models for each system separately. Unlike the EH model that focuses on the system port characteristics and abstracts the system’s internal structure, the model based on the energy bus architecture tries to clarify the system’s internal structure and energy flow relationship. That is to say, this model focuses on the internal structure of the system and the conversion relationship of energy flow and is also widely used at present. For example, the references (Li et al., 2018; Wang et al., 2019b) discussed the optimal operation and planning of MEG based on this model, respectively. Reference (Chen et al., 2019b) proposed MEG model by taking the devices of source-network-load-storage links into account. In Ju et al. (2020), the photovoltaic (PV), wind turbine (WT), electric chiller (EC), and gas turbine (GT) devices in the MEG were modeled in detail based on the construction of the MEG, respectively.
The above two types of modeling methods have been well applied in different fields. However, the above modeling methods mainly focus on modeling the MEG physical system and not taking the cyber system into account to develop the MEG model. As MEG is a typical cyber-physical system (CPS) (Deng et al., 2021), the cyber and physical systems of MEG should be studied as an integrated system for modeling analysis. On the one hand, this will help to fully reveal the interplay of the information flow and energy flow in MEG and thoroughly explore the ability improvement brought by the integration of the two systems; on the other hand, it can also point out the direction for the planning and information construction of MEG. Although a large number of papers have combined CPS and power grid and proposed various modeling methods for power grid CPS (Xin et al., 2015; Fu et al., 2019; Li et al., 2020b), very few papers study the modeling of MEG CPS.
Therefore, the research in this paper attempts to introduce CPS into MEG and propose a modeling method for MEG from the perspective of CPS. To the best of our knowledge, the original contributions of this paper are summarized as follows:
1) A hierarchical modeling framework for MEG is proposed, divided into object layer, integration layer and decision layer. The proposed modeling framework is universal and can be applied to arbitrarily complex MEG modeling.
2) The EH-based approach develops the model of object layer for a unified description of the coupling relationship between different energy sources. The state machine approach is used to develop the model of integration layer for describing the characteristics of information flow and energy flow in the MEG and their dynamic relationships. The optimization objective of decision layer is established based on the actual requirements of the system for determining the optimal operation strategy of the system.
The rest of this paper is organized as follows. In The Architecture of MEG Base on CPS, the CPS and CPS-based architecture of MEG is presented. In Modeling Framework for MEG Based on CPS, a hierarchical modeling framework for MEG is proposed, and the modeling approach of MEG is discussed in CPS-Based Modeling of MEG. Modeling verification is presented in Model Verification. Finally, Conclusion concludes this paper.
THE ARCHITECTURE OF MEG BASE ON CPS
The Introduction of CPS
The CPS consists of the cyber system and the physical system and the interface (sensors and actuators) connecting with the two systems, as shown in Figure 1. The sensors are mainly responsible for sensing the environmental information and the physical system and transmitting the sensed information to the cyber system, which analyzes and calculates the information and generates control instructions to send to the actuators. The actuators control the physical entities according to the control instructions issued by the cyber system. This closed-loop process ensures that the CPS can control the physical entities in a safe, efficient, reliable and real-time way.
[image: Figure 1]FIGURE 1 | Structure of the cyber-physical system.
The Architecture of MEG Based on CPS
In this section, the CPS-based architecture of MEG is proposed, as shown in Figure 2. The MEG CPS mainly consists of an energy network layer and a cyber network layer. The energy network layer consists of the following parts:
[image: Figure 2]FIGURE 2 | The CPS-based architecture of MEG.
1) Energy input: including WT, PV, power grid and natural gas; 2) Energy conversion: to complete the conversion from primary energy source to energy and the conversion between different forms of secondary energy, such as GT (to complete the conversion from natural gas to electricity), absorption chiller (AC) (to complete the conversion from thermal energy to cooling energy); 3) Energy storage: to achieve the storage of different forms of energy, including battery storage (BS), thermal storage (TS) and ice storage conditioner (ISC); 4) Energy collection: three types of energy buses (electrical bus, heating bus and cooling bus) are used to achieve the collection of different forms of energy; 5) Energy delivery: three different energy networks (electric network, heating network and cooling network) are used to deliver different forms of energy for users.
The cyber network layer consists of information devices such as information collection and extraction, analysis and control devices of sources and loads to provide the economically optimal energy supply to the users.
The architecture of MEG in Figure 2 can intuitively and distinctly illustrate the energy conversion, the energy flow of MEG and the connection between various devices.
MODELING FRAMEWORK FOR MEG BASED ON CPS
The Modeling Principles
From the perspective of general applicability, in this section, we set up the MEG model based on the following principles.
1) Independence: To meet the scalability of the model, a modular and hierarchical modeling approach should be utilized, with modules being independent of each other and different layers interacting with each other through information.
2) Generic: The model establishment should be conducted from the perspective of general applicability and can describe arbitrarily complex MEG.
3) Accuracy: The established model should accurately describe the interplay of the information flow and energy flow in the MEG and fully reflect the integration relationship between the two.
Hierarchical Modeling Framework for MEG Based on CPS
Based on the above modeling principles, this section abstracts MEG architecture in Figure 2 and proposes a hierarchical modeling framework for MEG from the functional perspective of CPS as shown in Figure 3, dividing the MEG modeling into three layers: object layer, integration layer and decision layer. The internal functions of each layer are relatively independent, and different layers interact through information flow.
1) Object layer: The coupling matrix approach is used to provide a unified description of the relationships between the input and output variables of different energy sources. This layer focus on describing the static characteristics of the system, including the conversion, storage and distribution of energy.
2) Integration layer: The information flow, energy flow and their dynamic relationships in the MEG are described based on the hybrid system theory. Here, the energy flow describes the dynamic balance of energy between the supply-side and demand-side and the energy change of each unit in the MEG. The information flow describes the transferring process of each unit’s operating state and the conditions triggering the state transformation. The conditions include the control instructions issued from the decision layer and the state transfer events generated when the evolution of internal state variables exceeds a specific threshold value.
3) Decision layer: This layer, as the top layer of the MEG, mainly completes the global optimization management decision of the system. The global optimal management strategy of the system can be designed by taking the operational constraints of each device in the object layer into account on the basis of the different optimization objectives of the system.
[image: Figure 3]FIGURE 3 | The hierarchical modeling framework for the MEG.
CPS-BASED MODELING OF MEG
The Object Layer
MEG is a system composed of multiple energy sources, such as cooling, heat, electricity and gas. The conversion between different energy sources can be represented by the multi-input and multi-output port network, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | The multi-inputs and multi-output ports model for object layer.
In Figure 4, P and L denote the energy input and energy output of the system, respectively. C denotes the coupling matrix. Thus, the object layer at the mathematical level is a function of the input P to the output L.
[image: image]
The function f (.) can represent the transmission, conversion and storage of different energy sources. Further, the coupling matrix can be used to describe the relationship between output and input, as shown in Eq. 2.
[image: image]
In Eq. 2, Pi denotes the ith energy source input to the system, Lj denotes the jth energy source output from the system and cij is the coupling factor, which denotes the ratio of Lj to Pi. The cij consists of two parts: the energy distribution factor αij and the energy conversion efficiency factor βij.
The αij represents the percentage of input power Pi converted to output power Lj, as shown in Eq. 3.
[image: image]
The value of αij in Eq. 3 is determined by the decision layer and the following constraints need to be satisfied.
[image: image]
The (4) indicates that the energy allocated to convert to energy source j should be less than or equal to the energy of energy source i. The sum of the energy allocated to energy source j should be equal to the total energy of energy source i.
The βij represents the efficiency of converting the input power Pi into the output power Lj, as shown in Eq. 5.
[image: image]
Then the coupling matrix C can be expressed as
[image: image]
Where β denotes the efficiency matrix and α denotes the dispatch matrix. Then the model of the object layer can be represented by the following equation.
[image: image]
The Integration Layer
The devices in the MEG exhibit a hybrid system characteristic during operation. The interplay of the information flow and energy flow in the MEG cannot be accurately described by a single continuous or discrete modeling method. Therefore, this section employs hybrid system theory to model the integration layer, i.e., state equation and algebraic equation are used to describe the energy flow. The state machines are used to describe the information flow.
The energy flow in the integration layer describes the dynamic balance of energy between the supply-side and demand-side and the energy change of each unit in the MEG. Since there are three systems with different time scale characteristics in MEG: electrical system, heating system and cooling system, energy flow needs to be able to characterize these multi-time scale characteristics. Therefore, the following state equations are established to characterize the slow, medium and fast response characteristics, as shown in Eq. 8.
[image: image]
Where xe, xh and xc denote the state variables related to the electric, heating and cooling systems, respectively, te, th and tc denote the corresponding time scales, respectively. The functions fe, fh and fc denote the continuous dynamic change characteristics of the three subsystems, respectively. u denotes the control input variables of the system y denotes the output of the system and s denotes the current operating state of the system. The function EHC represents the real-time balance equation of energy between the supply-side and demand-side, including the real-time balance equations of electrical power, heating power and cooling power.
The information flow in the integration layer adopts the state machine model shown in Figure 5 to describe the transferring process of each unit’s operating state and the conditions triggering the state transformation.
[image: Figure 5]FIGURE 5 | Illustration of information flow using state machine.
The circles in Figure 5 indicate the operating states of the system. The system can be electric, heating, cooling system or a single device. In each operating state, there is a function that describes how the continuous state variables change, as shown in Table 1.
TABLE 1 | Illustration of energy flow in each operating state.
[image: Table 1]In Figure 5, the directed arcs between the circles represent the transformation relationships between the states of the system. The function G (si, sj) labeled on the edges of the directed arcs represents the conditions that trigger the transfer of the system between the states. The triggering conditions here include state transfer commands from the decision layer and state transfer events triggered by the change of state variables within the system beyond a certain threshold.
The state machine model shown in Figure 5 can sense the signals in MEG and the automatic transformation between different states. The sensing system collects information and triggers the state transformation condition and the operation state of MEG changes accordingly when the external environment or user demand changes. At the same time, the differential equation that characterizes the system state also changes accordingly to respond to the external environment or demand.
The Decision Layer
As the top layer of the MEG, the primary function of the decision layer is to formulate the global optimization operation strategy of the system and issue task objectives, which are executed and completed by the object layer. Considering the characteristics of the decision layer, the model of this layer is built by building the objective function that takes the system’s operation constraints into account, as shown in Eq. 9.
[image: image]
In Eq. 9, obji denotes the optimization objective of the system, which is set according to the actual requirements of the system. h(x) and w(x) represent the equality and inequality constraints that the system requires to satisfy, respectively.
MODEL VERIFICATION
System Description
Figure 6 shows a simple MEG consisting of PV, GT, gas boiler (GB), EC, BS, TS, and AC. The input energy sources include PV input power Ppv, power grid input power Pgrid and natural gas input power Pgas. The output energy is electrical load Le, heat load Lh, and cooling load Lc. The electrical bus and heating bus are connected with energy storage devices, respectively, to maintain the real-time power balance of the system, the energy storage devices will charge when the energy is surplus; otherwise, they will discharge.
[image: Figure 6]FIGURE 6 | The topology structure of MEG.
The Model Implementation of MEG
The Object Layer
To build a unified model of the input-output for the object layer, define ηgt and ηgb as the conversion efficiency of the GT and GB, respectively. Define vgt and vgb as the ratio of natural gas used in the GT and GB for electricity generation and heat generation, respectively. Define vec as the ratio of electrical energy used in the EC for cooling. Define vac as the ratio of heating energy used in the AC for cooling. The following Eq. 10 describes the conversion relationship between different energy sources.
[image: image]
Where Pge and Pgh denote the natural gas fired by the GT and GB, respectively. Pgt, denotes the electricity generated by GT, Hgb denotes the heat generated by GB, Hac denotes the heat fed into the AC. Cec and Cac denote the cooling energy generated by EC and AC, respectively. kec and kac denote coefficients for the performance of EC and AC, respectively.
Taking energy storage devices into account, the input-output unified model of the object layer can be described as follows.
[image: image]
Where Pbs and Hts indicate the power of the BS and TS, respectively, specifying that the discharge power of the energy storage devices is positive and the charging power is negative.
The Decision Layer
Objective Function
The decision layer formulates the global optimization operation strategy of the system according to the operating status and operating constraints of each unit in the integration layer and the object layer based on the actual requirements of the system. In this section, the following objective function is established to minimize the daily operation cost of MEG.
[image: image]
Where Cr denotes the total daily operating cost of the MEG, which consists of two parts: electricity purchasing cost Cpe from the grid and natural gas purchasing cost Cpg.
a) The electricity purchasing cost Cpe.
[image: image]
 [image: image] and [image: image] denote the electricity purchase price and the purchasing power at time t, respectively. [image: image] and [image: image] denote the electricity sales price and the selling power at time t, respectively. [image: image] is the time interval.
b) The natural gas purchasing cost Cpg.
[image: image]
In Eq. 14, [image: image] denote the price of natural gas at time t.
Constraints
a) Energy balance constraints.
1) Electrical power balance.
[image: image]
Where [image: image] and [image: image] represent the BS charging and discharging power at time t, respectively. [image: image] represents the power consumption of EC at time t. [image: image] represents the electric load demand of users at time t.
2) Heating energy balance.
[image: image]
 [image: image] and [image: image] denote the TS heating charging and discharging power at time t, respectively. [image: image] represents the heating load demand of users at time t.
3) Cooling energy balance.
[image: image]
 [image: image] represents the cooling load demand at time t.
b) Device output constraints.
All the devices must work within the allowable range, i.e., the following constraints need to be satisfied.
[image: image]
In Eq. 18, [image: image] and [image: image] denote the maximum and minimum output power of the i-type device, respectively, and [image: image] denotes the output power of the i-type device at time t.
c) Constraints for the electricity exchanged with the power grid.
[image: image]
In Eq. 19, [image: image] and [image: image] are the maximum purchasing power and selling power, respectively. [image: image] is 0–1 variable introduced to constrain MEG not purchasing and selling electricity to the grid simultaneously.
d) Constraints for the gas exchanged with natural gas network.
[image: image]
 [image: image] denotes the maximum power of MEG to purchase gas from the natural gas network.
Case Study
In this section, the built MEG model is applied to the optimal operation of the MEG, i.e., the above Eq. 19 is solved by MATLAB. Figure 7 shows the typical daily loads (electrical, cooling, and heating loads) and the PV day-ahead predicted output power curves of the MEG.
[image: Figure 7]FIGURE 7 | Predicted output power of electrical, heating, cooling load and PV.
To promote the participation of MEG in grid operation and encourage more and full generation during peak hours to alleviate the grid power supply tension, the electricity sales price is set higher than the electricity purchase price during peak hours, equal to the electricity purchase price during the flat period, and lower than the electricity purchase price during valley period in this paper, as shown in Figure 8. Assume that the price of natural gas is fixed at 0.35 ¥/(kW.h).
[image: Figure 8]FIGURE 8 | Time-of-use price of the MEG.
The parameters of the energy storage devices in the simulation are shown in Table 2 and Table 3.
TABLE 2 | Parameters for energy storage devices.
[image: Table 2]TABLE 3 | Other main devices parameters of MEG.
[image: Table 3]Figures 9–11 show the optimal dispatch results of electric power, heating power, and cooling power of each device in the MEG, respectively.
[image: Figure 9]FIGURE 9 | Optimal dispatch results of the electric power.
[image: Figure 10]FIGURE 10 | Optimal dispatch results of the heating power.
[image: Figure 11]FIGURE 11 | Optimal dispatch results of the cooling power.
In Figures 9–11, the upper part of the horizontal axis denotes the energy flowing into the energy bus, while the lower part denotes the energy flowing out from the energy bus. Since the MEG can maintain the real-time balance of electric power, heating power, and cooling power during operation, the optimization results are symmetric about the horizontal axis. The daily operational cost of the optimized MEG is ¥1244.4. The optimized dispatching results have the following characteristics.
1) During the valley period, most of the electric load is supplied by the GT and is purchased from the power grid since the electricity price is low and the price of natural gas is lower than the electricity price. During peak hours, the electricity price is relatively high; in addition to the electricity supplied by PV, the electric load is supplied by BS discharging and GT and the redundant electricity is sold to the grid to bring some revenues. During the flat period, the electric load is mainly supplied by GT, PV, and power grid. The electricity flowing into the electrical bus first meets the electric load, and the surplus electricity is used to generate cooling energy for the EC and charge the BS.
2) Since the system does not contain the heat recovery steam generator, the heating load is mainly supplied by the GB, and the redundant heat is used to store heat for the TS. When the electricity price is high, the TS will release heat to supply the heating load and the AC to generate cooling energy.
3) The cooling load is supplied by AC and EC. When electricity price is high, the cooling load is mainly supplied by AC to reduce system operating costs. Limited by the maximum power of AC, the EC assists in providing surplus cooling energy.
CONCLUSION
This paper proposes a hierarchical modeling framework for MEG modeling from the perspective of CPS, including object layer, integration layer and decision layer. The models of each layer are developed separately based on the design of the functions of the three layers. The combination of the three-layer model forms the overall model of the MEG. The model developed in this paper can clearly describe the interplay of the information flow and energy flow and can present the operation state of each unit in the MEG and the transfer process of the state. This is not only helpful to design the optimal operation state trajectory of the system but also can fully explore the ability improvement brought by the integration of the two systems, which can point out the direction for the planning and information construction of MEG and thus dramatically improving observable, controllable ability and optimal operation level of the MEG.
However, due to the focus of this paper, the limitation of the current study is that only the feasibility of the built MEG model has been verified and no specific application has been carried out. How to use the established MEG model to design the optimal operating state trajectory to obtain the optimal configuration of the system and how to plan the optimal capacity of the system is what we need to consider in our future work.
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The integrated energy system is an important strategic direction in the world’s future energy field, which will become the main carrier form of the energy future of human society in the next 30–50 years, directly affecting or even determining the future energy strategy pattern of the world. There are many types of integrated energy system. In the study of optimal dispatching of energy storage, the integrated energy system is modeled according to the energy transmission characteristics of the integrated energy system, which mainly includes the combined cooling, heating and power system and the multi-type energy storage system containing electricity and heat storage. Then, a two-tier optimal scheduling model for an integrated energy system with multiple types of energy storage as the core is established, divided into the day-head scheduling layer and the real-time dispatch layer. At the day-head scheduling layer, an optimization model has been proposed with the minimum cost of the optimization goal and the power network, heating network, cooling network, energy storage operation constraints and carbon constraints as constraints. Then at the real-time dispatch layer, utilize the fuzzy controller to dispatch and control the electric storage system and the thermal storage system. Finally, the verification simulation experiment is carried out in an industrial park. Besides, the energy efficiency, economy and environmental performance before and after the integrated energy system connected to the multi-energy storage device are compared and analyzed, and different scheduling methods are used to compare and prove the advantages of the scheduling method.
Keywords: multi-energy storage technology, integrated energy system, two-layer scheduling, fuzzy control, energy dispatch
1 INTRODUCTION
Due to historical development, the energy supply systems of electricity, heat and natural gas in most countries are independently planned, designed and operated, lacking coordination and control among each other, resulting in low overall energy utilization efficiency and difficulty in ensuring energy reliability (Zhang et al., 2021).
As a clean, low-carbon, energy-efficient, safe and reliable energy supply system to meet the diverse needs of energy consumers, the integrated energy system has become one of the important measures taken by many countries in the world to deal with energy issues. The integrated energy system is mainly composed of a power network (e.g., power supply, gas supply, and cooling/heat network), the energy exchange link (e.g., CCHP unit, generator, boiler, air conditioner, heat pump), the energy storage link (storage, gas storage and heat storage, cold storage), terminal units and a large number of terminal users (Guerrero et al., 2013). It breaks the existing mode of independent design and operation of each energy system and integrates a variety of energy systems, to realize the overall energy design planning and optimal operation. Due to the fact that the different resource conditions and energy needs, a multi-energy complementary energy system can be built through the coordinated optimization control of the integrated energy system, to improve the consumption of renewable energy, promote the reform of energy structure and achieve the goal of energy conservation and emission reduction. However, as a variety of energy sources can interact with each other, the operation of a single energy system is constrained by its coupling system. Meanwhile, the coupling equipment can also affect the energy flow of the energy systems. Therefore, the optimal operation of IES is considered a non-trivial task that needs to be addressed.
In recent years, the environmental concerns of energy systems have promoted the development of micro-grid, and the rapid deployment of micro-grid accelerates the integration of renewable energy, distributed energy (DERs) and distributed energy storage systems in modern power systems (Injeti and Thunuguntla, 2020; Ming et al., 2020). The existing studies (e.g., (Huang et al., 2021) have well addressed the optimal control of the power systems considering the interconnection with the large-scale renewable sources. Unlike the operational scenarios of large-scale renewable generations, the high share of renewable distributed generation (DG) in microgrids reduces operating costs and carbon dioxide emissions in addition to reducing reliance on fossil fuels. The recovery and utilization of waste heat from cogeneration units have improved the comprehensive utilization efficiency of fuel and significantly improved the economic feasibility of microgrids (Gu et al., 2014). Although renewable distributed generation has many benefits, the intermittency and uncertainty of renewable power generation pose great challenges to the power balance control and reliable operation of microgrids. Considering the scheduling of multi-energy microgrids, the energy flow between distributed energy sources and the load related to electricity, heat, and cold energy further aggravates the complexity of operation and control (Hatziargyriou et al., 2007). Advanced modeling and scheduling techniques, as well as innovative energy storage and management systems, are still needed to fully model the uncertainties and energy flow in multi-energy microgrids. An energy storage system is the key equipment in the comprehensive energy system. It plays an important role in the stable operation and loads transfer of the system. It is of great strategic significance for ensuring the security of the power grid, increasing the proportion of renewable energy, improving energy utilization efficiency and realizing the sustainable development of energy (Katiraei et al., 2008). To effectively manage real-time energy storage of integrated energy systems, two key problems need to be solved: real-time regulation cost assessment and multi-period coordinated scheduling.
To increase the energy efficiency of IES and increase the consumption ratio of renewable energy, existing researches mainly focus on the economic dispatch and optimization operation of IES by combining renewable energy, energy flow characteristics and related coupling equipment. Scheduling generally includes day-ahead scheduling and real-time scheduling (Yang et al., 2019). Day-ahead scheduling refers to making short-term generation plans based on load and renewable generation forecasts. In literature (Piagi and Lasseter, 2006), based on the regional grid connection system of electro-thermal joint dispatching, CPLEX optimization software was used to obtain the optimal output and operation cost of multiple energy sources within the dispatching cycle. The authors in (Qadrdan et al., 2015) considered the thermal dynamic characteristics such as heat pipe transmission time delay and heat loss in the thermal system, as well as the flexibility of users’ heating demands, and established the electric-thermal IES optimal scheduling model. In (Geidl et al., 2007), the work proposed a multi-objective optimization scheduling model of IES on gas-electricity interconnection with electricity to gas and found that the change of natural gas load has a great impact on power system scheduling, and thus affects the system economy and pollution emission. Literature (Kanchev et al., 2011) puts forward a new electric-gas IES optimal scheduling model considering the demand side load response and dynamic natural gas flow and obtains the conclusion that the introduction of response can improve the economy of IES operation. The study in (Mohamed and Koivo, 2010) proposed an IES response mechanism based on the comprehensive demand of electric heating load in the park. The results showed that the application of the comprehensive demand response improved the flexibility of the thermal power production of the micro-grid in the park. These models optimize the charging and discharging modes of energy storage by scheduling 1 day in advance. Energy storage stores energy in off-peak hours when the electricity price is low and returns the energy to the microgrid in peak load hours. The high penetration of renewable energy in a microgrid brings about great power fluctuation. Therefore, it is necessary to track these unpredictable changes in micro-networks through real-time corrective scheduling. In (Ji et al., 2019) - (Jiang et al., 2013), a number of solutions of real-time micro-grid scheduling are studied. The work in (Ji et al., 2019) proposed an energy management approach for real-time scheduling of an MG based on deep reinforcement learning considering the uncertainty of the load demand, renewable energy, and electricity price. In (Abdulgalil et al., 2019), the stochastic programming technique is applied to the optimization algorithm of micro-grid online power generation scheduling. In (Jiang et al., 2013), an agent-based energy management technology is developed, which calculates the cost of the storage system according to the accumulative charging cost of the storage system. However, these methods cannot accurately evaluate the economic benefits of energy storage systems.
As the one-step real-time scheduling method cannot deal with the economic efficiency of energy storage in multiple periods, a two-layer scheduling model is proposed that consists of a day-ahead scheduling layer and a real-time scheduling layer. In (Mahmoodi et al., 2015), day-ahead scheduling formulates economic power generation schemes based on forecast data, and prediction errors are processed by real-time scheduling. The goal of real-time scheduling is to minimize the cost of power regulation and make the real-time scheduling follow the scheduling scheme as much as possible. In (Zhang et al., 2017), in day-ahead scheduling, real-time unbalanced power is mainly matched by energy storage. Energy storage, as an explicit cost and as a function of charge and discharge power (Vasilj et al., 2019), is widely considered in microgrids. In fact, since the energy storage operations are coupled over multiple periods, it cannot be directly used to judge the economic efficiency of energy storage charge and discharge in real-time. In (Paatero and Lund, 2007), from the perspective of real-time operation, two hidden costs of energy storage, namely opportunity cost of discharge and marginal charge cost, are proposed and modeled, to improve the coordination efficiency between energy storage and controllable generator, and a two-layer model of real-time operation of the microgrid is proposed. In (Brekken et al., 2011), a comprehensive day-ahead heating and electric power dispatching model for residential micro-grid is proposed, which considered the economic factors, power supply safety, quality and technical factors and consumer preference under the condition of power market opening. The day-ahead scheduling model is supplemented by the real-time Economic Model Predictive Control (MPC) model, which is used for the scheduling results of subsequent control 1 day in advance. However, in these efforts, there has been no study of multiple sources of energy and electricity, heating and cooling loads.
The main technical contributions can be summarized as follows:
A two-tier scheduling optimization model for integrated energy systems based on energy storage is proposed to deal with the uncertainty of wind and photovoltaic power generation and energy requirements for electricity, heating and cooling.
The developed energy management model consists of a prospective scheduling layer and a real-time scheduling layer. The former optimizes the controllable generator and energy storage system to balance the predicted load, wind power and photovoltaic power generation. The latter is based on the comparison between the actual and predicted values of load and generation after solving the advanced scheduling problem, and the real-time scheduling of electrical and thermal energy storage is carried out by using fuzzy control. This solution effectively combines the power flow and heat transfer equation to model the complex energy flow among power, heating and cooling energy and load. The distributed energy combinations studied include wind turbines, photovoltaic power generation, cell storage devices, gas-fired boilers, heat storage tanks, cogeneration devices, electric freezers and absorption freezers.
The heat storage value in the regenerator is transferred from long-term scheduling to real-time control. Since storage usually presents periodic patterns on its designed time scale, the significantly lower time scale cannot capture these longer phenomena. The combination of scheduling and real-time control can be coordinated to address the energy management challenge.
The reminder of the paper is organized as follows: Section 2 Outlines the proposed physical model of an integrated energy system. Section 3 introduces the two-layer scheduling optimization model, including day-ahead scheduling and real-time scheduling. Section 4 carries on the simulation research. Finally, Section 5 provides the conclusive remarks.
2 IES SYSTEM MODEL
The integrated energy system model is shown in Figure 1. The load demand is formed by the electrical loads, heating loads and cooling loads, where the electrical loads are delivered by the wind turbines, photovoltaic, CHP and battery storage units, the heating loads are supplied by the gas-fired boilers, CHP and thermal storage units, the cooling loads are provided by the electric chillers and absorption chillers. In addition to this, the battery and thermal storage units also have the function of storing electric energy and heat energy during times of extra power production.
1) Power and Heat Output
[image: Figure 1]FIGURE 1 | Illustration of the integrated energy system model.
Considering the complicated dynamic processes of the CHP units (Teleke et al., 2010), we design a simple CHP model without crossover and reheat, which is completely represented by the produced power [image: image] and heat [image: image], with the following dynamics:
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where [image: image] is the CHP heat input, [image: image] is the efficiency of the energy conversation, [image: image] is the control single which adjusts the CHP power [image: image] and heat [image: image] output with the time constant [image: image].
2) Electrical Energy Storage System
Given the relatively mature battery technology and its advantages of low cost, large capacity, and long-term power supply, it is chosen to be the energy storage unit (Teleke et al., 2010). In consideration of the extremely short time scale of the battery charging/discharging processes, it is generally believed that battery dynamics is instantaneous, therefore a sufficient model of the battery is provided by Equation 3. To monitor the charging and discharging process of the battery, the state of charge (SOC) of the battery is utilized to reflect its remaining energy, with the specific model at time t shown in Eq. 4 (charging state) and Eq. 5 (discharging state).
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Where [image: image] and [image: image] denote the battery charge and discharge power respectively, [image: image] is the automatic discharge loss rate of the battery, [image: image] is the rated capacity of the battery, [image: image] and [image: image] represent the charging and discharging efficiency of the battery, respectively.
3) Thermal Energy Storage System
The thermal energy storage system is mainly realized in the form of water storage, which can store temporary excess thermal energy, realize load peak and valley filling, reduce boiler capacity configuration, and improve energy utilization and energy supply security (Demirören et al., 2006). The dynamics of the selected heat storage model are described by (Eq. 6), and it utilizes the stored energy from boilers and CHP ([image: image]) to supply the heat for water and residential heating.
[image: image]
where [image: image] is the temperature of the heat conservation medium, [image: image] is the outside air temperature, [image: image] and [image: image] are the thermal resistance and capacitance of the heat storage respectively; [image: image] denote the heat provided by the gas-boiler; [image: image] is the energy conversion coefficient for different processes, process [image: image]; [image: image] and [image: image] represent the heat extracted for water and building heating, respectively.
3 OPTIMIZATION MODEL
In this work, the proposed two-layer energy management solution for IES is illustrated in Figure 2. It consists of two stages as follows: the day-ahead scheduling and the real-time dispatch. In the first stage, the day-ahead scheduling in the upper level is a stochastic optimal control problem. Based on the predicted cooling, heating and power load, photovoltaic power generation and wind power generation, considering the system dynamics and the uncertainty of prediction, it optimizes the CHP, boilers, energy storage, thermal storage and electric/absorption chillers to determine the submitted power spectrum. In the second stage, the real-time dispatch is a decision-making problem, considering the available actual values of load and power generation and the specified CHP power production. In the low layer, the energy storage and thermal storage are adjusted with the fuzzy control to apply for real-time dispatch.
[image: Figure 2]FIGURE 2 | Integrated energy system energy optimal dispatch.
3.1 Day-Ahead Scheduling
The day-ahead scheduling aims to solve the CHP-ICE commitment problem of the IES in multiple periods, to determine the status of the CHP-ICE. In the energy scheduling process, the energy storage system cooperates with renewable energy and user energy requirements to achieve optimal energy scheduling in both space and time dimensions. Considering reliability, economy and environmental protection, under the premise of ensuring the reliability of energy supply, achieve the purpose of reducing energy costs and carbon emissions by minimizing the purchase of electricity from the grid and the consumption of the fuel with the increased consumption of renewable energy.
3.1.1 Objectives
The objective function is formulated as (Eq. 7), which accounts for the fuel costs [image: image] of the CHPs and gas boilers, the start-up costs [image: image] of the distributed energy resources, the energy purchase cost [image: image], low-storage and high-distribution arbitrage cost of the electric energy storage system [image: image] and the hidden expansion costs [image: image] of the distribution network and the cost of the unsupplied load. And the fuel costs are given by (Eq. 8), the start-up cost is described by (Eq. 9), the energy purchase is determined by (Eq. 10) and the Equation 12 tells the calculation of the hidden expansion cost, which considers the impact of the cost reduction of the distribution network expansion under the action of the energy storage system on the model economy.
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where h denotes a collection of fuel-using units, h [image: image] (CHP, gas-boiler), g represents a set of the distributed energy resources and the storage technologies, g [image: image] (CHP, gas-boiler, absorption chiller, electrical chiller, electric storage, heating storage), [image: image] and [image: image] is the number of the scheduled interval of the heat load and electric load supply respectively, [image: image] and [image: image] is the length of the respective intervals, [image: image] is the input of the unit [image: image], [image: image] is the fuel cost of [image: image], [image: image] and [image: image] are the number of the unit h and g respectively, [image: image] means the start-up cost of the resource [image: image], [image: image] is a start-up binary variable of [image: image], [image: image] is the electrical price at time t, [image: image] is the power bought/sold on the market, [image: image] is the annualized cost of distribution network expansion, [image: image] is the reduction in the peak annual load of the system, that is, the difference between the maximum annual load of the system with or without an energy storage system.
3.1.2 Constraints
Multiple operating constraints are considered in this model to minimize the system cost while ensuring the reliability of the energy supply and meeting the carbon emission target. All these constraints are as follows:
1) Electrical network constraints: The electrical network constraints are composed of the electrical balance constraints (Eq. 13), and CHP operating constraints (Eq. 15)–(Eq. 16). Constraint (Eq. 13) ensures that the power demand, namely electrical loads [image: image], is balanced by the power supply from the power bought from the grid, output power of CHP, PVs [image: image] and WTs [image: image] battery charging/discharging power, consumption of the electric chiller [image: image] and power losses [image: image]. And constraint (Eq. 13) is applied for all transmission lines in the grid [image: image]. In addition, constraint (Eq. 15) ensures that the CHP is in the operable area, that is, the fuel feed rate and the heat-to-electricity ratio are within the allowable range (Turton and Moura, 2008).
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where [image: image] is the conversion efficiency of the electric chiller, [image: image], [image: image] and [image: image] denote electricity generation, electricity demand and voltage angle at each bus, [image: image] means the maximum ratio of heat to electricity for CHP.
2) Heating network constraints: The heating network constraints contain the heat balance constraint (Eq. 17) and heat piping capacity constraint (Eq. 18). The constraints (Eq. 17) enforce the power balance between the heat supply and demand, accounting for the boiler heat [image: image], CHPs heat output, thermal storage charging/discharging heat [image: image], heating loads [image: image], absorption chiller consumption [image: image] and heat losses [image: image].
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where [image: image] is the conversion efficiency of the electric chiller, [image: image] represents the heat flow within the pipe.
3) Cooling network constraints: The cooling network constraints are about the cooling power balance constraint (Eq. 19) and the operating temperature constraint (Eq. 20). The constraint (Eq. 19) guarantees the power balance between the cooling power supply and demand, consisting of the output of the absorption chillers, the electric chillers and the cooling load [image: image]. And only when the exhaust heat temperature [image: image] is higher than the threshold [image: image], the absorption chiller starts to operate.
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4) Storage system constraints: The storage system constraints consist of the electrical storage operating constraints and the thermal storage operating constraints, covering the capacity boundary limit (Eq. 21) and charge-discharge rate limit of the storage units (Eq. 22).
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where [image: image] means the storage units, [image: image], [image: image] is the energy stored in the storage technology considering self-discharge losses.
5) Carbon constraint: Considering that the actual overall carbon emissions should not exceed the prescribed amount, constraint (Eq. 23) restricts the annual carbon emissions (Clerc and Kennedy, 2002). And the regulated amount is obtained by multiplying the specified total carbon emission standard [image: image] and the annual energy consumption which consists of the heat and electricity industry.
[image: image]
where [image: image] refers to the set of all distributed energy resources, [image: image], [image: image] represents the emissions rate of [image: image] DER technology, [image: image] is the overall carbon target, [image: image] means the heat-driven electricity load.
3.2 Real-Time Dispatch
In real-time dispatch, due to the relatively short prediction period, random parameters can be approximated as a scene, and the problem becomes deterministic. In consideration of the power errors between the actual and predicted variety of load and output of photovoltaic and wind turbines, the real-time dispatch aims to utilize the electric storage and thermal storages to perform a corrective dispatch according to the day-ahead scheduling results, to minimize the purchase electricity from grid, satisfy the real demand for the electrical/heating/cooling load and guarantee the basic reliability of energy supply.
In the lower layer, the fuzzy controller is proposed for the IES, which is divided into two steps: the fuzzy control of the thermal storage system and the fuzzy control of the electrical storage system based on the previous step. In the first step, the designed fuzzy controller samples the state of the thermal storage system [image: image] and the error of the heating load [image: image] and cooling load [image: image], i.e. [image: image], [image: image] and [image: image], and then the membership function is utilized to fuzzy the sampling variables to vector [image: image], [image: image] and [image: image] which will be put into the inference machine of the thermal storage units operations next. And the energy dispatch strategies of the thermal storage system are obtained with the defuzzy process and the TES operating constraints. In addition, the cooling load provided by the absorption chiller can be validated through the heat balance constraint. In the second step, the sampling objects are the electric storage system [image: image], the real-time price of the electricity market [image: image] and the total electrical forecasting error [image: image] which consists of the error of the electric load, PV, PW and electric chiller consumption. And the energy dispatch strategies of the electric storage system will be inferred through the fuzzy process, inference process and defuzzy process based on the expert experiences.
3.2.1 TES Fuzzy Decision Controller Design
In this work, the proposed fuzzy controller for TES is composed of the fuzzy process, inference process and defuzzy process (Bouleimen and Lecocq, 2003).
1) Membership Function and Fuzzy Vectors
The role of membership function (MF) is to quantitatively describe the “fuzziness” of fuzzy sets, so it occupies an important position in fuzzy control. It can be determined by fuzzy statistical method, expert experience method, relative comparison method and neural network method (Jin et al., 2005). And for different ranges of input values, the membership function can be roughly divided into three categories: Z function, S function and Π function, such as the drop semi Cauchy distribution function (Eq. 24), the rise semi Cauchy distribution function (Eq. 25) and the symmetric normal distribution function (Eq. 26) correspond to the cases where the input value in the Universe is small, large and in the middle value respectively.
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where [image: image] and [image: image] denote the inflection point position of the membership function curve, [image: image], [image: image] and [image: image] determine the width of the function curve, [image: image] and [image: image] control the slope of the curve, α regulates both the slope and the middle point of the curve.
It is wildly known that during the actual deployment process, under the premise of satisfying the completeness of fuzzy control, the fewer the number of fuzzy segmentation of language variables, the fewer the number of fuzzy rules, the lower the complexity of implementation, and the higher the efficiency of the decision-making process. In this work, the input variables [image: image], [image: image] and [image: image] and the output variable [image: image] have fuzzy subsets [image: image], [image: image], [image: image], [image: image] with their respective membership functions [image: image], [image: image], [image: image] and [image: image].
Given any sampling time, the explicit inputs [image: image], [image: image] and [image: image] should be firstly normalized into values applicable to MF, and then be fuzzed into [image: image], [image: image] and [image: image] through membership function, as illustrated in Eq. 27, Eq. 28, and Eq. 29.
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2) Fuzzy Inferences
In this paper, an improved inference is proposed for the fuzzy decision controller with the export control rules and the fuzzy inference result [image: image] can be obtained from the Eq. 30, Eq. 31.
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where [image: image] is the number of input vectors, [image: image] denotes the current state of the system, [image: image] represents the total fuzzy implication relation which is acquired by the parallel computing of the implications of each fuzzy rule [image: image], [image: image] is the number of the export control rules.
For the TES fuzzy decision system, the fuzzy control rule base is established with M expert control rules, and the rules are a set of language sentences based on IF-THEN sentences which can be described as: “If [image: image] is [image: image], [image: image] is [image: image] and [image: image] is [image: image] , then the operating state of the TES [image: image] is [image: image].“, where [image: image], [image: image], [image: image] and [image: image] are the subsets of the sampling variable and the inferred solution, i.e.:
[image: image]
Based on (Eq. 30), the inference result [image: image] can be calculated by:
[image: image]
And the fuzzy implications of each rule [image: image] can be described by (3.28) with the Descartes product operation:
[image: image]
And given the sampling variables, the current state of the system can be further expressed as:
[image: image]
3) Defuzzification
The [image: image] is converted to the final output of the controller through the defuzzification process which is similar but opposite to the process of fuzzification, that is, the fuzzy degree of the inference output is converted into the output dispatch signal. At present, a variety of defuzzification methods are available, such as area defuzzification method, center defuzzification method, weighted average defuzzification (Zoulias and Lymberopoulos, 2008). In the case where multiple rules have been asserted, the weighted average method is utilized for clarification, as shown in (Eq. 36). The control quantity can be output to the TES after scale transformation as (Eq. 37).
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4) Establishment of Fuzzy Control General Table
Considering the real-time requirements of the control system, the design stage of the fuzzy controller is usually separated, and the corresponding fuzzy control summary table is established in an offline manner, which can be expressed in the form of a graph (Zhang et al., 2014).
3.2.2 ESS Fuzzy Decision Controller Design
For the ESS fuzzy decision control, it is in some way analogous to the TES fuzzy decision controller design consisting of the fuzzy process, inference process and defuzzy process.
In the fuzzy process, the input variables are composed of the electric storage unit state [image: image], the real-time price of the electricity market [image: image] and the total electrical forecasting error [image: image]. And the total electrical forecasting error includes the error of the electric load [image: image], PV [image: image], PW [image: image] and electric chiller consumption [image: image] as shown in (Eq. 38). The adjustment of the electric chiller consumption [image: image] depends on the change in the absorption chiller consumption [image: image] determined by the result of the TES fuzzy control with the heating and cooling power balance constraints in (Eq. 39, Eq. 40).
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The input variable [image: image], [image: image] and [image: image] and the output variable [image: image] have fuzzy subsets [image: image], [image: image], [image: image], [image: image] respectively with their respective membership functions [image: image], [image: image], [image: image] and [image: image]. For any sampling time, it is indispensable to normalize the explicit inputs [image: image], [image: image] and [image: image] into values applicable to MF which are shortly fuzzed into [image: image], [image: image] and [image: image] through MF, as illustrated in Eqs 41–43.
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In the fuzzy inferences process, the EES fuzzy control rule base is set up with N expert control rules, and the total fuzzy implications [image: image] is set like the TES’s. And the inference result [image: image] can be calculated by:
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In the defuzzification process, the weighted average method to defuzzify is utilized to obtain the output [image: image]. And the,
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4 CASE STUDY
In this section, small-scale terminal integrated energy systems such as microgrids are selected as the simulation verification object to evaluate and verify the effectiveness of the proposed two-layer model.
4.1 Simulation Setup
The studied microgrid system includes CHP, gas boilers, distributed renewable energy represented by photovoltaics and wind turbines, electric storage and thermal energy storage, absorption refrigerator and electric refrigerator, whose parameters are shown in Table 1. In addition, there are four internal combustion engines in the integrated energy system with the minimum load rate of 0.3, the rated power capacity of a single internal combustion engine is 125kW, the operation and maintenance cost is 7.8$/MWh; the electric energy storage device adopts the lithium iron phosphate battery model, and the self-discharge rate is 0.04, the state of charge is 0.2–0.9; the heat storage tank is selected as the thermal energy storage device, the self-heat release rate is 0.1, the upper limit of the energy storage level is 0.9, and the lower limit of the energy storage level is 0.2. The CO2 emission coefficient of the electricity purchased from the large power grid is 889$/MWh, and the fuel price of CHP and boiler is 0.0569$/kWh.
TABLE 1 | Integrated energy system parameters.
[image: Table 1]The power generation of PV and wind, the demand and pricing profiles are obtained from1,2,3. In this study, the curves of the forecasting data are illustrated in Figure 3 on a typical winter day, consisting of the day-ahead power load, heat load and cooling load, PV and WT generation obtained by the time series forecasting method and the electricity price equal to the expected price. Among them, the electric load, photovoltaic and wind are predicted by the improved genetic algorithm neural network model, which not only classifies the local weather and environment but also considers the factors affecting solar and wind power generation, to optimize the error and adjust the parameters. To ensure the accuracy of prediction, heating load and cooling load are indirectly predicted through physical forecasting models. For instance, heating load is predicted by an equivalent thermal parameter model in the case of determining the comfortable range of indoor temperature, grasping the outdoor temperature of the day through weather forecast, and utilizing the coupling relationship between temperature difference and heating load are used. The electricity price is to predict the specific expected electricity value at each forecast time point through the time series method, and the current price is estimated by combining the previous price and the history of external factors including electricity and weather.
[image: Figure 3]FIGURE 3 | The day ahead electric load, heating load, cooling load, generation, WT, and prices forecasting.
In this paper, the design and implementation of fuzzy decision controllers are constructed as follows to realize the proposed energy dispatch solution. For the TES fuzzy design controller, the state of the thermal storage system [image: image] and the error of the cooling load [image: image] are chosen as the input variables to be fuzzed into three fuzzy set elements respectively while the error of the heating load [image: image] is fuzzed with five fuzzy set elements. For the ESS fuzzy design controller, the total electrical forecasting error [image: image] as the input variable is fuzzed into five fuzzy set elements while the state of the electric storage system [image: image] and the real-time price of the electricity market [image: image] is fuzzed into three fuzzy set elements respectively. To design the controller, the first step is to exam the membership function of the variables represented in Figure 4 which can effectively achieve the balance between dynamic response and steady-state performance during the operation of the microgrid.
[image: Figure 4]FIGURE 4 | Control surface of the TES system operations.
The design of control rules is important for the performance of fuzzy decision-making schemes. Based on the design presented in Section 3, the principles of energy dispatch are described as follows:
1) Considering different time scales, TES fuzzy control is once an hour, and ESS fuzzy control is once every 15 min.
2) When the output of the CHP and the gas boiler meet the thermal load demand, the excess energy is absorbed by the heat storage; when the CHP and the boiler meet the thermal load demand and the surplus is significant, if the cooling load deficit is significant, give priority to supplying absorption chillers, otherwise, the heat storage Prioritize energy absorption.
3) When the CHP and boiler cannot meet the heat load demand, if the cooling load surplus is significant, the lack of heat load is obtained by reducing the input of the absorption chiller, otherwise, the lack of heat load is first provided by the heat storage; when the CHP and boiler cannot When the thermal load demand is met and the shortage is obvious the thermal storage releases energy;
4) When CHP, PV and WT meet the demand of electric load and electric refrigerator, the excess energy is absorbed by electric storage; when CHP, PV and WT meet the demand of electric load and electric refrigerator and the surplus is significant, if the real-time electricity price is lower If it is high, it will be sold to the grid first, otherwise the excess energy will be absorbed by the electricity storage first;
5) When CHP, PV and WT cannot meet the demand of electric load and electric refrigerator, the electric storage releases energy; when CHP, PV and WT cannot meet the demand of electric load and electric refrigerator and the shortage is high if the real-time electricity price is higher if it is low, it will give priority to purchasing from the grid, otherwise it will give priority to the release of energy from electric storage;
6) When the remaining energy of the energy storage is low, even if the energy supply is insufficient, the energy storage will not discharge; when the energy storage state is high, even if the energy supply is excessive, the energy storage will not charge; this can effectively prevent overcharging of the energy storage or over-discharge.
The above principles aim to maximize economic efficiency and the penetration rate of renewable energy. The control rules of all scheduling principles (case #1∼#6) are shown in Table 2 and Table 3 respectively with their control surfaces shown in Figure 5 and Figure 6.
TABLE 2 | Rules of TES system operations.[image: image]
[image: Table 2]TABLE 3 | Rules of ESS system operations.[image: image]
[image: Table 3][image: Figure 5]FIGURE 5 | Membership functions of variables.
[image: Figure 6]FIGURE 6 | Control surface of the ESS system operations.
4.2 Numerical Experiments and Performance Analysis
According to the scheduling strategy in this paper, the simulation scheduling results are shown in Figures 7, 8, 9. In winter, the heat load and electric load are mainly concentrated at night, which is the opposite of the time when renewable energy sources concentrate on providing electric power during the day. However, the energy storage system can transfer energy in two dimensions, space-time and space, so the excess energy is stored first and then released when users need it, thereby increasing the consumption rate of renewable energy.
[image: Figure 7]FIGURE 7 | Diagram of optimized dispatching results of electric power.
[image: Figure 8]FIGURE 8 | Diagram of optimization scheduling results of thermal power.
[image: Figure 9]FIGURE 9 | The result of optimal scheduling of cold power.
The electric load is provided by a mixture of wind turbines, photovoltaic generators, CHP, battery units and large grids, while the power demand is composed of the main electric load and the energy consumed by the electric refrigerator. The optimized dispatch results are shown in Figure 7. In winter, the number of hours during the day is significantly reduced, resulting in a reduction in photovoltaic power generation, which is offset by greater wind power generation throughout the day. At night when the real-time electricity price is at a valley value, wind resources are abundant, the output power of the gas generator in the CHP is small, and the electrical load is mainly provided by the power purchase from the grid through wind power generation and the system. At this time, the real-time electricity price is low. When the wind energy output cannot meet the demand, the system first purchases surplus electric energy from the grid for power supply, and stores the surplus electric energy in the electric storage device. In the daytime, the electricity price is at the level and peak stage, the output power of gas generators is relatively large, and the power load of the system is mainly provided by CHP, photovoltaic and wind power output. The peaks of grid electricity prices appear from 9 to 12 am and from 6 to 9 pm, so the electric energy storage system mainly releases energy in these two time periods to meet user needs. In the period from 9 am to 12 o’clock, the grid electricity price reaches its peak, but the user’s electrical load demand is not high, so the system sells part of the stored electricity to the large grid to achieve low storage and high power arbitrage. In the period from 6 to 9 in the afternoon, the grid electricity price reaches its peak and the electricity demand also reaches the maximum. Due to the limitation of the rated discharge power, the energy storage system can only release a limited amount of electrical energy per unit time, which cannot fully meet the current user’s needs. Demand, so users still need to buy electricity from the large grid.
The heat load is provided by the waste heat generated by the gas boiler and the CHP system. The heat demand mainly includes the heat load and the heat load consumption required for the energy supply of the absorption chiller. The optimal scheduling of the heat power is shown in Figure 8. The heat recovery of cogeneration is related to the power distribution and heating method of the integrated energy system. The heat demand in winter is much higher than in summer, and the combined heat and power system and boilers operate all day to meet the high demand for heat. At night, the heat load demand is very large, mainly provided by the boiler, the gas generator plays an auxiliary role, and the thermal energy storage system releases the stored energy to play a regulatory role. During the day, the heat load of the system is mainly provided by gas generators, and gas boilers play an auxiliary role. If there are surplus energy, the thermal energy storage system converts and stores energy. Between two o’clock and five o’clock in the afternoon, the heat load demand is small, and the thermal energy storage system absorbs energy for storage. From five to eight in the evening, as the temperature decreases, the heat load demand reaches a peak, and the thermal energy storage system continues to release energy to ensure a reliable supply of thermal energy. In the whole process, the effect of peak shaving and valley filling of the thermal energy storage system is more obvious.
The cooling load is mainly provided by electric refrigerators and absorption refrigerators, and the optimal scheduling results are shown in Figure 9. Generally speaking, considering that the energy efficiency ratio of electric refrigerators is much greater than that of absorption refrigerators if the electric refrigerators can provide the total load, the absorption refrigerators will be turned off and the energy consumption will be zero. Otherwise, the unsatisfied cooling load will be provided by the absorption chiller. Compared with summer, the refrigeration demand on cloudy days in winter is significantly lower, so only electric refrigerators can meet the refrigeration requirements, without the need for absorption chillers.
4.3 Performance Comparison
In this section, to illustrate the importance of multiple types of energy storage technology in an integrated energy system, it is compared with a multi-energy microgrid without energy storage. At the same time, to illustrate the effectiveness of the two-tier scheduling model proposed in this chapter, it is compared with the other two scheduling methods commonly used in the existing literature.
4.3.1 Comparative Analysis of the Performance of the Integrated Energy System With or Without the Energy Storage Device
For energy systems, energy efficiency, economy and environmental protection are significant evaluation indicators. Therefore, for the above-mentioned integrated energy system, the performance of the stripped energy storage device is compared and analyzed in the same environment.
Here, the energy utilization efficiency is calculated based on the consumption rate of renewable energy, and the ratio of the consumption of renewable energy to the total output of renewable energy is utilized as the energy utilization efficiency index; the economic index only considers the operation and maintenance cost of the integrated energy system, which mainly includes the cost of purchasing electricity from the large power grid and the operation and maintenance cost of the system. The environmental protection index is to consider the carbon dioxide emissions caused by the operation of the system, mainly considering the carbon dioxide emissions caused by the power purchase of the large grid and the fuel consumption of the cogeneration system. The comparison results can be seen in Table 4.
TABLE 4 | Performance comparison of integrated energy systems before and after access to multiple types of energy storage.
[image: Table 4]It can be observed that the integrated energy system connected to the energy storage device has a better economy and environmental protection, and its renewable energy consumption rate has also been improved. Compared with the system without energy storage, the integrated energy system with an energy storage device can store the excess energy when the energy is abundant and supply it when needed later, which greatly improves the energy consumption rate; therefore, it reduces the cost of purchasing electricity from the large grid during the operation of the system, and can even sell it to the grid when the electricity price is high when the price of energy storage electricity is low, which has better economic efficiency; the power supply of the large grid is mainly thermal power generation and carbon emissions. The energy storage system increases the consumption rate of renewable energy on the one hand, and on the other hand reduces the purchase of electricity from the large power grid, which greatly reduces carbon emissions.
4.3.2 Comparative Analysis of Optimization Scheduling Methods
To intuitively reflect the advantages of the proposed two-tier scheduling model, two common scheduling methods are selected for comparison. The first comparison method is day-ahead scheduling. Based on a multi-objective optimal scheduling model, the forecast data is used to obtain the best output and operating cost of multiple energy sources within the scheduling period. The second comparison method is real-time scheduling, which uses the fuzzy control method to schedule the energy storage system based on real-time data. The simulation result is shown in Figure 10.
[image: Figure 10]FIGURE 10 | Comparison of optimized scheduling methods.
It is shown that the method proposed outperforms method 1 and comparison method 2, and has lower operating costs. For instance, when the root mean square error of load forecasting is 10%, the total operating cost of the two-tier optimization model is $1,726, which is lower than the total operating cost of Comparative Method 1 and Method 2 with $1772 and $1745, respectively. As the load forecasting error increases, the economic benefits of this method become more and more significant.
5 CONCLUSIVE REMARKS
This paper proposes a two-tier scheduling optimization model for an integrated energy system based on energy storage to deal with the uncertainty of wind power and photovoltaic power generation and the energy demand for electricity, heating and cooling. The model consists of a forward-looking dispatch layer and a real-time dispatch layer and considers the different time scales of electric storage and thermal storage. The upper-level advanced dispatch optimizes the CHP and energy storage system to balance the predicted load, wind power and photovoltaic power. The lower-level real-time dispatch uses fuzzy control to dispatch electric energy storage and thermal energy storage in a real-time fashion based on the comparison of actual load and predicted power generation. To verify the effectiveness of the proposed scheduling model, a case study was carried out based on a microgrid test system. It is confirmed that the proposed solution can fully utilize the flexibility of renewable energy and energy storage system to adjust the peak load of the system while ensuring the balance of energy supply and demand of the system, optimize the period of renewable energy utilization, and effectively reduce the energy cost of users, improve the energy utilization efficiency.
The scheduling scheme proposed in this work provides a feasible solution for realizing a low-cost and low-carbon integrated energy system. On this basis, future research directions and challenges are proposed. The energy storage system scheduling strategy adopted in this paper relies on real-time electricity prices, but the coupling relationship between real-time electricity prices and demand-side response is not considered, and it is only used as a lever to regulate the scheduling of energy storage systems. The proposed solution still needs to be further investigated to promote its performance. A number of research directions are considered worth further research effort. The future work can study real-time electricity prices based on this article, adding dynamic real-time electricity prices. With the continuous development of the integrated energy system, pilot projects can be established to apply the above simulation results in actual scenarios, and combine actual operating conditions to further improve the model. In addition, considering the rise of flexible loads, e.g., smart home appliances and electric vehicles, reasonable control of demand-side response is required to retain the social and economic benefits brought by the balance of supply and demand and also meet the maximization of users’ energy efficiency and minimization of costs.
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3Wind power (Online). Available: http://www.thewindpower.net/
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Since 2020, the COVID-19 has spread globally at an extremely rapid rate. The epidemic, vaccination, and quarantine policies have profoundly changed economic development and human activities worldwide. As many countries start to resume economic activities aiming at a “living with COVID” new normal, a short-term load forecasting technique incorporating the epidemic’s effects is of great significance to both power system operation and a smooth transition. In this context, this paper proposes a novel short-term load forecasting method under COVID-19 based on graph representation learning with heterogeneous features. Unlike existing methods that fit power load data to time series, this study encodes heterogeneous features relevant to electricity consumption and epidemic status into a load graph so that not only the features at each time moment but also the inherent correlations between the features can be exploited; Then, a residual graph convolutional network (ResGCN) is constructed to fit the non-linear mappings from load graph to future loads. Besides, a graph concatenation method for parallel training is introduced to improve the learning efficiency. Using practical data in Houston, the annual, monthly, and daily effects of the crisis on power load are analyzed, which uncovers the strong correlation between the pandemic and the changes in regional electricity utilization. Moreover, the forecasting performance of the load graph-based ResGCN is validated by comparing with other representative methods. Its performance on MAPE and RMSE increased by 1.3264 and 15.03%, respectively. Codes related to all the simulations are available on https://github.com/YoungY6/ResGCN-for-Short-term-power-load-forecasting-under-COVID-19.
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1 INTRODUCTION
1.1 Background
The construction and operation of the electric power industry are of great importance to society. On the one hand, the power supply is indispensable to various industries. As reported by the Bureau of Energy Statistics, China’s total electricity consumption reached 71,508.20 billion kWh in 2020, increasing by 8.49% compared with 2019. The growth trend will continue with the development of China’s economy. On the other hand, electricity utilization is emission-free, making replacing fossil energy sources with electric energy an essential means to achieve the carbon neutrality pledge (Liu, 2015).
Short-term load forecasting for the future 24 h is one of the most critical techniques to ensure system stability, reliability, and economic efficiency. It affects power system operation in many aspects, including generation dispatch, power flow optimization (Chen et al.,; Meng et al., 2016), and energy bidding in the electricity market. Significant variabilities and uncertainties have been introduced by the diverse end-users and the ever-increasing shares of renewables (Li and Lu, 2020). As a result, accurate short-term load forecasting is a hard task in modern power systems.
Unfortunately, the outbreak of COVID-19 since early 2020 has posed extraordinary challenges on short-term load forecasting. As shown in Figure 1A, the virus has spread globally and in Figures 1B,C the cumulative number of confirmed diagnoses is increasing and in a rapid growth trend, with over two billion cumulative confirmed cases until August 25, 2021. It has been reported by (Ruan et al., 2020; Ruan et al., 2021) that the crisis has profoundly affected electricity unitization attributed to changes in people’s living habits and industrial production activities. Such effects vary spatially due to the differences in infection speed, vaccination coverage, and quarantine policies, resulting in additional variabilities and uncertainties in electricity consumption as (Figure 2).
[image: Figure 1]FIGURE 1 | COVID-19 situation worldwide and in China (updated August 25, 2021). (A) Distribution of confirmed cases of COVID-19; (B) Global cases of COVID-19; (C) Daily new confirmed cases at home and abroad.
[image: Figure 2]FIGURE 2 | Schematic diagram of the impact of COVID-19 pandemic on power grid load.
However, the infection has seen fast growth in the past 3 months. According to the World Health Organization (WHO, 2020) and the most recent research (Huang et al., 2020), the fight against COVID-19 is far from over, and its effects will last. Instead of sticking to strict quarantine policies or aiming at a sustained zero infection level, many countries start to resume economic activities and incorporate disease prevention and control into the day-to-day operation of society. In this context, a short-term load forecasting technique incorporating the effects of COVID-19 is of great significance to both power system operation and economic development, facilitating a smooth transition to a “living with COVID” new normal.
1.2 Literature Review
The effects of the pandemic on domestic and international regional electricity consumption are highly uncertain, which vary with infection speed and quarantine policies. Some published reports have preliminarily drawn qualitative conclusions: “electricity consumption decreases during the pandemic, but the grid remains reliable” (Bui and Wolfers, 2020; Cicala, 2020). However, the epidemic’s effects are multifaced and cannot be summarized simply by load reduction (Agdas and Barooah, 2020; Werth et al., 2020). Although (Ruan et al., 2020) has shown significant deviations between the simulated forecasts and the actual loads if the crisis’ effects are omitted, explicitly describing the complex effects and incorporating them into load forecasting are still open questions.
The existing short-term load forecasting can be classified into traditional statistical methods and machine learning-based forecasting algorithms. The traditional statistical methods are simple and computationally efficient, such as multiple linear regression algorithm (Amral et al., 2007), sliding average forecasting algorithm (MAF), differential integrated autoregressive integrated moving average model, (ARIMA) (Gupta and Kumar, 2020), and exponential smoothing (ES) (Rendon-Sanchez and De Menezes, 2019). Although they have achieved desired performance in simple tasks under normal and stable conditions, their robustness declines dramatically when they are applied to power load forecasting, which involves non-linear and highly uncertain operation constraints (Kharin, 2013); By contrast, the machine learning-based forecasting algorithms are tasked to learning the non-linear mapping from exogenous information to the power load using historical data. For example, (Li et al., 2020) uses a fuzzy clustering approach to classify regional users and then builds respective random forest-based forecasting models for each class; Besides, (Li et al., 2021) and (Wang et al., 2020) make short-term load forecasts for heating load and electrical load, respectively, based on long short-term memory network (LSTM). However, the above three methods adopt equal weights for all the input features, which are correlated and exert different influences on power load. As a result, the equal-weight treatment cannot enable the model to learn efficiently. Therefore, (Zhu et al., 2021) introduces the attention mechanism into the LSTM to enable deep learning of correlated input features, which improves prediction accuracy. Although LSTM outperforms other methods in mining the intrinsic information of the time-series data, it cannot deal with multi-source information, making it less preferable for power load forecasting. Current research has shown that the fusion of multiple data can play an important role in artificial intelligence networks, (Zhang et al., 2021) has proved that with the coordinated control of electrolysis current, temperature, and charging/discharging of BES for H2 production, the electrolysis current fluctuation cost is largely reduced and the electrolysis efficiency can be improved. Therefore, considering multiple factors in load forecasting can improve accuracy.
As a graph representation learning method, graph convolution network (GCN) can dig deeper into the intrinsic relationship of heterogeneous data by defining Fourier transform and convolution on the graph. As pioneering attempts, (Han et al., 2021) has built a GCN to forecast nitride emissions from coal-fired power plants, while (Wang and He, 2021) has built a graph attention network (GAT) for fault location in distribution networks. Their results demonstrate that GCN is a promising tool with powerful learning ability and generalization capability.
1.3 Contributions
Based on the research gap in short-term load forecasting and the recent progress in GCN, this paper encodes heterogeneous features related to electricity consumption and status of COVID-19 into a load graph and build a graph representation learning model to fit the complex mapping between the present load states and the load forecasts for the future.
The contributions in this study can be summarized as follows:
(1) Load graph encoding heterogeneous features. Each node in the graph corresponds to one time moment, while the edge weights are defined to represent temporal correlations between the nodes. The node features are defined with electricity consumption and epidemic status information so that the heterogeneous features can be fused in a graph.
(2) ResGCN with parallel training to learn graph representations and to forecast future loads under COVID-19. By learning residual from the input, ResGCN prevents over-smoothing and fits the mapping from heterogeneous features to the future loads. Besides, a graph concatenation is proposed for parallel training so that the learning efficiency can be improved significantly. Based on this method, precise short-term power load forecasting under COVID-19 is realized, laying the foundation for the stable operation of the power system.
2 SHORT-TERM LOAD FORECASTING BASED ON RESGCN WITH HETEROGENEOUS FEATURES
2.1 Load Graph Encoding Heterogeneous Features
2.1.1 Feature Selection to Describe Epidemic Status
The COVID-19 crisis has had a significant impact on people’s living habits and industrial production activities and thus has led to changes in electricity consumption. To incorporate such effects into power load forecasting, it is important to identify the most representative features to describe the epidemic development status.
Herein, the COVID-EMDA + dataset is adopted, denoted as S, which has collected multi-source features from various sources in the United States since the epidemic, including weather temperature, human behavior, cell phone distribution, and so on. These features describe human activities from different aspects, while those showing similar extents of fluctuations as the epidemic develops are assumed to be more representative. Therefore, after data cleaning and normalization, the Pearson correlation coefficients between all the features in the dataset are computed. Then, the representativeness of each feature is assessed by the absolute value of its correlation coefficients with the others, as
[image: image]
where Fi and Fj denote features i and j, respectively.
Finally, the features with higher values of [image: image] are selected as inputs. In our implementation, the final selected futures are daily confirmed cases, mobility in grocery and pharmacy, and the counts of mobile devices locating at home. Apart from the three features describing the epidemic status, the temperature is also taken as input, which is acknowledged to exert significant effects on electricity utilization.
2.1.2 Graph Representation of Electricity Consumption and Epidemic Status
The historical load reflects people’s electricity consumption habits which can occur similarly in the future so that it is an informative reference in load forecasting. However, in the face of COVID-19, load levels are associated not only with the historical states but also with the epidemic status, as discussed in the last section. The load profiles defined in Euclidean space cannot describe the correlations between the features. By contrast, graph data can be a promising alternative, which is defined in non-Euclidean space consisting of nodes and edges and can encode structural and correlation information(Figure 2).
Thus, this paper proposes to encode the multi-source features within time window Tk as a load graph, so that not only the features are contained at each time moment, but also the inherent correlations between the features can be considered. As shown in Figure 3, the load graph is fully connected and undirected, denoted as [image: image], where [image: image] is the adjacent matrix while [image: image] is node feature matrix. The features of nodes and edges are defined as follows.
(1) Node feature encoding heterogeneous information.
[image: Figure 3]FIGURE 3 | Graph representation of power load and epidemic status.
Each node corresponds to a time moment within Tk while the node feature vector encodes heterogeneous information essential to load forecasting. The feature vector of node i, whose transpose is the ith row of input feature matrix [image: image], can be formulated as
[image: image]
where [image: image], [image: image], [image: image], [image: image], [image: image] denote vectors of power load, daily confirmed cases, mobility of grocery and pharmacy, and the counts of stay-at-home mobile devices, and temperature, respectively.
(2) Edge weight describing the temporal correlation.
The edge weights are defined to represent the temporal correlations between the node, based on the assumption that features of closer time moments exhibit more inherent correlations. Herein, the Gaussian kernel function is selected to define the edge weight due to its monotonicity and localizability, as
[image: image]
where ti and tj denote time moments of nodes i and j, respectively. ξ is the scale parameter, which is essential to generalization performance. Finally, with training data in [0, TL] and sliding size n, this paper collects a total of [image: image] load graphs as inputs into the ResGCN.
2.2 Load Forecasting Based on ResGCN
2.2.1 Problem Statement
Graph representation learning refers to the technique which extracts desired high-dimension features of a graph so that the representation can be easily used by downstream tasks (Xia et al., 2021). In this paper, the short-term load forecasting problem can be stated as: Given a set of load graphs [image: image] and the actual following 24-h load records as labels [image: image]. Our goal is to learn a model that can make 24-h forecasts for unseen load graphs.
Although traditional convolutional neural networks perform well in text processing and image recognition, they can only process data in Euclidean space. To that end, there has been an increasing interest in generalizing convolutions to the graph domain (Jie and Gc, 2020). GCN is one of the most popular methods, which learns node representations by passing and aggregating messages between neighbor nodes while preserving the topological structure. However, an aggregation process with kth GCN layers makes use of information of k-order neighbors. As a result, GCN can over-smooth the representations when more GCN layers are stack. Therefore, inspired by the residual modeling, this paper designed a residual graph convolutional network (ResGCN) (Li et al., 2018).
2.2.2 Framework of ResGCN
As shown in Figure 4, the proposed ResGCN comprises the following components:
(1) Fully connected layer, which transforms the graph-structured representations into a sequence [image: image];
[image: image]
(2) Residual graph convolutional network (ResGCN) blocks, each of which is tasked to learn an encoder [image: image] such that the output [image: image] is high-level node representations, where [image: image] and [image: image] are the dimension of input features and the dimension in the embedding space, respectively;
(3) LSTM layer, which extracts features from the input sequence [image: image];
(4) Pooling layer with attention, which compresses the outputs by LSTM so that the redundant information can be removed. The pooling operation can be expressed as
[image: image]
[image: image]
[image: image]
where || denotes the concatenation of vectors.
(5) Fully connected layers integrating element-wise activation functions, which map the final graph representations to the forecasts of future 24-h load, as
[image: image]
[image: Figure 4]FIGURE 4 | Framework of ResGCN for short-term load forecasting.
2.2.3 Construction of one ResGCN Block
Without loss of generality, denote the input of one ResGCN block as [image: image] while the output as [image: image]. Instead of learning the original mapping [image: image] directly, the stacked layers in one ResGCN block aim at learning the residual mapping defined as [image: image], which is easier to optimize and can mitigate the over-smoothing. Therefore, the original mapping is recast as [image: image].
As shown in Figure 5, the operation for [image: image] is realized by a shortcut connection which is simply an identity mapping. The identity mapping ensures that the deeper model is at least have the same performance as its shallower counterpart. Besides, the residual mapping [image: image] is fitted using one or two modified GCN layers, whose general form can be expressed as
[image: image]
where [image: image] is the feature vector of node i in embedding space at the kth layer; N(i) denotes the neighbors of node i. ϕ is a non-linear differentiable function, e.g., multi-layer perceptron (MLP), which updates representation of node i based on node features and edge weights ωi,j while Γ which aggregates representations of the neighbors, which is order invariant such as summation, maximization, and concatenation; γ is a non-linear activation function.
[image: Figure 5]FIGURE 5 | Configuration of a ResGCN block.
Herein, this paper make modifications of the traditional GCN to mapping the residual, as
[image: image]
[image: image]
where Θ is the learnable weight matrix while [image: image] denotes the degree of the ith node; αℓ and βℓ are decay parameters of the residual and weight matrix, respectively while [image: image] is the identity matrix.
2.2.4 Construction of one ResGCN Block
The proposed ResGCN based short-term load forecasting is a regression problem so that the loss function is defined by mean square error. Besides, the L2 regularization is adopted to prevent the model from overfitting and to enhance the generalization ability, as
[image: image]
where [image: image] is training data while [image: image] is the output of ResGCN; [image: image] is weight decay in case that the penalty term is too large, [image: image] is the parameter weight of the net.
With the loss function, ResGCN is trained by Adam, wherein the data are split into small batches that are used to calculate the loss function and update the coefficients. Besides, the EarlyStopping mechanism (Prechelt, 2012) is introduced to halt the training when the loss function stops to decrease for several iterations.
2.2.5 Parallel Training
The load graphs in one batch cannot simply be fed into the model simultaneously, which is not computationally efficient. Therefore, this paper proposes a graph concatenation method for parallel training. Specifically, the adjacency matrix [image: image] and feature matrix [image: image] of multiple independent load graphs are concatenated respectively by diagonal, yielding a giant graph with sparse and large adjacency matrix and feature matrix containing the information of all the subgraphs, as depicted in Figure 6. Thanks to the weight sharing mechanism, the training of feeding the giant graph into ResGCN is the equivalent to training the multiple subgraphs separately, whereas the computation time can be saved significantly.
[image: Figure 6]FIGURE 6 | Graph concatenation for parallel training.
3 CASE STUDIES
3.1 Implementation and Benchmark
Codes related to all the simulations are available on https://github.com/YoungY6/ResGCN-for-Short-term-power-load-forecasting-under-COVID-19 for the sake of repeatability.
The COVID-EMDA + dataset (Ruan et al., 2020) is adopted to validate the proposed method, which is developed by the group in Tsinghua university led by Prof. Haiwang Zhong, the primary supervisor of this study, in collaboration with other two famous groups in Texas A&M University and Massachusetts Institute of Technology, respectively. It integrates historical load information from major United States power markets such as CAISO, MISO, ISO-NE, and NYISO and other exogenous information such as epidemic status and population flows, which has won wide recognition and been published in Joule. The dataset integrates historical load information from major United States power markets such as CAISO, MISO, ISO-NE, and NYISO and other exogenous information such as epidemic status and population flows.
The distribution of confirmed COVID-19 cases in the United States until January 02, 2021, is shown in Figure 7. It can be observed that, as the most populous city in Texas, Houston has as many as 48,225 confirmed cases, ranking in the second place in the United States Besides, its GDP exceeded $512 billion prior to the outbreak of the pandemic, which was more than those of 37 states in the United States and accounted for 27.8% of that of Texas. Moreover, as the fourth largest city, it has annual electricity consumption of nearly 1.08 billion kWh in 2019. Therefore, the data of ERCOT-Houston from January 23, 2020, to November 23, 2020, were selected from COVID-EMDA + for training and testing since Houston is representative in terms of epidemic development, economic status, and electricity consumption load.
[image: Figure 7]FIGURE 7 | Distribution of cumulative confirmed cases in the United States
The data is divided into training set, validation set, and test set in the ratio of 8:1:1. The proposed method is compared with the other five classical algorithms, including traditional temporal prediction algorithms, namely ARIMA, MAF, ES, machine learning-based method, i.e., Random forests (RF), and long short-term memory deep neural networks (LSTM-DNN). The inputs and hyperparameters of the algorithms are shown in Table 1. Besides, two metrics are selected to assess their performance, namely mean absolute percentage error (MAPE) and root mean square error (RMSE), which are calculated as
[image: image]
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where [image: image] and [image: image] are testing data and forecasts by the algorithms, respectively, while [image: image] is the total number of time moments in the data set.
TABLE 1 | Inputs and hyperparameters of compared algorithms.
[image: Table 1]3.2 Validation of ResGCN for Short-Term Load Forecasting
The results on all the test data are shown in Figure 8A while on 1 day are depicted in Figure 8B, which demonstrates that the prediction results of the proposed method are closer to the actual value compared with other algorithms. Besides, it can be observed from Table 2 that the performance of ARIMA, MAF, ES, and RF is not satisfactory for both MAPE and RMSE. Although LSTM-DNN outperforms the above four methods, its performance is still worse than those of the proposed method, with increases of MAPE and RMSE by 1.3264 and 15.03%, respectively. This justifies the superiority of the proposed method over other algorithms in short-term load forecasting.
[image: Figure 8]FIGURE 8 | Forecasts by different methods. (A) Forecasts on all the testing data; (B) Forecasts on 2020.11.05.
TABLE 2 | Performance metrics of different methods.
[image: Table 2]3.3 Validation of Changes in Electricity Consumption Under COVID-19
To validate our argument that the epidemic largely affects electricity utilization, the differences in power load in 2020 with and without the pandemic are compared. To that end, using historical data during 2017–2019, the load forecasts in 2020 by the well-acknowledged linear regression are assumed as a benchmark for the electricity utilization without the crisis.
Firstly, the differences in annual total electricity consumption and maximum load are analyzed, as shown in Figures 9A, B, respectively. According to the linear regression-based method, the total electricity consumption in 2020 should reach 110.142 million kWh. However, it was only 107.757 million kWh in reality, with a decrease by 2.3851 million kWh. By contrast, the actual maximum load was higher than the forecasts by 1,284 kW. The results by the linear regression are reasonable in the sense that Houston is still in a stage of high growth based on the trend of its load in the previous 2 years. However, there was a significant drop in electricity consumption and maximum load, which was clearly an anomaly likely caused by the changes in industrial production and economic activities under the epidemic.
[image: Figure 9]FIGURE 9 | Comparison of annual total electricity consumption and maximum load with and without COVID-19. (A) Annual total electricity consumption; (B) Annual maximum load.
Secondly, the differences in daily and monthly total electricity consumption and maximum load are also compared, as shown in Figures 10A, B and Figures 11A, B, respectively. It can be seen that the forecasts by linear regression remain bigger than the actual values from March to October. Turning to the status of the epidemic and people's responses represented, this paper analyze the data of COVID-19 cases, infection rate and fatality rate, changes of working location as well as mobility in public places, which are depicted in Figures 12A-D respectively. It can be observed that there are similar trends involved in epidemic development and load changes: On March 13, 2020, then-President Trump declared a state of emergency in the United States, after which the ratio of the working-from-home population increased while the electricity consumption immediately drops; Besides, the number of confirmed cases started to increase in late March, resulting in less mobility in public places while the load level also kept at a lower level. Thus, it is safe to draw the conclusion that electricity consumption is strongly connected with COVID-19 cases and the level of social activities.
[image: Figure 10]FIGURE 10 | Comparison of monthly total electricity consumption and monthly total electricity consumption with and without COVID-19. (A) Daily total electricity consumption; (B) Monthly total electricity consumption.
[image: Figure 11]FIGURE 11 | Comparison of daily and monthly maximum load with and without COVID-19. (A) Daily maximum load; (B) Monthly maximum load Monthly.
[image: Figure 12]FIGURE 12 | COVID-19 Status and people’ response in Houston. (A) Daily increase numbers of confirmed cases and deaths; (B) Infection rate and fatality rate; (C) Changes of working location; (D) Mobility in public places.
3.4 Validation of Load Graph-Based ResGCN in Short-Term Load Forecasting Under COVID-19
With the correlation between COVID-19 and electricity consumption changes in mind, it is apparent that the effects of the pandemic shall be incorporated into short-term load forecasting. To evaluate the proposed load graph encoding heterogeneous features, this paper compared the method to another graph that only encodes load and temperature information, termed naive load graph in the following. Then, the forecasting performance of ResGCN with the two kinds of graphs are analyzed in the scenarios with and without COVID-19.
It can be seen from Table 3 that the ResGCN with naïve load graph achieves a desired performance in load forecasting in the scenario of the Year 2019, with MAPE as small as 6.0021%. However, the performance declines after the outbreak of the pandemic, with an increase in MAPE by around 1.5%. By contrast, using load graph encoding heterogeneous features, the forecast performance of ResGCN is much more robust, as shown in Table 4. The superiority of the proposed method is further validated by Figure 13, where the forecasts with consideration of COVID-19 are far closer to the actual data. This again justifies that incorporating the epidemic’s effects can improve the accuracy of short-term load forecasting, which is of significant value for a new normal featured by living with COVID-19.
TABLE 3 | Forecasting performance of ResGCN with naive load graph.
[image: Table 3]TABLE 4 | Forecasting performance of ResGCN with load graph encoding heterogeneous features.
[image: Table 4][image: Figure 13]FIGURE 13 | Short-term load forecasts with and without considering effects of COVID-19 (2020.10.23-2020.10.26).
4 CONCLUSION AND PROSPECTS
4.1 Conclusion
The fight against COVID-19 is far from over, while many countries start to resume economic development aiming at a “living with COVID” new normal. In this context, this paper proposes a novel short-term load forecasting method under COVID-19 based on graph representation learning with heterogeneous features. Unlike existing methods that fit power load data to time series, this study encodes heterogeneous features relevant to electricity consumption and epidemic status into a load graph, so that not only the features are contained at each time moment, but also the inherent correlations between the features can be exploited; Then, a residual graph convolutional network (ResGCN) is constructed to fit the non-linear mapping between load graph to future loads. Besides, a graph concatenation method for parallel training is proposed to improve the learning efficiency.
The following points can be concluded from the case study using practical data in Houston:
(1) There are strong correlations between the evolution of COVID-19 and changes in electricity utilization.
(2) The proposed load graph is capable of exploiting heterogeneous features, while the accuracy of load forecasting can be improved significantly by considering the effects of the pandemic.
(3) The ResGCN outperforms existing short-term load forecasting methods in accuracy, with a decrease of RMSE by 15.03% compared with LSTM-DNN.
4.2 Prospects
In the present forecasting methodology with load graph, features like vaccination rates have not been considered. As the epidemic develops and vaccination becomes more widespread, these characteristics will become a non-negligible part of the epidemic’s impact on the load. Therefore, it remains for us to refine the load graph as the situation evolves. In addition, the selected features encoding in the load graph only reflect partial impacts of the epidemic, while further research is still needed to grasp their relationships fully.
It is worth noting that the idea of representing load as a graph and using ResGCN to do the forecasting can be applied not only to the regional load forecasting under major social and health events such as epidemics but also to the forecasting tasks that also require the integration of heterogeneous information, e.g., renewable energy output forecasting, which will be the direction of our future research.
As for the impacts of the epidemic on load, as the paper concluded in the case study, they are complex and need to be studied with respect to local policies. The discussions in this paper are focused on Houston only. In fact, the responses of the government and the attitude of people to the epidemic vary significantly from country to country, so that the situation in a larger area shall be investigated in the future.
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For an electric power grid that has large penetration levels of variable renewable energy including wind generation and photovoltaics, the system frequency stability is jeopardized, which is manifest in lowering frequency nadir and settling frequency. This paper suggests an enhanced primary frequency response strategy of a doubly-fed induction generator (DFIG) in association with pitch angle control. The DFIG works in de-loaded operation with a certain reserve power via pitch angle control prior to disturbances for frequency regulation. To address this, a function of the pitch angle is employed that decreases the pitch angle with time to slowly feed the active power to the power gird. The simulation results demonstrate the effectiveness and feasibility of the proposed primary frequency response strategy including the settling frequency and frequency nadir.
Keywords: variable renewable energy, frequency support, DFIG, settling frequency, frequency stability
INTRODUCTION
When disturbances occur in a power system, the conventional synchronous generators (CSGs) intrinsically release kinetic energy in the rotor to compensate for the power imbalance as an inertial response; as a result, the system frequency declines (Kundur, 1994; Yang et al., 2018). Once the system frequency decreases beyond the deadband, the primary frequency response (PFR) is activated to arrest the frequency decline and stabilize the system frequency (which calls the settling frequency) (Bevrani, 2009; North American Electric R, 2015). To restore the system frequency to the nominal value, secondary frequency responses (SFRs) of CSGs are activated (Eto et al., 2010). During the frequency regulation process, if the maximum frequency nadir exceeds the threshold, low frequency relays are activated to avoid the system frequency decline; in addition, if the settling frequency is not located in the acceptable range, the SFRs would not be activated (Li et al., 2018; Sarasúa et al., 2021).
As the increasing problems of environmental pollution, renewable energy power generation has developed rapidly (Li et al., 2021; Zhang et al., 2021). As one of the most popular variable renewable energies, wind generation with power electronics has developed rapidly in recent years (Nasirpour et al., 2021; Wang et al., 2021). As a result, doubly-fed induction generators (DFIGs) replace the CSGs in power systems for generating active power (Hansen et al., 2016). However, since the DFIG is connected to the electric power grid via back-to-back power electronic devices with DC-link, it is unable to participate in frequency responses including inertia response and primary frequency response (Aziz et al., 2018; Yang et al., 2022). As a result, the high wind power penetration integrated in a power system might result in a severe challenge on frequency stability (Hydro Québec TransÉnergie, 2009; Kim et al., 2019). This means that the high wind power penetration increases the possibility for activation the relays and inactivation of SFR. To solve this, additional defense plans should be deployed, e.g., interruptible loads, energy storage systems, and quick-starting generators (Eto et al., 2010; Shi et al., 2021); nevertheless, these plans require additional investments.
The DFIG can temporarily increase its output power to emulate inertia response by releasing the kinetic energy to the gird (Vidyanandan and Senroy, 2014; Zhong et al., 2021), thereby reducing the possibility for activation the relays. In (Attya et al., 2018; Ye et al., 2019), the schemes increase the output power based on the frequency deviation, rate of change of frequency, and both of them. The schemes in (Yang et al., 2018; Kheshti et al., 2019; Yang et al., 2022) increase the output power based on the predefined reliable function, temporary function, and adaptive function. However, the maximum power point tracking operation is implemented prior to disturbances, even though the DFIG has a large potential for frequency regulation; in the case of a low wind speed condition or decreasing wind speed condition, the available kinetic energy is insufficient (Vidyanandan and Senroy, 2013).
This study suggests an enhanced PFR strategy of a DFIG based on pitch angle control to boost the settling frequency and maximum frequency deviation. To address this, a function of the pitch angle is employed that decreases the pitch angle with time to generate the additional active power. The DFIG works in de-loaded operation with a certain reserve power for frequency regulation prior to disturbances. The enhanced PFR strategy performance is indicated using EMTP-RV simulator under various scenarios with different wind speed conditions and wind penetrations.
MODELING AND CONTROL OF A DOUBLY-FED INDUCTION GENERATOR
Figure 1 illustrates the typical configuration of the DFIG including wind turbine model, induction generator model, and back-to-back power electronic devices (Lee et al., 2016; Zhu et al., 2021).
[image: Figure 1]FIGURE 1 | Typical configuration of the DFIG.
The wind turbine model is used to capture the mechanical power from the wind. The captured power (Pm) is depicted by:
[image: image]
where ρ and A respectively indicate the air density and swept area; β and λ respectively are pitch angle and the tip-speed ratio; cp and vw respectively indicate the power coefficient and wind speed.
In this paper, the expression of the power coefficient cp is given as:
[image: image]
where
[image: image]
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During MPPT control, cp is at the maximum value (cP,max) when λ is regulated at the optimal λ (λopt). Hence, the reference for MPPT control is derived via substituting (4) in (Eq. 1), as in (Eq. 5).
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where kg is constant coefficient of MPPT control calculated by (Eq. 6).
Figures 2A–C display the controllers of rotor-side converter, gird-side converter, and pitch angle, respectively. The aims of RSC controller are to regulate active power (torque) of the DFIG injected to the power grid and the voltage of the DFIG, respectively, as displayed in Figure 2A. The objective of the GSC controller is to keep DC-link voltage at reference values, as displayed in Figure 2B. The aim of the pitch angle controller is to achieve the de-loaded operation of the DFIG in the study, as shown in Figure 2C (Muljadi and Butterfield, 2001).
[image: Figure 2]FIGURE 2 | Control diagram of the DFIG. (A) RSC controller. (B) GSC controller. (C) Pitch angle controller.
PROPOSED ENHANCED PRIMARY FREQUENCY RESPONSE STRATEGY OF A DOUBLY-FED INDUCTION GENERATOR
Figure 3 and Figure 4 illustrate the control concepts of the overspeed and pitch angle control strategies for de-loaded operation, respectively. The red solid line and blue solid line indicate the electrical output power of MPPT operation and mechanical power curves, respectively. The mechanical power retains an optimal value (Popt) achieved by the MPPT operation at the optimal rotor speed (ωopt). Generally, the DFIG can implement pitch angle control and over-speed control to ensure the de-loaded operation (Kheshti et al., 2019), as represented by the red dotted lines in Figures 3, 4. The green dotted line means the moving trajectory for de-loaded operation.
[image: Figure 3]FIGURE 3 | Control concept of overspeed strategy.
[image: Figure 5]FIGURE 5 | Control diagram of the proposed enhanced PFR strategy of the DFIG based pitch angle.
As in Figure 3, de-loaded operation of the DFIG is able to be achieved by either acceleration or deceleration of the rotor speed, as indicated the left and right hand operating points of D1 and D2 in Figure 3. In the case of decreasing wind speed conditions, the operating point of D1 trends to decrease to the minimum rotor speed so as to result in stalling of the rotor speed. On the other hand, the operating point of D2 trends to increase to the maximum rotor speed so as to store more kinetic energy for frequency regulation. As a result, to ensure the safe and stable operation of the DFIG, overspeed control should be chosen for the WTG rather than low-speed control (Hu et al., 2019).
Based on (Eq. 1), the DFIG can increase the pitch angle to achieve de-loaded operation, as shown in Figure 4. Since β2 is larger than β1, the power coefficient decreases so as to reduce the captured mechanical power and accomplish the spinning reserve power (Fu et al., 2017). Even though the overspeed control strategy has more rapid response and results less mechanical wear, but is suitable for part of wind speed conditions, the pitch angle control is able to implement for full wind speed conditions.
The spinning reserve power (d%) of the DFIG can be calculated by 
[image: image]
Based on (Eq. 7), the power coefficient for de-loaded operation (Cp, deload) can be derived as in:
[image: image]
Thus, the power reference during de-loaded operation mode (Pde) is represented as
[image: image]
As in (Fu et al., 2017), based on the low-order system frequency response model, the expressions of the maximum frequency deviation and settling frequency are given as:
[image: image]
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where Δfnadir and fsettling are the maximum frequency deviation and settling frequency, respectively. K and D are the setting of PFR and damping of the CSGs, respectively. α and ς are the coefficient during the derived process and damping ratio, respectively. tnadir is the instant of the maximum frequency deviation. ΔP is the power imbalance calculated by the difference between the power variation of the DFIG and size of disturbance.
Based on (Eqs. 10, 11), if the DFIG increases the output power following a disturbance, the equivalent power imbalance becomes small so that the maximum frequency deviation and settling frequency become better. This means that the DFIG can provide the capability of PFR.
Figure 5 illustrates the control diagram of the enhanced PFR strategy of the DFIG. If the DFIG decreases the pitch angle to capture more wind power by the wind turbine. The output power of the DFIG can be increased to compensate for the power imbalance. Thus, after the system frequency exceeds the deadband (detecting a disturbance), this study suggests a function related to pitch angle and time to participate in PFR, as in (Eq. 12). As time goes on, the pitch angle decreases, the DFIG captures more mechanical power from the wind so as to generate more active power to the grid for frequency support.
[image: image]
where βref is the reference of pitch angle, β(t0) is the pitch angle at the instant when a disturbance is detected, Δt means the duration for decreasing pitch angle.
[image: Figure 4]FIGURE 4 | Control concept of pitch angle control strategy.
As in (Eq. 12), the setting of Δt decides on the performances in terms of improvement of the frequency nadir and settling frequency. With a large settling of Δt, the pitch angle gradually decreases so that the output power of the DFIG gradually increases to Popt; meanwhile, even though the large Δt is better for causing less mechanical stress on the pitch angle, the benefit for improving the maximum frequency deviation becomes less. On the other hand, the small Δt is better for improving the PFR capability, however, it might cause mechanical stresses on the pitch angle control system. Normally, the setting should be in second-scale so as to be unable to result in mechanical fatigue of the pitch angle control system.
As shown in Figure 5, after detecting a disturbance, the output power of the DFIG increases toward to Popt with the decreasing pitch angle from operating point 2 to operating point 1; thereafter, the DFIG converges at ωopt while the pitch angle decreases to zero. Since the output power increases in comparison with MPPT operation, the maximum frequency deviation and settling frequency are able to be enhanced.
SYSTEM LAYOUT
Figure 6 displays a model system with two areas and four CSGs to investigate the performance of the enhanced PFR strategy. CSGs are: two 200-MVA with the inertia time constant of 5.0 s, and two 150-MVA with the inertia time constant of 4.3 s. They are assumed as steam turbine generators for modeling low ramping capability (5% of PFR). Figure 7 illustrates the configuration of the type B steam governor model, as modeled in (Byerly et al., 1973). The specific parameters of the IEEEG1 steam governor model are shown in Table 1. In addition, a DFIG based wind farm is integrated into the model system though a transformer. The detailed parameters are referred in (Lee et al., 2016) (Table 2).
[image: Figure 6]FIGURE 6 | Test model system with four CSGs two areas.
[image: Figure 7]FIGURE 7 | IEEEG1 steam governor model.
TABLE 1 | Parameters of the IEEEG1 steam governor model.
[image: Table 1]TABLE 2 | Parameters of the DFIG.
[image: Table 2]To explore the effectiveness and feasible of the proposed enhanced PFR strategy, three cases with different wind speed conditions and wind power penetration levels are carried out. Wind power penetration levels are respectively 15% for Case 1 and Case 2, and 30% for Case 3.
Case 1: Wind Speed of 8.0 m/s With 10% De-Loaded Operation, Wind Power Penetration Level of 15%
Figure 8 illustrates the simulation results for Case 1. To achieve spinning reserve power of 10%, the pitch angle control increases the pitch angle to 1.54°. When CSG4 generates 65 MW is tripped out from the electric power gird, the maximum frequency deviation for the DFIG without PFR is 0.539 Hz; in this case, there is no change on the pitch angle and the output of the DFIG. When the DFIG implements the proposed PFR strategies with a small Δt and with a large Δt, the maximum frequency deviations are 0.537 Hz and 0.538 Hz, respectively, as shown in Figure 8A. The improvements of the maximum frequency nadir for the proposed enhanced PFR strategies with different Δt are higher by 0.002 and 0.001 Hz in comparison with no PFR strategy, respectively, since the output power of the DFIG gradually increases and the rate of output power of the DFIG for the proposed PFR strategy with a small Δt is more than in the proposed PFR strategy with a large Δt (Figure 8C). The settling frequency for the proposed PFR strategy is 59.808 Hz; this is more than that of no PFR strategy by 0.013 Hz due to the more power generation of 3.7 MW.
[image: Figure 8]FIGURE 8 | Results for case 1. (A) Frequency. (B) Active power. (C) Pitch angle.
As shown in Figure 8B, the DFIG decreases the pitch angle from 1.53 to 0° during 3.0 and 6.0 s for the proposed enhanced PFR strategy, respectively. Thus, the DFIG increases it output power gradually from 34.7 to 38.4 MW for compensating the power deficit. On the other hand, there is no change for the pitch angle and output power of the DFIG based wind farm in no PFR.
Case 2: Wind Speed of 10.0 m/s With 10% De-Loaded Operation, Wind Power Penetration Level of 15%
Figure 9 illustrates the simulation results for Case 2. Similar to previous case, to achieve 10% spinning reserve power, the pitch angle control almost increases the pitch angle to 1.53°. The maximum frequency deviation for the DFIG without PFR is 0.539 Hz, which is almost the same as in Case 1 due to the same size of disturbance and no response from the DFIG.
[image: Figure 9]FIGURE 9 | Results for case 2. (A) Frequency. (B) Active power. (C) Pitch angle.
The maximum frequency deviation of the proposed PFR strategy with a small Δt and with a large Δt, the maximum frequency deviations are 0.533 and 0.536 Hz, respectively, as shown in Figure 8A. The improvements of the maximum frequency nadir for the proposed enhanced PFR strategies with different Δt are higher by 0.006 and 0.003 Hz in comparison with no PFR strategy, respectively, since the rate of output power of the DFIG for the proposed PFR strategy with a small Δt is more than in the proposed PFR strategy with a large Δt (Figure 8C). The settling frequency for the proposed PFR strategy is 59.820 Hz; this is more than that of no frequency regulation strategy by 0.025 Hz due to the more power generation of 7.5 MW.
Compared with Case 1, as in Case 1, the DFIG decreases the pitch angle from 1.53° to 0° during 3.0 and 6.0 s for the proposed enhanced PFR strategy, respectively. However, the amount of increase power of the DFIG is 7.5 MW, which is more than that of Case 1 so that the settling frequency is 0.012 Hz higher and the maximum frequency deviations are less. Thus, as the wind speed increases, the proposed enhanced PFR strategy can improve the performance in terms of reducing the maximum frequency deviation and increasing the settling frequency.
Case 3: Wind Speed of 10.0 m/s With 10% De-Loaded Operation, Wind Power Penetration Level of 30%
Figure 10 illustrates the simulation results for Case 3 with a high wind power penetration compared to Case 2. The maximum frequency deviation for the DFIG without PFR is 0.594 Hz and is less than Case 1 and Case 2 due to the reduced frequency support capability. The DFIG with the proposed enhanced PFR strategy increases it output power from 133.6 to 148.4 MW with various rates by decreasing the pitch angle from 1.53° to 0° during 3.0 and 6.0 s, respectively. As a result, the maximum frequency deviation of the proposed PFR strategy with a small Δt is 0.581 Hz, which is 0.006 Hz more than that of the proposed PFR strategy with a large Δt. Furthermore, the improvement of the maximum frequency deviation is more than that of Case 2 because of the higher wind power penetration level. In addition, the settling frequencies for the proposed PFR strategy are the same due to the same amount of increase output power of the DFIG; moreover, it is 0.054 Hz more than in no frequency regulation strategy and 0.003 Hz more than that of Case 2, even though the PFR of the CSGs becomes worse.
[image: Figure 10]FIGURE 10 | Results for case 3. (A) Frequency. (B) Active power. (C) Pitch angle.
As the growing wind power penetration levels, the proposed PFR strategy can improve the frequency maximum frequency deviation and settling frequency in comparison with low wind penetration levels.
CONCLUSION
This paper suggests an improved PFR strategy of the DFIG based on the pitch angle control to reduce the maximum frequency deviation and improve the settling frequency. To address this, a function of the pitch angle is employed that decreases the pitch angle with time to feed the active power to the power gird. The DFIG works in de-loaded operation with a certain reserve power for frequency regulation via pitch angle control prior to disturbances. The contributions of the proposed PFR are as follows:
1) The function of the pitch angle is defined in the time domain so as to regulate the participating time of the PFR.
2) The proposed PFR scheme can smoothly increase the output power to improve the PFR capability.
Simulation results on various wind speed conditions and penetration levels successfully illustrated that the proposed PFR strategy can reduce the maximum frequency deviation and improve the settling frequency. As the increasing wind speed conditions and wind power penetration level, the improvement of the maximum frequency deviation and settling frequency become better.
In future, the authors would focus on designing the optimal primary frequency response of the DFIG with the maximum rotor kinetic energy (Shi et al., 2018).
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Wind energy has been connected to the power system on a large scale with the advantage of little pollution and large reserves. While ramping events under the influence of extreme weather will cause damage to the safe and stable operation of power system. It is significant to promote the consumption of renewable energy by improving the power prediction accuracy of ramping events. This paper presents a wind power prediction model of ramping events based on classified spatiotemporal network. Firstly, the spinning door algorithm builds parallelograms to identify ramping events from historical data. Due to the rarity of ramping events, the serious shortage of samples restricts the accuracy of the prediction model. By using generative adversarial network for training, simulated ramping data are generated to expand the database. After obtaining sufficient data, classification and type prediction of ramping events are carried out, and the type probability is calculated. Combined with the probability weight, the spatiotemporal neural network considering numerical weather prediction data is used to realize power prediction. Finally, the effectiveness of the model is verified by the actual measurement data of a wind farm in Northeast China.
Keywords: spinning door algorithm, generative adversarial network, spatiotemporal neural network, ramping events, wind power prediction
1 INTRODUCTION
As one of the renewable sources of energy, wind energy has the advantages of large reserves and little pollution (Vargas et al., 2019). The new power system with wide access to wind energy has become a heated topic at home and abroad in recent years. However, the randomness and volatility of wind energy in nature, especially ramping events under the influence of extreme weather, bring huge challenges to the planning, and dispatching of power systems (Chun et al., 2009; ZongheGao et al., 2013; Zhang, 2017). This will not only increase operating costs and energy consumption, but also lead to the phenomenon of “abandonment of wind”, resulting in a waste of resources (Chun et al., 2009; Zhang, 2017; Xie et al., 2019). Therefore, improving the prediction accuracy of the ramping power is of great significance to the safe and stable operation of the new power system.
From the time scale, power prediction methods can be divided into ultra short-term prediction, short-term prediction, medium-term prediction, and long-term prediction (Oh and Wang, 2020). Among them, the ultra-short-term prediction is mainly used for the control of wind turbines, the short-term prediction is made for the scheduling of the power grid, the medium-term prediction is used for the arrangement of large-scale maintenance, and the long-term prediction is designed for the evaluation of the site selection of the wind farm (Khosravi et al., 2013; Qin, 2018). In principle, it can be divided into physical methods, time series methods, and artificial intelligence methods. Among them, Ma Yanhong combined neural network and Bayesian rules to make ultra-short-term predictions for Jiuquan Wind Power Base (Ma and Wang, 2013). On the basis of NWP, Fan Gaofeng developed a prediction system with a good human-machine interface based on artificial neural networks, and realized a seamless connection with energy management (Fan et al., 2008). C. Wan proposed a wind power prediction strategy that combines artificial neural network and genetic algorithm. Through the improvement of the algorithm, the calculation efficiency and prediction accuracy have been improved (Wan et al., 2014). In short, artificial learning methods can better consider non-linear factors, and have adaptive and self-learning capabilities, but they have higher requirements for the quantity and quality of training data.
This paper presents a wind power prediction model of ramping events based on classified spatiotemporal network (CSN). Firstly, the spinning door algorithm is used to extract effective ramping events from the historical database. Due to the rarity of extreme weather and the lack of sample data of ramping events, the reliability of prediction is restricted. The database is expanded by using the generative adversarial network model. The generator generates and simulates the ramping data according to the characteristic value of the input ramping data. The discriminator distinguishes between historical data and simulated data. After the confrontation training, the generator can generate the simulated ramping data with high similarity, and then realize the expansion of the ramping database. After that, the association rules mining algorithm is used to mine the data set frequently. The ramping events are classified by clustering algorithm, and the type probability of the next ramping event is calculated according to the correlation analysis. Combined with weight information and weather characteristics, the spatiotemporal neural network model is used to predict the ramping power. Taking the wind power dataset of a certain region in Northwest China as the basis, the feasibility of the proposed model is verified through simulated experiments.
2 DATA PROCESSING AND EVALUATION INDEX
This chapter is to conduct qualitative and quantitative analysis on history data, summarize the evaluation indexes of commonly-used prediction methods, and lay a theoretical foundation for the research. Firstly, the optimal spinning door algorithm is used to extract effective ramping events from redundant data to form an effective ramping event set. Then, the feature set with spatiotemporal correlation is obtained by feature extraction. In order to ensure the accuracy of power prediction, all the feature sets are standardized to get the optimal power. Finally, two indexes of evaluation are introduced, namely, the prediction accuracy of ramping events and the prediction accuracy of power waveform.
2.1 Spinning Door Algorithm
Spinning door algorithm (SDA) is a kind of compression algorithm, which can find key points by building parallelogram, and then realize data compression (Erdem and Shi, 2011; Liu et al., 2018a). By using the spinning door algorithm, the ramping up and down events can be identified (Faris et al., 2018). Figure 1 shows the quadrilateral construction principle of spinning door algorithm. Construct parallelogram 1–3, all points are in the quadrilateral. When the parallelogram 4 with points B, C, and D outside the quadrilateral is constructed, the search ends. At this time, points A, B, C and D can be regarded as a ramping-up event. The optimized spinning door algorithm is an improvement of the spinning door algorithm, which can adapt to the ramping recognition under different time scales, and integrate the adjacent events with the same direction and similar slope, so as to determine the ramping events (Huang et al., 2019; Zhang et al., 2019). The recognition result is shown in Figure 2.
[image: Figure 1]FIGURE 1 | The principle of spinning door algorithm.
[image: Figure 2]FIGURE 2 | Diagram for identifying ramping events.
The algorithm takes an interval (i, j) in the wind power time series, and k (i < k < j) is any time in the interval. The objective function P is constructed as follows:
[image: image]
[image: image]
where, [image: image] is the ramping criterion, which is used to judge whether the power in the time interval (i, j) meets the definition of ramping event. [image: image] is the ramping threshold.
2.2 Feature Extraction
In order to better explore the characteristics of the ramping database data and improve the prediction accuracy, the feature extraction of power ramping events identified by the optimized spinning door algorithm is carried out (Ronay et al., 2017; Naik et al., 2018). The ramping power [image: image], ramping time [image: image] and ramping speed [image: image] of ramping events are calculated respectively, and combined with starting power [image: image], the feature set [image: image] is formed as below:
[image: image]
There is spatial correlation between different feature types. And there is a temporal connection between the data at different times. Therefore, such feature sets can be modeled as spatiotemporal data. The feature extraction method can be used not only for power waveform, but also for meteorological factors, such as wind speed, temperature, pressure, and so on.
2.3 Standardization Treatment
Because the units of different types of data and different features of the same type of data are different, the scale difference is too large (He et al., 2016). In order to ensure the accuracy of power prediction, it is necessary to standardize the data. Standardize the attributes of all data points, that is, transfer to a specific data interval, such as [−1, 1]. In order to prevent the influence of noise points on the standardization, median and absolute standard deviation are used to standardize the data.
[image: image]
[image: image]
where, [image: image] is absolute standard deviation, [image: image] is median, [image: image] is the number of objects, [image: image] represents No. q data, [image: image] represents raw data.
2.4 Performance Evaluation
In this paper, critical success index [image: image], root mean square error [image: image], mean absolute percentage error [image: image] are used to evaluate the proposed prediction model’s performance (Zang et al., 2016; Mi et al., 2017). The formulas are as follow:
[image: image]
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[image: image]
where, [image: image] signifies the number of correct prediction on ramping events, [image: image] represents the number of wrong prediction, [image: image] stands for the number of samples, [image: image] shows the predicted power and [image: image] is the actual power.
3 PREDICTION MODEL BASED ON CLASSIFIED SPATIOTEMPORAL NETWORK
3.1 Flow Chart of Prediction Model
Deep learning is an important branch of machine learning. It improves the ability to extract data features by building a more profound and complex neural network architecture (Yan et al., 2018; Abedinia et al., 2020). Compared with the traditional shallow neural network, deep learning can extract the deeper sub-features contained in the data through a network hierarchical structure by a series of nonlinear changes, so as to achieve classification or prediction (Liu et al., 2019; Wang et al., 2019). Convolutional neural networks (CNN) specializes in extracting spatial information features of data, and recurrent neural networks (RNN) is good at extracting time series feature information of data (Ji et al., 2017). The spatiotemporal neural network first uses CNN to extract the spatial features of the data, and then uses long-short term memory (LSTM) units or GPUs to extract the temporal dimensional features of the data (Dowell and Pinson, 2016; Shahid et al., 2020). This paper takes weather forecast information into account, and proposes a classified spatiotemporal network model that considers the numerical weather prediction (NWP) data. The model can extract preprocessed historical wind power data and NWP spatial information, and then transfer the extracted spatial features to the bidirectional GPU module to extract timing features. Finally, the classic data splicing method of deep learning is used to integrate historical wind power and NWP feature information, and is input to the fully connected layer for power prediction. The flow chart of the prediction model is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Flow chart of the prediction model based on classified spatiotemporal network. (A) Flow chart of generating simulated ramping data, (B) Flow chart of type probability calculation, (C) Flow chart of classified spatiotemporal network, and (D) Predicted wind power waveform.
3.2 The Structure of Generative Adversarial Network
In light of the problems of low accuracy and poor reliability caused by insufficient ramping samples in traditional method, a new data generation method is proposed. Generative adversarial network (GAN) is used to generate simulated ramping data, which is an important part of the proposed power prediction scheme (Yu et al., 2019). The simulated ramping data are generated by confrontation training. Enrich the sample number of prediction model and improve the accuracy of prediction. The generator G in the generation countermeasure network mainly generates data, using two 3 × 3 convolution kernel and 64 feature mapping convolution layers, and then use batch standardization layer and relu as activation function; The discriminator D mainly distinguishes the data, including 8 convolution layers, uses step convolution to reduce the image resolution, and finally calculates the probability of sample classification through two dense and one sigmoid activation function. The whole network structure is completed in tensorflow framework.
To enlarge the database, a generative adversarial network is used to create simulated ramping event considering historical data and meteorological data. The increase in the sample of ramping events provides conditions for sufficient training of the spatiotemporal neural network and lays the foundations for the improvement of the prediction accuracy of wind power.
3.3 Type Classification of Ramping Events Based on Data Mining
After the data expansion of GAN, the number of ramping event set samples is enough to support high-precision ramping power prediction. It can be seen from the previous article that ramping data has four important attributes. The single attribute statistical characteristics of ramping events can be obtained by ramping detection of wind power data. On this basis, the multi-attribute statistical model of ramping events is obtained by multi-attribute clustering. In this paper, we select these important attributes and use the sorting recognition clustering structure options algorithm for data mining. By sorting the distance of the output points, clusters of any shape can be detected, and the robustness of the input parameters can be guaranteed. It is suitable for multi-attribute joint statistical characteristics detection of wind power ramping events. The output results of options algorithm ensure that the close points are together, which can classify the basic patterns of ramping events. 400 ramping up and 400 ramping down events are selected for type classification, and the results are as shown in Table 1. All ramping events are divided into 8 types according to ramping speed, ramping time and ramping direction. After the classification of ramping events is realized, the type of ramping events can be predicted.
TABLE 1 | The classification of ramping events.
[image: Table 1]3.4 Prediction on the Type of Ramping Events
In the wind power prediction, the autocorrelation of wind power is often used to predict the power series. However, in the traditional ramping prediction model, there is a lack of similar autocorrelation statistical model of wind power ramping events (Chang et al., 2019). In this paper, apriori algorithm is used to mine frequent patterns of ramping events, and the autocorrelation statistical model of ramping events is established. After type classification of ramping events, probability prediction is carried out according to the autocorrelation of recent ramping events.
Taking the frequent binominal set as an example, the probability of the next ramping event of type B, which occurs after the ramping event A, is shown in the formula.
[image: image]
where, [image: image] means the number of climbing events of a particular type.
In order to improve the prediction accuracy and reduce the amount of calculation, frequent trinomial set is used to predict the ramping events. According to the autocorrelation, the probability of possible ramping types can be calculated respectively, as shown in the figure below.
In the Figure 4, the last two ramping events are both type A by using type classification, and the type probability of the next ramping event is calculated according to the autocorrelation. The possible ramping events and the probability of occurrence can be seen. Among them, [image: image]. Through this way of data mining and correlation analysis, under the premise of having enough ramping event database, we can accurately predict the probability of different types of ramping events next time.
[image: Figure 4]FIGURE 4 | Type prediction of ramping events.
3.5 Model of Spatiotemporal Neural Network
After feature extraction and standardization of historical ramping data, feature set can be obtained. There is a spatial connection between different types of features, while there is a temporal connection between the same type of feature data. Therefore, such a feature set can be used in power prediction. Since each feature set has four different variables, each input sample is a 4 × N matrix.
This paper not only uses power data as input, but also takes weather factors into account. It calculates the correlation between meteorological factors and wind power ramping. It can be seen that wind speed, temperature, and air pressure have the greatest correlation. NWP data is added to the model, and the feature extraction, and standardization are also carried out to form a sample set. There are 12 different features in the meteorological feature set, so each input sample is a 12 × N matrix.
In this paper, based on spatiotemporal neural network, CNN, and GRU models are used to extract the eigenvalues of the input data to achieve power prediction. The process is shown in the Figure 5.
[image: Figure 5]FIGURE 5 | The structure of spatiotemporal neural network.
In the figure, CNN of three convolution kernels with different sizes is used to extract feature, and then three vectors can be obtained after linear rectification function and one-dimensional pooling operation. After feature fusion, the spatial feature vector can be extracted. Then it is input to the three-layer GRU unit to extract the time sequence features of the vector value. Finally, after pooling, dropout, and ReLU functions, the output power prediction waveform is obtained.
To further improve the accuracy of power prediction, the spatiotemporal neural network is trained according to the event type. After sufficient sample training, we can get 8 different spatiotemporal neural networks which are highly correlated with the ramping type A to H. After the prediction of ramping types based on data mining, the probability weights of different types of ramping events are calculated. After the classification of spatiotemporal neural network power prediction, combined with the weight data, a comprehensive power prediction waveform can be obtained.
Because this spatiotemporal neural network is a model considering NWP data, in the process of classification and prediction, the spatial features of historical ramping data and NWP data are extracted respectively, and then transferred to GRU module to extract time series information. Finally, the feature fusion method is used to splice all the feature information and input it to the full connection layer to realize the power prediction.
4 EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the actual data of a wind farm with a rated capacity of 45 MW in China is used as a test case to verify the effectiveness of the proposed method. The time of data is from 2018 to 2020, and the measurement interval is 5 min 80% of the entire data set is used as the training set, and the remaining 20% is used as the test set.
4.1 Similarity Comparison
In order to verify the reliability of the classification of ramping events, a quantitative comparison of the similarity of different types of ramping events, and ramping events of the same type from different data sources are carried out. The distance function is used as the evaluation index, and the similarity is inversely proportional to the distance between data objects. The distance function is as follows:
[image: image]
where, [image: image] ,[image: image] represent the n-dimensional series of similarity. [image: image] shows the Euclidean distance between the two columns of data.
Taking the above ramping event as an example, the Euclidean distance of different data sources and different types of climbing are calculated in Table 2.
TABLE 2 | The similarity between simulated data and historical data.
[image: Table 2]To present the actual number of simulated data and historical data, and to analyze the error rate of simulated data, we made some experiments to verify the reliability. By increasing the proportion of simulated data, the reliability of power prediction is calculated. Historical and simulated data sets are used as the input of the prediction model, and the number of simulated data and historical data are changed. Then MAPE and RMSE are calculated respectively. The data is shown in Table 3.
TABLE 3 | Prediction effect of different proportions of simulated data.
[image: Table 3]It can be seen that the accuracy of prediction will be gradually improved by increasing the number of simulated data. However, when the simulated data is too large, the accuracy of the prediction algorithm will be limited to a certain extent. And when the simulate data is close to 80%, the effect of the promotion algorithm is the best.
4.2 Evaluation of Ramping Events Prediction
At present, support vector regression (SVR), back propagation (BP), and Elman neural networks have been widely used for wind farm prediction. Based on structural risk minimization, SVR has strong robustness (Chang et al., 2019). BP neural network is a classical neural network, which has a fast learning speed, and is widely used in many fields (Liu et al., 2018b). The structure of Elman neural network is similar to BP, but the output of its hidden layer is connected with the input, which plays an important role in the global optimization of the network (Lu et al., 2015; Wang et al., 2017). In this paper, a wind power ramping prediction model based on classified spatiotemporal neural network is proposed and established, compared with the previous methods mentioned. In the sample set, 500 ramping data and 500 non-ramping data are chosen experiments. The misjudgment of ramping events is shown Figure 6.
[image: Figure 6]FIGURE 6 | Misjudgments of ramping events in the wind farm. (A) Prediction of ramping events by using CSN, (B) Prediction of ramping events by using SVR, (C) Prediction of ramping events by using BP, and (D) Prediction of ramping events by using Elman.
It can be seen from the statistics of ramping data that the proposed method has the lowest error rate and the best effect. To evaluate the effect of ramping events prediction, the [image: image], [image: image], and [image: image] are calculated respectively. The results obtained are shown in Table 4.
TABLE 4 | Prediction evaluation of ramping events.
[image: Table 4]CSN, SVR, BP, and Elman are used to predict the ramping events. It can be found that the CSN method has the highest prediction accuracy, which is approximately 99%, while the accuracy of other methods is only about 80%. It also has the smallest error and a higher accuracy. The simulation experiment results prove that the wind power prediction algorithm based on the classified spatiotemporal network realizes accurate prediction on ramping power waveform. Figure 7 shows the comparison of power waveform prediction.
[image: Figure 7]FIGURE 7 | Comparison of power waveform prediction.
5 CONCLUSION
In this paper, a wind power ramping prediction model based on classified spatiotemporal network (CSN) is proposed. The innovation points are as follows:
1) Valid ramping events are extracted from historical data based on spinning door algorithm. According to the waveform characteristics of ramping events and weather characteristics, a historical ramping feature set is constructed.
2) Generative adversarial network is proposed to generate data to enrich the set of historical ramping events’ feature. Adequate feature database provides a guarantee for adequate training and can improve the efficiency of prediction.
3) After the database is expanded, data mining algorithm is adopted to predict the climbing type. Then, the classified spatiotemporal neural network is used to predict the power according to the weight. Compared with traditional methods, the prediction and training quality is better and the efficiency is higher.
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To achieve the goal of carbon peak and carbon neutrality, the integration of diversified renewable energy will be the principal feature of the planning framework of the smart grid, and the planning direction and focus of power systems would shift to the network transmittability and flexibility enhancement. This paper presents an infrastructure investment demand assessment model based on multi-level analysis method for the renewable-dominated power system planning. First, for the load side, the composite capacity ratio is used to assess the capacity demand of power transformation infrastructure for satisfying the load growth. Then, the renewable energy permeability is adopted as the basis to assess the extensional transmittability capacity for the integration of high renewables. Furthermore, the capacity demand of flexible transmission lines for power grid flexibility enhancement is also estimated. Finally, the amount of unit investment for source-network-load infrastructure capacities can be predicted based on the least square generation adjunctive network and support vector machine (LSGAN-SVM) algorithm. The performance of the proposed model has been tested and benchmarked on a practical-sized power system to verify its effectiveness and feasibility.
Keywords: renewable energy, power system planning, investment demand, composite capacity-load ratio, least square generation adjunctive network
INTRODUCTION
Promoting a high proportion of renewable energy into the power system will become an important technical prerequisite for low-carbon development and energy transition (Tor et al., 2010; Xu et al., 2020). As one of the decisive factors of future power system network framework, accurate assessment of investment demand of the power system will provide technical support for high quality development of the power system. In order to adapt to a high proportion of renewable energy access system which is confronted by the lack of network transmittability and flexibility (Huang et al., 2021), existing assessment methods need to be improved accordingly. In this paper, the network transmittability and flexibility enhancement are brought into the scope of assessment for renewable-dominated power system planning.
Widely used assessment methods for investment demand can be divided into two categories, namely, time series prediction method (Li et al., 2019) and neural network prediction (Ma et al., 2020) method. Through the unit root test and Johansen cointegration test, the long-term equilibrium relationship model between power grid investment demand and maximum power load is presented, and the error correction model is further proposed to improve the short-term forecasting accuracy (Goude et al., 2014). Since the development trend of investment demand of power system planning is related to many influencing factors and has the possibility of abrupt change (Yang et al., 2016; Liu et al., 2017), the forecasting results will have a large deviation when the forecasting model is constructed only from the perspective of time and combined with the maximum power load. Therefore, the accuracy of time series prediction model in predicting investment demand of a power system needs to be improved. At present, there is a lot of research on investment demand assessment of power systems using the neural network prediction method (Ma et al., 2020). By using the analytic hierarchy process (AHP) which screens the key influential factors of investment demand of power system (Zhao et al., 2021) to forecast the trend of each factor, the investment demand is evaluated combined with the weight of each factor. Since the structure of the neural network has a great influence on the forecasting accuracy, the complex mapping relationship between each index and investment demand cannot be obtained, and the assessment results cannot be quantitatively analyzed when a certain parameter changes, so that the accuracy of the neural network prediction method to predict the investment demand of the power system needs to be further discussed. In general, the existing measurement methods of the investment demand only take the power transmission and transformation infrastructure as the principal target, and the investment to solve the problems that threaten the safe and stable operation of the power system has not become the core component of the assessment scope (Li et al., 2021). Besides, these measurement methods lack an accurate quantitative database, and the complex mapping relationship of key factors within the power system planning framework is ignored, making the results of the assessment unreliable (Zhang et al., 2021; Li et al., 2018).
In this paper, a multi-level investment demand assessment model is designed for renewable-dominated power system planning which satisfies the growth of load and enhances network transmittability and flexibility. The key contributions of this study are twofold:
1) A multi-level investment demand assessment model for renewable-dominated power system planning is presented. The power transformation infrastructure, network transmittability, and flexibility enhancement are taken as the principal entities of investment demand. The model quantifies the mapping relationship among infrastructure indexes of power system hierarchically and effectively, which is adapted to renewable-dominated power system.
2) A forecasting model of the amount of unit investment for source-network-load infrastructure capacity based on least square generation adjunctive network and support vector machine (LSGAN-SVM) algorithm is proposed. The historical data of infrastructure investment of each investment entity is used to enhance the generalization of the input samples. The extensional sample and the key influencing factors are input into the SVM algorithm to provide a reliable database for assessing investment demand.
MODELING OF MULTI-LEVEL INVESTMENT DEMAND ASSESSMENT
Assessment Sub-model for Power Transformation Infrastructure
Investment Demand for Power Transformation Infrastructure
Considering the annual load growth, the infrastructure investment for load-side is mainly concentrated in the construction of 500 kV substations, 220 kV substations, 110 kV substations, and 10 kV distribution transformers, so the assessment sub-model for the amount of infrastructure investment for load-side is as follows:
[image: image]
where [image: image] is the amount of infrastructure investment of i kV substations or distribution transformers; [image: image] is the transformer capacity variation; [image: image] is the amount of unit investment for load-side infrastructure capacity; i indicates the voltage level, [image: image].
The transformer capacity for 500, 220, and 110 kV substations are calculated on an annual basis, which are obtained by multiplying the maximum load of the corresponding voltage level by the composite capacity-load ratio, and it is formulated as follows:
[image: image]
where [image: image] is the maximum load of i kV substations during the planning period; [image: image] is the composite capacity-load ratio of i kV; [image: image] is the existing transformer capacity of i kV; [image: image]
Generally, the 10 kV transformers are distribution transformers and there is no concept of the composite capacity-load ratio. Therefore, the transformation capacity of 110 kV and the transformation capacity ratio are used to calculate the capacity variation of 10 kV distribution transformers, and it is assessed as follows:
[image: image]
where [image: image] is the transformer planning capacity of 110 kV substations; [image: image] is the ratio of the transformer capacity between the 110 and 10 kV. Considering the influence of the load coincidence factor, the ideal value of [image: image] is 0.84; [image: image] is the existing transformer capacity of 10 kV.
Composite Capacity-Load Ratio
The capacity-load ratio (CLR) is a macro technical indicator reflecting the power source capacity in power system planning. The CLR within a reasonable range can sufficiently accommodate the load growth under a certain reliability level while maintaining a reasonable investment level. The CLR is formulated as follows:
[image: image]
where [image: image] is CLR; [image: image] is the maximum load; [image: image] is the transformer capacity in substation k; i indicates the voltage level, [image: image].
In reality, the power grid may have the problem of unbalanced power source capacity and load distribution among substations, the transformer capacity of substations at the same voltage level is reasonable. However, the load rate of some substations is too high, even heavy load operation. In this case, CLR cannot reflect the severe shortage of power supply in some areas, thus the load ratio of individual substations is referenced and formulated as follows:
[image: image]
where [image: image] is the load ratio of substation; [image: image] is the real transformer capacity of the substation k; [image: image] is the transformer rated capacity in substation k.
Due to the differences in reasonable CLR and degree of substations overload at different voltage levels under different load growth rates, the composite CLR is obtained by reasonably assigning the weights of CLR and load ratios, and is formulated as follows:
[image: image]
where [image: image] is the maximum load rate of an individual substation in the planning area; [image: image] is the power factor of i kV corresponding to the maximum load (in engineering practice, [image: image] = 0.9); [image: image] is the weight of CLR (for the region with balanced load distribution, the weight of CLR can be taken as 0.6; for the region where the overall power source capacity is sufficient but local areas are seriously deficient, the weight of CLR can be taken as 0.4); [image: image] is the transmission power of the kth heavy load substation; [image: image] is the total number of heavy load substations; [image: image] is a coefficient, which reflects the insufficient power source capacity of an individual overloaded substation to the value of the composite CLR, and [image: image]; i indicates the voltage level, [image: image].
Assessment Sub-Model for Network Transmittability Enhancement
Considering that a high proportion of renewable energy is connected to the renewable-dominated power system, the infrastructure investment demand of transmittability enhancement is necessary, and it is assessed as follows:
[image: image]
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where [image: image] is the infrastructure investment demand of transmittability enhancement; [image: image] is the amount of unit length investment; [image: image] is the length variation of transmittability enhancement infrastructure of jth renewable energy source (RES); [image: image] is renewable energy permeability of i kV; M is the number of RESs; [image: image] is loss factor; [image: image] is the sum of capacity of renewable energy source; [image: image] is the average amount of capacity of individual renewable energy source; i indicates the voltage level, and [image: image].
Assessment Sub-model for Network Flexibility Enhancement
Due to the proportion of renewable energy in the system is increasing, the problems of operating efficiency and safety performance caused by insufficient system flexibility need to be improved urgently (Xiong et al., 2020). Flexible transmission infrastructure can quickly adjust line parameters and reduce the network congestion and transmission losses. The investment demand of flexible transmission infrastructure is assessed as follows (De Oliveira et al., 2000):
[image: image]
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where [image: image] is the investment demand of the phase shifter; [image: image] is the investment demand of the series compensator; [image: image] is the amount of unit line capacity investment for the phase shifter; [image: image] is the number of lines for installing the phase shifter; [image: image] is the reactive capacity of the uth transmission line; [image: image] is the amount of unit line capacity investment for the series compensator; [image: image] is the base power (100MVA); [image: image] is the number of lines for installing the series compensator; [image: image] is the compensation degree of impedance; [image: image] is the vth real line impedance; [image: image] is the thermal limit of the vth transmission line; i indicates the voltage level, and [image: image].
Forecasting Model of the Amount of Unit Investment for Infrastructure Capacity
Considering the data bases of [image: image], [image: image], [image: image], and [image: image] for each voltage level are scarce, it is difficult to obtain the data characteristics. This paper uses the LSGAN to enhance data generalization and mine reliable extension sets. The principle of this algorithm is as follows:
Noise data is input into generating network and generated data is obtained. The generated data and real data serve as the input of discriminant network. The output of discriminant network is the probability that the input data belongs to real data. Then, the least square loss function is calculated according to the probability, and the parameters of the networks can be updated by using the back propagation algorithm. Generative network and discriminant network establish dynamic game, both approach the optimal state in iterative training, and the generative model can produce reliable generated data.
The amount of unit investment for source-network-load infrastructure capacity is affected by a small number of key factors, such as the time difference of forming production capacity, the scope of infrastructure investment, the difference of investment intensity, the proportion of new expansion projects, equipment purchases cost, and installation cost. Therefore, this paper uses the SVM algorithm which avoids the over-fitting problem when dealing with small data prediction to predict the investment of unit infrastructure capacity to enhance the prediction accuracy. The forecasting model of the amount of unit investment for source-network-load infrastructure capacity based on LSGAN-SVM is presented in Figure 1.
[image: Figure 1]FIGURE 1 | Forecasting model of the amount of unit investment for infrastructure capacity.
Multi-Level Investment Demand Assessment Model
The investment demand of renewable-dominated power system includes the investment in power transformation infrastructure for satisfying the growth of load, network transmittability, and flexibility enhancement, therefore, the multi-level infrastructure investment demand assessment model is as follows:
[image: image]
where [image: image] is the amount of infrastructure investment demand during the planning period; [image: image] is the investment demand for i kV power transformation infrastructure; [image: image] is the investment demand for network transmittability enhancement; [image: image] is the investment demand for network flexibility enhancement; i indicates the voltage level, and [image: image].
OVERALL MODEL PROCESS
The multi-level investment demand assessment model can be divided into three modules. First, the multi-level investment demand assessment model for renewable-dominated power system planning is constructed. Then, all parameters are calculated and input to modules. Finally, the investment demand for power transformation infrastructure, network transmittability, and flexibility enhancement are assessed hierarchically. The overall assessment procedure of the model is presented in Figure 2.
[image: Figure 2]FIGURE 2 | Multi-level investment demand assessment model process for power system.
CASE STUDIES
Experimental Data and Settings
In this section, a renewable-dominated power system investment demand issue in a certain province is presented. Taking 2021 as an example, according to the annual load growth rate of 500 kV, 220 kV, and 110 kV voltage levels in 2021, the CLRs are selected as 1.7, 1.8, and 2.0, respectively. The ratio of the transformation capacity between 110 kV and 10 kV is 0.84. Renewable energy permeability of 500, 220, 110, and 10 kV are 0.5, 0.5, 0.4, and 0.6, respectively. The degree of series compensation are 0.3, 0.2, 0.2, and 0.4, respectively.
Results Analysis Based on Comparing with Existing Model
In order to reflect the higher accuracy of the multi-level investment demand assessment model proposed in this paper, it is compared with the existing power system investment demand assessment model. The existing model of the first type adopts the time series prediction method, which does not need to establish a causal relationship in modeling and can be modeled only with historical data. Basically, the future development can be predicted by referring to the past change trend of the power system investment demand. The existing second model adopts the neural network prediction method, which takes macroeconomic, power demand, grid size, grid benefit, and other influential factors of power system investment demand as well as historical data of investment demand as input, mining data characteristics and forecasting power system investment demand. The following are referred to as model I and model II, respectively.
Three models are, respectively, used to assess the investment demand of the province from 2012 to 2021, and the results are analyzed as follows. Taking 2021 as an example, based on the multi-level investment demand assessment model, the assessment results of the provincial power system in 2021 is shown in Table 1. The following are referred to as model III.
TABLE 1 | The assessment results based on multi-level investment demand assessment model
[image: Table 1]Based on the two existing models, the investment demand assessment results of the province’s power system from 2012 to 2021 are shown in Figure 3, including comparison of the assessment results of the three models.
[image: Figure 3]FIGURE 3 | Input parameters and comparative results of three assessment models.
Based on the existing model I and II, the investment demand assessment results in 2021 are 21.861 B¥ and 22.782 B¥, respectively. The total investment of actual infrastructure in the province in 2021 is 20.899 B¥. The relative error of the assessment result of the existing model Ⅰ and model Ⅱ are 7.5 and 7.9%, respectively. The relative error of the evaluation result of the model proposed in this paper is 1.7%. Meanwhile, in Figure 3D, comparing the relative error curves of the assessment results of the three models from 2012 to 2021, the model proposed in this paper is more accurate.
CONCLUSION
In this paper, first, annual load growth rate and load ratio are selected to calculate the transformer capacity variation. Considering the reasonable ratio of renewable energy permeability and loss factor, calculate the extensional transmittability capacity. Then, the capacity demand of flexible transmission lines for power grid flexibility enhancement is also estimated. In view of various key influencing factors, combined with the historical data, the amount of unit investment for source-network-load infrastructure capacities are forecasted based on the LSGAN-SVM forecasting model. Finally, the investment demand of each voltage level for renewable-dominated power system is assessed by the multi-level investment demand assessment model. The results of case studies show that, compared with the existing assessment methods, the multi-level investment demand assessment model for renewable-dominated power system clarifies the complex and fuzzy mapping relationship of various investment demands, which verify its effectiveness and feasibility.
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Wind farm–based frequency regulation of the power system has progressively attracted more attention owing to its higher power generation capacity. Among which the step start-up and adaptive inertial droop control of wind turbines with a maximum power point efficiently regulate the system frequency via fully utilizing the rotational kinetic energy. Besides, the coefficients of adaptive droop control and virtual inertial control will facilitate a significant influence on the frequency support performance and operation status of wind turbines for the power grid. To obtain optimal control parameters, a parameter optimization framework of a step start-up adaptive inertial and droop controller combined with the CGO algorithm is proposed, whose effectiveness is verified by a three-area four-terminal VSC-MT-HVDC–based WFs and AC system in MATLAB/Simulink. As a result, a set of parameters with a satisfactory and comprehensive dynamic control performance can be acquired by the proposed method under both 200 MW and 300 WM load increases compared with the trial-and-error approach.
Keywords: wind farms, frequency regulation, droop control, virtual inertial control, chaos game optimization
1 INTRODUCTION
In recent years, for the purpose of reducing dependence on fossil fuels, the electric power structure needs to shift more toward renewables to facilitate energy transformation (Zhang et al., 2015; Hou et al., 2017; Meng et al., 2021). Consequently, renewables (Chen et al., 2018; Li et al., 2020; Pabitra and Abhik, 2020; Zhao et al., 2021a) (e.g., solar, wind, hydro energy, etc.) have been wildly developed around the world, upon which the wind energy is increasingly emerging as one of the most mature, promising, and representative renewables, thanks to its unique superior, i.e., clean, reproducible, stable, well-stocked (Liu et al., 2021), and widespread (Díaz and Guedes Soares, 2020).
Yunnan, located in the southwest region of China, is equipped with abundant hydropower and wind power resources. However, the high proportion of installed hydropower also poses new issues for the Yunnan power grid. The water hammer effect (WHE) (Vereide et al., 2017; Al BkoorAlrawashdeh et al., 2021) is a momentous characteristic of the hydraulic turbine governing system, which produces negative damping to the system and thus brings about system oscillation. Furthermore, a typical WHE curve is illustrated in Figure 1 when the degree of guide vane opening of large hydropower units is increased to handle the augment in load demand in the Jin’anqiao hydropower station of Yunnan. It can be transparently seen that WHE causes turbines to produce antithetical performance relative to actual control from Figure 1. That is to say, the output power of turbines will temporarily drop before increasing, which gravely threatens the security and stability of power grid operation, particularly when a large load disturbance occurs in a power system with a high hydraulic turbine capacity. It is noted that the participation of wind farms (WFs) in frequency regulation is an alternative and effective solution to address this tricky obstacle and achieve active power stabilization.
[image: Figure 1]FIGURE 1 | Water hammer effect under large hydropower units removal in the Jin’anqiao hydropower station of Yunnan.
However, WFs are mostly distributed far from load centers and need to utilize the voltage source converter–based multi-terminal high voltage direct current system (VSC-MT-HVDCs) to implement electricity transmission (Renedo et al., 2016; Gu et al., 2021). On account of decoupled operation between rotor speed and power system frequency, the doubly fed induction generator–based wind turbine (DFIG-WT) does not directly provide dynamic frequency support for the power grid similar to the inertial response characteristic of synchronous generators (Wang-Hansen et al., 2013; Xiong et al., 2021). Power system inertia is decreased owing to the access of DFIG-WT with a high-penetration level in the power grid, which also raises the frequency regulation pressure (Wang et al., 2019). With a view that the power system frequency fluctuation perhaps causes some serious consequences (Wei Yao et al., 2015; Yang et al., 2015; Golpira et al., 2016; Xiong et al., 2020), e.g., affecting industrial production, triggering relay protection equipment, and even causing frequency collapse phenomena, it is enormously imperative to energetically explore corresponding strategies to realize frequency support from WFs for a secure and stable operation of the alternating current (AC) system.
In the past few decades, multifarious frequency regulation control strategies of the AC system through WFs combined with VSC-MT-HVDCS have been developed (Huang et al., 2021; Zhou et al., 2021), which can be divided into two major categories in general, i.e., indirect and direct methods (MacDowell et al., 2015; Liu et al., 2020; Zhao et al., 2021b). Specifically, indirect active power control introduces large-capacity capacitors in the flexible direct current (DC) transmission system to achieve frequency regulation of the AC side by controlling the voltage of the DC system to release capacitance energy (Zhu et al., 2013; Wen et al., 2016; Gan et al., 2019; Jami et al., 2020; Kadri et al., 2020; Yang et al., 2022). Nevertheless, lack of economy is a pivotal ingredient impeding the widespread application of the indirect method. Comparatively, another one is accomplished by deloading, the discharging kinetic energy of the wind turbine rotor, adjusting pitch angle, etc., (Navalkar et al., 2015; Fu et al., 2017; Boyle et al., 2021; Xiong et al., 2021), whereas deloading operation strategy reserves backup power (Yao et al., 2019) but seriously remedies the efficient engagement of wind resources. Besides, frequently controlling the pitch angle can increase mechanical stress on the wind turbine blades and subsequently endanger the safety of wind turbines (Varzaneh et al., 2014). Accordingly, to implement friendly grid-connected WFs with a fast response to system frequency variation, it is a popular and promising approach to adequately employ the rotational kinetic energy and backup power of wind turbines to simulate the inertial response and primary frequency regulation ability of synchronous turbines. A fuzzy PID control based on maximum power point tracking (MPPT) control is suggested in the literature (Varzaneh et al., 2014) in such a manner that the kinetic energy stored in the rotor inertial is used to control the output power of wind turbines. However, a fuzzy PID control requires real-time–modulating PID parameters according to current system states, and thus, its applicability encountering different scenarios needs to be further validated. The literature reports (Surinkaew and Ngamroo, 2014) considered the uncertainties of wind power and load, which proposed a novel coordinated robust control method for DFIGs and synchronous generators to stabilize system oscillation and adopt an improved firefly algorithm to optimize parameters of the controller. Moreover, a deloading control strategy based on the available margin is developed in reference (Vidyanandan and Senroy, 2013) to furnish primary frequency support for the power system. It is noted that the transitory frequency support perhaps induces the secondary frequency drop (SFD) phenomenon during the recovery process of the wind turbine speed, which is probably worse than the first frequency drop (FFD) if the active power is seriously insufficient. As a consequence, reference (Xiong et al., 2021) attempted to realize appropriate frequency support and alleviate SFD via a two-level combined control strategy of VSC-MT-HVDC–integrated offshore WFs. Nevertheless, the trial and error method was adopted to determine the corresponding parameters of this control mechanism, which extremely imposed a burdensome mission on power grid operators and did not guarantee the control accuracy and stability. Whereupon, for tackling the aforementioned shortcomings, a parameter design framework of a step start-up adaptive inertial droop controller via chaos game optimization (CGO) (Talatahari and Azizi, 2020) is developed to automatically grope the satisfactory control performance and then decidedly mitigate superfluous labor in the new operating circumstances similar to the WHE phenomenon of the Yunnan grid in this article.
Synoptically, this article incorporates five sections as follows. First, Section 1 chiefly introduces the research background, conducts a literature review, and indicates the intentions of this work. Section 2 concisely describes the step start-up adaptive inertial and droop control scheme. Then, the parameter design framework proposed in this article is exhibited in Section 3in detail. The verifications of the presented method are executed in Section 4. Finally, Section 5 thoughtfully illustrates several conclusions and perspectives.
2 STEP START-UP ADAPTIVE INERTIAL AND DROOP CONTROL SCHEME
The step start-up adaptive inertial and droop control scheme is demonstrated in Figure 2 for a three-area four-terminal VSC-MT-HVDC–based WFs and AC system (Vennelaganti and Chaudhuri, 2018; Xiong et al., 2021). It is noted that the wind turbines are categorized into two clusters according to their rotor speeds to orderly launch after the frequency events (Xiong et al., 2021). Besides, the rotor speed of each wind turbine in both WF 1 and WF2 is determined as 0.90pu, 0.95pu, 0.85pu, 1.00pu, and 1.05pu in sequence, and the discrimination threshold of the two clusters is settled as 0.9pu. Emphatically, the step start-up adaptive inertial and droop control scheme is only applied in WF 1, where all wind turbines operate in MPPT situations. Therefore, the output power reference value [image: image] of the ith wind turbine in WF1 includes three items, i.e., maximum power point (MPP) [image: image] under the rotor speed [image: image], droop control, and virtual inertial control, which can be calculated as follows:
[image: image]
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[image: image]
where [image: image] and [image: image] represent coefficients of adaptive droop control and virtual inertial control, respectively; then, [image: image] and [image: image] refer to the initial values of [image: image] and [image: image], separately; [image: image] and [image: image] denote the slopes of [image: image] and [image: image], respectively; besides, [image: image] stands for the frequency of the AC system, which is measured in VSC1 in this article; [image: image], [image: image], and [image: image].
[image: Figure 2]FIGURE 2 | Step start-up adaptive inertial and droop control scheme for a three-area four-terminal VSC-MT-HVDC–based WFs and AC system on the WF level.
Additionally, more details about modeling parameters of the whole system, logic of step start-up adaptive inertial and droop control, and the control strategy of VSC stations can be acquired from the literature (Xiong et al., 2021).
3 PARAMETER DESIGN OF THE STEP START-UP ADAPTIVE INERTIAL AND DROOP CONTROLLER VIA CGO
3.1 Fundamental Principle of CGO
Over the past few decades, omnifarious meta-heuristic algorithms have been proposed, which are triumphantly applied in mathematical and engineering fields thanks to their particular preponderances, e.g., low dependence on models and gradient information of practical problems. Inspired by the fractal configuration and fractal self-similarity issues of the chaos game theory, Talatahari et al. (Talatahari and Azizi, 2020) developed the latest meta-algorithm, namely CGO, whose primary mechanisms can be generalized as follows:
[image: image]
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where [image: image], [image: image], [image: image], and [image: image] denote four new solutions for the ith individual [image: image] in the current population; [image: image] stands for the current global optimal solution, and [image: image] is a random vector which is uniformly distributed in [0, 1]; [image: image] represents the mean solution of some random individuals in the eligible population; furthermore, [image: image] and [image: image] are the lower and upper boundaries of problem space, respectively; each of [image: image] and [image: image] is equal to 0 or 1, while [image: image] means a stochastic coefficient for imitating the movement constraints of the solution.
Moreover, more information on CGO can be directly obtained from the literature (Talatahari and Azizi, 2020), e.g., pseudo-code, flowchart, corresponding parameter values, etc.
3.2 Parameter Optimization Framework of the Step Start-Up Adaptive Inertial and Droop Controller Based on CGO
In this section, a parameter optimization framework of the step start-up adaptive inertial and droop controller combined with the CGO algorithm is provided. This is based upon a suitable fitness function which is extremely crucial to obtain a set of optimal control parameters and then efficaciously stabilize the grid frequency under different operation conditions (e.g., load decrease or increase). Hence, three indexes about grid frequency [image: image], are considered to construct objective function for the CGO algorithm in this article, i.e., integral of frequency deviation and frequency variation rate ([image: image] and [image: image], respectively), and maximum frequency deviation point [image: image], which can be successively expressed as follows:
[image: image]
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And then, each indicator is allocated a weight factor according to the relative importance and order of magnitude. Finally, the objective function is demonstrated in Eq. 11.
[image: image]
Additionally, parameters of the controller for different wind turbines within the same cluster are identically designed for reducing the dimensions of problem space and enhancing the search efficiency of CGO. Therefore, unknown parameters can be further refined as [image: image], in which the superscript 1 and 2 stand for cluster 1 and cluster 2, respectively. Besides, the lower and upper limits of optimized parameters are shown in Table 1. Ultimately, the whole parameter optimization procedures of the step start-up adaptive inertial and droop controller with CGO are explicitly exhibited in Figure 3, where N and Iter denote the number of population and maximum iteration, severally.
TABLE 1 | The range of optimized parameters.
[image: Table 1][image: Figure 3]FIGURE 3 | Parameter optimization framework for the step start-up adaptive inertial and droop controller based on CGO.
4 CASE STUDIES
In this section, two frequency events, i.e., load increases 200 and 300 MW, are employed to evaluate the performance of the proposed method in chapter 3 via a three-area four-terminal VSC-MT-HVDC–based WFs and AC system shown in Figure 2. Besides, all case studies are implemented by the MATLAB/Simulink 2019b environment through a personal computer with Intel(R) Core(TM) i5 CPU at 2.9 GHz and 16 GB of RAM. DAESSC with variable step is selected as the solver. Meanwhile, N and Iter are settled as 5 and 8, respectively. In particular, all case studies are independently run 10 times to acquire a set of optimal parameters. Furthermore, wind turbine cluster 1 immediately participated to regulate the system frequency after the frequency event appeared ([image: image]) while wind turbine cluster 2 was put into frequency regulation when rotor speeds of wind turbines in cluster 1 start to recover ([image: image]), i.e., [image: image] and [image: image].
As a result, optimal parameters obtained by three different methods are tabulated in Table 2, i.e., without WFs participating in frequency regulation (without FSC), trial-and-error (Xiong et al.), and the proposed method upon which the symbol “/” indicates no value. Note that the symbol “/” is applicable for the rest tables of this article.
TABLE 2 | Control parameters acquired by various methods under a 200 MW load increase.
[image: Table 2]Furthermore, the dynamic process of the measured frequency and active power in VSC1 acquired by different strategies are elaborately portrayed in Figure 4. One can demonstrably see that the frequency fluctuation of CGO is smaller than that of trial-and-error after the frequency event. Particularly, shown in Figures 4A,C, the CGO-based parameter optimization strategy can efficiently restrain the frequency drop (i.e., SFD and TFD) when the rotor speeds of wind turbines in clusters 1 and 2 start to restore at 10 and 15 s, respectively. Meanwhile, compared with without the FSC strategy, Figures 4B,D unquestionably indicate that more active power generated by WFs with FSC is transmitted to the AC system through VSC1 and thus to compensate the power shortage caused by frequency events occurring at 5 s.
[image: Figure 4]FIGURE 4 | Frequency and transmitted active power of VSC1 under two frequency events: (A) Frequency under a 200-MW load increase; (B) transmitted active power under a 200-MW load increase; (C) Frequency under a 300-MW load increase; (D) transmitted active power under a 300-MW load increase.
Besides, as illustrated in Table 3, three transient frequency characteristics (Delkhosh and Seifi, 2021; Xiong et al., 2021) (i.e., FFD, SFD, and tertiary frequency drop (TFD)) are used here to further concretely quantify and compare the control performance of three designed approaches. Among which the optimal value is highlighted in bold. Both under the 200 and 300 MW load increases, it is pellucidly observed that although FFD with CGO is more than that with trial-and-error, SFD and TFD with CGO are superior to those with trial-and-error, respectively. Specifically, TFDs with CGO only are 0.1217 and 0.1631 Hz while TFDs with trial-and-error reach up to 0.1341 and 0.1774 Hz under the 200 and 300 MW load increases, respectively.
TABLE 3 | FFD, SFD, and TFD obtained by various methods.
[image: Table 3]5 CONCLUSION
In general, the several main conclusions can be described as follows:
A parameter optimization framework of the step start-up adaptive inertial and droop controller combined with the CGO algorithm is developed to effectively accomplish frequency support via wind farms for the power system;
A reasonable objective function is carefully designed by considering three essential factors of system frequency, i.e., integral of frequency deviation and frequency variation rate, and maximum frequency deviation point;
The optimal control parameter is obtained by a three-area four-terminal VSC-MT-HVDC–based WFs and AC system under a 200 MW load increase, which is also applicable under a 300 MW load increase. Particularly, TFD with CGO merely equals to 0.1631 Hz while that of trial-and-error reaches up to 0.1774 Hz under a 300 MW load increase.
The proposed parameter optimization with CGO can significantly alleviate frequency fluctuation and improve power quality under designed frequency events in this article. Thus, it may also be suitable for other frequency events, e.g., WHE, load demand decrease, etc.
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NOMENCLATURE
[image: image] (Hz∙s) integral of frequency deviation
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[image: image] (Hz) reference value of system frequency
[image: image] (Hz) maximum frequency deviation point
Iter maximum iteration of CGO
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[image: image] (MW/Hz), [image: image] (MW∙s/Hz) slopes of [image: image] and [image: image], respectively
N number of population for CGO
[image: image] output power reference value of the ith wind turbine in WF1
[image: image] maximum power point of the ith wind turbine under rotor speed [image: image]
[image: image], [image: image] (s) time delay of cluster 1 and cluster 2 participating frequency regulation, respectively
α stochastic coefficient for imitating the movement constraints of solution
[image: image], [image: image] random integer uniformly distributed in ()
[image: image] (rad/s) rotor speed of ith wind turbine
[image: image] (rad/s) safety range of rotor speed, individually.
Conflict of Interest: Author TH, PH, XM, XH are employed by Electric Power Research Institute of Yunnan Power Grid Co., Ltd.The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Chen, Yang, Han, He, He, Meng and He. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		BRIEF RESEARCH REPORT
published: 17 January 2022
doi: 10.3389/fenrg.2021.812467


[image: image2]
Optimal PID Tuning of PLL for PV Inverter Based on Aquila Optimizer
Zhengxun Guo1, Bo Yang1, Yiming Han1*, Tingyi He2, Peng He2, Xian Meng2 and Xin He2
1Faculty of Electric Power Engineering, Kunming University of Science and Technology, Kunming, China
2Electric Power Research Institute of Yunnan Power Grid Co., Ltd, Kunming, China
Edited by:
Bin Zhou, Hunan University, China
Reviewed by:
Yiyan Sang, Shanghai University of Electric Power, China
Xiaoshun Zhang, Shantou University, China
* Correspondence: Yiming Han, 373482753@qq.com
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 10 November 2021
Accepted: 19 November 2021
Published: 17 January 2022
Citation: Guo Z, Yang B, Han Y, He T, He P, Meng X and He X (2022) Optimal PID Tuning of PLL for PV Inverter Based on Aquila Optimizer. Front. Energy Res. 9:812467. doi: 10.3389/fenrg.2021.812467

Phase-locked loop (PLL) is a fundamental and crucial component of a photovoltaic (PV) connected inverter, which plays a significant role in high-quality grid connection by fast and precise phase detection and lock. Several novel critical structure improvements and proportional-integral (PI) parameter optimization techniques of PLL were proposed to reduce shock current and promote the quality of grid connection at present. However, the present techniques ignored the differential element of PLL and did not acquire ideal results. Thus, this paper adopts Aquila optimizer algorithm to regulate the proportional-integral-differential (PID) parameters of PLL for smoothing power fluctuation and improving grid connection quality. Three regulation strategies (i.e., PLL regulation, global regulation, and step regulation) are carefully designed to systematically and comprehensively evaluate the performance of the proposed method based on a simulation model in MATLAB/Simulink, namely, “250-kW Grid-Connected PV Array”. Simulation results indicate that PLL regulation strategy can effectively decrease power fluctuation and overshoot with a short response time, low complexity, and time cost. Particularly, the Error(P) and the maximum deviation of output power under optimal parameters obtained by PLL strategy are decreased by 418 W and 12.5 kW compared with those under initial parameters, respectively.
Keywords: phase-locked loop, PV inverter, aquila optimizer, power fluctuation, solar energy
INTRODUCTION
The rapid growth and development of the world economy and society are accompanied by the consumption and utilization of enormous non-renewable energy (Yang et al., 2018a; Zhang et al., 2021), especially fossil fuel, which leads to a great challenge for uninterrupted energy supply and environmental protection (Gan et al., 2019; Pabitra and Abhik, 2020). Solar energy, as a representative of renewable energy (Zhou et al., 2021), has attracted extensive attention in recent years (Yang et al., 2018b; Wang et al., 2020). Furthermore, photovoltaic (PV) generation is considered one of the most efficient, promising, and reliable exploitation and application methods of solar energy (Yang et al., 2019a; Yang et al., 2019b; Yang et al., 2020).
Photovoltaic grid-connected inverter is a critical bridge of connecting photovoltaic power and power grid systems, whose performance significantly determines power factor and shock current of the power grid (Liu et al., 2020). Therefore, phase lock technology is immensely applied to improve the performance of photovoltaic grid-connected inverters via fast and accurately extracting and tracking the phase angle information of grid voltage (Se-Kyo, 2000). Several structural improvement techniques of conventional PLL have been suggested in the past few years. Specifically, Rodriguez et al. (2007) designed a decoupled double synchronous reference frame phase-locked loop (PLL) to efficiently detect positive sequence voltage under unbalanced and distorted grid conditions. Note that the proposed method successfully separated utility voltage into positive and negative sequence components and eliminated voltage detection errors of conventional PLL. Besides, Guo et al. (2011) adopt a multiple-complex coefficient-filter to filter harmonic components of grid voltage and significantly enhance the dynamic response of PLL. Additionally, Kong et al. (2020) proposed a novel self-adjusting double second-order generalized integrator PLL (SOGI-PLL) strategy with the ideal low-pass filter, which acquired desirable performance in the PV grid with high harmonic content. Meanwhile, SOGI-PLL controller was reported to detect phase angle jumps and magnitude variations of voltage and current in the literature (Pazhanimuthu et al., 2021). Similarly, Han et al. (2009), Chittora et al. (2019),and Çelik and Meral (2019) developed adaptive PLL to implement synchronization of PV source, load balance, and harmonics reduction. In the literature (Musengimana et al., 2021), a low-frequency damping strategy was presented to mitigate low-frequency oscillations related to PLL, which improved the performance of PV-connected inverter and outer loop controller.
In addition, several researchers focused to identify the best control parameters of PLL to track phase angle with high accuracy and fast speed in various complex operation conditions. A mutated hybrid firefly algorithm was proposed to optimize the control parameters of second-order PLL in a microgrid system to improve the system stability in the literature (Satapathy et al., 2016). Ikken et al. (2016) proposed a fuzzy logic control methodology to adaptively justify proportional-integral (PI) parameters of PLL. Furthermore, several meta-heuristic algorithms are used to extract the optimal control PI parameters of PLL for improving the performance of three-phase grid-connected PV inverter, such as genetic algorithm (GA) (Farhat et al., 2020), moth flame optimization (MFO), antlions optimization algorithm (ALO), grey wolf optimization (GWO), and whales optimization algorithm (WOA) (Aouchiche, 2020).
However, the above structural improvements inevitably increased the cost and complexity of the whole system, while the present parameter optimization strategies only optimized the PI parameters of PLL and ignored the influences of the differential element of PLL on extracting phase angle and suppressing PV output power fluctuation. Therefore, this paper proposes a novel PLL regulation method based on Aquila optimizer (AO) algorithm for PV inverter to decrease PV output power fluctuation and improve system stability, which deals with a comprehensive optimal PID parameter identification of PLL.
The rest of the sections of this paper are organized as follows: Grid-Connected PV System indicates the modelling of the PV system under study, especially PV inverter and PLL; the main working principle of AO algorithm in optimal PID parameter identification of PLL is \ investigated in detail in Description of PID Parameter Optimization with AO Algorithm; Case Study provides a typical case study based on three regulation strategies to evaluate the performance of the proposed method; Conclusions and Perspectives summarizes two significant conclusions of this paper.
GRID-CONNECTED PV SYSTEM
A 250 kW PV system under this study is mainly composed of a power transformation system and a control system (Aouchiche, 2020). The former system includes seven components, i.e., PV array, boost converter, three-phase inverter, filter, transformer, grid, and load while the latter one is divided into maximum power point tracking (MPPT) control and inverter control (Li et al., 2020), shown in Figure 1. In addition, the perturbation observation (P and O) method is used to implement MPPT control while voltage regulator, current regulator as well as PLL controller accomplish precise and fast three-phase inverter control through coordinate and efficient cooperation.
[image: Figure 1]FIGURE 1 | The structure of the 250 kW PV system.
Modelling of PV Cell
PV cell works as a current source to convert solar energy into direct current through the photovoltaic effect (Mokhtar et al., 2020; Li et al., 2021), whose power generation characteristics can be explained as
[image: image]
[image: image]
where [image: image] and [image: image] are the output voltage and current of PV cell, respectively; [image: image] represents photo-generated current; [image: image] stands for reverse saturation current; [image: image] is defined as junction current of the diode; [image: image] is electron charge ([image: image]); [image: image] and [image: image] is determined as the series resistance and parallel resistance, respectively; N denotes the diode characteristic coefficient (2.8 for T = 300 K); K represents Boltzmann constant ([image: image]); and T is the working temperature.
Modelling of Grid-Connected PV Inverter
The grid-connected PV inverter is applied to convert DC voltage from the DC/DC converter in Figure 1 into grid-connected alternating voltage, whose schematic configuration is illustrated as Figure 2, which is mainly consisted of a grid-connected inverter and power grid (Zhao et al., 2021).
[image: Figure 2]FIGURE 2 | Schematic diagram of a three-phase grid-connected PV inverter.
According to Figure 2, three-phase alternating voltage for PV inverter can be calculated by (Wang et al., 2020; Zhao et al., 2021):
[image: image]
Besides, the stationary abc voltage and current can be transferred to synchronous rotating dq voltage and current through Park’s transformation as follows:
[image: image]
where [image: image], and [image: image], [image: image], [image: image], [image: image], [image: image] stands for PV inverter voltage, grid voltage, as well as grid current under dq-axis, respectively; R and L are defined as the equivalent grid resistance and grid inductance, respectively; and [image: image] denotes the angular speed of the grid. Moreover, PV inverter must follow the power balance principle during power transformation, which can be described as Equation (5) if ignoring power losses of switches.
[image: image]
where [image: image] and [image: image] denote the input voltage and current of the grid-connected inverter, respectively. Lastly, DC link dynamics are determined as
[image: image]
where [image: image] represents the output current of DC/DC convert; and [image: image] means DC link capacitor.
Modelling of PLL
Particularly, PLL plays a significant role in reducing shock current and power fluctuation, ensuring high-quality grid connection, as well as improving grid stability by accurately detecting and adjusting the frequency and phase of connected voltage (Aouchiche, 2020; Zhu et al., 2020). Figure 3 demonstrates its basic structure mainly including a phase detector, a low pass filter, and a voltage-controlled oscillator (VCO).
[image: Figure 3]FIGURE 3 | The basic structure of three-phase PLL.
For the first step, three-phase grid voltage [image: image], [image: image], [image: image] are transferred into straight-axis voltage ([image: image]) and cross-axis voltage ([image: image]) through Clark transformation and Park transformation (Chen et al., 2019), as follows:
[image: image]
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[image: image]
where [image: image] and [image: image] stand for the angular speed of grid and VCO. Note that if [image: image] is equal to [image: image], [image: image] will become zero, which means the input of the PID controller is also zero and the PLL system keeps steady (i.e., a successful phase lock).
Besides, a conventional PID controller (ShenYao et al., 2019) can be mathematically described as
[image: image]
where [image: image], [image: image], [image: image] represent the gains of proportional element, integral element, and differential element, respectively, which will be significantly optimized via the AO algorithm. In addition, Equation (9) should be discretized into Equation (10) in actual application, as follows:
[image: image]
Fitness Function
Aiming to smooth power fluctuation, the fitness function is determined as the error between ideal output power and actual power of the PV system, calculated by
[image: image]
where [image: image] stands for fitness value of the ith solution vector, [image: image]; [image: image] denotes simulation time; and [image: image] and [image: image] represent the actual and ideal power of PV system, respectively.
DESCRIPTION OF PID PARAMETER OPTIMIZATION WITH AO ALGORITHM
Inspired by the prey behaviors of Aquila, Laith (Abualigah et al., 2021) proposed the AO algorithm in 2021, which effectively acquired wanted optimization results both in test functions and engineering problems. Note that the optimization procedures of the AO algorithm are mainly composed of population initialization, search space selection, short glide attack, slow descent attack, and grab prey.
Population Initialization
For this PID parameter optimization problem, current positions of N Aquilas form the candidate solution matrix which can be initialized as
[image: image]
where the ith row of candidate solution matrix [image: image] represents a current location (corresponding to a solution) of the ith Aquila, which can be presented as
[image: image]
where [image: image] denotes control parameters corresponding to proportional element, integral element, and differential element of PLL, respectively; [image: image] is defined as the upper bound vector of control parameters while [image: image] stands for the lower bound vector; and [image: image] is equal to a random number from 0 to 1.
Search Space Selection
Each initialized solution will be updated in the iteration processes, Equations (14) and (15) provide the search space selection rule of the ith candidate solution in the (t+1)th iteration.
[image: image]
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where [image: image] represents the best solution of the tth iteration, which performs the minimum fitness value; [image: image] is determined as the mean solution of the tth iteration; t and [image: image] are considered as the current iteration and the max iteration, respectively.
Short Glide Attack
After determining the search space of each Aquila, a narrowed exploration should be implemented by a short glide attack, which can be mathematically described as:
[image: image]
where [image: image] stands for the dimension space; [image: image] denotes a random solution vector in the tth iteration; and [image: image] is defined as levy flight distribution function, which is calculated by
[image: image]
where [image: image] represents a constant value which is fixed to 0.01; [image: image] and [image: image] are two random numbers from 0 to 1; and [image: image] can be determined as
[image: image]
where [image: image] is fixed to 1.5.
Besides, [image: image] and [image: image] stand for spiral shape searches, which can be presented by Equations (19)–(23).
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where [image: image] is a number from 1 to 20 and [image: image] takes an integer number between 1 and [image: image]; [image: image] and [image: image] are fixed to 0.00565 and 0.005 respectively.
Slow Descent Attack
When accurately specifying the prey area, Aquila will land and implement a preliminary attack, namely a slow descent attack. This behavior can be presented as
[image: image]
Here, [image: image] and [image: image] refer to two exploitation adjustment parameters both fixed to 0.1.
Grab Prey
For the last step, Aquila attacks and grabs the prey when they are close enough, which can be mathematically described as
[image: image]
where [image: image] is applied to equilibrium search strategies called quality function, which is calculated by
[image: image]
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where [image: image] and [image: image] denote various motions and flight stops of Aquila, respectively.
Procedure for PID Parameter Optimization of PLL with AO Algorithm
According to Subsection 3.1 to Subsection 3.5, a whole procedure for PID parameter optimization of PLL with AO algorithm can be depicted in Figure 4.
[image: Figure 4]FIGURE 4 | Flow chat for PID parameter optimization of PLL with AO algorithm..
CASE STUDY
In this section, AO algorithm with 4 individuals is used to identify the best PID parameters of PLL through 15 times iteration. Additionally, three regulation strategies are taken into consideration to evaluate the influence of parameters of PLL for smoothing output power fluctuation, as follows: 1) only optimizing PID parameters of PLL; 2) global regulation, i.e., simultaneously regulating PI parameters of voltage controller and current controller as well as PID parameters of PLL; 3) step regulation strategy, e.g., optimizing the PI gains of controller voltage and current controller in the first step, then regulating PID parameters of PLL. Furthermore, the irradiance of PV system drops from 1000 W/m2 to 200 W/m2 at 1 S point and then rises to 1000 W/m2 at 2 S point with slopes of 6000 (W/m2)/S for both changes to approximately simulate actual illumination variations in engineering applications.
Note that all case studies are undertaken by a Simulink model, namely “250-kW Grid-Connected PV Array” in MATLAB 2019b via a personal computer with Intel(R) Core(TM) i5 CPU at 2.9 GHz and 16 GB of RAM. The simulation time is set to 3 S. Furthermore, relevant crucial parameters of AO algorithm and search scopes of all optimized parameters are tabulated in Tables 1 and 2.
TABLE 1 | Crucial parameters of AO algorithm
[image: Table 1]TABLE 2 | Upper bound and lower bound of optimized parameters.
[image: Table 2]Table 3 provides optimization results under various regulation strategies, where [image: image], [image: image] and [image: image], [image: image] stand for the gains of the proportional element and integral element of voltage controller and current controller, respectively; Error(P) is defined as the integral value of error power between actual power and ideal power of the PV system, which is directly determined by the fitness function.
TABLE 3 | Optimization results under different regulation strategies
[image: Table 3]One can easily observe that Error(P) is decreased by 418 W from 28.7069 to 28.2889 kW via regulating control parameters of PLL, while it is only reduced to 28.6037 kW when adding the optimization of voltage controller and current controller parameters. In other words, the global optimization and adjustment of controller parameters does not acquire satisfactory results, which results in a 314.8 W increase of Error(P) compared to that of PLL regulation strategy, which illustrates that optimizing PID parameters of PLL plays a crucial and main role in decreasing Error(P) and limiting power fluctuation. Additionally, the step optimization strategy can obtain the least Error(P), i.e., 27.6045 kW in the cost of more calculation time and higher solving complexity.
Furthermore, Figure 5 clearly depicts the comparison results of output power responding curves under different control parameter regulation strategies, upon which the step regulation strategy acquires the best performance that performs the fastest response speed and the least overshoot, followed by the PLL regulation strategy, global regulation strategy, and initial condition. Particularly, the maximum deviation of output power acquired by step optimization strategy is reduced around 19.1 kW, while those obtained by only regulating PLL and global optimization strategy are decreased by about 12.5 kW and 11.1 kW, respectively. However, the step regulation strategy extensively increases the solving complexity and time cost. It also indicates that optimizing PID parameters of PLL is an efficient and reliable method to prevent output power of PV systems from excessive fluctuation through fast and accurately detecting and locking the grid phase angle.
[image: Figure 5]FIGURE 5 | Comparison results of output power responding curves under different regulation strategies.
At last, Figure 6 provides an optimization performance radar map, which systematically and comprehensively compared the Error(P), response time, maximum deviation of output power, complexity, and time cost of various regulation strategies. From Figure 6, the radar curve of PLL regulation strategy is most regular and its area extremely approaches to that of step regulation strategy but is far less than that obtained by global regulation strategy. Therefore, PLL regulation performs the best comprehensive and global optimization performances.
[image: Figure 6]FIGURE 6 | Radar map of optimization performance under different regulation strategies.
CONCLUSIONS AND PERSPECTIVES
A novel PID parameter tuning technique of PLL with AO algorithm is proposed to dramatically ensure a high-quality connection grid of a PV system. Besides, two critical conclusions are summarized as follows:
1) Three AO algorithm-based regulation strategies are carefully designed to evaluate the performance of the proposed method, i.e., PLL regulation strategy, global regulation strategy, and step regulation strategy.
2) PLL regulation strategy can effectively decrease power fluctuation and overshoot with a short response time, low complexity, and time cost through a fast and accurate phase detection and lock. Compared with global regulation strategy and step regulation strategy, PLL regulation strategy performs the lower complexity and time cost, because it only needs to optimize three parameters, which is more suitable for actual engineering applications that require fast time response. In particular, the Error(P) and the maximum deviation of output power obtained by the PLL strategy are smaller 418 W and 12.5 kW than those of the initial strategy, respectively.
Lastly, PLL regulation strategy based on AO algorithm acquires satisfactory results in PV connected grid system. Thus, it could be applied in other new energy grid connection systems in the future, such as wind, tidal, fuel cell, etc.
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NOMENCLATURE
Variables
[image: image] output voltage of photovoltaic cell, V
[image: image] output current of photovoltaic cell, A
[image: image] photo-generated current, A
[image: image] reverse saturation current, A
[image: image] junction current of diode, A
[image: image] temperature of photovoltaic cell, °C
[image: image] a phase voltage of PV inverter, V
[image: image] b phase voltage of PV inverter, V
[image: image] c phase voltage of PV inverter, V
[image: image] a phase voltage of grid, V
[image: image] b phase voltage of grid, V
[image: image] c phase voltage of grid, V
[image: image] equivalent grid inductance, H
R equivalent grid resistance, Ω
[image: image] angular speed of voltage-controlled oscillator, rad/s
[image: image] angular speed of grid, rad/s
Abbreviations
AO aquila optimizer
PLL phase-locked loop
PV photovoltaic
PI proportional-integral
PID proportional-integral-differential
VCO voltage-controlled oscillator
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Multi-frequency oscillation is a new type of electromagnetic oscillation issue in power systems caused by the increasing penetration of renewable power and power electronic devices. This study investigates the risks and influencing factors of multi-frequency oscillation in a prosumer power network where a variety of converter-based resources exists. For the feasibility of analysis, the internal and external stability of the study system are defined and analyzed based on sequence impedance models. Analysis results show the impacts of control parameters of prosumers, length of cables, transformer ratios, local grid strength, and power and capacity of prosumers on the risks of oscillation. Accordingly, despite the poorly tuned control parameters, the study system has higher risks of multi-frequency oscillation with longer cables, lower-rated voltage of cables, larger capacity, and inductive power consumption of the neighboring prosumers. Frequency-domain analysis results are demonstrated by EMTDC/PSCAD simulations.
Keywords: multi-frequency oscillation, sub-synchronous oscillation, super-synchronous oscillation, prosumer power network, converter-driven stability
INTRODUCTION
In recent years, problems of multi-frequency oscillation have been raised by the increasing penetration of renewables and power electronics. This article studies the risks of multi-frequency oscillation in a prosumer power network where different converter-based resources are closely integrated.
A modern prosumer power network is heavily dependent on the stable operation of a variety of converter-based resources, including distributed renewable generation, energy storage, bidirectional EV charging, controllable loads, and more. In the published articles, distributed voltage control algorithms are proposed to overcome challenges of voltage regulation in multiphase unbalanced distribution networks with photovoltaic (PV) generation (Li et al., 2020). Another study proposed a data-driven distributional robust co-optimization model for the peer-to-peer energy trading and network operation of interconnected microgrids (Li et al., 2021). For better bridging PV power to the grid, a power-decoupled current-source inverter has been proposed which can provide the required reactive power compensation to regulate the PCC voltage (Wang M. H et al., 2021). Different types and applications of a family of elastic load demand control technologies called electric springs have been comprehensively discussed, which enhance the power quality and system stability in a renewable-penetrated power network (Wang M. et al., 2021). Applications of controllable series capacitors in HVDC scenarios to enhance the system stability have been discussed (Xue and Zhang, 2017; Xue et al., 2019). With the increasing penetration of converters in a prosumer power network, the risks of multi-frequency oscillation are continuously raised and need to be assessed in details.
The multi-frequency oscillation issue has been identified along with a number of events. In October 2009, southern Texas, sub-synchronous oscillation (SSO) events occurred in a DFIG-based wind farm connected to a series-compensated line (Adams et al., 2012), which was later identified as sub-synchronous control interaction (SSCI). In 2011, Hebei Guyuan, China, hundreds of SSCI events were observed in DFIG-based wind farms connected to a series-compensated grid. In July 2015, Xinjiang Hami, China, an SSO event occurred in a PMSG-based wind farm connected to the local grid without series compensation, tripping off thermal power stations 300 km away (Li et al., 2017). In England, SSCI events have occurred in a PMSG-based offshore wind farm connected to the onshore grid through two submarine cables when one cable was out of service (Shuai et al., 2018). In the North Sea, 451 Hz oscillation was reported in offshore wind farms integrated through MMC-HVDC (Buchhagen et al., 2016). In 2013, Germany, several oscillation events over 250 Hz occurred in the offshore AC cable grid of project BorWin1 (Buchhagen et al., 2015). In 2014, Guangdong Nan’ao, China, SSCI events occurred between a DFIG-based wind farm and the sending end of an MMC-HVDC system (Lv et al., 2015).
For DFIG-based problems, the on-site data of 58 SSCI events that occurred in Hebei Guyuan, China, were analyzed, and the dominant impacting factors were investigated (Xie et al., 2017). Negative resistance from induction generation effect and control of DFIG were responsible for these oscillation events. Detailed modeling of the DFIG wind farm integration system, including the VSC-HVDC system, was presented to comprehensively study the possible oscillatory modes (Kunjumuhammed et al., 2016). A mitigation method using TCSC has been proposed to provide auxiliary damping control based on synchrophasor data (Mahish and Pradhan, 2020). Leon and Solsona (2015) discussed methods to mitigate oscillations using supplementary damping control of DFIG at the rotor-side and grid-side converter without additional hardware. Ali et al. (2020) studied a method to eliminate DFIG-based SSCI by properly tuning the proportional gain of the rotor-side converter controller with no need of supplementary damping.
For PMSG-based problems, Fan and Miao (2018) comparatively studied the 4 Hz oscillation in Texas and the 30 Hz oscillation in west China based on eigenvalues and indicated the impacts of PLL parameters on the oscillation frequency. Du et al. (2017) studied the impacts of PLL parameters based on the modal resonance method. SSCI of PMSG-based wind farms’ integration through MMC-HVDC was studied based on eigenvalue analysis and the impedance method (Wang et al., 2019; Lyu et al., 2016). Despite PLL and current loop control, the circulating current control of MMC has big impacts on the oscillation risks between wind farms and the MMC rectifier. Lyu et al. (2018) also proposed a method to optimize the control parameters of MMC to improve the oscillation stability. An impedance network model of PMSG-based wind farms has been discussed (Liu and Xie, 2018; Tao et al., 2020), which aggregates many impedance models of individual turbines in a wind farm so that impacts of distributed wind speed on different turbines could be analyzed. Liu and Sun (2014) studied the stability of an offshore wind farm integrated through medium voltage AC collection and HVDC transmission based on sequence impedance models. Besides, Du et al. (2019) discussed dynamic aggregation of parallel connected wind turbines of the same type and found the oscillation risk to be raised by the increasing number of turbines. A complete impedance model of the PMSG-based wind power conversion system considering the machine-side effects has been developed, which is used when the DC capacitor is small and the machine-side effects cannot be ignored (Xue et al., 2021).
Given the reviewed studies, this article investigates the multi-frequency oscillation risks in a prosumer power network where a variety of converter-based resources exists. Published articles are limited when it comes to impacts of neighboring power electronic devices and cables on the oscillation risks. In this study, focuses are put on multi-frequency oscillations beneath the typical bandwidth of the current loop of converters (about 800 Hz). Discussions of factors affecting the high-frequency oscillation issue (over 1 kHz) such as skin effects of cables and sampling delays of VSC controllers are not included in this article. Nevertheless, high-frequency oscillations rarely happen in power networks beneath 35 kV due to sufficient damping from relatively large resistance–reactance ratios.
The rest of this article is arranged as follows. Section2 discusses the basic principle to analyze the study system. Section 3 presents/develops the impedance models. Section 4 and Section 5 discusses the internal and external stability and how they would be affected by different influencing factors. Section 6 demonstrates the analysis results based on PSCAD simulations. Finally, Section 7 concludes the study.
GENERAL DISCUSSIONS
Stability Criteria
This study is based on analysis of small-signal sequence impedance models of components in a prosumer power network. A system of grid-connected converters is considered a current source (converter) connected to a voltage source (grid) with their impedance as shown in Figure 1 (Sun, 2011). The voltage source impedance is Zg(s) and the current source impedance is Zc(s). The system would be stable under the following three conditions:
1 the grid side is open-loop stable when it is open-circuit;
2 the converter side is open-loop stable when connected to an ideal voltage source; and
3 the transfer function of Zg(s)/Zc(s) satisfies the Nyquist Criteria in the Nyquist diagram.
[image: Figure 1]FIGURE 1 | Generic model of multi-frequency oscillation analysis based on sequence impedance models.
In this analysis, one key question is how to define the “grid side” and the “converter side” and on what principles should we group the passive components into one or another. The answer is that the impedance interface could be arbitrarily set, and the oscillation stability at that interface would be determined by the Nyquist Criteria as long as the open-loop stability of both sides is validated. Theoretically, the entire system is stable only when it is stable at all possible interfaces. Since it is neither feasible nor necessary to examine all interfaces, practically, only the interfaces of high risk are selected and examined.
For convenience of analysis, in this study, the Nyquist Criteria is further translated into the criteria based on a bode diagram. According to the Nyquist Criteria, the study system would be stable as long as the transfer function Zg(s)/Zc(s) has a positive phase margin, which means that the phase difference between Zg(s) and Zc(s) is less than 180° when their magnitudes are equal. Therefore, given a bode diagram depicting Zg(s) and Zc(s), the stability criteria is as follows: the study system is stable as long as the difference of their phase response is less than 180° at all frequencies where their magnitudes cross to each other. Otherwise, the system is unstable. One advantage of using a bode diagram is that it shows frequency information and can directly tell the frequency of possible oscillations.
Configuration of the Study System
A schematic diagram of the study system is depicted in Figure 2. A PV power station is integrated through an AC cable in parallel with a neighboring VSC device, which could be but is not limited to energy storage or an EV charging station controlled as a current source to the local network. The neighboring VSC component could also be the interface of a smart home system, where all the controllable loads are integrated to the DC link represented by a voltage source. Therefore, the proposed study system is feasible for the analysis of prosumer power networks with a variety of VSC-based prosumer resources. In the rest of this article, all the analysis and simulations are based on key parameters of the study system listed in Table 1.
[image: Figure 2]FIGURE 2 | Schematic diagram of the study system.
TABLE 1 | Key parameters of the study system.
[image: Table 1]It takes two steps to analyze the study system in Figure 2. First, we need to verify the open-loop stability of the PV branch when it is connected to an ideal voltage source (with zero impedance), including the PV power station, step-up transformer, and cable as depicted in Figure 3. This open-loop stability verification is called the internal stability analysis. Second, once the internal stability is verified, the local grid accounts for the voltage source and the rest of the system is aggregated as the current source to study the oscillation risks. This is called the external stability analysis. It is reasonable to assume that the open-loop stability of the neighboring VSC is promised by the manufacturer and needs no extra verification. In other words, verification of the internal stability of the PV branch is a precondition of the external stability analysis of the entire study system. The oscillation stability of the study system is only validated as long as both the internal and external stability are validated.
[image: Figure 3]FIGURE 3 | Schematic diagram of the voltage source and current source in the internal stability analysis.
Internal Stability
The internal stability in this study is defined as the open-loop stability of the PV branch (including the PV power station, step-up transformer, and cable) when it is connected to an ideal voltage source. As shown in Figure 3, the cable-side impedance Zca(s) accounts for the voltage source impedance, and the PV station impedance Zf(s) accounts for the current source impedance. Again, one question is how to determine the impedance interface between the voltage and current sources in this case. The answer is that it does not matter as long as the open-loop stability of the defined current source is verified. In this analysis, the current source is defined so since the open-loop stability of the PV power generation unit is promised by the manufacturer.
External Stability
The external stability is defined as the oscillation stability between the local grid (voltage source) and the integrated prosumers (current source) including the PV power station in parallel with the neighboring VSC as depicted in Figure 4 in this case. The grid-side impedance is Zg(s) and the converter-side impedance is Zc(s). In the external stability analysis, it is assumed that the internal stability of the PV branch has been verified.
[image: Figure 4]FIGURE 4 | Schematic diagram of the voltage source and current source in the external stability analysis.
IMPEDANCE MODELING AND VERIFICATION
Sequence impedance models include positive, negative, and zero sequence impedance. The focus of this study is laid on positive sequence impedance for it has higher risks of oscillation than negative and zero sequence impedance due to dq transform. The impacts of zero sequence impedance are mainly under a condition of three-phase imbalance, which is not covered in the topic of this article.
Impedance of a Single VSC-Based Resource
Converter-based resources in the study system are based on full-rated converters (FRCs). The converter control is based on conventional dq decoupling current control and phase lock loop (PLL). The detailed positive-sequence impedance model of grid-connected VSC Zp(s) was derived and verified in the previous study (Cespedes and Sun, 2014) as follows:
[image: image]
The reference direction of the AC current is from the converter to the grid. C1∠ϕc1 is the phasor of dq voltage reference as follows:
[image: image]
and Hi(s) is the PI control function of the current loop as follows:
[image: image]
and TPLL is the closed-loop function of PLL as follows:
[image: image]
In the above equations, Lc is the filter inductance of VSC, Km the PWM gain, Vdc the DC voltage, ω1 the fundamental frequency, Kd the dq decoupling gain in the current loop, Gi(s) the AC current sampling delay, Kf(s) the grid voltage feedforward compensation, Gv(s) the grid voltage sampling delay, V1 the grid voltage magnitude, I1∠ϕi1 the AC current phasor, Kpi and Kii the PI parameters of the current loop, and Kpθ and Kiθ the PI parameters of PLL.
This model has sufficient details but needs to be specified to highlight the purpose of this study. Assumptions are made below:
1 with the focus of this study being from the subsynchronous to the medium frequency range, the AC current and voltage sampling delays are ignored (which have effects only in the high frequency range) so Gi(s) = Gv(s) = 1;
2 the DC voltage is assumed to be a rated constant and KmVdc = 1; and
3 the dq decoupling gain Kd is designed to be equal to ω1Lc.
The sampling delays only affect the high-frequency (over 1 kHz) oscillation stability of grid-connected converters (Sun et al., 2019). With the sampling delays ignored, the validity of discussions of oscillations beneath 800 Hz are not undermined.
With the above assumptions, the impedance model of a single VSC could be derived from Eq. 1, 2 as follows:
[image: image]
Note that when Hi(s) is tuned based on per unit values of AC voltages and currents, the term I1/V1 in Eq. 5 is also in per unit value and I1/V1 is 1.0 under the rated power output.
Based on Eq. 5 and parameters in Table 1, Figure 5 shows how the VSC impedance would be affected by current loop control parameters, PLL control parameters, and the operating point of power (active power and power factor).
[image: Figure 5]FIGURE 5 | Bode diagrams of the impedance model of a single VSC under different control parameters and operating points. X-axis in Hz. (A) ZVSC(s) under different PI control parameters of the current loop. (B) ZVSC(s) under different PI control parameters of PLL. (C) ZVSC(s) under different power outputs. Left: different per unit power with 1.0 power factor; Right: different power factor angles with 100% power output.
From Figure 5A, larger Kpi makes less magnitude dip and more phase margin, both of which are helpful to enhance the stability. Increasing Kii would enlarge the impedance magnitude in the subsynchronous range, but lead the frequency of magnitude dip to higher frequency and decrease the phase margin from super-synchronous to that frequency.
From Figure 5B, both larger proportional and integral gain of PLL make the negative-resistance frequency range (of phase over ±90°) around the fundamental frequency expand and raise the risks of oscillation.
From Figure 5C, the impedance magnitude decreases as the output power increases. The main effect of power factor change is to shift the phase response in the sub- and super-synchronous ranges.
Conclusively, under-tuned PI gains of the current loop and over-tuned PI gains of PLL and high power output would decrease the impedance magnitude, expand the frequency range of negative damping, and therefore increase the oscillation risks.
Impedance of Cable and Transformer
As shown in Figure 3, the impedance model Zca(s) seen from the PV power station is used for the internal stability analysis. A frequency-dependent model (derived from and equivalent to the distributed parameter model, but presented in a pi-circuit format) represents the impedance of the cable. r, l are the resistance and leakage inductance of the step-up transformer at the high voltage side. X(ω) and Y(ω) are the series and shunt frequency dependent impedance of the cable, respectively. According to the theory of the transmission line, the accurate X(ω) and Y(ω) are as follows:
[image: image]
[image: image]
where L0 is the cable inductance per km, C0 the cable capacitance per km, R0 the cable resistance per km, and d the length of cable in km. Based on the accurate models of cable impedance, Zca(ω) is as follows:
[image: image]
This accurate model is complicated and cannot be presented in the s-domain. Based on the Taylor series (till first-order of sine and second-order of cosine), as long as the phase [image: image] is small enough, X(ω) and Y(ω) could be approximated in the s-domain by the aggregated parameters of (R0+sL0)d = R + sL and 1/(s0.5C0d) = 1/(s0.5C), respectively, and the approximated s-domain impedance model of the cable branch Zca(s) is derived as follows:
[image: image]
Given parameters of R0, L0, and C0 in Table 1, this s-domain approximation is reasonable when ωd is less than 2×104 (kmHz). For instance, the approximated model is valid beneath 2 kHz for a 10-km cable or 5 kHz for a 4-km cable. This model is feasible for oscillation analysis of most prosumer power networks.
To verify the impedance model of the cable plus transformer, Figure 6 compares the impedance magnitudes of Zca(s) modeled by Eq. 9 and scanned from the frequency-dependent cable model in PSCAD. The scanned impedance is in agreement with the theoretical model, especially beneath the typical bandwidth of the current loop of VSC (500–800 Hz). The minimum magnitude (at 400 Hz) of the theoretical model is smaller than the scanned value, possibly due to the extra resistance brought by the skin effect of the cable. Note that the y-axis is in the log scale, the actual difference is small, and the minimum magnitude has little impact on the oscillation stability. In the high frequency range over 600 Hz, the scanned impedance has other LC resonances which are not reflected by the theoretical model. Conclusively, the developed model is of good accuracy to analyze the majority of multi-frequency oscillation issues in a prosumer power network in sub-synchronous, super-synchronous, and current loop control bandwidth range.
[image: Figure 6]FIGURE 6 | Comparison of the scanned impedance and theoretical model of Zca(s).
Impedance of the PV Branch Seen From the Local Grid
The impedance model of the PV branch is used for the external stability analysis. It consists of the AC cable, the step-up transformer, and the PV power station observed from the local grid. Zf(s) is the total impedance of the PV station seen at the high voltage side of the transformer, which is as follows:
[image: image]
where k is the total transformer ratio (may include more than one step-up transformer) and n is the number of turbines.
In actual projects, the resistance of the transformer is negligible compared to |Zf(s)|. From the last subsection 3.B, the pi-circuit model based on the aggregated parameter is a good approximation when ωd is less than 2×104 (kmHz). Accordingly, the impedance model of the PV branch is derived as follows:
[image: image]
Impedance characteristics of Zw(s) under different active power generations and different lengths of cable are depicted in Figure 7. Active power variation has significant impacts in the sub/super-synchronous frequency range (20–100 Hz). Higher active power makes the impedance magnitude of the PV branch smaller and less stable. Longer cable would lead negative resistance (of phase over ±90°) to lower frequency range and increase the oscillation risks.
[image: Figure 7]FIGURE 7 | Zw(s) under different per unit active power (left, with 10 km cable) and length of cable (right, with full-rated power output). X-axis in Hz.
Impedance of the Local Grid
In this study, the local grid impedance Zg(s) is simplified as a resistance-inductance branch to represent the short-circuit ratio (SCR) of the local grid
[image: image]
where Lg and Rg are the grid inductance and resistance, respectively.
Distributed capacitance of grid networks would lead to parallel resonance of Zg(s) in the high frequency range (over 800 Hz). Yet the oscillation risks in the high frequency range are beyond the discussions of this article, and the grounding capacitance is not considered in the grid impedance model.
INTERNAL STABILITY ANALYSIS
As discussed in Section 2, the internal stability of the PV branch is to be verified as a precondition of the external stability analysis of the prosumer power network. For this purpose, Zca(s) and Zf(s) account for the voltage and current source impedance, respectively, as depicted in Figure 3. Based on the parameters in Table 1, bode diagrams of Zca(s) and Zf(s) are depicted in Figure 8. Zca(s) is plotted based on different lengths of cable. It is seen that a power network under a 220-kV cable is stable regardless of the length of the cable.
[image: Figure 8]FIGURE 8 | Bode diagrams of Zf(s) and Zca(s) of different lengths of 220-kV cable for the internal stability analysis. X-axis in Hz. Cable length: 10, 40, 70 (km).
However, the rated voltage of a prosumer power network is much lower, and the oscillation stability would be undermined as the rated voltage of the network becomes lower. To study the impacts of the rated voltage of the cable on the oscillation stability, we analyze the internal stability under a 35-kV cable. From Eq. 10, the magnitude of Zf(s) is proportional to the square of the total transformer ratio. For a 35-kV cable, |Zf(s)| would be much smaller and have intersections with |Zca(s)| in the bode diagram. Once the phase difference between Zf(s) and Zca(s) is close to or larger than 180° at the frequency of magnitude intersection, the phase margin of Zca(s)/Zf(s) in the Nyquist diagram would be close to zero or even negative, and the power network becomes unstable.
Figure 9 shows the bode diagram of Zf(s) and Zca(s) and the Nyquist diagram of Zca(s)/Zf(s) based on 35-kV cables of 10 and 15 km. Both the bode and Nyquist diagrams are in agreement and show that the PV branch is unstable with a 15-km 35-kV cable. In the 10-km case, the magnitudes intersect at 90 Hz, where the phase difference is still less than 180° with positive damping. In the 15-km case, the magnitudes intersect at 60 Hz, where the phase difference is over 180°, which refers to a super-synchronous oscillation of 60 Hz.
[image: Figure 9]FIGURE 9 | Bode diagrams of Zca(s) and Zf(s) and Nyquist diagrams of Zca(s)/Zf(s) for the internal stability analysis based on 35-kV cable of 10 and 15 km.
Conclusively, due to the large total transformer ratio, the internal stability is ensured with high-voltage cable. The stability margin would be smaller with lower-rated voltage of cable applied in a prosumer power network. In this case, the PV branch becomes open-loop unstable with 35-kV cable to a certain length (about 10–15 km). The oscillation risks would be further raised in a power network at lower-rated voltage with longer collector cable.
EXTERNAL STABILITY ANALYSIS
In the external stability analysis of the prosumer power network, the PV branch is assumed to be an open-loop stable current source with an impedance of Zw(s). The impedance of the total current source consists of the PV branch and the neighboring VSC device as depicted in Figure 4 as follows:
[image: image]
Zn(s) is the impedance of the neighboring VSC seen from the local grid. It has the same form of ZVSC(s) in math but with independent parameters. The voltage source impedance is the grid impedance Zg(s). “//” is the parallel operator. Impacts of key influencing factors are presented in the case studies below.
Power of the Neighboring VSC
The neighboring VSC represents an energy storage or EV charging station in a prosumer power network with bidirectional active and reactive power. Figure 10 shows the impacts of different power of the neighboring VSC on Zc(s), together with the grid impedance of a short-circuit ratio (SCR) of 1.0, 2.5, and 5. The length of the cable is 30 km. The PV power is full-rated output. The rated capacity of the neighboring VSC is 20% of the PV station.
[image: Figure 10]FIGURE 10 | Zg(s) (SCR = 1; 2.5; 5) and Zc(s) for external stability analysis with different power of the neighboring VSC. Case (e) is unstable with negative damping at frequencies of magnitude intersections. X-axis in Hz. (A) Deloaded, SCR=1;2,5;5. (B) P=10%;Q=0. (C) P=50%;Q=0. (D) P=100%;Q=0. (E) P=0;Q=50% (Capacitive). (F) P=0;Q=50% (Inductive).
When the grid strength or transformer ratio changes, the magnitude response will shift accordingly so the frequency of magnitude intersection changes, while the phase response remains the same. Since the grid impedance is almost purely inductive over 10 Hz, focuses are laid on the frequencies where the phase of Zc(s) is smaller than −90°, which is called the negative-resistance range (NRR) in this study. The phase difference of NRR is over 180°, so the total resistance is negative, and the system would be unstable once there are magnitude intersections in NRR.
In this case, analysis results show that oscillations are most likely to happen at about 150 Hz when the neighboring VSC outputs half-rated capacitive reactive power (or absorbs inductive power) as indicated in Figure 10E. In other power conditions, although the magnitudes intersect at 150–200 Hz, the phase difference in that frequency range is almost always less than 180°; thus, the system is stable with a positive phase margin. Conclusively, inductive power consumption of the neighboring VSC would undermine the oscillation stability of the prosumer power network.
Length of the Collector Cable
Figure 11 shows the impacts of different lengths of cable of 10–70 km. The NRR with potential magnitude intersections is highlighted. The PV power is full-rated output. The neighboring VSC is full-rated output in the unity power factor, and its rated capacity is 20% of the PV station. Figure 11B has the same case as Figure 10D, presented again for better comparison.
[image: Figure 11]FIGURE 11 | Zg(s) (SCR = 1; 2.5; 5) and Zc(s) for external stability analysis with different lengths of cable. X-axis in Hz. (A) Cable length 10 km. SCR=1;2.5;5. (B) Cable length 30 km. (C) Cable length 50 km. (D) Cable length 70 km.
As the results present, the power network is stable with a 10-km cable. For a 30-km cable, there is a very narrow NRR in between 100 and 200 Hz which does not present notable odds of oscillation, and the system is still stable. For the length of cable over 50 km, oscillations at 50–80 Hz are likely to happen under a weak local grid (SCR<2.5) as indicated in Figures 11C,D. Conclusively, oscillations are more likely to happen with a long collector cable in a weak local grid.
Capacity Ratio Between Prosumers
Figure 12 shows the impacts of different capacity ratios between prosumers. The length of cable is 30 km. Both the PV power station and the VSC are full-rated output in the unity power factor. As the results present, larger capacity of the neighboring VSC makes |Zc(s)| smaller and increases the risks of oscillation. When the capacity ratio of VSC to the PV station is 20%, the NRR with impedance magnitude intersections is narrow and the system is considered stable. When the capacity ratio is increased to 80%, there is a wide NRR from 40 Hz to about 150 Hz. Oscillations could happen in this frequency range, and the exact frequency of oscillation depends on the grid strength. Conclusively, oscillations are more likely to happen as the capacity of the neighboring VSC increases.
[image: Figure 12]FIGURE 12 | Zg(s) (SCR = 1; 2.5; 5) and Zc(s) for external stability analysis with different capacity ratios of the neighboring VSC to the PV station. X-axis in Hz. (A) Capacity Ratio 20%. (B) Capacity Ratio 20%.
SIMULATION AND DEMONSTRATION
In this section, time-domain simulations based on PSCAD demonstrate the frequency domain analysis of selected cases with high risks of oscillations in Section 4 and Section 5.
Impacts of the Rated Voltage of Network
According to the analysis in Section 4, the internal stability of the PV branch is undermined at lower-rated voltage of the power network. In this case, a system with a 35-kV cable is simulated to demonstrate the frequency domain analysis in Figure 9. The PV power station of 200 MW is connected to a frequency-dependent model of cable through 0.69/35 kV transformers. Figure 13 shows three-phase voltage and current at the 35-kV side of transformers and the frequency spectrum of voltage when the cable is 15 km. Figure 14 shows the results when the cable is 10 km. Accordingly, when the cable is 15 km, there are mainly 61 Hz oscillation and a small oscillation of 39 Hz (symmetrical with respect to the fundamental). When the cable is 10 km, the system is stable. Simulation results are in agreement with the frequency domain analysis in Section 4, which demonstrate that the oscillation risks are raised in a prosumer power network at lower-rated voltage.
[image: Figure 13]FIGURE 13 | Three-phase voltage and current at the 35-kV side of transformers and the FFT of voltage with 35-kV cable of 15 km.
[image: Figure 14]FIGURE 14 | Three-phase voltage and current at the 35-kV side of transformers and the FFT of voltage with 35-kV cable of 10 km.
Impacts of Power of the Neighboring VSC
In this case, the study system is simulated under different power conditions of the neighboring VSC as discussed in Figure 10. Figure 15 shows three-phase voltage and current at the local grid side and the frequency spectrum of the voltage with SCR of 2.5 and 50% capacitive reactive power output of the neighboring VSC. According to the simulation results, there is about 162 Hz oscillation under this operating point, which is in agreement with the frequency domain analysis in Section 5.A. The system oscillates with only certain values of SCR and becomes stable when SCR is increased to 5.0. The simulation results demonstrate that the capacitive reactive power output of the neighboring VSC undermines the oscillation stability. In a real prosumer power network, however, a large proportion of reactive power output of prosumers is rare.
[image: Figure 15]FIGURE 15 | Three-phase voltage and current at the local grid side and the FFT of voltage with 50% capacitive reactive power output of VSC. SCR = 2.5.
Impacts of the Length of Cable
The stability of the study system also depends on the compatibility between the length of the cable and the SCR of the local grid. In this case, the power network is simulated with a cable of 70 km. The SCR of the grid is 2.0. Power outputs of both the PV station and VSC are full-rated in the unity power factor. As shown in Figure 16, the system mainly has 78 Hz oscillation. The system becomes stable when the SCR is increased to over 2.5. The simulation results are in agreement with the frequency domain analysis discussed in Section 5.B, which demonstrates that the system oscillates when a prosumer resource is integrated into a weak local grid through long distance cable.
[image: Figure 16]FIGURE 16 | Three-phase voltage and current at the local grid side and the FFT of voltage with a cable of 70 km. SCR = 2.0.
Impacts of the Capacity Ratio of Prosumers
In this case, the study system is simulated under different installed capacity ratios of the neighboring VSC resource to the PV power station. The length of cable is 30 km, and all prosumers are full-rated output in the unity power factor. The system is stable when the capacity ratio is 20%. Figure 17 shows three-phase voltage and current at the local grid side and the frequency spectrum of the voltage when the VSC capacity is enlarged to 80% of the PV station. There is about 148 Hz oscillation under this condition, which is in agreement with the frequency domain analysis in Section 5.C. The simulation results demonstrate that the oscillation stability of the study system is undermined as a neighboring VSC device of high capacity is equipped.
[image: Figure 17]FIGURE 17 | Three-phase voltage and current at the local grid side and the FFT of voltage when the capacity ratio is 80%. SCR = 5.0.
CONCLUSION
This article has studied the multi-frequency oscillation stability in a prosumer power network consisting of converter-based resources (PV power station, energy storage, EV charging station, etc.) based on sequence impedance models. Focuses are put on the impacts of the collector cable and the neighboring VSC resource on the system stability. The open-loop stability of the PV branch (including the PV power station, step-up transformer, and cable) connected to an ideal voltage source is defined as the internal stability of the study system. The internal stability must be verified as a precondition of the external stability of the entire power network. The impedance model of each sector of the study system has been developed for the internal and external stability analysis. Results of frequency domain analysis are demonstrated by time-domain simulations based on PSCAD. In general, the neighboring VSC resource and the collector cable have negative effects on the oscillation stability of the power network. Despite poorly tuned control parameters, frequency domain analysis and time-domain simulations are in agreement in showing how lower-rated voltage of the network, longer cable, higher capacity of the neighboring VSC resource, and its inductive power consumption would increase the risks of multi-frequency oscillations of the study system.
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With the improvement in the integration of solar power generation, photovoltaic (PV) power forecasting plays a significant role in ensuring the operation security and stability of power grids. At present, the widely used backpropagation (BP) and improved BP neural network algorithm in short-term output prediction of PV power stations own the drawbacks of neglection of meteorological factors and weather conditions in inputs. Meanwhile, the existing traditional BP prediction model lacks a variety of numerical optimization algorithms, such that the prediction error is large. Therefore, based on the PV power plant in Lijiang, considering the related factors that influence PV output such as solar irradiance, environmental temperature, atmospheric pressure, wind velocity, wind direction, and historical generation data of the PV power station, three neural network algorithms (i.e., BP, GA-BP, and PSO-BP) are utilized respectively in this work to construct a short-term forecasting model of PV output. Simulation results show that GA-BP and PSO-BP network forecasting models both obtain high prediction accuracy, which indicates GA and PSO methods can effectively reduce the prediction errors in contrast to the original BP model. In particular, PSO owns better applicability than GA, which can further reduce the errors of the PV power prediction model.
Keywords: photovoltaic power short-term forecasting, BP neural network algorithm, GA-BP algorithm, PSO-BP algorithm, solar energy
1 INTRODUCTION
Over the recent decades, global photovoltaic (PV)-installed capacity has been steadily and gradually expanded (Yang et al., 2015; Yang et al., 2020a; Muniappan, 2021). It is worth noting that the PV unit output is greatly affected by the operation environment, which is characterized by volatility, intermittence, and periodicity (Yao et al., 2015; Zhang et al., 2015). As an uncontrolled energy source, its fluctuation also brings new challenges to the stable and economic operation of power grids (Wang Q et al., 2020; Padhy and Panda, 2021). For a PV power generation system, its geographical position, configuration, and the performance of the equipment are critical inherent factors influencing the PV power output. Moreover, PV power generation will also be influenced by external conditions, such as illumination intensity, cloud cover, temperature, and wind velocity. Due to the characteristics of uncertainty, randomness, and periodicity change with such meteorological factors, the output power of the PV system is consequently random and varies intermittently, which severely reduces the stability of the PV generator-set power output. It is verified from relevant studies that when the PV power penetration exceeds 10% of the total power, the maximum peak-valley difference of the power grid will be significantly increased, resulting in difficulties in peak load regulation, and affecting the power quality and the stability of power grid operation.
Therefore, to predict the output power of the PV system in 24 h utilizing weather information, we formulated reasonable dispatching and management scheme of the PV power plant and duly adjusted the proportion of PV connected to the grid, which can effectively reduce the impact to the power grid caused by the disproportionality of PV connected to the grid, and then achieving the security of grid-connected operation, smooth running, and economic dispatch for better economic benefit and social benefit.
Nowadays, the power forecasting approaches can be classified into statistical prediction techniques, physical prediction methods, and artificial intelligence prediction ways in view of the principle of forecasting methods. In the literature (Kazem and Yousif, 2017), the multi-layer perceptron (MLP), self-organizing feature mapping (SOFM) network, feedforward network (FFN), and support vector machine (SVM) model are compared in terms of prediction performance and prediction accuracy, and SOFM gets the lowest mean square error (MSE) value while the FFN attains the highest prediction accuracy. The literature (Tang et al., 2016) combines the entropy method and extreme learning machine (ELM) to predict the PV output power. First, the entropy method pre-process initial data which are the training set of the network, and finally, the PV output power is predicted by ELM, and experiments show that the combination of the entropy method and ELM can efficiently accelerate the prediction accuracy and the calculation speed. The solar zenith angle and solar azimuth angle are added to the input data set of the neural network to forecast PV power outputs. The results show that the proposed artificial neural network (ANN) model attains high accuracy in forecasting the PV power output under any weather conditions (Huang et al., 2016; Li et al., 2021).
Until now, the technique of the backpropagation (BP) neural network algorithm applied to solar power generation forecasting has attained certain achievements (Kaushika et al., 2014; Shen et al., 2019; Erdiwansyah et al., 2021). However, existing research studies mostly adopt one single algorithm, the genetic algorithm (GA) or particle swarm optimization (PSO), to improve the BP prediction model, lacking the comparative study of these two algorithms on the optimization effect for the BP prediction model (Liu et al., 2015; Liu et al., 2016; Liu et al., 2021).
To overcome the above problems, this work comprehensively considers the wind velocity, solar irradiance, wind direction, atmospheric pressure, humidity, ambient temperature, and other meteorological factors and the historical power generation data of PV plants, and adopts three neural network algorithms, i.e., BP, GA-BP, and PSO-BP, to construct a short-term prediction model of PV power generation which can forecast the power outputs of the PV system every 15 min during the working time. The simulation test results verify that the modified GA-BP and PSO-BP prediction models have less error in contrast to the original BP forecasting model. Especially, the PSO has better adaptability than GA in optimizing the BP neural network.
The structure of this study is organized as follows: The principle of the BP neural network and the power forecasting model of traditional BP are introduced in Section 2. The main optimization principle of how GA and PSO optimize the weights and threshold values is elaborated in Section 3. In the meantime, the PV output power short-term prediction models by GA-BP and PSO-BP algorithms are constructed in Section 3. Simulation tests of three algorithms and detailed statistical analysis on the effectiveness of network optimization and forecasting model are elaborated and analyzed in Section 4. Ultimately, three conclusions are given in Section 5.
2 BP NEURAL NETWORK METHOD
2.1 Principle of the BP Algorithm
The BP neural network is a kind of multilayer feedforward neural network with error backpropagation training, which displays good performance in self-organizing learning and achieves an arbitrary nonlinear map from inputs to outputs (Huang et al., 2021; Zhao et al., 2021). Through the onward spread of input data and the backward spread of the error value, the BP network prediction model realizes the training process and then processes large-scale data in parallel (Yan et al., 2020; Zhu et al., 2021). In addition, it has certain robustness and fault tolerance, and the typical construction of a common three-layer BP neural network is represented in Figure 1.
[image: Figure 1]FIGURE 1 | Basic structure of the BP neural network.
As shown in Figure 1, the number of neuron nodes in the input layer, hidden layer, and output layer are m, p and n, respectively. Wij is the weight connected with the input layer and the hidden layer; Wjk is the weight connected with the hidden layer and the output layer; [image: image] is the threshold of the hidden layer; [image: image] is the threshold of the output layer; [image: image] and [image: image] are input and output vectors of the BP neural network; [image: image] is the desired output; [image: image] is the difference value between the desired output and the actual output.
The two stages of BP network learning are as follows: the onward spread of input signals and the backward spread of error (Wagner and Mccomb, 2019). In the first stage, the training sample information is inputted in the input layer and then processed by the hidden layer before being transferred to the output layer. If there is an error between the actual output and the predicted output, the second stage will be executed. The second process is to transfer the error of the output signal from the hidden layer to the input layer through the original path. Then, based on the assigned error signal, each neuron of all layers adjusts the connection weights and threshold values of each network and finally makes the error signal gradually decrease. These two processes are performed alternately and repeatedly until the algorithm converges and the satisfactory error accuracy is obtained.
The fundamental execution procedure of the BP algorithm is elaborated as below:
a) Initialize all the weights and threshold values of the BP network, i.e., set as a random figure within the range of [−1,+1];
b) Specify a network training sample set, which contains the input vector [image: image] and expected output result [image: image];
c) Calculated the output values of the hidden layer and output layer;
d) Adjust the connection weights and thresholds of the network. The standard BP neural network algorithm adopts the gradient descent learning approach to modify the weight and threshold vector:
[image: image]
where the [image: image] and [image: image] denote the network connection weight/threshold value in the [image: image] th and [image: image] th iteration; [image: image] represents the training rate; [image: image] is the negative gradient of network error to weights and thresholds which indicates the fastest descending direction of the gradient;
e) Repeat the steps b) to d) until attaining satisfactory error accuracy.
2.2 Power Prediction Model of the BP Network
In this work, the BP neural network algorithm is employed to forecast the output power of a 10 MW PV station in Lijiang, China. The three-layered construction is employed, and the input layer is the atmospheric environment parameters consisting of environment temperature, humidity, illumination intensity, wind velocity, wind direction, atmospheric pressure, real irradiance, and practical power outputs.
The initial node number of the hidden layer neuron p is determined by empirical Eq. 2. And then, the trial-and-error method is used to gradually adjust the number of the hidden layer node to minimize the error of the neural network. Finally, the number of the hidden layer node is set to be 10.
[image: image]
where the value of v ranges from 1 to 10.
The output layer has one neuron node. Therefore, the three-layer neural network structure used for short-term power prediction is 8-10-1.
The BP neural network algorithm can fit various complex nonlinear relations between any inputs and outputs through continuous training and learning and consequently has certain robustness and generalization ability. However, the BP neural network algorithm has inherent defects (Karakose et al., 2014). The BP neural network algorithm is likely to trap in local extremum during data training, resulting in data training failure since it adopts the standard gradient descent algorithm. Meanwhile, the BP algorithm has the drawback of data overfitting phenomenon (Wang G et al., 2020). Generally speaking, the prediction ability of the neural network is directly proportional to the sample training ability. In fact, with the improvement of the sample training ability, the prediction ability of the BP neural network will reach an extreme limit and then decline, which is the so-called overfitting phenomenon. To settle the aforementioned shortcomings of the BP neural network algorithm, GA and PSO are employed to optimize the network structure of BP.
3 GA-BP AND PSO-BP FORECASTING MODELS
The main inspiration and the optimization process of GA-BP and PSO-BP are elaborated in this section, respectively.
3.1 GA-BP Neural Network
GA is a multiple-agent searching global optimization algorithm based on biological evolution and therefore can avoid falling into local optimal solutions (Deshkar et al., 2015). GA adopts the heuristic principle and manages the search agents according to their fitness function values. Specifically, GA selects individuals with high fitness for genetic operation (selection, chromosomal chiasma, and mutation) and simulates the natural evolution process of survival of the fittest, to search for the optimal solution (Yang et al., 2021a).
The traditional divination model of the BP network has some defects, such as easily falling into local optimum, low convergence speed, and the data overfitting phenomenon. Because GA has a strong macro exploration ability and good global optimization performance (Rajan et al., 2017), it is used to optimize the connection weight and threshold value between various layers in the BP neural network model. Theoretically, GA can make up for the defects of the BP neural network algorithm and improve the prediction approximation ability of the BP neural network model. The optimization procedure of the BP neural network by GA mainly includes population initialization, fitness function establishment, selection, crossover, and mutation operation.
3.1.1 Population Initialization of GA
Common chromosome encoding methods of GA include binary encoding, real encoding, character encoding, and string encoding (Zhou et al., 2020; Yang et al., 2021b). There are eight environment input variables, one output neuron nodes, and 10 neuron nodes in the hidden layer. Hence, the number of weight Wij and Wjk are [image: image] and [image: image], respectively. And, there are 10 threshold values in the hidden layer and one in the output layer. The real number encoding is adopted for population individuals. The information contained in a chromosome includes the weights connecting the input layer and hidden layer and those connecting the hidden layer and output layer, and the threshold values of the hidden layer and output layer. As a result, the length of the individual code is [image: image].
3.1.2 Fitness Function
Based on the connection weights and thresholds attained by the individual code, the absolute value sum of the forecasting bias of training data is regarded as single fitness, which can be calculated as below:
[image: image]
where [image: image] means the output neurons’ number, [image: image] denotes the desired output of the ith neural node, [image: image] represents the predicted output of the ith neural node, and k is a coefficient.
3.1.3 Selection, Crossover, and Mutation
The GA selection operation is executed based on roulette, i.e., selection on fitness proportion. The selected probability [image: image] of the individual [image: image] is calculated as follows:
[image: image]
[image: image]
where [image: image] is the fitness of the individual x, N represents the population size, and k is the coefficient.
In order to ensure the balance between population diversity and convergence of GA, an adaptive crossover mutation operator is adopted. When one individual fitness is less than the average fitness, the proposed GA increases the probability of crossover and mutation to promote individual updating and population diversity; otherwise, GA decreases that to guarantee the high fitness one’s proportion in population and improve the convergence speed of GA.
The adaptive crossover operator can be expressed by the following equation:
[image: image]
The adaptive mutation operator can be expressed by
[image: image]
where [image: image] is the fitness of the individual before the crossover; [image: image] is the fitness of the individual before mutation; [image: image] and [image: image] denote maximum fitness and average fitness values of the current population; and [image: image], [image: image], [image: image], and [image: image] are all random numbers between 0 and 1.
3.1.4 Process of GA-BP
Above all, the summation of connection weights between various layers and of thresholds of each layer is determined based on the BP network construction. Second, the individuals in the population are encoded. And then, the optimal individual is obtained by selection, crossover, and mutation which are regarded as the best original weights and thresholds. Lastly, the BP network is applied to training data and prediction simulation until the prediction error is acceptable or the iterations terminate. The flow chart of the GA-BP algorithm is represented in Figure 2
[image: Figure 2]FIGURE 2 | Flowchart of the GA-BP algorithm.
3.2 PSO-BP Neural Network
PSO is a swarm intelligence optimization algorithm derived from the predation behavior of birds in nature (Kennedy and Eberhart, 1995; Yang et al., 2020b). During the birds foraging, each bird usually follows the one closest to the food and searches its surroundings to get food (Dhanalakshmi and Rajasekar, 2017; Zhang X et al., 2021; Yang et al., 2021c). Similar to GA, PSO also utilizes the fitness of individuals in the population to evaluate the cost of individuals but without the operation of crossover and mutation. Each particle in the population that contains information of every weight and threshold in the BP neural network is characterized by three indicators, i.e., particle position, speed, and fitness. Moreover, the best initialization weights and thresholds of the BP neural network can be obtained by tracking the optimal positions of individuals and populations. Thus, both the convergence speed and prediction performance of the BP neural network can be improved.
3.2.1 Population Initialization of PSO
Based on the construction of the BP neural network, the initialization population of the PSO algorithm is a 101 dimensional vector. Moreover, the fitness function still adopts the training error summation in GA-BP calculated by Eq. 3. And then, the optimal population particle obtained by iteration searching represents the optimal initialization weights and thresholds of the BP neural network. Afterward, the BP neural network is applied to the training data and prediction simulation.
3.2.2 Particle Updating of PSO
For each iteration of the PSO algorithm, every particle updates its own velocity and position through individual historical extremum and global extremum (Xi et al., 2016; Babu et al., 2018; Zhang K et al., 2021). The update formulas are as follows.
velocity updating:
[image: image]
position updating:
[image: image]
where t is the current iteration; [image: image] is the weight of inertia; [image: image] and [image: image] are the acceleration factors of the particles, which are non-negative constants; [image: image] represents the speed of the ith agent in the tth iteration; and [image: image] and [image: image] are the mean random values ranging from 0 to 1.
And, the inertia weight is alterable calculating as below:
[image: image]
where [image: image] means maximum iterations; [image: image] is the current number of iteration; [image: image] represents the maximum weight of inertia, the typical value of which is 0.9; and [image: image] represents the minimum weight of inertia, the typical value of which is 0.4. In general, [image: image] is close to 1 to strengthen the exploitation ability of PSO when the maximum velocity of the particle is very small; otherwise, [image: image] is designed as 0.8 to emphasize the exploration phase.
3.2.3 Process of PSO-BP
Compared with GA, PSO does not encode the chromosome during the initialization but initializes the speed and position of the particle swarm on the basis of the total number of connection weights between various layers and of thresholds of each layer based on the construction of the BP network. Moreover, PSO-BP adopts the same fitness function with GA-BP. After the iterative search for the individual and population best solution, the global best agent which includes all weights and threshold values is regarded as the initial parameters of the BP neural network for improving its prediction effect. The flow chart of the PSO-BP algorithm is demonstrated in Figure 3.
[image: Figure 3]FIGURE 3 | Flowchart of the PSO-BP algorithm.
4 SIMULATION TEST
The experimental data in this work are derived from the historical record data of the PV power plant in Lijiang, Yunnan, China. In this work, meteorological environment data and historical power generation data from January 1, 2017, to April 30, 2018, are extracted from the database, including six meteorological indicators, i.e., solar irradiance, wind speed, wind direction, temperature, atmospheric pressure, and humidity. At an interval of 15 min, a total of 43,737 pieces of data are reserved for the simulation test after screening and sorting, among which 43,688 pieces of data are used to train the neural network, and the latter 49 pieces of data are regarded as a test set.
4.1 Simulation Data Pre-processing
On account of the particularity of the selected data and the large fluctuation of PV power generation within a day, the output power varies greatly at all times. In addition, the units of the historical PV output power data and meteorological data and their values are different. Therefore, it will affect the accuracy and effect of prediction to directly input them into the power prediction model. To guarantee the validity of experimental results, the premnmx function is adopted to uniformize the experimental data which will be evenly distributed between 0 and 1 after uniformization processing. Besides, the premnmx function is formulated as the following equation.
[image: image]
where [image: image] denotes the data after uniformization processing; [image: image] is the initial data before uniformization processing; and[image: image] and [image: image] mean the maximum and minimum value in the input information, respectively.
4.2 Prediction Error Indicator
For the sake of accurately reflecting the actual deviation of the prediction error of the proposed model, two error indicators are introduced. Concretely speaking, the root mean square error (RMSE) (Chen et al., 2019) and mean absolute percentage error (MAPE) (Zhang et al., 2016) are the error indexes of local PV power station output forecasting. Particularly, the specific reference formulas are:
[image: image]
[image: image]
where N is the summation of test data in the test set, [image: image] means the predicted PV output power at the ith time-tag, and [image: image] denotes the measured PV output power at the ith time-tag.
4.3 Simulation Test on the Prediction Model
The power output data of the forecasting model are trained by BP, GA-BP, and PSO-BP neural network algorithms, respectively. And, the prediction results and measured results are compared and analyzed. Moreover, after repeated imitation tests, the training parameters of each algorithm are determined as shown in Table 1. In particular, all simulation tests are performed by Matlab 2019b through a personal computer with IntelR CoreTMi5 CPU at 3.0 GHz and 16 GB of RAM.
TABLE 1 | Parameter settings of each neural network algorithm.
[image: Table 1]In the simulation test, the neuron number for each layer of the designed network (i.e., input, hidden, and output layer) is 8, 10, and 1, respectively. The comparison curves between the predicted power and measured power of the three neural network algorithms are shown in Figure 4, and the error curves of the three algorithms are depicted in Figures 5, 6. Besides, the corresponding prediction error average of the three algorithms is shown in Table 2.
[image: Figure 4]FIGURE 4 | Predicted power curves of three neural networks.
[image: Figure 5]FIGURE 5 | MAPE of three PV power prediction models.
[image: Figure 6]FIGURE 6 | MAPE of three PV power prediction models.
TABLE 2 | Prediction error data of each neural network algorithm.
[image: Table 2]Based on the above comparison power curves of the PV power station between short-term prediction and the actual measured value and the prediction error data, it can be inferred that PSO-BP and GA-BP both can realize the short-term power forecasting of the PV plant, but the original BP neural network algorithm has a relatively large error with larger forecasting power than the actual value. Particularly, the PSO-BP network has more accurate prediction performance than GA-BP due to smaller values in two error indicators of the RMSE and MAPE. In other words, both of GA and PSO can optimize the BP prediction model and effectively reduce the prediction error of the BP prediction model. In addition, the optimization effect of PSO is better than that of GA, which indicates that PSO has better applicability.
5 CONCLUSION
In this work, given the lack of multiple numerical optimization algorithms in the existing traditional BP prediction model, the negligence of meteorological factors and weather conditions in inputs and the large prediction error, GA and PSO are introduced to improve the network construction of the BP algorithm and further establish the PV power generation short-term prediction model, thus improving the weights and thresholds of BP neural networks. Thus, three PV output short-term forecasting models of BP, GA-BP, and PSO-BP are established. Meanwhile, the comparison between the predicted and measured power curves and error analysis are studied. The following conclusions can be stated:
• Both GA and PSO algorithms can efficiently enhance the forecasting accuracy of the BP divination model and optimize the prediction effect;
• Compared with GA, PSO has stronger applicability in neural network structure optimization;
• The PSO-BP prediction model has a higher prediction accuracy and can be used as an effective short-term power prediction model for this aforementioned PV power station in Lijiang.
The results show that this work is crucial for the power management department to formulate the reasonable energy management and dispatch scheme to undertake the stability and safety of large grid-connected PV.
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Hydroelectric energy storage, that is, pumped storage hydropower (PSH) is considered as the essential solution for grid reliability with high penetration of renewable power, due to its advantages of cost-effectiveness for grid energy storage as well as supporting ancillary services. However, the operation modes of the main transformer unit in PSH are way more complex than the conventional power transformer, which makes the condition monitoring and fault detection of PSH becoming a technical challenge. In this article, an operation status recognition model of main transformers in PSH based on artificial visualization of mechanical vibration signals and deep learning is proposed. The vibration signals on a series of 500 kV/360 MVA main transformers of PSH are monitored periodically by contacting sensor arrays. These vibration signals are processed into nephograms by using linear interpolation fitting and 1D to 2D data mapping. A deep learning method based on the convolutional neural network (CNN) is used to classify nephograms obtained under different operation modes, that is, no load, full load, DC bias, and short circuit. The proposed status prediction algorithm was trained and tested through 150 sets of vibration nephogram samples, which ensures the feasibility of the nephogram generation method and the performance of the classifier. The testing results show that the overall status prediction accuracy for the proposed algorithm achieves 89.7% when the network structure is optimized. It is indicated that the mechanical vibration of the main transformer has a pattern matching relationship with the operating state of PSH. In practice, the operating status of PSH can be diagnosed remotely by embedded IoT sensors; the health index of PSH can also be estimated by weighed analysis of the changing trend of vibration data obtained in the life cycle.
Keywords: risk assessment, hydroelectric energy storage, state prediction, data visualization, convolutional neural network
INTRODUCTION
The carbon neutrality target by countries worldwide has raised the demand in combining the power system with energy storage units, in order to buffer the system instability brought by high penetration of the renewable energy system (Hunt et al., 2020; Feng et al., 2021). With the ability of quick responding to changes in the amount of power running through the grid, pumped storage hydropower (PSH) is considered as the primary choice for ensuring grid reliability. PSH is also one of the most cost-effective utility-scale option for grid energy storage (Hou et al., 2018), with the advantages of providing clean and affordable ways of storing and deploying electricity, as well as supporting ancillary services such as network frequency control and reserve generation (Zhao et al., 2021). The United States has more than 20 GW of pumped storage capacity in 2021, with an additional 31 GW in proposal. The situation is even more impressive in China, since the total capacity of pumped storage has reached over 50 GW, accounting for more than 80% of energy storage nationwide. The proper function of electricity generation for PSH relies on the successful switching between pumping and turbine modes (Liang et al., 2019). During mode shifting, the excitation state of the main transformer in PSH might change intensely in a few hours; thus, the system stability of the main transformer is essential for the operation reliability of PSH. As the core component of PSH, main transformers are not only expensive but also difficult to repair or replace (Zhang et al., 2021). In recent years, the development of the AC/DC hybrid power grid and the application of large power electronic equipment have made it possible for the main transformer to withstand various operating overvoltage, excitation inrush current, and the resulting electric stress and thermal stress of winding under DC bias and high frequency harmonic, such that it is closely combined with regional rail transportation network transformer which is affected by high-frequency harmonics. At the same time, the application of a large number of power electronic devices makes the electromagnetic environment in the transformer more complicated.
Similar to power transformer in operation, the iron core of the main transformer is subjected to main magnetic flux, and the windings are subjected to alternating magnetic flux leakage, both of which lead to mechanical vibration (Cheng and Yu, 2018). The vibration is transmitted to the transformer shell through internal structural parts and insulating oil. When the internal operation state of the transformer changes, the vibration state of the tank surface changes accordingly (Žarković and Stojković, 2017). Since the early 1990s, much research work in identifying influence factors for transformer vibration, extracting signature signals of vibration, and establishing transformer vibration models have been carried out. It is indicated that the mechanical vibration signals obtained from the tank surface can be used as an effective tool for system condition monitoring and fault diagnosis (Fan et al., 2017; Kirkbas et al., 2020). However, most of the actual vibration measurements are obtained from the tank surface of single-phase model transformers; the specific vibration monitoring method still lacks PSH in the case of main transformers. In addition, the current vibration signal measuring method heavily relies on the classification of 1D vibration acceleration information obtained by mechanical sensors, that is, the vibration information is generated from few discrete measuring points (Tightiz et al., 2020; Xu et al., 1997). The overall distribution of mechanical vibrations cannot be obtained, which makes it difficult to analyze the precise operation state of main transformers in PSH.
Recently, the deep learning method, that is, artificial neural network (ANN), has been increasingly used in the asset management of power systems (Thada et al., 2021; Ghoneim et al., 2016). Among all the ANN methods, convolutional neural network (CNN) is widely accepted as one of the most effective solutions to the fault diagnosis of graphical inspection information, such as infrared images and video surveillance of high-voltage electric equipment, due to the application of gradient descent and error back-propagation in the network training process (Idowu et al., 2016; Daelemans et al., 2003). Regarding the potential application of CNN in combination with vibration signals in operation status classification of main transformers in PSH (Ghoneim et al., 2016), the most important step is to transfer the 1D vibration signals into 2D numpy arrays in image file types; only in this way, the precise feature extraction of CNN can be carried out.
This study aims at encapsulating the operation status of main transformers in PSH from visualized vibration data by using advanced deep learning methods. Two-dimensional visualization of transformer surficial vibration is carried out by using linear interpolation and data mapping of vibration data generated on 21 measuring points evenly distributed on the tank surface of the main transformer. The visualized vibration data are then trained by a specified CNN network with two convolution layers, two pooling layers, and 1 full connected layer. The feature extraction and mode classification of PSH in four modes, that is, full load, no load, DC bias, and short current, are carried out by integrating rectified linear unit (ReLU) activation and batch normalization function. The proposed method accelerates the early risk detection since the sensors on the surface works periodically without interrupting the normal operation of main transformers.
METHODOLOGY
Technical Framework for Operation Risk Assessment of PSH
The technical framework for the operation risk assessment of PSH based on condition monitoring of the main transformer is shown in Figure 1. By incorporating intelligent risk assessment based on pattern recognition from main transformer vibration in the process of operation and maintenance, the individual and clustered equipment operation status data in PSH can be comprehensively collected. Consequently, health index analysis such as operation status threshold value and trending, as well as health index warning and lifetime estimation can be carried out. Based on the operation risk assessment, the systematical alarm policies and device health warning lists can be created to timely alert early deterioration in the device and system. Eventually, the optimized PSH operation status management strategy can be formed.
[image: Figure 1]FIGURE 1 | PSH operational risk assessment technology diagram.
Mapping Relationship Between Transformer Vibration and PSH Operation Status
During operation, the vibration of the transformer tank mainly comes from the vibration of the core, winding, voltage regulator, and cooling system. The transmission path of inherent vibration to the tank surface is shown in Figure 2. The tank vibration caused by the core is in the order of 100 kHz, whereas vibration caused by winding could be calculated by taking the vibration in non-loading status as reference. The vibration caused by the cooling system mainly ranges in the frequencies lower than 100 Hz, whereas the vibration caused by the voltage regulator mainly ranges in the frequencies higher than 1 kHz (Ji et al., 2020). By carrying out data clustering on the vibration signals obtained on the tank surface, the origins of the vibration can be easily distinguished; and the precise relationship between the forms of vibration data and transformer component under different working conditions can be easily found.
[image: Figure 2]FIGURE 2 | Typical transmission path of transformer vibrations from different origins.
Vibration Data Visualization
The typical loading conditions of main transformer in PSH are shown in Figure 3. The main transformer is in the pump status once a day and in the generator state three times a day. The operation status of the main transformer in PSH is way more complex than that of the conventional power transformer, that is, it could suffer offline, pump water, phase modulation, generate power, and transient conditions in a row. In the worst-case scenario, fault and breakdown could occur during frequent switching of the operation status. The various working conditions of PSH greatly increase the complexity of vibration signals obtained from the main transformer. The traditional vibration signal monitoring methods try to distinguish the operation mode of the transformer through the establishment of the vibration mathematical model manually. However, all the traditional methods cannot deal with transient non-periodical vibration signals. Only 1D type of vibration data can be collected through these methods, which makes it difficult to consider both the vibration information in time domains and frequency domains (Xi et al., 2020). The advanced data processing technologies such as deep learning is also impossible to be proposed on 1D series of data as some key information such as correlating events with time series for incident accidents could possibly be missing during training.
[image: Figure 3]FIGURE 3 | Daily loading conditions for main transformers of PSH.
In order to solve the aforementioned issues, a new data visualization method to transfer the 1D series type of data to the 2D matrix type of data is proposed, including vibration data collection by sensor arrays, as well as data mapping by perspective transformation. Since the typical magnetic circuit structure for the PSH main transformer is in the type of three-phase five-limb transformer, the closer the sensor is to the areas over against the winding and core, the more precise the mechanical state can be obtained. The setup for vibration sensor arrays is shown in Figure 4. The arrays are made up of 21 measuring points in total, where 9 measuring points are set on the high-voltage side and low-voltage side, respectively, and 3 additional measuring points are set on top of the tank. The measuring points are located on top, middle, and bottom sides of the surface areas over against A, B, and C phases of windings. The 16-channel acceleration sensor system DH5902N is used in this study, with a capability of frequency response ranging from 0.5 Hz to 7 kHz.
[image: Figure 4]FIGURE 4 | Tank vibration signal measuring system.
The vibration signal measurement system is composed of four parts: data acquisition, data integration, data output, and back-end processing. Firstly, the vibration signal of transformer tank surface is collected by vibration acceleration sensor, used in the process of acquisition of the synchronous clock line to realize synchronous measurement between multiple devices, each channel signal processing chip between mutual independence, can realize the multichannel vibration signals, and the exciting current signal synchronous real-time collection and analysis. Then the vibration tester completes the sensor signal conversion analysis and output to the post-processing end.
The typical sampling of vibration data collected from the transformer tank is shown in Figure 5. Under the same operation condition, the waveform and amplitude of vibration data are quite similar in different time periods. Once the operation condition is changed, the shape of vibration curves changes significantly, which indicates that the extremum on the periodically changed vibration curves can be taken as the signature feature for transformer mode recognition. For the simplification of data processing, the extremum of each measuring point is defined as the mean value of all the peak vibration values measured in 10 min continually.
[image: Figure 5]FIGURE 5 | Typical sampling of vibration data. (A) Non-loading condition; (B) full-loading condition].
After the original vibration data are processed by feature extraction and data numeralization, the data mapping and data visualization of transformer vibration can be carried out. The detailed steps for the perspective transformation of 1D series data to 2D matrix data are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Data mapping and visualization of transformer vibration.
Figure 6 shows the solution process of the vibration nephogram based on the linear interpolation method. Taking the position of the vibration measurement point as the node, the surface of the tank is divided into regions, and each region is interpolated to obtain the distribution of the characteristic value of the overall vibration acceleration. In Figure 6, area 11 is taken as an example, and it is divided into m×n meshes, and the vibration acceleration values at the nodes of the generated meshes are solved. The specific value of m × n can be set according to the actual resolution requirements. The red in the figure is the position of the vibration measurement point, the blue is the position of the point to be determined, Ui. j is the vibration acceleration characteristic value at (i,j), fu is the x-direction interpolation function, and su is the y-direction interpolation function. Since the influence of the axial force of the winding vibration is greater than the amplitude force, the y-axis is the main interpolation direction, and x is the auxiliary interpolation direction. The values of u0,0∼um,0、u0,n ∼ um,n are solved by fu, ui,j (1 ≤ i ≤ m, 1 ≤ j ≤ n). The value su is solved, and fu and su are shown in the following Formula 1:
[image: image]
After the characteristic values of vibration acceleration on each node in all regions of the whole tank surface are obtained, the pseudo-color image processing is unified, that is, the complete vibration cloud image of the tank surface can be obtained.
PSH Operation Status Recognition Based on Convolutional Neural Network
As a typical representative of deep learning, the convolutional neural network was first proposed by biologists Huber and Visser in 1962 in the study of cat visual system. It is a kind of feedforward neural network. As a supervised learning algorithm, CNN, like the traditional neural network, must use labeled data to conduct model training, so as to predict the samples to be recognized through the model.
As a multilayer neural network, the basic network structure of CNN is shown in Figure 7. First, the one-dimensional or multidimensional array is input from the input layer, and then feature extraction and sampling processing are carried out through the convolution layer C1 and sampling layer S1. The operations of convolution layer C2 and sampling layer S2 are consistent with those of C1 and S1. Finally, the full connection layer expands it into a one-dimensional vector F3 and passes it to the output layer through activation function (Zhao et al., 2020).
[image: Figure 7]FIGURE 7 | Basic structure of convolutional neural network.
The convolution layer contains multiple convolution kernels, and each of its constituent elements corresponds to a weight coefficient and a deviation quantity. Feature extraction and nephograms are carried out by the inner product. Let each input sample be x, the number of convolution kernels be n, and the size of all convolution kernels be m × 1. Generally, the output form of the kth convolution kernel of the convolution layer is shown in Formula 2:
[image: image]
In Formula 2, [image: image] represents the ith element of the output of the kth convolution kernel; [image: image] represents the jth element of the kth convolution kernel; [image: image] represents the bias of the kth convolution kernel; and[image: image] represents the activation function adopted by the convolution layer.
The sampling layer, also known as the pooling layer, is a sampling operation after feature extraction, as shown in S1 and S2 in Figure 7. After feature extraction at the convolutional layer, the pooling layer replaces the value of the pixel with the statistical value of the nephogram of the adjacent area of a single pixel through the preset pooling function to complete the selection and filtering of feature information. At the end of the sampling process, the size of the feature graph will be reduced, but its number remains constant. Assuming that the sampling width is q × 1, generally, the output result of the sampling layer S matching the kth convolution kernel is as follows:
[image: image]
In Formula 3, [image: image] represents the jth output of the kth convolution check at the sampling layer and [image: image] represent the ith element of the output of the kth convolution kernel.
The model uses the back-propagation algorithm to optimize the network structure and solve the network parameters, that is, the excitation propagation and weight update are carried out repeatedly and iteratively until the objective function converges to a preset range. The solving process of network parameters is divided into two steps. First, the cost function between the actual output and the ideal output is calculated, and then the network is trained with the criterion of minimizing the cost function through the back-propagation algorithm of supervised learning. The training loss function is shown in Formula 4:
[image: image]
In Formula 4, [image: image] represents the jth actual output of the network corresponding to the nth sample; [image: image] represents the k-dimension label corresponding to the ideal state of the nth sample; t is the number of training samples; and c is the number of categories.
The calculation formula of the iteratively updated weight W and bias parameter b is given as follows:
[image: image]
[image: image]
In Formulas 5, 6: xp represents the output of layer p; d p+1represents the error term of p+1 layer; and h stands for learning rate.
FIELD TEST RESULTS AND DISCUSSIONS
Origin of Vibration Data and Construction of Data Set
The data are from six main transformers of a pumped storage power station, all of which have been running for more than 10 years. The data comes from six main transformers of a pumped-storage power station. These transformers have been in operation for more than 10 years, and they are all main-transformer three-phase five-column structures. No. 1, 3, and 5 transformers are non-excitation voltage regulating transformers, and No. 2, 5, and 6 transformers are on-load voltage regulating transformers. The difference between them is that the pressure regulation range and cooling method are different, and other parameters are the same. Table 1 is the main technical parameters of the two different main transformers.
TABLE 1 | Parameter table of pumped storage main transformer.
[image: Table 1]DH5902N data acquisition and analysis system was used for vibration signal measurement. The sensor was 1A111E IEPE piezoelectric acceleration sensor with a axial sensitivity of 100 mV/g and sampling frequency of 20 kHz. The sensors are directly attached to the surface of the main transformer tank surface for measurement, and 9 side points are selected on the wide side of each transformer, as shown in Figure 8. Each device operating condition corresponds to a data label, and each data label contains time domain, frequency domain, and time–frequency atlas. After visualization processing of the time domain data of 9 electrical measurements, the generated visualized spectra under four typical working conditions are shown in Figure 9, including the visualized cloud images of no load, full load, DC magnetic bias, and short circuit working conditions.
[image: Figure 8]FIGURE 8 | Layout of measuring points on main transformer.
[image: Figure 9]FIGURE 9 | Typical vibration map. (A) Typical no-load vibration cloud image of main transformer. (B) Typical full load vibration cloud image of main transformer. (C) Typical DC bias magnetic vibration cloud image of main transformer. (D) Typical vibration spectrum of main transformer short circuit.
Effect of Network Parameters on the Recognition Efficiency
In the structure of convolutional neural network, the accuracy and convergence speed of the network will change with the activation function selected at the convolutional layer. Sigmoid, tanh, and leaky ReLU functions are three activation functions commonly used in the convolution layer, and their formulas are, respectively, given in the following equations.
Sigmoid function is
[image: image]
Tanh function is
[image: image]
Leaky ReLU function is
[image: image]
Considering the influence of different activation functions on the experimental results, three different activation functions were used in the convolution layer to conduct comparative experiments, and the comparison results are shown in Figures 10, 11. It can be seen that when leaky ReLU function is selected as the activation function in the convolution layer, the classification recognition effect of this model is the best. When leaky ReLU function is used as the activation function in the convolution layer, the number of iterations of the model is the least and the recognition accuracy is the highest, reaching 89.7%. It is significantly higher than the recognition results under tanh function and sigmoid function, and the loss value after convergence is far smaller than those in the other two cases.
[image: Figure 10]FIGURE 10 | Recognition accuracy under different.
[image: Figure 11]FIGURE 11 | Loss value under different activation functions.
In the structure of the convolutional neural network, the number of convolutional kernels will affect the recognition accuracy of the model. Therefore, this study compares and analyzes the recognition results under different convolution kernels through experiments. As can be seen from Table 2, loss values under different numbers of convolution kernels range from 0.11 to 0.13, which all meet the requirements of convergence. As can be seen from the comparison results of recognition accuracy, when the number of convolutional kernels is 5, the accuracy is 89.78%. Therefore, when five convolution kernels are selected at the convolution layer, the classification effect of the algorithm is the best.
TABLE 2 | Recognition results under different number of convolution kernels.
[image: Table 2]Comparison of Different Deep Learning Models
In order to verify the application value of the algorithm in the field of main transformer vibration pattern recognition, the SVM algorithm and BP neural network algorithm are selected to compare with the algorithm in this study among the existing conventional algorithms, and the genetic algorithm is selected to optimize its network parameters, as shown in Table 3. All experiments in this article were conducted on computers equipped with an I7-8700 processor, NVDIA TITAN X graphics card, and 16G memory.
TABLE 3 | Recognition results under different recognition models.
[image: Table 3]First, the unified and normalized training data set is used as the input of the support vector machine to obtain the training model, and then the test data set is substituted into the training model to test the accuracy of the training model. Second, the unified and normalized training data set is used as the input of the support vector machine to obtain the training model, and then the test data set is substituted into the training model to test the accuracy of the training model. Among them, radial basis kernel function is selected for support vector machine, crossover probability is 0.3, mutation probability is 0.01, and genetic algorithm is used to optimize the parameters of SVM, where the maximum evolutionary algebra is 200, the number of individuals is 50, the value of penalty factor C is (0.01, 200), the value of kernel function parameter G is (0.001, 200), and the generation gap is 0.9. The final parameter selection result is C = 38.245, g = 0.0568.
Taking the same experimental data set as the input of BP neural network and SVM algorithm, the recognition accuracy is 79.9 and 83.2%, respectively. The recognition rate of CNN neural network has certain advantages over these two traditional algorithms. Experimental results show that the recognition method based on convolutional neural network has better recognition performance than the traditional algorithm, which reflects a good advance.
Promotion of the Proposed Method on Risk Assessment of PSH
The proposed PSH operation risk assessment method based on vibration visualization and deep learning can be extended to the digital operation maintenance of PSH. As shown in Figure 12 the digital twin of the PSH system can be evaluated by building the refined 3D model of main transformers in the multi-physical field coupling system with visualized monitoring data as reference. In order to ensure the digital model to cover all the typical faults and defects that could possibly occur during the lifetime of PSH, other non-electrical signals such as infrared and ultraviolet detections are also advised for condition monitoring of main transformers. The refined model could be reproduced from a scaling modeling data of the 3D scan of the actual equipment.
[image: Figure 12]FIGURE 12 | Establishment of digital twin for key equipment in PSH based on the proposed method.
CONCLUSION
This article proposes a PSH main transformer operating-state recognition model based on mechanical vibration signal artificial visualization and deep learning. By means of linear interpolation and data mapping for vibration data of 21 measuring points with uniform distribution of the main transformer groove surface, two-dimensional visualization of transformer surface vibration is realized. The vibration information with transformer load information is transformed into feature images and trained by the designated CNN network, thus realizing the classification of working state. This method has been applied to the status monitoring of the main transformer of PSH, realizing the status recognition of the four modes of the main transformer. This method provides a new idea for operation risk assessment of hydroelectric energy storage, that is, transformer vibration signal is periodically detected by embedded IOT sensor array. On the one hand, transformer failure warning can be achieved in a short time. On the other hand, the health index of transformer can be estimated through the change trend of vibration data in the life cycle obtained by long-term monitoring, and the formulation of the optimal maintenance plan can be finally realized (Chen and Guestrin, 2016, O'Shaughnessy et al., 2021, Duan et al., 2010, Aydin et al., 2008).
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INTRODUCTION
One of the main issues of the application of photovoltaic (PV) system in practice is the mismatch between PV modules caused by partial shading (PS) (Iqbal et al., 2021; Zhao et al., 2021). The consequence of this phenomenon is that the energy generated by PV array is not fully utilized, which damages PV modules, shortens the service lifetime, and leads to economic losses. To mitigate this impact, PV reconfiguration technologies are recommended to disperse shadows uniformly, which are divided into static array reconfiguration and dynamic array reconfiguration (Yang et al., 2021a). In contrast to static array reconfiguration method, dynamic reconfiguration brings targeted change to the electrical connection between the PV modules according to the present irradiation on the PV array, which is more flexible and efficient. The above-mentioned method is implemented through a set of electrical switches embedded between the PV modules (Faiza and Cherif, 2021). However, the practical application of a reconfiguration technique will face many challenges. First of all, the current research papers lack expatiation about hardware realization of the PV array reconfiguration method. Second, after realizing the above-mentioned hardware requirements, it is worth thinking how to balance the economic benefits brought by reconfiguration and the potential risks brought by equipment reliability. This paper gives a clarification of the above-mentioned issues and brings some views on different PV reconfiguration technologies.
STATIC RECONFIGURATION
Static reconfiguration approach changes the physical location of modules by some specific patterns to disperse the shading effect on the PV array, and there is no need for switches or other redesigned hardware. Hence, static reconfiguration is of lower complexity, easy to configure, and more manageable from the operation perspective. Providing an optimal scheme of module interconnections for PV array is the key in order to achieve the highest energy gain. The Sudoku reconfiguration approach designed for total cross-tied (TCT)-connected PV array rearranges the modules according to the Su Do Ku puzzle pattern (Rani et al., 2013). A particular work (Dhanalakshmi and Rajasekar, 2018a) proposed another puzzle-based reconfiguration scheme named the dominant square reconfiguration approach. Similarly, literature (Dhanalakshmi and Rajasekar, 2018b) introduced a competence square reconfiguration method to execute the physical relocation of PV modules. A more recent study proposed a method to increase output power by rearranging the PV modules based on the Magic Square puzzle (Reddy and Yammani, 2020). Researchers also developed a zigzag scheme for rearranging the modules (Vijayalekshmy et al., 2017). It is worth noting that the zigzag technique is available for a PV array with different numbers of rows and columns, which enhances the expansibility of the proposed method. The drawbacks of these methods are additional line losses due to the increased wire length and ineffective dispersion due to the redundant constraints of the reconfiguration scheme. Therefore, an optimal Sudoku arrangement is developed to solve these problems (Potnuru et al., 2015). Considering wiring complexity and line loss, the extra wire length required depends on the relative position of the module with respect to the modules above and below in the same column, which minimizes the wiring loss. In addition, to improve the engineering practicability, the authors proposed a strategy for the optimal Sudoku technique applied in large-scale PV stations, i.e., view a large-scale PV array as a system that consists of micro-arrays. The large-scale array and micro-arrays are all reconfigured by the optimal Sudoku method. However, all methods mentioned above can only be applied to a TCT-connected PV array. Complex wiring requirements also limit the application of static reconfiguration technology. Therefore, to implement static reconfiguration to large-scale PV power stations is a brand new and challenging task.
DYNAMIC RECONFIGURATION
Dynamic reconfiguration technologies use switching matrix to change the electrical interconnections of PV modules. The adaptive electrical array reconfiguration of PV modules is the earliest technology to use switching matrix in PV reconfiguration (Nguyen and Lehman, 2008). According to model-based control algorithm, the adaptive part and the fixed part of a PV array is connected by an alterable switching matrix (Karakose et al., 2016). The shadows are dispersed through connecting the less shaded rows of the adaptive part with the more shaded rows of the fixed part. Thus, row current can be equalized. This method is of low complexity, but the power loss mitigation is relatively small, and there is the need for a huge amount of switches, which leads to an increase in cost. The adaptive array reconfiguration approach divides the PV array into two sub-arrays. The adaptive sub-array is reconfigured by micro-control units to equalize the irradiance distribution (Liu et al., 2010). This method has a relatively high complexity and therefore is appropriate for a PV system in individual buildings or small geographic areas.
Meta-heuristic algorithm-based PV reconfiguration strategy is a very active area of research in recent years because of its flexibility, and there is no need of a precise system model (Yang et al., 2020a; Yang et al., 2020b; Dasu et al., 2021; Sakthivel and Sathya, 2021; Wang et al., 2021). So far, genetic algorithm (Deshkar et al., 2015), gravitational search algorithm (Hasanien et al., 2016), particle swarm algorithm (Babu et al., 2018), modified Harris hawks algorithm (Yousri et al., 2020a), marine predators algorithm (Yousri et al., 2020b), grey wolf optimization algorithm (Balraj and Stonier, 2020), butterfly optimization algorithm (Fathy, 2020), artificial ecosystem-based optimization (Yousri et al., 2020c), democratic political algorithm (Yang et al., 2021b), and other several meta-heuristic algorithms are applied in PV reconfiguration research. It should be noted that these strategies are all designed for TCT structure, the principle of which is changing the electrical interconnection of modules in the same column so as to equalize the row current. Some works (Deshkar et al., 2015; Babu et al., 2018; Balraj and Stonier, 2020; Fathy, 2020; Yousri et al., 2020a; Yousri et al., 2020b; Yousri et al., 2020c) used row current as one of the evaluation criteria of the reconfiguration scheme, which reflects the principle of reconfiguration intuitively. Hasanien et al. (2016) designed the irradiance level mismatch index to analyze the irradiance level mismatch on the row level, which provides a new research idea of reconfiguration. Specifically, one work (Babu et al., 2018) took total income per year into account, which is worth using as a reference. Other works (Balraj and Stonier, 2020; Fathy, 2020; Yousri et al., 2020a; Yousri et al., 2020b; Yousri et al., 2020c; Yang et al., 2021b) used fill factor as an evaluation criterion of the reconfiguration results. It is debatable because fill factor is usually used to evaluate the performance of PV cells (Min et al., 2020). To verify the performance of algorithms, there is a need to introduce some parameters, such as the execution time used (Hasanien et al., 2016; Babu et al., 2018; Yousri et al., 2020a; Yousri et al., 2020b; Yousri et al., 2020c; Yang et al., 2021b) and the standard deviation (Babu et al., 2018; Yang et al., 2021b). The details of the evaluation criteria used by prior research are shown in Table 1. The array sizes applied in literatures are different, mostly arrays with the same number of rows and columns, such as 9 × 9 and 16 × 16. Others are non-square arrays with varied sizes, such as 6 × 4 and 6 × 20. It should be appropriate for researchers to apply non-square arrays to expand the applicability of the method studied in PV reconfiguration.
TABLE 1 | Summary of the evaluation criteria used in prior research papers on photovoltaic reconfiguration studies.
[image: Table 1]The investigated cases in Deshkar et al. (2015) and Yousri et al. (2020a) applied four shading patterns, i.e., short and wide, long and wide, short and narrow, and long and narrow. One work (Hasanien et al., 2016) applied single-row PS, double-row PS, and quarter-array PS; these are three types of shadows. There are other shadow types like uneven row, uneven column, diagonal, outer, center, and random shadow (Yang et al., 2021b). Hence, it is necessary to develop a benchmark to support researchers in conducting a more reasonable study (Chen et al., 2018; Yang et al., 2019; Yao et al., 2019; Liu et al., 2020; Zhou et al., 2020; Huang et al., 2021; Xiong et al., 2021; Zhang K. et al., 2021). Moreover, simulations should be implemented in a standard test condition, which is 1,000 W/m2 and 25°C.
TCT topology is the mainly used topology in existing research about PV reconfiguration, and the rest used series–parallel (SP) topology as the hardware structure of the PV array. In practice, SP topology is the sole structure of PV power station (Shams et al., 2021). It is worth noting that TCT topology-based PV reconfiguration improves the energy efficiency and the reliability of the PV system, but due to the increased wiring loss, high system complexity as well as high operational and maintenance cost, the SP topology has a higher efficiency than TCT. Under this circumstance, it is more appropriate to shift the research emphasis from TCT to SP. Significantly, reconfiguration solutions in large-scale PV stations should be developed to fit the actual engineering needs.
One of the most important parts to realize in reconfiguration technology is the hardware design of PV reconfiguration technology. It is worth learning from works (Yousri et al., 2020a; Yousri et al., 2020b) that proposed a switching matrix consisting of single-pole, multiple throw switches, which greatly reduced the number of switches compared to TCT (see Figure 1). The required number of switches of a 4 × 6 PV array in this method is 48, but for a TCT-interconnected array of the same size, the number of switches is 258, which is calculated by the following equation:
[image: image]
where P is the number of rows, and Q is the number of columns.
[image: Figure 1]FIGURE 1 | Structure of the proposed switching matrix in literature.
Zhang et al. (2021) designed a varying PS to simulate shadows of moving clouds in 10 min, which means that the switching matrix should be switched in minutes. This will bring dependability issues due to various conditions like switch fault or increased expenses. Thus, it is worth considering how to balance the benefits and potential risks of optimal array reconfiguration. Moreover, researchers should focus on experiments instead of simulations, which has a far-reaching significance for applying reconfiguration into practical engineering.
Finally, due to the inherent defect of randomness in meta-heuristic algorithms, the quality of an optimal solution varies with the number of iterations and the number of populations (Yang et al., 2015; Zhang et al., 2015; Zhang et al., 2016; Yang et al., 2020c). The weight parameters assigned to algorithms should also be carefully chosen. For a PV array of different sizes, algorithm parameters need to be set purposefully to weigh the computational burden of the algorithm and the solution quality. In addition, previous methods found it difficult to solve a large-scale PV system optimization because the computing time is increased with system scale, which becomes an urgent problem to be solved in the application of PV reconfiguration.
DISCUSSION AND CONCLUSION
PV reconfiguration technology is an effective strategy to extract the power of a PV system under partial shading condition, but it is still in its research and development phase. The efficiency and engineering practicability of this technique are major challenges, detailed as follows:
(a) Despite its cheap cost, static reconfiguration faces complex wiring difficulties and ineffective shadow dispersion. Setting reasonable constraints can avoid the invalid rearrangements of PV modules. Furthermore, the next step of researchers is to investigate some strategies to apply static reconfiguration into a large-scale PV station.
(b) The research keystone of dynamic reconfiguration is strategies for SP-connected PV array. Besides this, a benchmark of studied cases including PV array sizes and shading patterns can be formulated to verify the correctness of the studied results.
(c) Another important aspect of this technique is the hardware design of the dynamic reconfiguration. The switching frequency of the switching matrix is a critical research issue. Moreover, the material, price, and applicability of the switch used in the proposed technique should be considered carefully.
(d) To cover the shortcomings of prior studies of meta-heuristic algorithm-based reconfiguration approaches, there is an urgent need to develop an effective and efficient control algorithm to apply a reconfiguration technique to meet the needs of a practical engineering project.
AUTHOR CONTRIBUTIONS
RS contributed to writing the original draft and editing. BY contributed to conceptualization. YH contributed to visualization and the discussion of the topic.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article or claim that may be made by its manufacturer is not guaranteed or endorsed by the publisher.
REFERENCES
 Babu, T. S., Ram, J. P., Dragicevic, T., Miyatake, M., Blaabjerg, F., Rajasekar, N., et al. (2018). Particle Swarm Optimization Based Solar PV Array Reconfiguration of the Maximum Power Extraction under Partial Shading Conditions. IEEE Trans. Sust.x Energ. 9 (1), 74–85. doi:10.1109/tste.2017.2714905
 Balraj, R., and Stonier, A. A. (2020). A Novel PV Array Interconnection Scheme to Extract Maximum Power Based on Global Shade Dispersion Using Grey Wolf Optimization Algorithm under Partial Shading Conditions. Circuit World 48, 28–38. doi:10.1108/CW-07-2020-0143
 Chen, J., Yao, W., Zhang, C., Ren, Y., and Jiang, L. (2018). Design of Robust MPPT Controller for Grid-Connected PMSG-Based Wind Turbine via Perturbation Observation Based Nonlinear Adaptive Control. Renew. Energ. 101, 34–51. doi:10.1016/j.renene.2018.11.048
 Dasu, B., Mangipudi, S., and Rayapudi, S. (2021). Small Signal Stability Enhancement of a Large Scale Power System Using a Bio-Inspired Whale Optimization Algorithm. Prot. Control. Mod. Power Syst. 6 (16), 1–17. doi:10.1186/s41601-021-00215-w
 Deshkar, S. N., Dhale, S. B., Mukherjee, J. S., Babu, T. S., and Rajasekar, N. (2015). Solar PV Array Reconfiguration under Partial Shading Conditions for Maximum Power Extraction Using Genetic Algorithm. Renew. Sust. Energ. Rev. 43, 102–110. doi:10.1016/j.rser.2014.10.098
 Dhanalakshmi, B., and Rajasekar, N. (2018a). Dominance Square Based Array Reconfiguration Scheme for Power Loss Reduction in Solar Photovoltaic (PV) Systems. Energ. Convers. Manag. 156, 84–102. doi:10.1016/j.enconman.2017.10.080
 Dhanalakshmi, B., and Rajasekar, N. (2018b). A Novel Competence Square Based PV Array Reconfiguration Technique for Solar PV Maximum Power Extraction. Energ. Convers. Manag. 174, 897–912. doi:10.1016/j.enconman.2018.08.077
 Faiza, B., and Cherif, L. (2021). PV Array Reconfiguration Techniques for Maximum Power Optimization under Partial Shading Conditions: A Review. Solar Energy 230, 558–582. doi:10.1016/j.solener.2021.09.089
 Fathy, A. (2020). Butterfly Optimization Algorithm Based Methodology for Enhancing the Shaded Photovoltaic Array Extracted Power via Reconfiguration Process. Energ. Convers. Manag. 220, 113115. doi:10.1016/j.enconman.2020.113115
 Hasanien, H. M., Al-Durra, A., and Muyeen, S. M. (2016). “Gravitational Search Algorithm-Based Photovoltaic Array Reconfiguration for Partial Shading Losses Reduction,” in IET International Conference on Renewable Power Generation,  (London, UK. September 21–23, 2016), 1–6. doi:10.1049/cp.2016.0577
 Huang, S., Wu, Q., Liao, W., Wu, G., Li, X., and Wei, J. (2021). Adaptive Droop-Based Hierarchical Optimal Voltage Control Scheme for Vsc-Hvdc Connected Offshore Wind Farm. IEEE Trans. Ind. Inform. 17 (12), 8165–8176. doi:10.1109/tii.2021.3065375
 Iqbal, B., Nasir, A., and Murtaza, A. F. (2021). Stochastic Maximum Power point Tracking of Photovoltaic Energy System under Partial Shading Conditions. Prot. Control. Mod. Power Syst. 6 (30), 1–13. doi:10.1186/s41601-021-00208-9
 Karakose, M., Baygin, M., Murat, K., Baygin, N., and Akin, E. (2016). Fuzzy Based Reconfiguration Method Using Intelligent Partial Shadow Detection in PV Arrays. Int. J. Comput. Intell. Syst. 9 (2), 202–212. doi:10.1080/18756891.2016.1150004
 Liu, J., Yao, W., Wen, J. Y., Fang, J. K., Jiang, L., He, H. B., et al. (2020). Impact of Power Grid Strength and PLL Parameters on Stability of Grid-Connected DFIG Wind Farm. IEEE Trans. Sust. Energ. 11 (1), 545–557. doi:10.1109/tste.2019.2897596
 Liu, Y., Pang, Z., and Cheng, Z. (2010). “Research on an Adaptive Solar Photovoltaic Array Using Shading Degree Model-Based Reconfiguration Algorithm,” in Chinese Control and Decision Conference,  (Xuzhou, China. May 26–28, 2010), 2356–2360. doi:10.1109/ccdc.2010.5498823
 Min, K. H., Kim, T., Kang, M. G., Song, H. E., Kang, Y., Lee, H. S., et al. (2020). An Analysis of Fill Factor Loss Depending on the Temperature for the Industrial Silicon Solar Cells. Energies 13 (11), 2931. doi:10.3390/en13112931
 Nguyen, D., and Lehman, B. (2008). An Adaptive Solar Photovoltaic Array Using Model-Based Reconfiguration Algorithm. IEEE Trans. Ind. Elect. 55 (7), 2644–2654. doi:10.1109/tie.2008.924169
 Potnuru, S. R., Pattabiraman, D., Ganesan, S. I., and Chilakapati, N. (2015). Positioning of PV Panels for Reduction in Line Losses and Mismatch Losses in PV Array. Renew. Energ. 78, 264–275. doi:10.1016/j.renene.2014.12.055
 Rani, B. I., Ilango, G. S., and Nagamani, C. (2013). Enhanced Power Generation from PV Array under Partial Shading Conditions by Shade Dispersion Using Su Do Ku Configuration. IEEE Trans. Sust. Energ. 4 (3), 594–601. doi:10.1109/tste.2012.2230033
 Reddy, S. S., and Yammani, C. (2020). A Novel Magic-Square Puzzle Based One-Time PV Reconfiguration Technique to Mitigate Mismatch Power Loss Under Various Partial Shading Conditions. Optik 222, 165289. doi:10.1016/j.ijleo.2020.165289
 Sakthivel, V. P., and Sathya, P. D. (2021). Single and Multi-Area Multi-Fuel Economic Dispatch Using a Fuzzified Squirrel Search Algorithm. Prot. Control. Mod. Power Syst. 6 (11), 1–13. doi:10.1186/s41601-021-00188-w
 Shams, I., Mekhilef, S., and Tey, K. S. (2021). Advancement of Voltage Equalizer Topologies for Serially Connected Solar Modules as Partial Shading Mitigation Technique: A Comprehensive Review. J. Clean. Prod. 285, 124824. doi:10.1016/j.jclepro.2020.124824
 Vijayalekshmy, S., Bindu, G. R., and Iyer, S. R. (2017). “Performance Comparison of Zig-Zag and Su Do Ku Schemes in a Partially Shaded Photovoltaic Array under Static Shadow Conditions,” in Innovations in Power and Advanced Computing Technologies,  (Vellore, India, April 21–22, 2017), 1–6. doi:10.1109/ipact.2017.8245109
 Wang, P., Song, J., Liang, F., Shi, F., Kong, X., Xie, G., et al. (2021). Equivalent Model of Multi-type Distributed Generators under Faults with Fast-Iterative Calculation Method Based on Improved PSO Algorithm. Prot. Control. Mod. Power Syst. 6 (29), 1–12. doi:10.1186/s41601-021-00207-w
 Xiong, Y., Yao, W., Wen, J., Lin, S., Ai, X., Fang, J., et al. (2021). Two-Level Combined Control Scheme of VSC-MTDC Integrated Offshore Wind Farms for Onshore System Frequency Support. IEEE Trans. Power Syst. 36 (1), 781–792. doi:10.1109/tpwrs.2020.2998579
 Yang, B., Jiang, L., Yao, W., and Wu, Q. H. (2015). Perturbation Estimation Based Coordinated Adaptive Passive Control for Multimachine Power Systems. Control. Eng. Pract. 44, 172–192. doi:10.1016/j.conengprac.2015.07.012
 Yang, B., Zhu, T., Wang, J., Shu, H., Yu, T., Zhang, X., et al. (2020a). Comprehensive Overview of Maximum Power point Tracking Algorithms of PV Systems under Partial Shading Condition. J. Clean. Prod. 268, 121983. doi:10.1016/j.jclepro.2020.121983
 Yang, B., Wang, J., Zhang, X., Yu, T., Yao, W., Shu, H., et al. (2020b). Comprehensive Overview of Meta-Heuristic Algorithm Applications on PV Cell Parameter Identification. Energ. Convers. Manag. 208, 112595. doi:10.1016/j.enconman.2020.112595
 Yang, B., Wang, J. B., Zhang, X. S., Wang, J. T., Shu, H. C., Li, S. N., et al. (2020c). Applications of Battery/Supercapacitor Hybrid Energy Storage Systems for Electric Vehicles Using Perturbation Observer Based Robust Control. J. Power Sourc. 448, 227444. doi:10.1016/j.jpowsour.2019.227444
 Yang, B., Ye, H., Wang, J. J. B., Li, J., Wu, S., Li, Y., et al. (2021a). PV Arrays Reconfiguration for Partial Shading Mitigation: Recent Advances, Challenges and Perspectives. Energ. Convers. Manag. 247, 114738. doi:10.1016/j.enconman.2021.114738
 Yang, B., Shao, R. N., Zhang, M. T., Ye, H., Liu, B., Bao, T., et al. (2021b). Socio-Inspired Democratic Political Algorithm for Optimal PV Array Reconfiguration to Mitigate Partial Shading. Sustain. Energy Technol. Assess. 48, 101627. doi:10.1016/j.seta.2021.101627
 Yang, B., Zhong, L., Zhang, X., Shu, H., Yu, T., Li, H., et al. (2019). Novel Bio-Inspired Memetic Salp Swarm Algorithm and Application to MPPT for PV Systems Considering Partial Shading Condition. J. Clean. Prod. 215, 1203–1222. doi:10.1016/j.jclepro.2019.01.150
 Yao, Q., Liu, J., and Hu, Y. (2019). Optimized Active Power Dispatching Strategy Considering Fatigue Load of Wind Turbines during De-loading Operation. IEEE Access 7, 17439–17449. doi:10.1109/access.2019.2893957
 Yousri, D., Allam, D., and Eteiba, M. B. (2020a). Optimal Photovoltaic Array Reconfiguration for Alleviating the Partial Shading Influence Based on a Modified harris Hawks Optimizer. Energ. Convers. Manag. 206, 112470. doi:10.1016/j.enconman.2020.112470
 Yousri, D., Babu, T. S., Beshr, E., Eteiba, M. B., and Allam, D. (2020b). A Robust Strategy Based on marine Predators Algorithm for Large Scale Photovoltaic Array Reconfiguration to Mitigate the Partial Shading Effect on the Performance of PV System. IEEE Access 8, 112407–112426. doi:10.1109/access.2020.3000420
 Yousri, D., Babu, T. S., Mirjalili, S., Rajasekar, N., and Elaziz, M. A., (2020c). A Novel Objective Function with Artificial Ecosystem-Based Optimization for Relieving the Mismatching Power Loss of Large-Scale Photovoltaic Array. Energ. Convers. Manag. 225, 113385. doi:10.1016/j.enconman.2020.113385
 Zhang, K., Zhou, B., Or, S. W., Li, C., Chung, C. Y., and Voropai, N. I. (2021). Optimal Coordinated Control of Multi-Renewable-To-Hydrogen Production System for Hydrogen Fueling Stations. IEEE Trans. Ind. Appl. doi:10.1109/TIA.2021.3093841
 Zhang, X., Li, C., Li, Z., Yin, X., Yang, B., Gan, L., et al. (2021). Optimal Mileage-Based PV Array Reconfiguration Using Swarm Reinforcement Learning. Energ. Convers. Manag. 232 (2), 113892. doi:10.1016/j.enconman.2021.113892
 Zhang, X. S., Yu, T., Yang, B., and Li, L. (2016). Virtual Generation Tribe Based Robust Collaborative Consensus Algorithm for Dynamic Generation Command Dispatch Optimization of Smart Grid. Energy 101, 34–51. doi:10.1016/j.energy.2016.02.009
 Zhang, X. S., Yu, T., Yang, B., Zheng, L. M., and Huang, L. N. (2015). Approximate Ideal Multi-Objective Solution Q(λ) Learning for Optimal Carbon-Energy Combined-Flow in Multi-Energy Power Systems. Energ. Convers. Manag. 106, 543–556. doi:10.1016/j.enconman.2015.09.049
 Zhao, Y., An, A., Xu, Y., Wang, Q., and Wang, M. (2021). Model Predictive Control of Grid-Connected PV Power Generation System Considering Optimal MPPT Control of PV Modules. Prot. Control. Mod. Power Syst. 6 (32), 1–12. doi:10.1186/s41601-021-00210-1
 Zhou, B., Fang, J., Ai, X., Yang, C., Yao, W., and Wen, J. (2020). Dynamic Var reserve-constrained Coordinated Scheduling of LCC-HVDC Receiving-End System Considering Contingencies and Wind Uncertainties. IEEE Trans. Sust. Energ. 12 (1), 469–481. doi:10.1109/tste.2020.3006984
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Shao, Yang and Han. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 31 January 2022
doi: 10.3389/fenrg.2021.824255


[image: image2]
Optimal Dispatch and Control Strategy of Integrated Energy System Considering Multiple P2H to Provide Integrated Demand Response
Xin Huang1, Kai Wang2, Mintong Zhao1, Jiajia Huan1, Yundong Yu2, Kai Jiang2, Xiaohe Yan2* and Nian Liu2
1Grid Planning and Research Center Guangdong Power Grid Co., Ltd., Guangzhou, China
2State Key Laboratory of Alternate Electrical Power System With Renewable Energy Resources, North China Electric Power University, Beijing, China
Edited by:
Bin Zhou, Hunan University, China
Reviewed by:
Yichen Shen, University of Bath, United Kingdom
Dongdong Zhang, Guangxi University, China
Pengfei Zhao, Chinese Academy of Sciences (CAS), China
* Correspondence: Xiaohe Yan, x.yan@ncepu.edu.cn
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 29 November 2021
Accepted: 08 December 2021
Published: 31 January 2022
Citation: Huang X, Wang K, Zhao M, Huan J, Yu Y, Jiang K, Yan X and Liu N (2022) Optimal Dispatch and Control Strategy of Integrated Energy System Considering Multiple P2H to Provide Integrated Demand Response. Front. Energy Res. 9:824255. doi: 10.3389/fenrg.2021.824255

With the increase in multi-energy loads and renewable energy (RE) penetration, the valley-to-peak value of the electric-heat system is gradually increasing. Although the integrated energy system (IES) and power-to-hydrogen (P2H) technology are widely used to improve energy efficiency and promote the consumption of REs, the dispatch strategies for the IES with P2H to provide integrated demand response (IDR) are not investigated clearly. Thus, this paper presents an optimal dispatch strategy for the IES to provide IDR with multiple P2H technologies. Firstly, a unified mathematical model is built for describing multiple P2H technologies with joint consideration of start/shutdown and ramping constraints. Then, a bi-level P2H-coupled IDR dispatch model is built where the upper level is the IES model including P2H and hydrogen storages with consideration of electric/gas/thermal multi-energy coupling, and the lower level is a flexible user model including transferrable and reduced loads. The Karush–Kuhn–Tucker (KKT) condition and big M methods are used to reformulate the lower-level user model into several complementary relaxation constraints. Then, the whole model is transferred into a solvable single level and linearized model. Finally, the case study shows that the proposed method can improve system flexibility and effectively reduce load peak-to-valley difference. Besides, the addition of P2H and HS into the IES can further optimize the whole economic profits, energy efficiency, and ability to consume REs.
Keywords: power-to-hydrogen, demand response, integrated energy system, interactive framework, bi-level optimization
INTRODUCTION
With the stern situation of the carbon emission problems, the penetration of renewable resource (RE) is further increasing. However, the increasing volatility makes it more difficult for the system to handle peak-valley regulation only depending on conventional thermal units. The integrated energy system (IES) is a new energy utilization form to combine multiple energy, which can greatly enhance the holistic energy efficiency and comprehensive capability to consume REs. Thus, the IES is recognized as a fit resource to provide integrated demand response (IDR) (Wang et al., 2017; Feng and Zhang, 2018; Jiang et al., 2021; Liu, 2021). However, the needs for IDR are more and more multiple, which makes the IES uneasy to get sufficient economics by providing IDR under current circumstances. Thus, it is necessary to put focus on modeling and optimized dispatching and controlling methods for the IES to provide IDR for earning more profits while enhancing the consumption of REs at the same time.
Normally, a conventional IES modeling method is to build power source models containing electricity, heat, gas, and cold power with their converting equipment. However, the IDR is mainly the needs of loads. Thus, it is necessary to consider the coupling between the power resources and users when modeling the IES. Some researchers propose a method to put some flexible and price-based loads into their model and take the unity as a microgrid (MG) or P2H-coupled IDR dispatch (Liu et al., 2017; Chen et al., 2019; Yuan et al., 2019; Yang et al., 2020a; Liangce., 2021; Zhu et al., 2021; Zhou et al., 2021). However, the peak-valley regulation and RE consumption ability of their model is still insufficient. In contrast, hydrogen energy (HE) is getting more attention due to the fact that the mature technology of power-to-hydrogen (P2H) will help to consume more solar or wind power. Besides, the combination of P2H with hydrogen storage (HS) can effectively make up for the disadvantages of energy storage (ES) in terms of duration, energy storage capacity, and energy density. Thus, the P2H technology can meet the multiple needs of IDR. However, the utilization of P2H technology is inadequate in current IES models. Thus, it is necessary to take research on P2H modeling for it to be put into the IES.
There are currently three mainstream types of P2H technology: alkaline electrolysis cell (AEC), proton exchange membrane electrolysis cell (PEMEC), and solid oxide electrolysis cell (SOEC). Their characters in terms of investment cost, flexible features, and operating efficiency are different. Thus, their capabilities of promoting the consumption of new energy and optimizing the electrothermal coupling of traditional cogeneration are different as well. There are researchers using different types of P2H to respectively cooperate with REs, gas turbine, and fuel cells (Guo et al., 2020; Li et al., 2021; Zhang et al., 2021a). However, their models only use single P2H technology. The multiple renewable-to-hydrogen method is proposed in Zhang et al. (2021b) to enhance the hydrogen production efficiency. However, the costs in their model are rough. The needs for IDR are multiple, and this makes it require multiple forms of combination of different P2H and a more detailed cost model. Thus, the effects of the IES with different P2H needs to be analyzed.
As to the optimization for the IES to provide IDR, normally, the prices of users will affect the operator profits of the IES. Thus, some researchers propose the optimal dispatch and control method for the IES to provide price-based demand response (PDR) (Kim, 2018; Liu et al., 2019; Sumaiti et al., 2020; Yang et al., 2020b). Among their studies, one way to deal with users is to add user profits as constraints (Kim, 2018; Sumaiti et al., 2020). Other ways to consider users are to set both the IES and users as participants to provide IDR (Yang et al., 2020b) or convert the energy consumption of users into energy consumption satisfaction and set it as an optimization goal (Liu et al., 2019). However, they ignore the interaction process between the operator and users. Thus, a study handled the interaction problem from game theory to reach equilibrium from energy aspects (Liu et al., 2020). However, it still ignores the interest coupling between users and the operator.
To solve the problems mentioned above, this paper proposes an optimal dispatch and control strategy of the IES considering multiple P2H to provide IDR. Firstly, an IES model including P2H and HS with consideration of electric/gas/thermal multi-energy coupling is built in the upper level. Then, a model containing users that can be transferred and reduce the electric and heating load is built in the lower level. A bi-level optimized dispatching and controlling model is proposed by introducing operators. Finally, the Karush–Kuhn–Tucker (KKT) condition is used to transform the bi-level model into a single-level optimization problem with equilibrium constraints. The whole model is demonstrated with a case study to verify its effectiveness, economics, and improvement in RE consumption.
The main contributions of this paper are as follows:
1) An “electricity–hydrogen–electricity” conversion model is built with joint consideration of the start/shutdown and operation constraints.
2) Different P2H technologies are compared to analyze their effects on the economics and capability to consume REs of the IES.
3) An “operator–user” interaction framework and optimized dispatch and control strategy are proposed for the IES to provide IDR.
SYSTEM MODEL
Integrated Energy System Model in the Upper Level
The manager of the P2H-coupled IDR dispatch model is the operator. Inside the zone, the operator meets the needs of users by controlling their directly administered equipment and responds to system needs by setting energy prices, thereby earning a certain amount of revenue. The energy transmission inside the integrated energy system (IES) is shown in Figure 1. It consists of RE power generation, combined heating and power (CHP) units, regenerative electric boiler, electric energy storage (ES), P2H equipment, hydrogen storage (HS) equipment, and fuel cells. Electricity, gas, and thermal energy are supplied to lower-level users through the internal production and conversion of operators.
[image: Figure 1]FIGURE 1 | Energy transmission inside the IES.
The objective function of the operator is to maximize the difference of revenues and costs, which are as follows:
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where the revenues are as follows:
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where Eq. 2 is the operator’s revenue, which represents the sum of its energy sales and demand response compensation; [image: image] represents the operator’s revenue from energy sales to users; [image: image] represents the operator’s revenue from system demand response; Eq. 3 represents the operator’s energy sales; [image: image] is the electricity price set by the operator at time t; and [image: image] is the electric power provided by the operator user at time t; the same goes for the heat energy. The demand response income includes peak-shaving and valley-filling income, and its income is expressed as the product of the electric heating response and the compensation price, as shown in Eqs 4 and 5. [image: image] is the compensation obtained in response to the peak-shaving demand; [image: image] is the compensated electricity price in response to the peak-shaving demand; [image: image] is the reducing power. The expression methods of thermal energy and electric energy for the reduced electricity are consistent; the same goes for the valley-filling demand response.
The costs are shown as follows:
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where the cost of the operator is the addition of electrical and heat purchasing cost of the operator with the operating cost of the CHP unit. Eq. 7 represents the power purchase cost. [image: image] is the time-of-use electricity price of the main grid at time t; [image: image] is the power storage purchased from the main grid at time t; [image: image] is the load power directly purchased by the operator from the grid at time t. Eq. 8 represents the heat purchase cost. [image: image] is the heat price of the heating network at time t; [image: image] is the direct purchase of heat by the operator from the heating network at time t. The operating cost of CHP is expressed by the quadratic function of its net gas purchase as shown in Eq. 9. [image: image], [image: image], and [image: image] are, respectively, the cost coefficients of CHP units, which are taken as 0.0012, 0.15, and 2 (Jiarong1, 2021). The net gas purchase is expressed as the difference between the demand of the CHP unit and the HS gas supply [image: image].
The relevant IES internal power balance and equipment operation constraints are as follows:
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where Eqs 10–13 represent the power balance constraints of the four nodes in Figure 1. Eqs 14 and 15 are the climbing constraint and the heat-based power constraint, respectively, of the CHP unit, while the upper and lower limits of the unit output are also restricted at the same time. Eq. 16 indicates that the energy price set by the operator should not be higher than the price of the main grid energy grid. Eqs 17–20 describe the specific relationship between the P2H switch state [image: image], start action [image: image], and shutdown action [image: image] (Kazempoor and Braun, 2014a). There is a delay in the start of P2H, which is represented by [image: image]. It means only after [image: image] the device will enter the power-on state. Eqs 21 and 22 represent the limit on the number of P2H start–stop actions. Eq. 23 describes the three working modes of P2H equipment starting, shutting down, and starting by constraining the upper and lower limits of the output. During the start-up period, P2H requires a load [image: image] but does not produce hydrogen. [image: image] and [image: image] respectively indicate the upper and lower limits of the power of the electrolyze in the start-up state (Kazempoor and Braun, 2014b). There is no delay in the shutting down of P2H. Hydrogen production will stop when the power supply is cut off. Eq. 24 is the climbing constraint of P2H. Eq. 25 indicates that P2H consumes electric energy to produce hydrogen to produce heat, and the fuel cell burns hydrogen to produce electricity and heat. Eq. 26 represents the SOC of hydrogen storage. [image: image] and [image: image] are, respectively, the charging and discharging efficiency of HS; [image: image] is the capacity of HS. Eq. 27 constrains the upper and lower limits of the SOC of HS and the consistency of its beginning and end states. Eq. 28 constrains the upper and lower limits of P2H power and fuel cell power. Eq. 29 uses 0–1 variables [image: image] to restrict that HS should not charge and discharge at the same time. The restraint methods of ES and regenerative electric boilers are the same as HS.
Users Model in the Lower Level
Users in the lower level will report their own net load to the operator in the upper level. Besides, the flexible load can be appropriately reduced or shifted during demand response. The users adjust their load according to the time-of-use (ToU) tariffs and heat prices within the IES.
The electrical load (EL) of users can be shown as follows:
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where, with regard the user as a whole entity, Eq. 30 indicates that the net EL of the system at time t is the sum of the net EL of all users. The own load of users includes fixed load [image: image] , reduced load [image: image], and translatable load [image: image]. The translatable load is divided into increasing power [image: image] and decreasing power [image: image] as shown in formulas (31)-(32). Eq. 33 indicates that the user can reduce and translate that the load must not exceed its upper and lower limits. Eq. 34 respectively expresses that the sum of the load that can be translated in the T period is zero. The sum of the load that can be reduced in the T period shall not exceed the fixed value [image: image], which takes negative 1,500 kW in this paper. The heat load (HL) on the user side is the same as the electric load, and the total HL can be reduced to negative 2,300 kW.
The objective function of users is to minimize the energy purchasing costs and load decreasing costs, which are as follows:
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where Eqs 36 and 37 describe the energy purchase cost [image: image] and the load reduction cost [image: image] of user i at time t, respectively. [image: image] is the electricity price set by the operator at time t; [image: image] is the net power load of user i at time t; [image: image] is the heat price set by the operator at time t; [image: image] is the net HL of user i at time t. [image: image], [image: image] respectively represent the unit load reduction cost of user i at time t and are represented by a linear function of the total reduced load at that time, as shown in Eq. 38.
The electricity used by the operator for peak-shaving demand response is the sum of the reduced load [image: image] and the reduction of the shiftable load [image: image] of users. The power used for valley-filling DR is the increasing of the shiftable load [image: image] as shown in formulas (39) and (40). The same goes for the thermal energy.
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METHODOLOGY
Karush–Kuhn–Tucker Condition
For the solution of the bi-level optimization model, the Karush–Kuhn–Tucker (KKT) condition of the lower model is generally used to convert it into the additional constraints of the upper model, and then into a single-level model (Huang et al., 2018; Rui et al., 2018; Yi et al., 2020; Guo et al., 2021).
According to formulas (30)–(40) and the HL formula, write the user model Lagrange function [image: image], where w and v are the introduced Lagrange multipliers. Find the partial derivatives [image: image] of L separately and constrain its value to be zero. Taking the constraint condition of Eq. 33 as an example, the complementary slack constraint is as follows:
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Linearized Method
Complementary relaxation constraints are nonlinear expressions, and they are converted into linear constraints by introducing binary variables and the big M method (Shigenobu et al., 2017; Yuehao et al., 2018), taking Eq. 41 as an example, and its linear expression is as given in Eqs 43 and 44:
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where [image: image] is a 0–1 variable, and M is an infinite number. Perform the above operations on the model constraints in the lower level and convert the bi-level model into a single-level linearized model.
CASE STUDY
Basic Data
In this case, the prices of residential EL, HL, power and heat grid, electrical demand response (EDR), and heat demand response (HDR) compensation price are shown in Figure 2. IES internal equipment parameters are shown in Table 1 (Yi et al., 2020; Yang et al., 2020c), among which the power and heat efficiency of fuel cells are all taken as 0.5. The main technical and economic indicators of the three P2H technologies are shown in Table 2. Consider three mainstream P2H technologies: AEC, PEMEC, and SOEC, and their various key technical and economic indicators are shown in Table 2 (Jiarong1, 2021; Kazempoor and Braun, 2014a), respectively.
[image: Figure 2]FIGURE 2 | Electric/heat load, network price, and compensation price curve.
TABLE 1 | Unit parameters in the IES.
[image: Table 1]TABLE 2 | Techno-economic indices of different P2H technologies.
[image: Table 2]Optimization Results With/Without P2H
Due to the introduction of P2H and HS, the energy production and consumption capacity of the park has been improved, and the “multi-energy complementary” operation mode of the park has been increased. This section will compare the demand response effects of the IES with or without P2H. Figure 3 shows the time shift of electrical load changes and load reduction before and after demand response with or without P2H. The process takes AEC technology as an example and assumes that the park scenery is completely absorbed.
[image: Figure 3]FIGURE 3 | Changes in the electrical load before and after demand response with or without P2H.
As shown in Figure 3, the interactive mechanism proposed in this paper can achieve the peak-shaving and valley-filling effect with or without P2H, and the peak-to-valley difference is reduced by 11.3 and 6.7%, respectively, compared with the situation before DR. The total peak shaving without P2H is 2,342 kW, while the total valley filling is 1,320 kW. It means that the total peak shaving is increased to 2,850 kW with P2H, while the total valley filling is increased to 1,485 kW. Compared with that of with or without P2H, the increasing rates are 21.7 and 12.5%, respectively. The reason for the situation mentioned above situation is that the operator will guide users to change their energy consumption habits and adjust the load flexibly during the corresponding time period due to the compensation price. Besides, the P2H and HS equipment can act as producers or consumers according to system requirements.
The interactive model in this paper can effectively smooth the electric heating load curve of users, which provides a guarantee for improving the economic and energy efficiency of system operation. In addition, the introduction of P2H and hydrogen storage enhances the flexibility of park loads and increases the system’s energy complementary mode.
Figure 4 shows the time shift of the thermal load changes before and after the DR and the load reduction with or without P2H equipment. According to the scheduling instructions, 01:00–07:00 and 20:00–24:00 are the HL reduction period while 10:00–17:00 is the HL filling stage. According to the HL reduction and transferring situation in the figure, with or without P2H, the requirements of peak shaving and valley filling can be met. The peak-to-valley difference is reduced by 39.7 and 29.4%, respectively, compared with the situation before DR. Additionally, the load fluctuation has been greatly improved. Furthermore, the peak-shaving and valley-filling responses are increased by 26.7 and 5.3%, respectively, compared with that of the with or without P2H.
[image: Figure 4]FIGURE 4 | Changes in the heat load before and after demand response with or without P2H.
According to the income and costs in the scenario with or without P2H in Table 3, the introduction of P2H has increased the purchase energy of the system to a certain extent, but the hydrogen produced shares part of the cost of the CHP unit and at the same time increases the flexibility of the electric heating load. Increased system demand response revenue, which increased the final total benefit by about 20%.
TABLE 3 | System cost and income before and after demand response with or without P2H.
[image: Table 3]In addition, comparing Figures 3, 4 and, we can see that the three periods of 01:00–06:00, 10:00–11:00, and 16:00–17:00 are the coupling periods for electric energy valley filling/peak shaving and thermal energy valley filling/peak shaving. Taking the 01:00–06:00 period as an example, in order to meet the system’s electricity demand for valley filling, in the absence of P2H, the thermal energy will be reduced due to the limitation of electrothermal coupling and the impact of the compensation price. Thus, the peak-shaving response effect is poor. Although there are electricity and heat storage devices in the system, this process still reflects the limitations of the traditional IES electrothermal coupling. The introduction of P2H and hydrogen energy storage can alleviate this situation, so that the park achieves the desired effect during the peak-shaving/valley-fill coupling period, which shows that the introduction of P2H optimizes the electrical and thermal coupling of the system and improves the ability of system peak shaving and valley filling.
Comparative Analysis of P2H Technology Response Effect
After verifying the effectiveness of P2H in comprehensive demand response, this paper compared three P2H technologies: AEC, PEMEC, and SOEC. According to the technical and economic indicators in Table 2, the three P2H technologies are substituted into the model of this paper for optimization simulation. This process also assumes that the wind and solar output can be completely absorbed. The result of hydrogen production is shown in Figure 5. The operator costs and profits are shown in Table 4. Comparing the results of the table, although SOEC has a start-up delay, it has the largest profits, which is 5,990.1 yuan due to its high efficiency and large peak value. Besides, PEMEC has the fastest climbing rate and has no delay. This means it can reach the peak faster and has no start delay. However, the lower efficiency leads to lower operator profits than those of SOEC. Therefore, without considering the investment cost, SOEC is the best choice as the system electricity hydrogen production equipment.
[image: Figure 5]FIGURE 5 | Hydrogen production of different P2H technologies.
TABLE 4 | System cost and income of different P2H technologies.
[image: Table 4]Under the scenario of surplus wind and solar power, the comparison and analysis results of four situations of AEC, PEMEC, SOEC, and electricity-free hydrogen production are shown in Table 5, which shows the profits and the consumption rates of wind/solar. In the absence of P2H, the ability to consume REs is insufficient due to its limited energy conversion equipment and ES equipment. Thus, the internal “multi-energy complementary” mode of the system is relatively simple, and the consumption rate of wind and solar is only 62.98 and 42.24%, respectively. The optimization results under the introduction of three P2H technologies have greatly improved the consumption rate of wind and solar and operator profits. In general, the comprehensive energy system under the SOEC hydrogen production technology has the best wind and solar consumption, which is 74.04 and 95.49%, respectively, and the highest profit is 13,912 yuan.
TABLE 5 | System cost-income and wind-solar consumption of different P2H technologies in Surplus DERs scene.
[image: Table 5]CONCLUSION
This paper constructs an IES and user interaction framework containing P2H and HS based on the background of IES optimal dispatch. An IDR optimal dispatch model is established for power source–load–storage interaction. Then, the impact of different P2H technical routes is analyzed. The conclusions are as follows:
1) The introduction of P2H and HS into the IES to participate in comprehensive demand response can improve system flexibility and effectively reduce load peak-to-valley difference. In addition, P2H and HS can further optimize the electric and thermal coupling limitations of traditional units and improve the peak-shaving and valley-filling capabilities of the system at the same time.
2) P2H and HS equipment play a strong role in the optimization of the IES. Combining the load characteristics of the two to participate in IDR will help increase the consumption of wind power and improve the economic profits and energy efficiency utilization of the system.
3) Under the background of the IES participating in IDR, the three main hydrogen production technologies are compared. The results show that the system using SOEC as the main hydrogen production technology has higher wind energy consumption and profits without considering the investment cost.
This paper considers that the interaction framework between the IES and park users is closer to reality. It has been verified that it can improve wind and solar absorption and bring considerable profits. However, the modeling of some equipment in this paper is not specific enough, such as the output characteristics and efficiency characteristics of P2H. The next step is to conduct further research on the refined modeling of energy equipment in the model.
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INTRODUCTION
In the context of the carbon peak and carbon neutral goals, the energy and power industries are undergoing unprecedented changes (Yang et al., 2015). It is particularly noteworthy that carbon neutrality will accelerate the zero-carbonization process of electricity growth, and there is an urgent need to reduce dependence on fossil energy (Yang et al., 2020a). Besides, a proton exchange membrane fuel cell (PEMFC) can convert chemical energy into electrical energy efficiently, without pollution, and is widely used in the fields of mobile equipment such as military, ships, and automotive equipment. However, parameter extraction of the PEMFC is a multivariable, multimode non-linear function optimization problem. Therefore, establishing an accurate and reliable PEMFC model is key to parameter extraction (Zhang et al., 2021). So far, the PEMFC parameter extraction strategy based on meta-heuristic algorithms and artificial neural network (ANN) has attracted widespread attention. However, the practical application of parameter extraction will face many challenges (Huang et al., 2021). Even in the peer-reviewed literature, the parameter extraction strategy is not fully considered, and the potential risks it brings are worth considering. This article clarifies the aforementioned problems and puts forward some opinions on different parameter identification methods. The remaining sections of this article are organized as follows: Proton Exchange Membrane Fuel Cell Modeling indicates parameter extraction using only meta-heuristic algorithms; the parameter extraction based on neural network is investigated in detail in Parameter Extraction Using Only Meta-Heuristic Algorithms; and Parameter Extraction Based on Neural Network presents the discussion and conclusion of this article.
PROTON EXCHANGE MEMBRANE FUEL CELL MODELING
As illustrated in Figure 1, the polarization curve characteristics of the PEMFC can help analyze the performance of fuel cells. In addition, the semiempirical model of the PEMFC can describe the working process according to the physical meaning represented by the parameters in the equation, which helps understand and optimize the performance of fuel cells.
[image: Figure 1]FIGURE 1 | Polarization curve of the PEMFC.
In order to accurately analyze the input and output characteristics of the PEMFC, according to the PEMFC electrochemical model, the output voltage can be expressed as follows:
[image: image]
Moreover, [image: image] represents the potential obtained by the PEMFC in open thermodynamic equilibrium; it can be described as follows:
[image: image]
[image: image] denotes the activation overvoltage, and it is determined as follows:
[image: image]
where [image: image] denotes the semiempirical coefficients and [image: image] is the cathode current.
In addition, the ohmic voltage drop ([image: image]) is determined as follows:
[image: image]
where [image: image] indicates the equivalent impedance of a proton membrane and [image: image] denotes the impedance.
Meanwhile, [image: image] indicates the concentration voltage loss. It can be denoted as follows:
[image: image]
In summary, it presents seven unknown parameters of the PEMFC, namely, [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image]. Table 1 shows the lower/upper bound of the unknown parameters for PEMFC models.
TABLE 1 | Searching range of each unknown parameter for PEMFC models.
[image: Table 1]Besides, the evaluation standards play an important role in parameter extraction. Therefore, it is necessary to introduce several evaluation standards by appropriately selecting various evaluation standards to correctly verify whether the method can obtain satisfactory results. Among them, root-mean-square error (RMSE) is very sensitive to the size error of a series of measurements.
Here, RMSE is used as the objective function, which can be written as follows:
[image: image]
where [image: image] represents the numbers of I–V data; [image: image] is defined as output current, and [image: image] denote output voltage; and [image: image] represents the solution vector.
PARAMETER EXTRACTION USING ONLY META-HEURISTIC ALGORITHMS
As a stochastic method inspired by natural phenomena, meta-heuristic algorithms have the characteristics of high flexibility (Yang et al., 2020b), no need to establish precise mathematical models, and can solve the optimization problems of highly non-linear systems. Thus far, meta-heuristic algorithms have made some progress in improving search capability and efficiency (Yang et al., 2019), which has attracted widespread attention. Since the electrical model of the PEMFC is a complex system with the characteristics of multivariable, strong coupling, and non-linearity, therefore, the PEMFC parameter extraction strategy based on meta-heuristic algorithms has received extensive attention and has become a very active research field in recent years (Yang et al., 2020c). So far, meta-heuristic algorithms have been roughly divided into four categories, which are based on biology, physics, sociology, and mathematics. In addition, many meta-heuristic algorithms have been applied to PEMFC parameter extraction, for example, antlion optimization algorithm (ALO) (Isa et al., 2019), particle swarm optimization algorithm (PSO) (Ye et al., 2009), biogeography-based optimization (BBO) (Gong and Cai, 2014), improved beetle antennae search (IBAS) (Sun et al., 2020), hybrid artificial bee colony algorithm (ABC) (Oliva et al., 2014), vortex search algorithm (VSA) (Fathy et al., 2020), differential evolution (DE) (Chakraborty et al., 2012), month flame optimizer algorithm (MFO) (Messaoud et al., 2020), multi-verse optimizer (MVO) (Zhao et al., 2016), gray wolf optimizer (GWO) (Yang et al., 2017), genetic algorithm (GA) (Ohenoja and Leiviskä, 2010), flower pollination algorithm (FPA) (Priya and Rajasekar, 2019), and equilibrium optimizer (EO) (Seleem et al., 2021).
In addition, it should be noted that meta-heuristic algorithms still have some shortcomings in terms of convergence speed and computational efficiency, and it is easy to fall into the local optimum during the optimization process (Zhang et al., 2016). Thus, in order to further improve the performance of the parameter extraction of meta-heuristic algorithms, a series of improved and mixed versions are proposed to improve the search efficiency and robustness and avoid falling into local optimization. In Niu et al. (2014); Zhang et al. (2015), the migration operator can effectively improve global search efficiency but lacks local deeply digging capabilities, which can easily lead to premature convergence. Therefore, combining the mutation theory and chaos strategy of the differential evolution (DE) algorithm with the original mutation strategy of the biogeography-based optimization (BBO) algorithm, the BBO with mutation strategy algorithm (BBO-M) was proposed, which effectively improves the global search efficiency, enhances the convergence speed, and provides a new research idea for PEMFC parameter extraction. Zhang and Wang (2013); Niu et al. (2014); Liu et al. (2020) developed an improved genetic algorithm (GA) based on adaptive RNA, called adaptive RNA (ARNA-GA), which uses an adaptive strategy to crossover and mutate according to the differences between different individuals. Therefore, compared with GA, ARNA-GA avoids premature convergence and improves the efficiency of global search, which is worthy of reference. In addition, in order to improve computational efficiency and global search capabilities, Yao et al. (2015; Chen et al. (2018; Fathy et al. (2020) studied a hybrid vortex search differential evolution (VSDE) algorithm, in which the control parameters are jointly adjusted by the DE and the vortex search algorithm (VSA). This makes VSDE highly reliable and effective in PEMFC parameter extraction. Specifically, the principle of the JAYA algorithm to improve the convergence speed is iterated at the same time until the optimal solution is achieved, avoiding low-quality solutions, and only needs to specify the two parameters of population size and algebra. At the same time, considering that the Nelder–Mead (NM) simplex strategy has the characteristics of simple structure and strong local development capabilities, Yu et al. (2019); Zhou et al. (2020) proposed a simple two-stage eagle strategy based on the JAYA algorithm and the Nelder–Mead simplex algorithm (JAYA-NM). The results show that the JAYA-NM algorithm exhibits satisfactory convergence speed and accuracy in PEMFC parameter extraction.
However, due to the inherent defect of randomness in meta-heuristic algorithms, the quality of optimal solution varies with the number of iterations and the number of populations (Xiong et al., 2021). The weight parameters assigned to algorithms should also be carefully chosen. For different experimental environments, it is necessary to set the algorithm parameters in a targeted manner in order to weigh the calculation amount of the algorithm and the quality of the solution. In addition, all the aforementioned methods can only be used for parameter extraction when the experimental data are sufficient and the influence of experimental data noise is not considered, which limits the accurate extraction of PEMFC parameters and cannot be accurately modeled. Therefore, it is a new and challenging task to extract PEMFC parameters under insufficient experimental data and noisy experiment environments.
PARAMETER EXTRACTION BASED ON NEURAL NETWORK
Parameter extraction methods using neural network are mainly aimed to make use of artificial neural network and its derivatives to improve the performance of PEMFC parameter extraction (Kalyan and Rao, 2021). The following outstanding advantages of ANN have attracted great attention in recent years: 1) It can be perfectly close to a complex non-linear relationship; 2) all qualitative information is stored in each neuron in the network, which has strong robustness and fault tolerance; 3) parallel distributed processing methods can quickly perform many operations; 4) can learn and adapt to uncertain systems; and 5) can handle both quantitative and qualitative knowledge.
At present, there are many kinds of neural network research methods, and the most fruitful research includes the BP algorithm of multilayer network, Hopfield network model, adaptive resonance theory, and self-organizing feature mapping theory. Besides, the accuracy of PEMFC parameter extraction results depends on the accuracy and reliability of raw data (Liu et al., 2021). However, in the procession of PEMFC parameter extraction via meta-heuristic algorithms, some data problems affecting the accuracy of parameter extraction are ineluctable, for example, the necessary raw data are not so enough that the reliability of the extracted parameters is reduced. In addition, the matter of noises in the original voltage and current data is also a common and inevitable problem. Thus, the introduction of neural network and its derivatives into the parameter extraction method can not only make the parameter extraction more adaptive for the raw data but also provide a more reliable fitness function for parameter extraction.
Thus far, Bayesian regularization neural network (BRNN) (Yang et al., 2021a), extreme learning machine (ELM) (Yang et al., 2021b), Levenberg–Marquardt backpropagation (LMBP) algorithm (Yang et al., 2021c), Elman neural network (ENN), deep belief network (DBN), support vector machine (SVM), random forest (RF), feedforward backpropagation (FFBP) (Wilberforce and Olabi, 2020), hidden semi-Mark model (HSMM) (Wu et al., 2017), and several other methods based on the neural network and its derivatives are applied to the parameter extraction research of fuel cells. Yang et al. (2021a) provide a novel idea for the research on parameter extraction of the PEMFC with noisy data, in which, due to the influence of data noise on the accuracy of extracted parameters, BRNN-based meta-heuristic algorithms are proposed to filter out the noises and prevent the “overfitting” phenomenon, improving the performance of PEMFC parameter extraction. Literature Yang et al. (2021b); Yang et al. (2021c) combines ELM and LMBP with several prominent meta-heuristic algorithms. Due to insufficient voltage and current data provided by the manufacturer, the accuracy of parameter extraction will be reduced. Among them, ELM training data compensates for the lack of data in parameter extraction and improves the accuracy of parameter extraction, but there is no standard for the number of original voltage and current data, that is, how much data is needed to meet the requirements under a certain application background application requirement. In work Wilberforce and Olabi (2020) used artificial neural networks to compare the FFBP and data processing grouping method (GMDH) to determine voltage and current. The research result shows that GMDH neural network is better than FFBP neural network. Wu et al. (2017) combine an HSMM and empirical model, proposing an improved prediction model to predict the remaining service life of fuel cells. The experimental results show that compared with the existing fuel cell prediction methods, the prediction model has higher prediction accuracy and faster prediction speed. In addition, it is noticeable that these strategies are all dedicated to improving the accuracy (Erdiwansyah et al., 2021; Padhy and Panda, 2021; Yang et al., 2021d), stability, and efficiency of PEMFC parameter extraction in various adverse conditions but not further delving into the degree of influence of these adverse effects on the parameter extraction results and to what extent the affected results can be regarded as acceptable results (Petrone et al., 2013; Chatrattanawet et al., 2017; Muniappan, 2021).
However, the literature did not figure out the specific impact of noise data on PEMFC parameter extraction and the impact of environmental factors on the anti-interference ability of parameter extraction (Chen et al., 2020; Guo et al., 2020). For example, the noise range that the data can withstand in order to ensure the accuracy of parameter extraction in a certain application environment should be determined. In addition, there is an urgent need to develop a meta-heuristic algorithm based on neural network, which mainly aimed to make use of an artificial neural network and its derivatives to improve the PEMFC parameter extraction accuracy.
DISCUSSION AND CONCLUSION
A reliable parameter extraction strategy is particularly important for PEMFC system performance evaluation and optimization, but it is still in the research and development stage. The efficiency and engineering practicability of this technology are the main challenges and are listed as follows:
Insufficient training data and excessive noise may lead to overfitting of the parameter extraction results, and operating cycles, thinning of the catalyst, and poisoning will lead to shortened battery life and performance degradation. Therefore, it can provide an effective and efficient tool to solve these problems and can be applied to life prediction and fault diagnosis based on the accurate extraction of experimental parameters. At the same time, it is necessary to develop and apply some new hybrid methods by combining the advantages of different meta-heuristic algorithms and neural networks to further obtain better performance. The hybrid method is a promising optimization method, which provides a new method to improve PEMFC parameter extraction accuracy. In addition, the proposed method is only evaluated under simulation conditions. Therefore, the next step for the researcher is to study its application to actual experimental data to test its actual performance.
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In the process of deepening market-oriented reform, the most important thing in China is building a national unified electricity market system under a high renewable energy penetration scenario. The new round of market-oriented reform proposes to establish an inter-provincial electricity-trading arrangement. Due to imperfect market mechanisms and immature inter-provincial electricity markets, we investigate the electricity market operation system of the national unified electricity market. Existing transmission commitments, trading cycles, market participants, strategic bids, and clearing and settlement mechanisms are analyzed for inter-provincial medium- and long-term markets. For security reasons of interchange schedules, we propose a novel inter-provincial market-clearing model based on static security regions, which consider inter-provincial electricity transmissions and direct current power flows. The proposed market-clearing model is simulated and verified in a 3-bus system and an IEEE 30-bus system. The proposed clearing model and rational market theory are conducive not only to promoting renewable energy consumption but also to improving the linkages between inter-provincial medium- and long-term markets.
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INTRODUCTION
Electricity market reform is steadily advancing in China. In 2021, the Central Committee for Comprehensively Deepening Reforms reviewed and approved the rules for a national unified electricity market system (NUEMS). All these indicate that China will accelerate the construction of inter-provincial electricity markets and launch new electricity-trading arrangements for medium- and long-term (M-L) markets to optimize renewable energy resources. In addition, attention has also been paid to the multi-energy market for different types of energy (Liu et al., 2019).
Eastern China has high energy consumption, while Western China has large energy production. More than 80% of the overall capacity is installed in the Midwest and Northern regions, and more than 70% of nationwide consumed energy is concentrated in the southeast coastal and central regions (Xia et al., 2020). At the present time, China establishes power systems with high-permeability renewable sources, which include photovoltaic, wind generator, and hydrogen production (Zhang et al., 2021), and the scale and scope of electricity markets are growing. In this case, we should induct optimal allocation of inter-provincial renewable energy. It is extremely important and urgent to increase the amount of energy consumption from renewables and solve the contradiction problem caused by the gradual expansion of power supply and demand (Guo et al., 2019). Therefore, it is almost an inevitable requirement to build a NUEMS to reduce the carbon footprint at the provincial level.
An initial trading manner has been established for inter-provincial M-L markets in China, and many scholars have also studied the key issues in the construction of a NUEMS from different aspects. Guo et al. described the background, motivation, and history of China power market reforms and made several recommendations for the forward market, spot market, and ancillary service market (Guo et al., 2020). Jiang et al. pointed out that China needs to establish a power balance mechanism suitable for M-L power-trading management. They presented a two-tier bidding model for power producers to obtain a reasonable bid price to an independent market operator (Jiang et al., 2019). Zeng et al. simplified the inter-provincial transmission model through a clustering algorithm and presented an inter-provincial electricity-trading arrangement, which played major roles in ensuring that both independent power producers and provincial power marketers participate in inter-provincial trading (Zeng et al., 2020a). Zeng et al. established a market-clearing mechanism combining intra- and inter-provincial electricity markets and made a three-stage path plan for hierarchical, loosely coupled, and tightly coupled clearing models (Zeng et al., 2020b). Song et al. analyzed the coordination mechanism between the futures market and the spot market based on the current status of a provincial spot market in China (Song et al., 2020).
The low utilization rate of renewable energy is a key issue hindering electricity market reform. Zeng et al. took Yunnan as an example and analyzed the impacts of bilateral transaction on the collaboration between renewable electricity generation and thermal power generation (Zeng et al., 2015). Liu et al. took China’s Guangdong Province as an example to study the economic evaluation of renewable energy under the conditions of power marketization. They believed that both coal price and power demand have impacts on green power marketing activities (Liu et al., 2020). Abhyankar et al. took China’s Southern power system as an example and examined the impact of large-scale market operations on the total cost curve, production costs, and carbon dioxide emissions. They believed that the electricity market can reduce the carbon dioxide emissions of the Southern Power Grid by 10% (Abhyankar et al., 2020). Cai et al. constructed a renewable energy trading arrangement for monthly inter-provincial trading, and consumer demand and renewable energy were matched by introducing “inter-provincial traders” (Cai et al., 2021).
The inter-provincial electricity transmission capacity is crucial to the consumption of renewable energy. Li et al. conducted a research on “source–network–load” interaction to increase the amount of energy consumption from renewables. They established a renewable energy adjustment calculation model to analyze the potential of the “Three-North” renewable energy project in China (Li et al., 2019). The energy transition of the power industry has a significant role in promoting renewable energy development. Liu et al. studied the theoretical basis of market design via institution–economics–technology–behavior. They made suggestions on market design from both market and policy aspects (Liu et al., 2021). The open-access same-time information system is a necessary condition for the process of establishing a competitive power market. Jin et al. adopted a game model to analyze the behavior of market participants and calculated different market-clearing prices (MCPs) under different information disclosure scenarios (Jin et al., 2021). The security region method is popular in power system security analysis (Xiao et al., 2019). The security region method can judge power system security involving a variety of security constraints (Jiang et al., 2020). The static security region describes the operating area that satisfies the system power flow equation, unit active power security constraint, branch power transmission constraint, and so on (Jiang et al., 2019). The security region method was adequately studied in (Yu et al., 2020). The shortcomings of existing works are as follows: 1) The existing works in Li et al. (2019), Liu et al. (2021), Jin et al. (2021) focus on the billing and clearing models of inter-provincial trade in China, but the security region has not been given enough credit by the market operator. 2) The current market mechanism considers no security constraint in the early stage of market clearing, and many trading schedules are unreached due to grid security issues. It is conducive to develop a security-constrained trading schedule for the construction of inter-provincial electricity markets.
Two innovations of this paper are listed. 1) We propose a novel inter-provincial electricity-trading arrangement for M-L markets considering market linkages at different timescales. The proposed electricity-trading arrangement can support daily trading divided from monthly curves, and the division realizes the linkages between spot and M-L markets. This mechanism can promote interaction to increase the amount of energy consumption from wind farms in provincial electricity markets. 2) To the best of our knowledge, static security constraints are considered in clearing of an inter-provincial electricity-trading system for the first time. A market-clearing model based on security region can ensure that clearing results pass the security check of a power-dispatching center.
The rest of this paper is organized as follows: We review the current construction situation of the NUEMS in China Power Market Outlook. Inter-Provincial Electricity-Trading Arrangement introduces an inter-provincial M-L market electricity-trading arrangement. Market-Clearing Model describes the market-clearing model, and Simulation Analysis gives an example analysis. Finally, Discussion gives a summary.
CHINA POWER MARKET OUTLOOK
China has formed a unified electric grid consisting of seven regional power grids through ultra-high-voltage alternating current–direct current (DC) transmission lines. This has laid a physical foundation for the NUEMS. Two NUEMS have been established in Beijing and Guangdong, and it marks that two-tier power market trading platforms have been developed in China. The functional positioning (Zhang and Shi, 2020) of China’s two-tier power market is listed in Table 1.
TABLE 1 | Functional positioning of a two-tier electricity market.
[image: Table 1]With respect to the inter-provincial market in China, contract trading is a classic and reliable method for M-L markets. Inter-provincial transaction includes incremental spot transactions of renewable energy. The inter-provincial contract transaction model consists of three stages. In the first stage, market participants negotiate the energy, time, and price to form a preliminary trading schedule. In the second stage, the negotiated schedule is submitted to the system operator for safety check. The third stage is to sign the contract and execution the schedule. The problem of surplus renewable energy and electricity shortage are solved in the spot market.
Before we start spot trading, the intra-provincial market is dominated by the trading arrangement of M-L markets. In 2019, China established eight provincial spot markets in provinces such as Guangdong and Shandong. The intra-provincial power market in China has gradually transitioned to a provincial electricity spot market (Ding et al., 2020). As matters stand, the development process of electricity market is different in different provinces, and the trading manner is diverse in different provinces. Each province has formed its own contract management system and electricity market operation system, and there exist inter-provincial trade barriers. Among the provincial spot markets, the West Inner Mongolia Power Grid adopts a centralized market model, while other provinces adopt a decentralized market model. When designing electricity-trading arrangements, each province has poorly considered inter-provincial market connections in terms of functional positioning, trading cycle, and price mechanism.
The power market is different from ordinary commodity markets. It has the dual attributes of “grid operation” and “market transaction.” Although an electricity-trading arrangement has been basically established in inter-provincial markets, there are still some problems. The current M-L transactions between provinces adopt an unconstrained clearing method, which causes some trading schedules failing to complete trading. Although some provinces have started spot market construction, the current China M-L and spot markets are still separated. The M-L markets are still dominated by annual and monthly trading strategies. There is still some distance between the mature and open electricity markets. The manner of linking the power system and the power market determines the market architecture. When planning and constructing the unified national power market, China must consider both grid operation and market architecture and design the market mechanism reasonably.
INTER-PROVINCIAL ELECTRICITY-TRADING ARRANGEMENT
At present, China’s inter-provincial electricity-trading arrangement is not perfect, and there are still some deficiencies in the market-pricing mechanism, development mechanism, and other aspects. In the context of the new round of electricity reform, we propose an inter-provincial electricity-trading arrangement that can promote the consumption of clean energy. The following section will introduce the market framework, market participants, trading cycles, bidding strategies, clearing mechanisms, and settlement mechanisms, respectively.
Market Framework
The market participants include market operators and market players in inter-provincial M-L markets. Market operators include the power-trading center and power-dispatching center and the power regulatory agency. Market players include various power generation companies, electricity sales companies, large power customers, and power grid companies.
The National Electric Power Trading Center (NEPTC) is responsible for electricity-trading management in M-L inter-provincial markets, and the Provincial Electric Power Trading Center (PEPTC) is responsible for electricity-trading management in M-L intra-provincial markets. In the initial stage of market construction, the PEPTC can act as agents of provincial market players to participate in inter-provincial markets. The power generation companies in power-sending provinces include wind power, photovoltaic, hydropower, and other power producers. Some inter-provincial power producers and large power customers can directly participate in inter-provincial market transaction through the NEPTC. Figure 1 shows the framework of a two-tier electricity market considering renewable energy accommodation.
[image: Figure 1]FIGURE 1 | Framework of a two-tier electricity market considering renewable energy accommodation.
It can be concluded that the power trading of the M-L inter-provincial market is mainly composed of the following three steps: intra-provincial market pre-clearing and inter- and intra-provincial market clearing. Here we focus on the inter-provincial electricity-trading arrangement. The M-L inter-provincial market mechanism should meet the annual national priority power generation schedules. This part of electricity is dominated by renewable energy generation, and the electricity price is determined using market-oriented methods. Monthly incremental transactions are carried out on the basis of the annual national priority generation schedules. First, the PEPTC determines the monthly sufficient or surplus electricity generation capacity of the province and breaks a monthly electricity curve down by day. Second, the NEPTC organizes the inter-provincial M-L market clearing in consideration of security constraints and publishes the clearing energy and MCP. Finally, the National Electric Power Dispatching and Control Center (NEPDCC) and Provincial Electric Power Dispatching Center (PEPDC) conduct a safety check on the constrained trading schedule.
Trading Cycle
The inter-provincial market trading cycles can be divided into annual trading, monthly trading, and daily trading. In addition, the linkages between M-L and spot markets are realized via converting monthly trading and daily trading. The trading schedule of M-L and spot markets includes the following steps. 1) Inter-provincial annual trading is arranged to ensure renewable energy trading priority. 2) Inter-provincial monthly trading is arranged based on the annual trading schedule. 3) In the inter-provincial monthly market, the monthly transacted electricity quantity is 70% of the total power demand for the next month, and the remaining 30% can be traded in the spot market. Each province can determine the proportion of the transacted electricity quantity in different markets according to its own actual situation. 4) Market-based balance management is carried out in spot markets, thereby realizing the linkages between the M-L and spot markets.
Transaction Subject
The spot market transaction is subject to different timescales. In order to link the M-L and spot markets, the timescale of the M-L market must be consistent with that of the spot market. Therefore, the subject matter of the monthly trading should be the electricity quantity decomposed by the curve of the next month. According to the formation method of the time-sharing power curve, there are two categories of transaction curves, namely, a standardized transaction curve and a custom transaction curve. A standardized trading curve includes the annual, monthly, and weekly decomposition curves, which are formulated and released by the market operators according to grid operating conditions. In terms of custom trading curve, market players decompose contract electricity into time-sharing power according to their own power generation and load characteristics. This curve decomposition method does not limit the proportion of electricity quantity in each period.
In the initial stage of a NUEMS, the market mechanism is immature. The physical execution of the M-L transaction decomposition curve may cause system congestion and peak shaving resource shortage. These are not conducive to the consumption of renewable energy. Therefore, the decomposed curve should be executed in a financial way, and it can be executed in a physically way when the market is mature enough.
Bid Mechanism
The bid mechanism of the China electricity market is not perfect, and the bid mechanisms are different in different provinces. Therefore, China can study the bid mechanisms of other countries. Different types of electrical bid template study are listed in Table 2.
TABLE 2 | Types of electrical bid template.
[image: Table 2]In the initial stage of the inter-provincial M-L market construction, each PEPTC can offer a bilateral bidding model to market participants in inter-provincial electricity transactions. Provincial market participants still send the bid price and energy to the PEPTC in accordance with the intra-province bid mechanism. Inter-provincial market participants send the bid price and energy to the NEPTC through the hourly rate bidding schedule. The provincial electricity providers provide generation offers, ancillary service charges, and bidding price. The provincial electricity consumers provide load bids.
Clearing Mechanism
The inter-provincial M-L transactions are carried out through centralized trading. Market participants must report to the PEPTC on time. The report should contain the monthly electricity and electricity price with a curve. The PEPTC summarizes the information throughout the entire province and sends it to the NEPTC. Then, the NEPTC clears the transaction. An inter-provincial market-clearing model can involve multiple constraints, which include the operation of provincial power grids and inter-provincial tie-line transmission capacity. Finally, the NEPDCC conducts a safety check on the clearing energy. When the interchange schedule fails, the power-trading center should organize various market participants to modify the transaction in accordance with market rules. The proposed clearing mechanism of a two-tier electricity market is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Clearing mechanism of a two-tier electricity market.
Settlement Mechanism
Settlement agreement may be reached on a daily basis and carried out each month in inter-provincial M-L markets. In terms of inter-provincial transactions, the NEPTC is responsible for issuing settlement basis including electricity fees, service fees, and transmission service fees. In terms of intra-provincial transactions, the PEPTC is responsible for issuing the relevant settlement basis. Provincial power grid companies carry out electricity bill settlement to market participants based on settlement basis. In terms of electricity bill payment, the purchaser pays the electricity bill to the power producer, and transmission charges are paid by both parties.
MARKET-CLEARING MODEL
The solution process of an inter-provincial market-clearing model is shown in Figure 3. The following describes the market-clearing model composition.
[image: Figure 3]FIGURE 3 | Solution process of an inter-provincial market-clearing model.
Power Transfer Distribution Factor
The power transfer distribution factor (PTDF) matrix is calculated in DC power flow calculations (Oh, 2010). When calculating DC power flow, the linear relationship between active power injection, active power flow, and voltage angle θ can be expressed as follows:
[image: image]
where Pinj is the net injection vector, Pflow is the power flow vector, Bbus is the bus impedance matrix, and Bbranch is the branch impedance matrix.
When the reference bus is selected, the permutation matrix Pref can be constructed. Eq. 1 can be expressed as follows:
[image: image]
where ref stands for the reference bus, Pinjref is the reference power injection, Pinjnon-ref is the non-reference power injection, θinjref is the reference voltage angle, and θinjnon-ref is the non-reference voltage.
[image: image]
where p=Pref, B=Bbus, and N is the number of buses.
Equation 3 can be expressed as follows:
[image: image]
The second equation in Eq. 1 can be expressed as follows:
[image: image]
where Mref is the reference bus term of BbranchPrefT and Mnon-ref is the non-reference bus term of BbranchPrefT.
According to Eqs 4, 5 can be expressed as follows.
[image: image]
Selecting the reference angle and setting it to zero, the linear relationship between Pinj and Pflow can be expressed as follows:
[image: image]
where H is the PTDF matrix and H’ is the PTDF matrix without the reference bus.
The calculation method of the parameters in Eq. 7 can be expressed as follows:
[image: image]
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where xi is the reactance of branch i, C is the node–branch incidence, and C′ is a matrix where the reference bus is eliminated. From Eqs 7–9, H′ can be expressed by C′ and x as follows:
[image: image]
Therefore, according to Eq. 7, the PTDF matrix H can be obtained.
Static Security Region Model
This part establishes an inter-provincial active power static security region model based on direct DC power flow. The constraints considered by the model are generator output constraints, line DC power flow constraints, and power balance constraints (Chen et al., 2015). The model of inter-provincial active power static security region RSS can be expressed as follows:
[image: image]
where PG,min is the minimum generation, PG,max is the maximum generation, PG is the scheme generation, H is the power transfer distribution factor matrix, Hg is the column in H corresponding to the generator node, PD is the bus load vector, and IT is the unit row vector.
The safety margin of the power network can be measured by the available transfer capability (ATC) of the tie-line; ATC refers to the remaining power transmission capacity in the actual power grid that can be used for commercial use based on the existing power transmission agreement (Mohammed et al., 2019). ATC can be expressed as follows:
[image: image]
where TTC stands for total transfer capability, TRM stands for transmission reliability margin, ETC stands for existing transmission commitments, and CBM stands for capacity benefit margin.
It should be noted that the power market is different from dispatching management. The concept of security region is different from the concept of security check. The foreign power market integrates market transaction and dispatching management. Safety check is a part of the market-clearing process. The electricity market operation system and dispatching management system are separately managed in China. The Market Service Organization does not have the information on system network topology, which is necessary for security check. Considering this case, we simplify the security region model. The proposed security region model is in line with the actual situation in China.
Market-Clearing Model
1) Objective function: social welfare maximization. It is expressed as follows:
[image: image]
where t sands for the trading time, S(l,t) is the bidding energy of total consumers, S(g,t) is bidding energy of the total producers, pt,l is the transaction electricity of the lth consumer, pt,g is the transaction electricity of the gth generator, pt,g,up is the amount of electricity increased by the gth generator, pt,g,down is the amount of electricity reduced by the gth generator, pt,wg is the transaction electricity of the wind unit wg at time t, ct,l is the bid price of the lth consumer, ct,g is the bid price of the gth generator, ct,g,up is the up-spinning reserve price of the gth generator, ct,g,down is the down-spinning reserve price of the g th generator, and ct,wg is the bid price of the wind unit wg.
2) Static security constraints are given by
[image: image]
3) Wind unit output constraints are given by
[image: image]
where Pwg,max is the maximum output of the wind unit.
4) Generator climbing constraints are given by
[image: image]
where Sg,up is the maximum climbing rate of generator g.
5) Spinning reserve constraints are given by
[image: image]
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where K is the proportional coefficient of the spinning reserve.
MCP is the average value of the bid price of the power purchase side and the power generation side in each time period. The calculation formula of the MCP in each period can be expressed as follows:
[image: image]
SIMULATION ANALYSIS
We verify the correctness of the proposed clearing model of M-L-term inter-provincial markets in a structure diagram of the 3-bus system and a revised structure diagram of the IEEE 30-bus system.
Simulation Condition
The structure diagram of the 3-bus power system is studied and simulated, as can be shown in Figure 4. The bidding data of the 3-bus power system can be seen in Supplementary Appendix SA. The revised structure diagram of the IEEE 30-bus system is studied and simulated, as can be shown in Figure 5. The bidding data of the IEEE 30-bus system can be found in Supplementary Appendix SB. Provinces adopt the ordinary hourly bidding method in the simulation. Customer demand and price are determined from the bidding curve on a typical day. The time granule is 1 h. The execution, clearing, and settlement of transactions proceed using a centralized and optimized method. We combine YALMIP and CPLEX program packages to solve the market-clearing programming problems.
[image: Figure 4]FIGURE 4 | Structure diagram of the 3-bus power system under study.
[image: Figure 5]FIGURE 5 | A revised structure diagram of the IEEE 30-bus system under study.
Case 1
In terms of the 3-bus system, each node represents a province. The nodal load represents the purchase demand. The outflow at each node represents the electricity output of a province. Lines 1, 2, and 3 represent inter-provincial transmission lines.
The market-clearing energy of the proposed model considering security constraints is shown in Table 3, and the maximum social welfare is 433,270 yuan. It can be seen from Table 3 that the MCPs are 275, 315, and 195 yuan/MWh, respectively. The capacity constraints of inter-provincial electricity power transmission lines are listed in Table 4, and the reliability margin of line transmission is set to 4%. It can be seen from Table 4 that under the premise of the M-L transaction completion, there still exists certain amount of available transmission capacity. The remaining transmission capacity can be used for inter-provincial electricity spot trade after inter-provincial M-L trade. It can be concluded that the transaction scale can be expanded via increasing the transmission capacity of inter-provincial electricity transmission lines. Expanding inter-provincial transactions can not only increase the consumption of clean energy but also obtain greater social benefits.
TABLE 3 | Market-clearing energy of the proposed model considering security constraints.
[image: Table 3]TABLE 4 | Capacity constraints of inter-provincial electricity power transmission lines.
[image: Table 4]The following part analyzes the market-clearing results without considering security constraints. The market-clearing energy of the traditional model without considering security constraints is shown in Table 5. The capacity constraints of inter-provincial lines without considering security constraints are shown in Table 6. In this case, the maximum social welfare is 271,692 yuan. The MCPs are 310 yuan/MWh, 360 yuan/MWh, and 200 yuan/MWh. The results prove the importance of the proposed static security region model. According to the actual situation, the market clearing without considering static security region only considers the power balance constraints and unit output constraints. Table 6 lists available transmission capacities of line 3, which has a negative value. A negative value of the transmission capacity indicates that the clearing energy exceeds the inter-provincial transmission capacity. Transmission congestion occurs when clearing energy cannot be delivered to the receiving-end power grid. The unconstrained schedule should be amended to a constrained trading schedule, which can be executed by the PEPDC and NEPDCC. This shows how static security regions are important in an inter-provincial market-clearing model. It can be concluded that the proposed market-clearing model considering system security constraints can not only ensure that transaction schedules pass the security check but also ensure fair market value in transactions.
TABLE 5 | Market-clearing energy of the traditional model without considering security constraints.
[image: Table 5]TABLE 6 | Capacity constraints of inter-provincial lines without considering security constraints.
[image: Table 6]Case 2
To further validate the proposed inter-provincial market-clearing model, the revised structure diagram of the IEEE 30-bus system is involved and simulated. The nodes with generator sets are regarded as a provincial power producer, and the remaining nodes are regarded as provincial power consumers. The bidding energy of wind power producers is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Bidding energy of wind power producers.
The clearing energy of the market considering 10% wind power capacity is displayed in Figure 7, and the clearing energy of the market considering 25% wind power capacity is displayed in Figure 8. When the wind power penetration rate is 10%, the wind power percentage of the transaction amount is 24.61%. When the wind power penetration rate is 25%, the wind power percentage of the transaction amount is 61.52%. It can be seen from Figures 7, 8 that when the wind power penetration rate is increased, the trading of wind energy increases from 23:00 to 8:00 the next day. There are two ways for solving the problem of wind abandonment. For wind power that has not reached a deal, it can be consumed in two ways. On the one hand, energy storage devices can be built to store excess wind power. During the peak load period, the stored electrical energy can be sold to obtain additional revenue. On the other hand, local industries can be developed to consume the surplus electricity. The problem of wind abandonment is solved by two methods: inter-provincial power transmission and local consumption. This will help realize the optimal allocation of renewable energy among different provinces.
[image: Figure 7]FIGURE 7 | Clearing energy of the market considering 10% wind power capacity.
[image: Figure 8]FIGURE 8 | Clearing energy of the market considering 25% wind power capacity.
The MCP results of the simulation considering 10% wind power capacity are displayed in Figure 9, and the MCP results of the simulation considering 25% wind power capacity are shown in Figure 10. When the wind power penetration rate is 10%, the average MCP is 292.79 yuan/MWh. When the wind power penetration rate is 25%, the average MCP is 272.76 yuan/MWh. Because wind power generation has low marginal cost, the MCP results of the simulation considering 10% is greater than that of the simulation considering 25%. When the proportion of wind power is relatively high, there will be a negative electricity price in the power market. Therefore, while China builds power systems with a high penetration rate of renewable energy, relevant departments should establish a complete electricity price system to ensure the stable operation of the market. The MCP can reflect whether the electricity market is safe and stable. When the MCP is too high or too low, it is not in line with the real projects. The simulated MCP is compared with the actual electricity price from the Beijing Power Exchange Center to validate the performance of the proposed clearing model. According to the 2020 Market Information Disclosure Report of the Beijing Power Exchange Center, in 2020, the average MCP is 292.79 yuan/MWh, and the simulated MCP is 298.95 yuan/MWh. It can be proved that the MCP obtained by the proposed market-clearing model is consistent with the actual situation.
[image: Figure 9]FIGURE 9 | MCP results of the simulation considering 10% wind power capacity.
[image: Figure 10]FIGURE 10 | MCP results of the simulation considering 25% wind power capacity.
DISCUSSION
A system framework for building a national unified electricity market is a key to promoting the consumption of renewable energy. Optimal allocation of large-scale renewable energy can be attained via medium- and long-term transactions in different provinces. The problems of frequency regulation and peak shaving due to the uncertainty of renewable energy can be solved via flexible short-term commercial finance solutions. The market mechanisms for promoting the use of renewable energy sources include the following areas: 1) Various types of medium- and long-term inter-provincial transaction mechanisms should be established to arrange inter-provincial renewable electricity transactions. 2) The inter-provincial auxiliary service mechanism should be improved to promote active participation of thermal power units to peak shaving for renewable energy. 3) An emergency support trading mechanism can be established to support power generation right trading in case of an emergency, which will probably happen due to the high proportion of renewable energy supply.
CONCLUSION
We propose a novel clearing model based on the security region for M-L inter-provincial markets. This study found that the market-clearing model considering security constraints can ensure that the constrained trading schedule passes the high-security business checks. The high penetration rate of wind power can lead to an increase in the volume of inter-provincial renewable energy trade. The research results will help improve the linkages between inter-provincial markets and provide technical support for the construction of inter-provincial markets. We have the following two suggestions to help build a national unified electricity market system: 1) Both grid security and market security need to be considered in the clearing model to ensure that the clearing price meets the market security and the clearing energy meets the grid security. 2) The current electricity-trading arrangement is different in different provinces, so we need to propose a two-tier power market mechanism to break the provincial barriers.
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In order to reduce the chattering caused by the discontinuity of the control function in the traditional sliding mode observer (SMO), this article proposes a sliding mode observer with phase-locked loop (PLL) to estimate the speed and position of the rotor. The back electromotive force (EMF) of a permanent magnet synchronous motor (PMSM) in a static coordinate system is accurately estimated by SMO, and then, PLL is constructed to combine the observed rotor position angle and back EMF to compensate the phase lag in angle estimation so as to obtain a more accurate speed. It solves the problems of poor robustness and complex algorithms in the traditional SMO prediction algorithm. The simulation results show that the SMO with PLL can effectively reduce the system chattering and effectively improve the accuracy of rotor speed and position estimation.
Keywords: permanent magnet synchronous motor (PMSM), sliding mode observer (SMO), phase-locked loop (PLL), speed and position estimation, sensorless control
1 INTRODUCTION
Since electric drives for propulsion can eliminate the need for shafts and gearing while increasing vehicle stealth and power system flexibility, there has been a large number of advances on permanent magnet synchronous motors (PMSMs) for vehicle propulsion in power semiconductors, magnetic materials, and energy storage systems (Liu et al., 2018; Nguyen et al., 2018; Cui et al., 2020; Liu et al., 2021; Zhang et al., 2021; Fu et al., 2022). Novel propulsion configurations are pushing the need for the PMSM to operate at the location where torque is required, which in many propulsion systems is a harsh environment due to severe moisture, humidity, vibration, or temperature. In order to achieve accurate, fast, and small overshoot control of PMSM, the key part is to determine the position information and speed of the rotor magnetic pole. Generally speaking, mechanical sensors are installed to collect the specific parameter information of the signal through the photoelectric encoder and other sensors (Bourogaoui et al., 2017; Cao et al., 2020; Xu et al., 2021; Xiong et al., 2022). However, these sensors require the additional mounting space, increase the cost, and reduce the system reliability in environmental constraint. Hence, the sensorless methods have been developed to simplify the structure and reduce the manufacturing cost of the motor.
Currently, a lot of research has been done on the speed sensorless control of PMSM. In a sensorless permanent magnet synchronous motor, we extract the parameters related to speed and position from the stator voltage and current, which are easy to measure at the stator edge, to replace the mechanical sensor, and to realize the motor closed-loop control (Xiong et al., 2016a; Xiong et al., 2016b; Yi et al., 2020). At present, the sensorless control technology of a permanent magnet synchronous motor is mainly divided into three categories: high-frequency signal injection method (Li and Wang, 2018; Xiong et al., 2020; Yu et al., 2021), motor model method (Chen and Pi, 2016; Zhong and Lin, 2017; Luo et al., 2019; Sun et al., 2019; He et al., 2020; Rongyn et al., 2020), and intelligent algorithm (Urbanski and Janiszewski, 2019; Lu et al., 2020; Ma et al., 2020). Since high-frequency signal injection methods may affect the current signal and many artificial intelligence methods are still in the stage of simulation and theoretical exploration, motor model-based methods are widely used and they have received considerable research attention in the past few years.
The sliding mode observer (SMO) method is one of the algorithms based on the motor model. Compared with other methods, the SMO method is not sensitive to system parameter changes and external disturbances, so it has attracted extensive attention of experts and scholars, see Jin et al. (2014), Lin et al. (2014), Li et al. (2015), Zhang et al. (2016), Zhang et al. (2019), and Hu et al. (2020) and references therein. Due to the inertia of traditional SMO, the equivalent back EMF value observed by SMO contains high-frequency components, and the estimated value has the problem of chattering, which affects the application of traditional SMO in high-precision occasions, and the angle compensation after low-pass filtering also affects the observation accuracy in practical applications. Aiming at the chattering problem in the estimation of traditional SMO, a rotor position identification method of PLL is proposed based on the effective flux model (Zheng et al., 2015; Zhan et al., 2020; Zhao et al., 2020). The comparison link between the actual rotor position and the estimated rotor position of this method is equivalent to the phase detector in the phase-locked loop model. The one-time integration from the speed to the rotor position is equivalent to the voltage-controlled oscillation in the phase-locked loop model. The speed of the motor is adjusted through the error between the system input signal and the output signal.
This article focuses on eliminating the chattering phenomenon of traditional SMO in estimating rotor position and speed. Distinguished from traditional SMO, a sensorless control of the permanent magnet synchronous motor based on SMO with PLL has been designed to improve the accuracy of rotor speed and position estimation. Compared with the literature (Li and Wang, 2018; Yi et al., 2020; Yu et al., 2021), the main contributions of this article can be outlined as follows:
(1) The system and measurement have been modeled to formulate the state estimation problem for PMSM. The research of this problem has great significance for establishing an accurate PMSM mathematical model and selecting which algorithm to estimate the speed and position of the motor rotor in the next step.
(2) We propose an estimation scheme to weaken chattering. The function of the PLL controller is to adjust [image: image] to determine the difference between the estimated position [image: image] and the actual rotor position θ. It weakens the influence of natural chattering and improves the robustness of position and speed estimation.
(3) The simulated comparison between the proposed method and the traditional SMO shows that the proposed method can effectively suppress the jitter of the traditional SMO, and the phase-locked loop is used to track the rotor speed and position, which effectively improves the estimation accuracy, and proves the correctness and feasibility of the proposed method.
The rest of this article is organized as follows: in Section 2, we present the mathematical model of PMSM. In Section 3, we analyze the principle of the SMO with the PLL control scheme and present main results. A simulation result is used to verify the proposed method in Section 4. Finally, Section 5 concludes this article.
2 MATHEMATICAL MODEL OF THE PERMANENT MAGNET SYNCHRONOUS MOTOR
PMSM is a multivariable, strong-coupling, and nonlinear system. It needs to be simplified in mathematical modeling. Now, the following idealized assumptions are made:
(1) Idealization of the air gap magnetic field: the magnetic field generated by a permanent magnet and three-phase winding is sinusoidal in the air gap, regardless of the end effect and the influence of primary cogging on the magnetic field.
(2) Idealization of the magnetic circuit: the magnetic circuit is linear without considering magnetic leakage, hysteresis, and eddy current.
(3) Idealization of motor parameters: the parameters of the motor remain constant and do not change with the working state of the motor and the external environment.
Through the above assumptions, in order to simplify the mathematical model of PMSM and realize sensorless closed-loop control, correlation transformation must be carried out. Before transformation, the coordinate systems used in the PMSM control principle include the ABC three-phase coordinate system, the αβ two-phase stationary coordinate system, and the dq two-phase rotating coordinate system (Kawabata et al., 2014). The specific positional relationship of the three-coordinate systems is shown in Figure 1. θ is the electrical angle between the rotor shaft (d-axis) and the stator shaft (a-axis), and ω is the synchronous speed.
[image: Figure 1]FIGURE 1 | Coordinates of PMSM.
The voltage equation of PMSM in the αβ axis rotating coordinate system is as follows:
[image: image]
where uα and uβ are the voltages of the α and β axes, respectively; iα and iβ are the currents of the α and β axes, respectively; ψα and ψβ are the fluxes of the α and β axes, respectively; and Rs is the stator resistance.
The flux linkage equation is
[image: image]
where Lα and Lβ are the inductances of the α and β axes, respectively, in the surface-mounted PMSM, Lα = Lβ = L. ψf is the rotor flux, and θ is the rotor position.
Combining Eqs 1, 2, we can obtain that
[image: image]
where ω is the rotor angular speed, [image: image].
Arranging Formula 3, we obtain
[image: image]
when
[image: image]
The PMSM mathematical model of Eq. 4 can be written as
[image: image]
where eα and eβ are the back electromotive forces (EMFs) of the α and β axes, respectively. It can be seen from Eq. 5 that the back EMFs eα and eβ contain all the information of rotor position. Therefore, only by accurately obtaining the back EMF, the speed and position information of the motor be calculated.
3 PERMANENT MAGNET SYNCHRONOUS MOTORVECTOR CONTROL BASED ON THE SLIDING MODE OBSERVER AND PHASE-LOCKED LOOP
Through the derivation of the mathematical model, we can see that the back EMF of PMSM has the sinusoidal waveform and cosine waveform, which contains the rotation angle, speed, and flux linkage information of the motor. It can be seen from Eq. 5 that the phase of the back EMF is related to the rotation angle of the motor, and the amplitude of the back EMF is related to the speed of the motor. The position and speed of the rotor can be obtained as
[image: image]
In this article, the sliding mode observer (SMO) is used to estimate the back EMF of the motor. The basic principle is to estimate the back EMF eα, eβ of the PMSM by using the SMO, then filter the high-frequency harmonics through the low-pass filter to obtain [image: image], and then estimate the rotor speed ω and position θ of the motor by using the phase-locked loop (PLL) technology.
3.1 The Principle of the Sliding Mode Observer
Synovial variable structure control is a nonlinear control based on the control switching rule. Through the mutual switching between different control states, the current state quantity of the system moves according to the set state trajectory so that the actual operation state of the system is infinitely close to the expected value. The biggest difference between sliding mode variable structure control and conventional control is that the sliding mode control is discontinuous, that is, a switching intermittent control in which the system structure changes with time. By switching between different controls, the current state of the system moves according to the predetermined “sliding mode” state trajectory so that the system reaches the desired point so as to realize the control of the system. Because this sliding mode is independent of the system parameters and disturbances, the system has good robustness.
Let the general nonlinear system be expressed as
[image: image]
where x ∈ Rn, u ∈ Rm are the state and control variables of the system, respectively.
If there is a hypersurface s(x) = s (x1, x2, …, xn) = 0 and the system space is divided into two parts with s = 0 as the boundary, namely, s > 0 part and s < 0 part, then there are three motions A, B, and C as shown above in this region, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Synovial hypersurface division.
Among them, C motion cases have a special significance for sliding model control. If all moving points in an area on the switching surface are similar to C, that is, once the moving point approaches this area, it will approach and finally stabilize in this area. At this time, the region where all motion points on the switching surface s = 0 is called the “sliding mode region,” and the motion of the system in the sliding mode region is called the “sliding mode motion”. Therefore, when the termination point reaches the adjacent area of the switching surface s = 0, there must be
[image: image]
The above formula can also be written as
[image: image]
To determine the sliding mode, it is necessary to determine whether the switching function s(x), s ∈ Rm·u(x) is the control function of the system, and its value changes with the value of s(x); the change relationship is as follows
[image: image]
Among them, u+(x) ≠ u−(x). It can be seen from Eq. 11 that in order to determine the control function, the switching function must be obtained. If the transformation mode of u(x) is different, the structure of the system will also change. However, no matter how the system structure changes, the following three conditions must be met before the system has the characteristics of the synovial variable structure control:
(1) Existence: the switching function u(x) exists and the state trajectory can run on the synovial surface to reach the equilibrium point; Eq. 11 must be satisfied.
(2) Accessibility: all moving points outside the sliding mode surface s(x) will reach the sliding mode surface in a finite time.
(3) Stability: ensure the stability of synovial movement; the condition[image: image] must be satisfied.
3.2 Design of the Sliding Mode Observer
The motion of the synovial variable structure control system is divided into two processes. The first process is that the system moves from any direction to the switching surface until it moves to the switching surface; for this process, s ≠ 0. The second process is to make the system enter the switching surface and move along the switching surface. Therefore, the task of designing synovial variable structure control is also divided into two stages. The task of the first stage is to make the system reach the sliding mode, and the task of the second stage is to make the system maintain the sliding mode. In the actual operation process, the rotor current is more convenient to measure, so the current curve is usually selected as the switching surface. The design steps of the synovial current observer are as follows: 1) a synovial current observer is designed based on the PMSM two-phase static coordinate system model; 2) the observed current is derived from the synovial current observer model; 3) the state equation of the current error is obtained by making a difference between the observed value of current and the actual value of current; 4) the observed value of back EMF is obtained from the error equation, and the rotor position θ can be estimated according to the observed value of back EMF; and 5) the angular speed ω can be obtained by differentiating θ. The control structure block diagram of the synovial current observer is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Control structure block diagram of the synovial current observer.
Define sliding surface
[image: image]
where [image: image] is the current observation value, [image: image]. i is the current actual value, [image: image].
According to the mathematical model of PMSM in the αβ coordinate system, an SMO is constructed
[image: image]
[image: image]
where k is the switching gain, which must meet the existence and accessibility conditions of sliding mode motion. Otherwise, the system cannot perform sliding mode motion.
Subtract Eq. 6 from Eq. 13
[image: image]
It can be seen from Eq. 15 that the error dynamic characteristic depends on the unknown back EMF eα, eβ. Select [image: image] as the synovial surface. If the error dynamic equation is to be gradually stable, there must be
[image: image]
that is
[image: image]
[image: image]
Similarly,
[image: image]
It can be deduced that to satisfy [image: image], k must satisfy the condition of k > max (|eα‖eβ|) so that sliding motion can be generated, and the error dynamic equation is asymptotically stable, which ensures the convergence of the observer equation. Therefore, when the k value is large enough, from Eq. 13, the back EMF equation is
[image: image]
where zα, zβ are the switch signals. The signum function [image: image] contains the back EMF information of the motor, but the signum function is discontinuous variation and contains a large number of high-frequency interferences. In order to obtain accurate back EMF, its low-pass filter is processed. Back EMF after filtering
[image: image]
where [image: image] are the estimated values of back EMF. τ is the time constant of the low-pass filter. ωc is the cut-off frequency, which embodies the frequency characteristics of the low-pass filter. The components with a large frequency are attenuated, the high-frequency components are filtered, and the components with a small frequency are retained.
Thus, the equivalent value of rotor angle is obtained
[image: image]
The low-pass filter will inevitably introduce phase delay. The phase delay will directly affect the phase response of the low-pass filter. Especially when ω gets lower, the phase delay of the corresponding natural frequency gets bigger. Therefore, it is necessary to make the corresponding phase compensation according to the filter Δθ; the compensation angle is
[image: image]
The correct rotor position can only be obtained after compensation.
[image: image]
Theoretically, [image: image] can be calculated by differentiating the estimated rotor angle. However, due to the low-pass filter introduced, there is a phase delay in the system. Recently, we calculated only [image: image], but we did not get [image: image]. Therefore, we cannot find [image: image] directly from the formula [image: image]. It should be based on the expression of back EMF
[image: image]
3.3 Sliding Mode Observer With the Phase-Locked Loop
Due to the chattering and the disturbance signal in the back EMF, there are large errors between the speed and rotor position that are extracted by traditional SMO. Therefore, this article designs an SMO based on PLL; it has good follow-up to phase and frequency and can also omit the filter link in the original system. Therefore, the observed back EMF [image: image] and [image: image] and [image: image] form a phase-locked loop to estimate the speed and rotor position of the motor. The block diagram of PLL control is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Block diagram of PLL control.
As described in Figure 4, the transfer function of the PI regulator is
[image: image]
where kp, ki is the proportional gain and integral gain of the PI regulator, respectively.
PLL generally controls the output frequency through the voltage difference between the phase of the input signal and the phase of the output signal to make it reach the desired frequency value. At this time, the phase difference of the signal remains constant and is in the phase locking state. The phase-locked loop based on the phase tracking principle is used to estimate the rotor position and speed, which reduces the disturbance error.
Remark 1 A typical phase-locked loop (PLL) system consists of three basic circuits, that is, phase detector (PD), voltage-controlled oscillator (VCO), and loop filter (LPF). The phase detector is a key unit circuit in PLL, which is responsible for the phase comparison of two input signals. The voltage-controlled oscillator is a voltage frequency conversion device. The loop filter is actually a low-pass filter applied to the loop, which filters the stepped waveform output by the phase comparator into smooth DC power.From Figure 4, it can be obtained that
[image: image]
If [image: image], we can conclude that [image: image]. The block diagram of PLL control can be equivalent to Figure 5. It can be seen from Figure 5 that the closed-loop transfer function of the PLL system is
[image: image]
It can be seen that the PLL system has low-pass filtering characteristics, which can filter out the high-frequency chattering component in the estimated back EMF and obtain a rotor position estimation signal with high accuracy. The steady-state error of the equivalent phase-locked loop rotor position detection system shown in Figure 5 is
[image: image]
Hence, the control can be realized in the whole PMSM sensorless system.
[image: Figure 5]FIGURE 5 | Equivalent diagram of PLL control.
4 NUMERICAL EXAMPLE
As shown in Figure 6, the system structure block diagram of PMSM sensorless control based on SMO and PLL is constructed.
[image: Figure 6]FIGURE 6 | System structure block diagram of PMSM sensorless control based on SMO with PLL.
The system adopts a double-loop structure; the inner loop is the current loop and the outer loop is the speed loop. The closed-loop control is completed by using rotor field oriented vector control with id = 0, speed loop PI control, current loop PI control, and the rotor position estimation method based on SMO with PLL. Similar to the traditional SMO, the voltage in the αβ coordinate system is controlled by the SMO and acts with the current, and after the back EMF signal passes through the switching control function and low-pass filter, the rotor position and speed information are obtained by phase-locked loop and phase compensation. The feedback link is used to return the back EMF signal output by the control function to the SMO to realize the closed-loop structure as a whole. This method can realize a stable control system.
In order to verify the feasibility of the above control system, the simulation system model is built in the MATLAB/Simulink environment, and the simulation analysis is carried out. The following are the detailed parameter settings of the simulation. Figure 7 shows the comparison of rotor speed waveforms corresponding to the two methods. It can be seen that the estimated rotor speed corresponding to the two methods is basically consistent with the actual rotor speed. It can be seen from Figure 7A that the given target speed of the motor is 1,000 rad/min. The traditional SMO control can track the expected speed. The estimated speed is almost equal to the actual speed when it is stable, but there will be large chattering in the speed estimation at the moment of low speed and speed change, and there will be large deviation in the speed estimation. It can be seen from Figure 7B that although there is a certain overshoot during startup, there is no chattering and tends to be stable soon. The corresponding speed waveform curve is much smoother. The estimated speed can quickly follow the set speed and converge to the actual speed, which shows that the system has good dynamic and static performance.
[image: Figure 7]FIGURE 7 | Curve between the estimated and actual speeds. (A) Speed under traditional SMO. (B) Speed under traditional SMO with PLL.
TABLE 1 | Parameters of PMSM.
[image: Table 1]Permanent magnet motor vector control is adopted. The simulation conditions are as follows: DC side voltage Udc = 311 V, the pulse width modulation (PWM) switching frequency is 10 kHz, the given speed is 1,000 rad/min; start with no load first, and mainly observe the estimated differences of speed and rotor position in SMO and SMO with PLL.
Using the traditional SMO and the SMO with PLL method proposed in this article, the speed and position simulation diagrams of the traditional SMO control and SMO with PLL are given, respectively.
Figure 8 is a waveform of the deviation between the estimated speed and the actual speed. It can be seen from Figure 8A that the maximum speed estimation error of the traditional synovial observer is 16 rad/min and finally stabilized at 10 rad/min. That is, the steady-state error is 10 rad/min. It can be seen from Figure 8B that the SPM and PLL speed fluctuation has been greatly improved, which not only ensures the real-time tracking of rotor speed but also optimizes the steady-state error of speed. The maximum speed error is only 12 rad/min after stabilization, and the error is basically 0. The steady-state error value is further weakened, which shows that this method has a good filtering effect, strong tracking performance, and small steady-state velocity fluctuation.
[image: Figure 8]FIGURE 8 | Curve between the estimated and actual speed errors. (B) Speed error under traditional SMO. (B) Speed error under traditional SMO with PLL.
Figure 9 is the motor rotor position curve. It can be seen that the estimated rotor position can maintain good consistency with the actual rotor position, which shows that the observer has a good estimation effect. As can be seen from Figure 9A, due to the high-frequency chattering component, the estimated position of the rotor lags behind the actual position, and there is a fixed error, which cannot be corrected and improved and will affect the dynamic response performance of the system. Figure 9B shows that after the PLL is introduced, the output frequency is controlled by the voltage difference between the phase of the input signal and the phase of the output signal to reach the desired frequency value, maintain a fixed phase error, and be in the phase locking state. There is neither phase lag nor amplitude attenuation. The estimated angle is basically the same as the actual angle, which effectively weakens the high-frequency noise and harmonics in the back EMF and makes the output stable, and the control effect more meets the performance control requirements of PMSM.
[image: Figure 9]FIGURE 9 | Curve between the estimated and actual positions. (A) Position under traditional SMO. (B) Position under traditional SMO with PLL.
Figure 10 is the motor rotor position error curve. The maximum position error obtained by the traditional SMO shown in Figure 10A is 6.1 rad/min, while after the introduction of PLL, the maximum error between the actual position and the estimated position of the motor is .75 rad/min. It shows that the accuracy based on SMO with PLL is improved.
[image: Figure 10]FIGURE 10 | Curve between the estimated and actual position errors. (A) Position error under traditional SMO. (B) Position error under traditional SMO with PLL.
5 CONCLUSION
This article has studied a chattering suppression method based on the combination of SMO and PLL technologies, and the chattering problem of traditional SMO in PMSM sensorless control has been solved. In this method, the SMO has been used to estimate the back EMF, and the phase-locked loop has been employed to estimate the speed and position of PMSM. The design principle of PLL has been analyzed theoretically, and the derivation and verification have been given. Through the simulation of the design scheme, the results show that the SMO with PLL improves the chattering problem of the traditional SMO, has high estimation accuracy of motor speed and rotor position, has a small amount of calculation, and has strong robustness to external interference.
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Asymmetrical working conditions of the utility grid introduce the large-amplitude negative-sequence component to the output current of the voltage source converter (VSC), causing power semiconductor devices to suffer from thermal fatigue and thermal damage. Though the conventional phase-locked loop (PLL) based voltage oriented control (VOC) solution can suppress the steady-state negative-sequence current effectively, it has a weak suppression ability of transient overload current, and even aggravates the transient current asymmetry and causes more severe transient impact to the VSC. This paper first analyzes the transient performance of the conventional VOC strategy, especially its dynamic response time and the main factors for performance limitation. On this basis, the PLL-free VOC strategy for VSCs tied to unbalanced grids is proposed, and its critical parts, namely, the reference current calculation and the fast detection of the grid voltage sequence components, are implemented. Besides, to improve the frequency adaptability, a high-performance grid frequency detection strategy is developed based on the difference-frequency phase caused by the frequency variation. Finally, experiments are performed to verify the effectiveness and advancement of the proposed method. Specifically, the results proved the rapidity, accuracy, and frequency adaptability of the proposed method in suppressing the VSC negative-sequence current, both in transient and steady-state conditions.
Keywords: PLL-free, frequency detection, grid-connected VSC, unbalanced grid, converters
1 INTRODUCTION
With the bulk application of wind power, photovoltaic power, energy storage, flexible AC transmission systems, and other devices in the power systems, there has been an increasing proportion and importance of grid-tied voltage-source-converters (VSCs), Xiong et al. (2020a); Zhang K. et al. (2021). At the same time, the overhead power lines used for distributed power collection are scattered in a wide geographic space, causing high susceptibility of the utility grids to various asymmetric disturbances and requiring the grid-tied VSCs to be equipped with the ability to suppress unbalanced disturbances Xiu et al. (2021a). Different from the electromechanical equipment with excellent overload performance and strong resistance to faulty impact, VSCs with the semiconductor device as the core have weak overload capacity. Long-term overload operation will cause equipment performance degradation or even complete damage, Xiu et al. (2021b). Therefore, it is necessary to detect the amplitude, phase, and frequency information of the main electrical components in the transient process as quickly as possible and use advanced VSC control strategies to suppress random disturbances and various faults, so as to effectively reduce the time and intensity of the VSC subjected to the transient impact, ensure that the VSC can enter the new stable state quickly and safely, and improve the system reliability and security, Xiong et al. (2020b).
In recent years, many investigations have been performed on the detection and control strategies for the VSC system under unbalanced utility grid conditions. Wai et al. (2015) proposed a neural fuzzy network based online compensation method for suppressing the three-phase unbalanced current on the grid side. In order to effectively suppress the negative impact of harmonics on the VSC control performance, Xiong et al. (2016c) compares the performance of two typical harmonic elimination algorithms, and lays out the basis for the optimal algorithm selection in engineering applications. Dedeoglu and Konstantopoulos (2018) extended the rotational coordinate frame and used two sets of dynamically changing reference frames to control the negative-sequence component, effectively suppressing the secondary fluctuation of the DC side voltage. In the aforementioned works, the VSC control is realized by making use of the phase-locked loop (PLL), which can generate inaccurate or delayed phase information under the event of unbalanced utility grid faults, especially the single synchronous reference frame (SRF) PLL, leading to reduced power transmission efficiency of the grid-tied VSCs, or even worse, their inability to work. To this end, Rodriguez et al. (2007) proposes a decoupled double SRF PLL (DDSRF-PLL) to completely eliminate the detection errors of conventional single SRF PLL, yet leading to the complex control loop design and significantly long response time. In order to simplify the control system structure, Chaudhary et al. (2012) utilized the second-order generalized integrator based PLL (SOGI-PLL) to obtain the real-time phase of the unbalanced utility grid. However, Zhang C. et al. (2021) pointed out the concealed stability issue of SOGI-PLLs arising from different implementations of the frequency-feedback-path. To avoid the negative-sequence component from affecting the accuracy, stability and rapidity of the PLL, Li Z. et al. (2018) improved the conventional SRF-PLL, yet the detection time is still too long and the VSC will still suffer from the transient overload current for a long time. To achieve the desired multi-objective control and the optimal overall performance, Lin et al. (2019) introduced the particle swarm algorithm to further optimize the control parameters of the VSC system. Besides that, in order to increase the adaptability to the non-ideal grid conditions, Mishra and Lal (2021) proposed an enhanced control method to suppress the effect of distorted grid voltage.
In addition to the continuous improvement of the various PLL methods, there are several advanced detection technologies and control strategies trying to directly remove the PLLs. Xiong et al. (2016b) was the first to realize the high-performance amplitude and phase detection without PLL, yet it cannot adapt to the working condition of grid frequency fluctuation or provide the real-time grid frequency information. Wu et al. (2020b) proposed a fast phase detection scheme and successfully extracted the real-time phase of the fundamental-frequency positive-sequence component of the utility voltage under unbalanced and distorted conditions. In order to realize a PLL-free scheme in the VSC system, Nian et al. (2016) achieved the suppression of negative-sequence current under unbalanced utility grids, yet this scheme requires extensive dynamic response time as long as 4 grid cycles in the presence of grid frequency fluctuations. Li L. et al. (2018) successfully developed the PLL-free direct power control strategy to compensate for the unbalanced current generated by the unbalanced utility grids. Cheng et al. (2020) realized the PLL-free control of the converter in the unbalanced grid, yet it is still limited to the condition with insignificant grid frequency fluctuations. Further, Wu et al. (2020b) designed an independent control system for VSC power transmission, which can deal with the power fluctuation issue under unbalanced utility grids.
In this paper, a PLL-free VOC strategy for VSCs tied to unbalanced grids, which can minimize the overload current and hence the time and intensity of the VSC suffering from its impact, is developed. In Section 2, the basic PLL based VOC strategy for the grid-tied VSC is introduced, and its technical challenges are analyzed. In Section 3, the PLL-free VOC strategy of the grid-tied VSC is designed, and the command current calculation and the fast detection method of grid voltage sequence components are also presented. In Section 4, a fast frequency detection scheme based on the detected difference-frequency phase is developed, enhancing the frequency adaptability performance of the PLL-free VOC strategy. Finally, the effectiveness and advancement of the proposed scheme are verified in Section 5.
2 PLL-BASED VOC STRATEGY AND ITS TECHNICAL CHALLENGES
2.1 Basic Principle
The main circuit topology of the grid-tied VSC is shown in Figure 1, where R, L, and C are the equivalent series resistance, inductance, and DC-side capacitance of the VSC system; Udc and Idc are the DC-side capacitor voltage and DC input current of the VSC, respectively; uabc and vabc are the three-phase grid voltage and the output voltage of the VSC system, respectively.
[image: Figure 1]FIGURE 1 | System topology of the grid-tied VSC.
When the utility grid is operating in the ideal state, the three-phase grid voltage is balanced, and only the positive-sequence component exists. In this case, the grid voltage can be formulated as
[image: image]
[image: image]
where [image: image], θ, ϕ, and ω are the amplitude, real time phase, initial phase, and angular frequency of the grid voltage, respectively, and [image: image].
To maintain synchronous operation of the VSC w.r.t. the utility grid, it is necessary to primarily obtain the phase (θ) and frequency (ω) information of the grid voltage, based on which the output voltage and power of the VSC can be adjusted, thereby achieving stable grid-tied operation. To this end, the PLL with the structure shown in Figure 2 is usually used, where kp and ki are the proportional and integral coefficients of the PI controller, respectively, mod is the modulo operation that calculates the remainder after division, and the abc/dq transformation matrix is given by
[image: image]
Since θ is time-variant (see Eq. 2), the PLL dynamically adjusts its output phase through a PI controller-based closed-loop control system, and tracks the phase of the grid voltage in real time by making [image: image] approach to θ. When [image: image], i.e., the phase is synchronized, the phase and frequency of the PLL output are those of the grid voltage (see Figure 3).
[image: Figure 2]FIGURE 2 | Structure of the traditional closed-loop PLL.
[image: Figure 3]FIGURE 3 | Grid voltage and current phasors in the PLL-based reference system.
Using the transformation matrix in the PLL and the PLL output phase, the grid voltage in Eq. 1 can be converted into
[image: image]
According to Eq. 4, when the phase is locked, the PLL-based dq-coordinate frame has its d-axis aligned with the grid voltage vector, and a null q-axis component. At this time, the dq-frame is grid voltage oriented.
In such a frame, the active power and reactive power transmitted from the VSC to the grid can be calculated as
[image: image]
If the power loss of the VSC system is ignored, the active power output by the VSC is equal to that on the DC-side, namely
[image: image]
In the grid voltage-oriented dq-frame, the active power and reactive power output by the VSC are only proportional to their d- and q-axis current components, and the d-axis current is proportional to the DC-side voltage of the VSC. Hence, the d- and q-axis current components of the VSC can be controlled separately, by adjusting the DC capacitor voltage or the reactive power output by the VSC. The relevant control methods are only valid in the grid voltage-oriented dq-frame, and are referred to as the VOC strategies (see Figure 4).
[image: Figure 4]FIGURE 4 | Basic sketch of the PLL based VOC strategy.
2.2 Dynamic Response Time
Preliminary assumptions are made prior to obtaining the dynamic response time of the PLL based VOC strategy. The PLL is a key component of the VOC strategy, and the dynamic responses of the capacitor voltage control and the current control, which are based on the output phase of the PLL, can be neglected due to their fast speeds. Therefore, the response time of the VOC strategy mainly depends on the PLL. The small-signal model of the PLL with single SRF for dynamic characteristics analysis is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Small-signal model of the PLL with single SRF.
When the steady-state phase error of the PLL is negligible, we have
[image: image]
According to Figure 5, the closed-loop phase transfer function and the phase error transfer function can be expressed respectively as
[image: image]
[image: image]
where ζ is the damping factor and ωn is the natural frequency, and
[image: image]
[image: image]
In the under-damped state, the phase errors corresponding to the phase step and frequency step of the PLL can be respectively expressed as
[image: image]
[image: image]
where
[image: image]
Hence, the 2% dynamic response time ts and the system bandwidth ωb of the PLL based VOC strategy can be expressed as Freijedo et al. (2009), Wang and Wei Li (2011).
[image: image]
[image: image]
It can be seen from Eqs 15, 16 that the larger the damping factor ζ and natural frequency ωn, the larger the system bandwidth and the faster the response speed, and vice versa. In fact, the damping factor and natural frequency of the VOC strategy are determined by the proportional gain kp and the integral gain ki of the PLL’s PI controller. The larger these gain values, the higher the bandwidth, and the faster the response speed.
2.3 Technical Challenges
The measured signal inevitably contains various random noises, making it necessary to equip the system with anti-interference ability. With reference to Eq. 8, the PLL exhibits the low-pass filter (LPF) feature, hence the VOC strategy can partially suppress the detection error caused by the random noise and high-order harmonics. Under the common grid conditions of symmetrical operation, the low-order harmonics do not have large amplitudes, and the VOC strategy-based VSC system can obtain satisfactory dynamic performance and anti-noise ability by adjusting the proportional and integral parameters, Wu et al. (2020a); Xiong et al. (2016b). However, under the asymmetric disturbance conditions that can easily occur, electrical quantities are characterized by low-frequency harmonics with large amplitudes in the dq coordinate frame, especially the second harmonic. The basic principle is analyzed as follows.
According to the symmetrical component analysis, the three-phase unbalanced voltage can be decomposed into the positive-sequence, negative-sequence, and zero-sequence components. Without loss of generality, the influence of negative-sequence component on the VOC strategy is illustrated here as an example. The zero-sequence component can be analyzed similarly. Based on this assumptions, the three-phase asymmetrical grid voltage U can be expressed by the positive-sequence component U+ and the negative-sequence component U− as
[image: image]
where [image: image] is the amplitude of the negative-sequence component of the grid voltage, and δ is the angle difference between the negative-sequence component and the initial phase of the positive-sequence component.
Accordingly, in the dq coordinate frame of the PLL, the asymmetrical grid voltage shown in (17) will be transformed into
[image: image]
When the real time phase is locked by the PLL, i.e., [image: image], we have
[image: image]
According to Eqs 18, 19, the unbalanced grid voltage always has a double-frequency AC component with large amplitude in the dq coordinate frame, both during the transient and steady state. For the PLL system that achieves zero q-axis component as the target, the double-frequency component will have a significant impact on its synchronization performance and tracking error. For better accuracy of the output phase and frequency information, the system bandwidth must be significantly reduced in the unbalanced grid case to effectively suppress the double-frequency AC component, as shown in Figure 6. This can be achieved by reducing the proportional gain kp and the integral gain ki in the PI controller of the PLL; however, this improvement of system anti-interference ability substantially extends the dynamic response time of the VOC strategy. To address this issue, a variety of LPFs (see the purple region in Figure 2) have been proposed to suppress the negative effect of the double-frequency component. Since the filter is contained in the control loop, they are interacted in the dynamic control process, thus sharply increasing the system complexity, and making it difficult to effectively analyze and control the system dynamic performance. The most widely used SOGI-PLL and DDSRF-PLL solutions take nearly two grid cycles to return to the steady state, under the premise of working in their optimal states.
[image: Figure 6]FIGURE 6 | System bandwidth and anti-interference ability of the PLL.
It is obvious that a conflict is inevitable between the response speed (depending on the system bandwidth) and the anti-interference ability for a closed-loop dynamic control system, and thus, the art of compromise is needed for designing the PLL based VOC strategy. However, under severely unbalanced utility grid conditions, the more common result is that the two indicators have been both significantly jeopardized, making it difficult to achieve a satisfactory compromise for performance design. Since the root of such issues lies in the complex dynamic process introduced by the PLL, one solution would be adopting a PLL-free VOC scheme.
In this paper, a PLL-free VOC scheme is developed by using the constant-speed rotational coordinate frame to replace the traditional dq-coordinate frame of the PLL. To avoid the complex dynamic adjustment process of the PLL, this constant-speed rotational frame is coherent with the rotation speed of the grid voltage vector (i.e., the synchronous speed of the grid, ωs), ensuring that the electrical quantities are converted into constant values in this frame. The dq-axis components of the grid voltage no longer participate in the closed-loop control process, eliminating the dynamic loops used for phase and frequency measurement. Accordingly, the dynamic response speed of the VOC strategy can be greatly improved.
Figure 3 shows the dq-axis components of the grid voltage U in different dq frames. These quantities can be related as
[image: image]
Based on Eq. 20, the two coordinate frames can be converted through a linear transformation, and when the PLL is in steady state, φ = ϕ. Accordingly, there is no essential difference between the two frames; grid quantities merely have different projection results in corresponding coordinate frames. However, the dq-axis components of the grid voltage are invariant in the constant-speed rotational frame, yet involved in the complex dynamic process when using the rotational frame of the PLL. In the latter case, the dq-components exhibit complex time-variant behaviors, and only transition to the steady state after a long time, restricting the performance of subsequent VSC voltage and current control, causing the VSC equipment to withstand a long-term overload impact under severe asymmetric disturbances, and introducing a serious threat to the reliability and safety of the equipment.
3 IMPLEMENTATION OF PLL-FREE VOC STRATEGY FOR VSCS TIED TO UNBALANCED GRIDS
3.1 Calculation of VSC Control Reference Values
Since the circuit topology of the grid-tied VSC (see Figure 1) has no neutral point or neutral line, the effect of the zero-sequence component of the VSC system can be neglected. Therefore, in the PLL-free constant-speed rotational coordinate frame, the positive- and negative-sequence circuits of the VSC system can be described as
[image: image]
The instantaneous power at the VSC grid-side is
[image: image]
From Eq. 22, the active and reactive powers output by the VSC system, under the unbalanced grid voltage condition, include not only the constant power components P0 and Q0 under the balanced condition, but also the double-frequency oscillatory components Psin, Pcos, Qsin, and Qcos, with the expression of
[image: image]
In order to suppress the power fluctuations, we have
[image: image]
where the subscript ref represents the reference value of the corresponding physical quantity.
By substituting Eq. 24 into Eq. 23, the VSC output current reference when the power oscillation is suppressed can be obtained, yielding
[image: image]
where
[image: image]
The core component of the VSC system, i.e., the semiconductor power device, has extremely weak overcurrent capability and high sensitivity to temperature rise. Hence, under severely unbalanced utility grid conditions, the negative-sequence current is usually suppressed first to ensure that the current amplitude of each phase is balanced and not overloaded, avoiding the overcurrent-related thermal fatigue and thermal damage of power semiconductor devices. Accordingly, the negative-sequence current and power commands of the VSC are given by
[image: image]
By substituting Eq. 27 into Eq. 23, the positive-sequence current command of the VSC when the negative-sequence current is suppressed can obtained as
[image: image]
where
[image: image]
In general, to achieve DC-side voltage stability of the grid-tied VSC, the VOC strategy uses a capacitor voltage control loop to calculate the active power command of the VSC, yielding
[image: image]
where KPP and KPI are the proportional and integral gains of the outer voltage loop, respectively.
At the same time, in order to achieve unity power factor of the grid-tied operation, the reactive power command of the VSC is set to 0, i.e., Qref = 0. However, when the reactive power is required to be provided by the VSC, its reference value can be set according to the specification. When the VSC is required to actively support the stable operation of the grid voltage, the reactive power command Qref is usually calculated by an AC-side voltage Uac control loop, namely
[image: image]
where KQP and KQI are the proportional and integral gains of the outer AC voltage loop, respectively.
3.2 Grid Voltage Sequence Component Detection
When calculating the VSC output current command according to Eqs 25, 28, it is necessary to first detect the sequence components of the unbalanced grid voltage. To this end, this paper resorts to the fast open-loop detection algorithm proposed by Xiong et al. (2016b) and Xiu et al. (2021a), and uses the grid voltage U and its orthogonal component U⊥ to directly extract the sequence components in the stationary coordinate frame. This gives
[image: image]
where
[image: image]
[image: image]
Similar to the grid voltage U, which is composed of the positive-sequence component U+ and the negative-sequence component U−, the orthogonal voltage U⊥ is composed of the pertinent orthogonal components [image: image] and [image: image], namely
[image: image]
The grid voltage U in the stationary coordinate frame can be obtained through real-time detection, and its pertinent orthogonal voltage U⊥ is generally obtained through the differential method or the delay method; these methods are subjected to high random noise amplification or long response time. To improve the response speed and anti-noise ability, the fast and accurate orthogonal signal generator (OSG) scheme proposed by Xiong et al. (2016a) is chosen here. This gives
[image: image]
where Ts is the sampling period, k is the discrete time step, and K is the scaling factor that takes a positive integer. In this paper, K is chosen to be 5.
3.3 PLL-Free VOC Strategy
Figure 7 shows the proposed PLL-Free VOC strategy for VSCs tied to unbalanced grids. The strategy mainly includes a constant-speed rotational coordinate frame block, a grid voltage sequence component measurement block, a VSC output current transformation block, a DC-side capacitor voltage control block, VSC output current command calculation blocks, a VSC output current control block, and a PWM signal generation block.
[image: Figure 7]FIGURE 7 | Proposed PLL-free VOC strategy for VSCs tied to unbalanced grids.
Unlike the basic VOC strategy (see Figure 4), the voltage and current are here formulated, measured, calculated and controlled in the constant-speed rotational coordinate frame with the proposed control strategy, which completely eliminates the PLL and its complex dynamic adjustments. This helps to significantly improve the control speed of the VSC output current, suppress the overload of the output current, and minimize the time and intensity of the overcurrent impact on the VSC.
To enable the fast and accurate tracking of the current command for the grid-tied VSC, the PLL-Free VOC strategy proposed in this paper adopts the inner current loop control based on the proportional resonant (PR) controller, Cheng et al. (2020), whose tranfer function writes
[image: image]
where ωc is the bandwidth parameter of the PR controller with a typical value of 5–15 rad/s; Kpk and Kik are the primary and secondary resonance coefficients, respectively, Cheng et al. (2020), and:
[image: image]
The introduction of the PR controller enables the direct, real-time implementation of the current control in the stationary coordinate frame, thereby eliminating the coordinate frame transformation process related to the sequence component extraction of the grid current, and reducing the computation burden of the control strategy. Besides, to further reduce the number of control loops and the corresponding calculation amount, this paper makes use of the zero-sequence current-free characteristic of the VSC (see Figure 1) to design the current control algorithm (see Figure 7) in the αβ coordinate frame. The transformation from the abc coordinate frame to the αβ frame is given by
[image: image]
To simplify the analysis of current loop control parameters and their adaptability to frequency fluctuations, the influence of the outer capacitor voltage loop is neglected, since the bandwidth of the inner current loop is usually 5 times larger than that of the outer loop. Accordingly, the VSC system can be described by the equivalent block diagram in Figure 8, where Kpwm(s) is the transfer function of the pulse width modulation (PWM) enabled VSC circuit, expressed as the ratio of its output AC voltage to the input DC voltage. In the digital realization of the PWM block, a delay of one sampling period Ts is caused by the fixed-time sampling and calculation. Besides, the modulation signal needs to remain unchanged in the next sampling period when it is loaded, and this process can be described by a zero-order holder (ZOH) with the average delay of Ts/2, Pan et al. (2014). Therefore,
[image: image]
[image: Figure 8]FIGURE 8 | Equivalent block diagram of VSC system.
Accordingly, after adopting the PR controller, the output voltage of the VSC system can be described as
[image: image]
The open-loop transfer function of the current control loop of the VSC system is
[image: image]
The Bode diagram of the system open-loop transfer function can be obtained (see Figure 9), by substituting the VSC system parameters (see Table 1) into Eq. 40. The current loop has a gain of 37 dB at the synchronous frequency (50 Hz), indicating that the PR controller has a sufficient gain to adjust the current command value without difference. When the grid frequency fluctuates within ±0.2 Hz, the lowest resonance gain is 35.5 dB, indicating efficient suppression of the negative-sequence current via the PR controller when the grid frequency fluctuates within the range limited by the grid code. Besides, the phase of the open-loop current transfer function at the resonant frequency is 0°, and the phase response is always maintained between −90° and 90°. This proves that the PLL-free VOC strategy proposed in this paper can effectively ensure the VSC system stability.
[image: Figure 9]FIGURE 9 | Bode diagram of VSC system open-loop transfer function.
TABLE 1 | System parameters.
[image: Table 1]4 FREQUENCY ADAPTIVE SCHEME
Based on the Bode diagram in Figure 9, when the grid frequency fluctuates within the range limited by the grid code, the PR controller can effectively suppress the negative-sequence current, yet ensuring the VSC system stability. However, under extreme fault disturbances, the grid voltage is severely unbalanced, and the grid frequency may also exceed the range limited by the grid code. At this time, in the absence of a frequency adaptive strategy, the current command tracking ability of the VOC strategy will be sharply reduced, thereby weakening the overcurrent suppression capability of the VSC. Focusing on this issue, this paper proposes a frequency adaptive strategy based on the frequency detection method in Xiu et al. (2021b).
First, the open-loop phase detection method in Xiong et al. (2016b) is used to obtain the real-time phase of the positive-sequence component of the grid voltage. The corresponding expression can be derived from Eq. 2, yielding
[image: image]
where ϕ0 is the angle between the grid voltage vector and the d-axis of the constant-speed rotational coordinate frame, i.e., the initial phase of the grid voltage in the coordinate frame. Analogous to the initial phase in Eq. 2, here ϕ0 must satisfy [image: image]. Therefore
[image: image]
It can be seen that when the grid frequency changes, the initial phase of the grid voltage is no longer invariant in the constant-speed rotational coordinate frame, but changing continuously over time.
Besides, when the grid frequency changes, the dq-axis components of the positive-sequence component of the grid voltage in the constant-speed rotational coordinate frame are
[image: image]
Accordingly,
[image: image]
where θex is the extra phase introduced to meet the condition [image: image], and is given by Xiong et al. (2016b) as
[image: image]
However, direct calculation of grid phase by Eqs 44, 45 may lead to its instability, due to the sudden transition of extra phase at the specific boundaries. The presence of random noise can cause jitters in the detected phase. To solve this issue, the extra phase [image: image] is calculated by a hysteresis logic that considers the dead-band [image: image] (with ξ > 0 being the dead-band parameter) and the previous output [image: image]. The detailed implementation is shown in Algorithm 1.
[image: FX 1]
To further reveal the relationship between the frequency fluctuation and the real-time phase θ, θ in Eq. 41 can be decomposed into the synchronous-frequency component θs and the difference-frequency component θd, namely
[image: image]
where
[image: image]
[image: image]
Since ϕ is unknown, the difference-frequency phase θd cannot be directly calculated by Eq. 48. However Eq. 48 shows that the difference-frequency phase θd has a linear relationship with the grid frequency deviation, namely, increasing (or decreasing) the frequency deviation can correspondingly increase (or decrease) the difference-frequency phase. Therefore, a closed-loop system can be designed to obtain the frequency [image: image], based on which the calculated difference-frequency phase [image: image] can be made to follow its actual value θd, namely
[image: image]
When the difference-frequency phase has been tracked (i.e., [image: image]), we have [image: image]. The corresponding control principle can be designed as
[image: image]
The successful implementation of this frequency detection algorithm depends on whether the difference-frequency phase θd can be accurately obtained. From Eqs 42, 48, we have
[image: image]
where n (with an initial value 0) is a time-variant integer number for phase compensation, with the aim to generate a continuous θd over time starting from the result of ϕ0 (calculated via Eq. 44 and Algorithm 1 and limited in 2π). Specifically, the difference between [image: image] in the current sampling period and [image: image] in the previous sampling period is evaluated; when its absolute value exceeds 2π, n is increased/decreased by 1. In discrete sampling, a small positive value σ is considered (in this paper, σ = 0.01) to be the error tolerance for detecting the absolute value change (see Algorithm 2). The difference-frequency phase θd is then calculated by Eq. 51.
[image: FX 2]
Based on the above analysis, the frequency adaptive strategy with real-time frequency detection ability is obtained, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Proposed frequency adaptive strategy.
5 EXPERIMENT RESULTS
In order to prove the feasibility and advancement of the proposed strategy, experiments have been carried out under the condition that the power grid changes from symmetrical operation to asymmetrical operation. The main parameters of the VSC system are collected in Table 1.
5.1 Constant Grid Frequency Scenario
In the first study, the grid is disturbed while the grid frequency is kept the same (see Figure 11A), and the performance of the proposed PLL-free VOC strategy is compared versus two scenarios, i.e., without the negative-sequence current suppression algorithm, and when the negative-sequence current is suppressed based on the SOGI-PLL. The pertinent experiment results are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Experiment results with constant frequency. (A) Three-phase grid voltage. (B–D) VSC output current in the absence of negative-sequence current suppression algorithm, with the SOGI-PLL based negative-sequence current suppression, and with the proposed PLL-free VOC strategy, respectively. (E) RMS values of the VSC output current. (F) Amplitude detection result of the positive-sequence component of the grid voltage.
After being disturbed, the utility grid changes from the symmetrical operation to the asymmetrical operation (see Figure 11A), where the voltage becomes severely unbalanced. In the absence of proper measures, this asymmetry inevitably leads to serious imbalance also in the output current of the grid-tied VSC, resulting in a significant increase in the current amplitude of some phases of the VSC, as shown in Figure 11B. As a result, the VSC temperature rises sharply until the equipment damages due to severe overcurrent, or the VSC is automatically disconnected by the overcurrent/overheat protection.
After using the SOGI-PLL based negative-sequence current suppression strategy, the VSC avoids the impact of long-term asymmetric current, as shown in Figure 11C. Though the VSC output current has been significantly improved w.r.t. the previous case, the adopted SOGI-PLL algorithm causes a long dynamic adjustment process (about 25 ms) of the VOC strategy, and the transient has a large overshoot, causing the VSC to undergo a long-term, severe current overload condition. Indeed, the maximum VSC current during the transient even exceeded that with no negative-sequence current suppression. Hence, this SOGI-PLL based method, though effectively improves the steady-state current quality of the VSC, exhibits a poor transient adjustment ability. At this time, the VSC still suffers from the severe transient current impact that threatens the equipment performance, reliability, and safety.
When the proposed PLL-free VOC strategy is used, the VSC connected to the unbalanced grid nearly always outputs three-phase symmetrical current waveforms, as shown in Figure 11D. This solves both the steady-state and transient unbalance issues; the VSC completely avoids the overcurrent and overheating impacts caused by the negative-sequence current, and maintains remarkable power quality. The key reason lies in the complete removal of the PLL block that requires a complex dynamic process. The relevant physical quantities are directly measured, calculated, and controlled in the constant-speed rotational coordinate frame, requiring no longer the dynamic adjustment process, and maintaining relatively constant even during the transient. To further prove this, amplitudes of the VSC output currents are provided and compared in Figure 11E. The amplitude variation range has been obviously reduced from 7 A (with the SOGI-PLL based strategy) to less than 1 A (with the PLL-free VOC strategy), and the response time has been reduced to less than 10 ms. Also, the detection speed of the positive-sequence component of the grid voltage has be significantly improved, as shown in Figure 11F. Though different dq coordinate frames (and thus, inconsistent dq-axis components) are used by these strategies, they provide coherent magnitude results of the positive-sequence component of the grid voltage, with the exception of calculation times.
5.2 Grid Frequency Fluctuation Scenario
To test the frequency adaptability of the proposed method, the above experiments are performed under the condition of sudden frequency change of the utility grid, and the results are shown in Figure 12. After the asymmetric disturbance, the grid voltage frequency is changed from 50 to 51 Hz, as shown in Figure 12A. Under the influence of such large frequency fluctuations, the waveform quality of the output current of the grid-tied VSC, if no measures are taken, will be severely reduced. When the SOGI-PLL based strategy is used, the grid frequency can be obtained within about 20 ms, as shown in Figure 12B, which is a longer time and leads to even worse transient current feature of the VSC compared to the previous constant-frequency condition. Even if better steady-state waveform quality of the VSC output current is obtained, the dynamic response time of the system is extended to nearly 80 ms, as shown in Figure 12C. Due to the complex dynamic tracking process of the PLL, a longer time is needed to dynamically track the amplitude, phase, and frequency of the grid voltage, due to the sudden frequency change in the grid frequency. Owing to the removal of the closed-loop detection structure, the proposed frequency detection method, which is critical for the frequency adaptability of the proposed PLL-free VOC strategy, can quickly and accurately track the grid voltage frequency; both the detection time and the transient overshoot are significantly improved compared to the SOGI-PLL, as shown in Figure 12B. Obviously, when the proposed strategy is adopted, the VSC maintains excellent control ability of the negative-sequence current, which is effectively suppressed in both the steady state and transient state. The control performance of the strategy is virtually unaffected by the frequency change, as shown in Figure 12D. Similarly, to intuitively observe the transient process, the VSC transient current amplitudes with the two strategies are compared in Figure 12E. After adopting the proposed strategy, the overshoot range of the transient current amplitude is reduced remarkably to less than 1 A, and the transient response time is reduced to 12 ms. The control ability of VSC under asymmetric utility grid conditions has been significantly improved. Similarly, the detection speed of the positive-sequence component of the grid voltage has also be significantly improved, which is achieved almost instantaneously, as shown in Figure 12F.
[image: Figure 12]FIGURE 12 | Experiment results with sudden frequency change. (A) Three-phase grid voltage. (B) Frequency detection result. (C,D) VSC output current with the SOGI-PLL based negative-sequence current suppression, and with the proposed PLL-free VOC strategy, respectively. (E) RMS values of the VSC output current. (F) Amplitude detection result of the positive-sequence component of the grid voltage.
6 CONCLUSION
This paper analyzes the technical challenges faced by the conventional PLL-based VOC strategy under unbalanced grid conditions, and proposes a PLL-free VOC strategy, along with its detailed implementation, for VSCs tied to unbalanced utility grids. Finally, experiments are conducted for verification. The main conclusions are as follows.
1. Under the severely asymmetrical working condition of the utility grid, the PLL is difficult to achieve a good compromise between the response speed and the anti-interference ability, due to the large amplitude of the double-frequency voltage component. Accordingly, the PLL-based VOC scheme is difficult to effectively suppress the negative-sequence current in the transient process, and even aggravates the transient current asymmetry and the resulting overcurrent problem, causing the power semiconductor devices to suffer from a significant thermal fatigue and damage for a long time.
2. The proposed PLL-free VOC strategy for VSCs tied to unbalanced grids completely removes the PLL and its complex dynamic adjustment process. The voltage and current required for VSC control are described, measured, calculated, and controlled in a constant-speed rotational coordinate frame. This significantly increases the control speed of the VSC output current and mitigates its overload, thereby minimizing the time and intensity of VSC suffering from overcurrent impact.
3. Unlike the conventional PLL method that measures the frequency first and then calculates the phase, the frequency detection method proposed in this paper dynamically tracks the grid frequency information based on the difference-frequency phase, which is caused by the frequency variation and can be quickly captured. Therefore, the VSC system can obtain the phase information necessary for the VOC strategy faster, and also accurately capture the grid frequency information, making the proposed PLL-free VOC strategy adaptive to large fluctuations of the grid frequency.
4. Experimental results prove the rapidity and accuracy of the proposed PLL-free VOC strategy in suppressing the VSC transient/steady-state negative-sequence current, and the effectiveness and superiority of the proposed frequency detection method. Also, the frequency adaptability of the proposed strategy is illustrated.
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INTRODUCTION
Increasing global energy demand (Zhang et al., 2016; Shen et al., 2019), exhausted fossil fuel resources (Wei Yao et al., 2015; Yang et al., 2015), and deteriorating ecological environment have threatened the healthy development (Liu et al., 2016; Kalyan and Rao, 2021; Noman et al., 2021) of the world. Hence, numerous clean production technologies (Zhang et al., 2015; Bakeer et al., 2021; Iqbal et al., 2021) are conceived as candidates to alleviate energy depletion (Chen et al., 2019; Wang et al., 2020; Dzobo et al., 2021). Among them, hydrogen energy utilization (Yang et al., 2020a) plays a considerable role in alleviating environmental pressure and reconstructing energy structure because of its protruding characteristics of pollution-free and high energy conversion (Erdiwansyah et al., 2021). Besides, hydrogen (Zhang et al., 2021a) is used as an alternative renewable energy supplement, while solid oxide fuel cell (SOFC) techniques arouse extensive attention and research studies due to effective and dependable conversion of chemical energy into electrical energy. It is particularly noteworthy that accurate and reliable SOFC system models are hindered owing to the inherent nonlinearity, strong coupling, and diversification. Therefore, to address the aforementioned obstacles, advanced SOFC modeling approaches (Yang et al., 2020b) with flexible parameter identification technologies should be proposed for better behavior prediction and performance research. At present, the practical application of SOFC modeling and parameter identification is confronted with many challenges. First of all, the current research articles lack the description of overall accurate models about cell stack because the influence of electrical coupling is ignored. Second, after selecting an appropriate model, current parameter identification strategies also have potential defects, while advanced methods are worthy of further consideration and research. This study gives a clarification of the abovementioned problems and puts forward some perspectives on various SOFC modeling and parameter identification technologies.
SOFC MODELING
Accurate and reliable SOFC system models have a crucial part in maximum power point tracking (MPPT), behavior prediction, performance simulation, and research. For the sake of conducting a specific study on SOFCs from multiple perspectives, numerous modeling methods have been devised, which mainly comprise electrochemical model (Yang et al., 2021a), steady-state model (Jiang et al., 2014), and transient model (Wu et al., 2020). Particularly, the identification parameters of various SOFC models are demonstrated in Table 1, while the specific meaning of each parameter is detailed in reference (Yang et al., 2020b). Among them, the electrochemical model has the most extensive application in parameter identification, while it is considered to be a vigorous and deep description of electrochemical reaction phenomena of SOFC without involving complex situations such as concentration gradient (Xiong et al., 2018; Yang et al., 2021b). Figure 1 shows the overall generation process based on the electrochemical mechanism of the SOFC. It is clearly described in the study by Wang et al., (2022) that SOFC output voltage is lower than ideal voltage due to the existence of activation loss, ohmic loss, and concentration loss, which is extremely profitable for understanding and designing SOFC structure. Furthermore, the datasets from cylindrical cells (Pierre, 2010) and tubular cell stacks (Caisheng Wang and Nehrir, 2007) in literature (Xiong et al., 2021) are used for parameter identification of electrochemical models, where simulation research is specific to the type of the SOFC and possesses a certain promotion effect on the refinement of the model. In addition, steady-state models can be subdivided into two types (Yang et al., 2020b) as for easy differentiation to name them steady-state model 1 (Jiang et al., 2014) and steady-state model 2 (El-Hay et al., 2018). Since two steady-state models of the SOFC can be tracked and optimized, several unknown parameters under different operation conditions, that is, model 1 has six parameters and model 2 has seven parameters, upon which more trustworthy and efficient online control and performance study of SOFC systems can be achieved (Jiang et al., 2014; Huang and Turan, 2019). Yang et al., (2020b) describe in detail the voltage and load current (V-I) polarization characteristic of steady-state models 1 and 2, where it is necessary to cover a more in-depth and comprehensive introduction to difference comparison, advantages/disadvantages, and specific applications. It is worthwhile that neither model can display the response under transient disturbances and lack the capability of dynamic response during load changes. Besides, the transient response mainly depends on the reactant flow and the changes of external environment, such as the change rate of hydrogen, steam, and oxygen; the response time of fuel processors; and load variations, while these factors will cause chemical reaction parameter variation and a certain time delay in practical engineering (Xu et al., 2016; El-Hay et al., 2019). Therefore, it is an exceptional and practical discussion trend to investigate both steady-state models and transient models, such as in the study by Wu et al., (2019; Fathy and Rezk, (2022).
TABLE 1 | Summarization of identification parameters on various models.
[image: Table 1][image: Figure 1]FIGURE 1 | Electrochemical mechanism of the SOFC.
Especially, based on the abovementioned three modeling methods (Yahya et al., 2018), the output voltage of the whole cell stack is the number of cells multiplied by the output voltage of a single cell, which is assuming that V–I characteristics of all single SOFCs in the cell stack are same or similar. Nevertheless, due to the existence of electrical coupling, the characteristics (Cao et al., 2011; Chaudhary et al., 2019) of each SOFC make a distinction in practical engineering applications leading to inaccurate parameter identification results or poor model practicability. Under various references, the value range of each parameter to be identified is different in the same model, while there is no literature to emphasize the most scientific and universal value range. Besides, because the range of some unknown parameters is too large, the unreasonable search space results in a long optimization time and low accuracy. As a consequence, it plays an essential role to explore a scientific, precise, and accurate parameter value range in all SOFC models in future research.
METHOD OF PARAMETER IDENTIFICATION
With the rapid progress of computer technology and artificial intelligence (AI), a great number of meta-heuristic algorithms and artificial neural network (ANN) technologies have been proposed for high nonlinear optimization problems. Meanwhile, these techniques have been supposed to solve a series of parameter identification of the SOFC with high flexibility and low computational pressure due to lack of gradient and complex computational processing. Until now, multitudinous advanced meta-heuristic algorithms have been developed astonishingly to identify unknown parameters in precise SOFC systems. The converged grass fibrous root optimization algorithm (CGROA) (Shi et al., 2020) is a novel optimized technique that is utilized to select unknown parameters in the electrochemical model of the SOFC, where the convergence speed and statistical analysis are applied to present a clearer contrast result. In the study by Wei and Stanford, (2019), an optimized algorithm based on the chaotic binary shark smell optimization (CBSSO) algorithm is recommended, which alleviates the limitations of the optimization process and obtains satisfactory unknown parameter results, upon which superior performance in global search is fully verified. Furthermore, there are other meta-heuristic algorithms with excellent performance, such as interior search optimizer (ISO) (), differential evolution (DE) (Sarmah et al., 2017), co-evolution RNA genetic algorithm (coRNA-GA) (Wang et al., 2019), and simplified variant of competitive swarm optimizer (SCSO) (Xiong et al., 2020).
Although the pure single-algorithm portfolios can acquire satisfactory solutions through multiple iterations, these algorithms also contain certain imperfections (Ghadimi et al., 2018), that is, weak balance ability of local exploitation and global exploration, premature convergence, long calculation time, and insufficient accuracy. In order to amplify the superiorities and partly ameliorate these deficiencies of pure single meta-heuristic algorithms, many scholars have begun to engender more outstanding methods, mainly mixing a variety of meta-heuristic algorithms to realize the parameter identification of the SOFC. Bai and Li, (2021) propose a remarkable and accurate method, that is, the combination of cuckoo search (CS) and gray wolf optimization (GWO) algorithm, where using CS changes the static control parameters in GWO to improve precision by reducing the probability of falling into local optimal points. In the study by Xiong et al., (2021), a novel optimization-based hybridization of differential evolution (DE) with the Jaya algorithm is implemented, which makes full use of the exploration character of DE and exploitation character of Jaya to achieve superb performance in a cylindrical cell and a tubular stack. These methods combine two or more meta-heuristic algorithms to improve search accuracy, shorten calculation time, and enhance robustness by complementing the disadvantages of one from the advantages of the other. It is a key direction of meta-heuristic algorithm research and design in the future, especially the number of hybrid meta-heuristic algorithms used to identify unknown parameters of the SOFC is still not enough.
In addition, the integration of meta-heuristic algorithms and ANN models is an alternative research direction extensively discussed at present. Zhang et al., (2021b) propose a novel optimal model of extreme learning machines (ELM) network based on the improved red fox optimization (CRFO) algorithm, upon which parameter identification under nonlinear dynamic behavior of the SOFC stack can be perceived by comparing with the other two methods. Based on the minimizing mean squared error (MSE) between empirical and modeled data, a new hybrid Elman neural network (ENN) method is designed to track unknown parameters of the SOFC efficiently and accurately, which is combined with the quantum pathfinder (QPF) algorithm, called QPF base ENN (QPF-ENN) (Jia and Taheri, 2021). There is no doubt that the use of various meta-heuristic algorithms to optimize the control parameters of ANN models can take into account the advantages of both, so as to significantly reduce fitting errors and improve accuracy.
However, few scholars pay attention to the shortage of experimental data and noise data, which exists objectively and cannot be ignored in practical engineering. Yang et al., (2021c) provide a perfect research idea, that is, paying attention to the insufficient experimental datasets and random noised datasets in the process of identifying SOFC parameters upon which ELM is applied to predict additional data and update noised data with outstanding stability, great robustness, and high efficiency. At present, several deficiencies need further follow-up research to solve and improve. First of all, more attention should be concentrated on noise data caused by complex operation conditions in order to increase the anti-interference ability of algorithms to identify parameters. In addition, in terms of expanding insufficient data, no standard is elaborated on what is the minimum amount of experimental data to accurately identify unknown parameters.
CONCLUSION
The precise modeling technology of the SOFC is a crucial step for its performance evaluation, simulation analysis, and subsequent fault diagnosis, while there is still much space to ameliorate in research and development. In particular, various thorny obstacles of present techniques exist in engineering practicability, stability, and efficiency, whose main conclusions are stated as follows:
• Standardized and realistic cell stack models owning perfect practicability for parameter identification have not been devised due to their electrical coupling phenomenon upon which the accuracy and authenticity of models are limited to a great extent. With consideration of various practical factors, the influence of electrical coupling on accurate models can weaken/ avoid.
• Models have the problems of too large parameter boundaries and inconsistency. Thus, it is necessary to formulate a unified standard for the unknown parameter range of each model, while the specific considerations should be combined with different types of cells.
• Multiple hybrid algorithms can make effective use of their advantages simultaneously, which can greatly tackle defects of a single meta-heuristic algorithm and balance the ability of local exploitation and global exploration, such as CS-GWO, DE-Jaya, and QPF-ENN.
• Noise datasets exist in engineering applications with various complicated conditions, while the current research studies pay little attention. It is worthwhile to focus on noise datasets and find reasonable strategies to remarkably reduce or even eliminate their interferences.
• Another important aspect of this technology is the expansion of insufficient data. The amount of experimental data is a considerable research subject, while no research points out the minimum amount of data for parameter identification.
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INTRODUCTION
Power grid planning is to formulate a strong, efficient, economical, and sustainable power grid by scientifically implementing the investment portfolio optimization of infrastructure projects to ensure the stable and safe operation of smart grid and realize the rational and optimal allocation of energy resources (Liu et al., 2017; Li et al., 2018). Power grid infrastructure projects exhibit the characteristics of large investment, long construction period, and a huge number of projects, and the construction status is closely related to the national economy and people’s livelihood (Wu et al., 2019). Therefore, it is crucial to choose a reasonable and optimum investment portfolio for smart grid planning.
The investment portfolio optimization of power grid infrastructure projects is a non-convex, multi-period coupling, strong constraint, and multi-objective portfolio optimization problem. When making a decision, it is necessary to comprehensively consider the relevant decision index standards, related constraints, and the expected target requirements (Wu et al., 2019). It is a complex systemic decision-making work that requires the use of system science, decision science, optimization modeling, and other related content to be better completed (Zhao et al., 2021). The core is to establish a scientific and objective investment portfolio optimization model rather than purely administrative decision-making (Liu et al., 2017; Zhang et al., 2021). Consequently, it is vital to comprehensively consider factors such as synthetical benefits, construction time sequence, policy, and market risks to develop an intelligent and refined planning framework for the investment portfolio optimization of power grid infrastructure projects and form a more scientific and effective means of auxiliary decision-making for power grid development.
INVESTMENT PORTFOLIO OPTIMIZATION FOR POWER GRID PLANNING
The investment portfolio optimization of power grid infrastructure projects requires research and analysis of the company’s strategic goals of power grid development, operation, maintenance, marketing, dispatch, and other multi-service data and forms, as well as the data characteristics of the internal and external policies and economic, social, environmental, and other multiple regulatory information. Furthermore, it needs to coordinate the multiple dimensions of high-quality development of power grid efficiency, eco-friendly growth, service quality, and operating performance (Liu et al., 2017; Li et al., 2018; Wu et al., 2019). Moreover, it is necessary to fully consider the factors of the current situation and future progress of the power grid in different provinces. It is also complicated and demanding work with a large amount of data, workload, and high technical requirements (Liu et al., 2020).
In power grid investment decision-making, decision-makers often have to face numerous practical data, choices, and risks, and it is difficult to determine the mutual influence of various factors. In addition, the power grid investment decision-making problem generally consists of a series of decision-making options. Each of the decision-making options is related to the other, which requires decision-makers to analyze the overall situation (Zhao et al., 2021). Most of the existing investment portfolio optimization strategies are from the perspective of problem-oriented research, based on the known investment demands and investment capabilities of the enterprise, referring to the previous investment allocation, to allocate the investment scale and investment structure of each unit (Peng and Zhang, 2015; Li et al., 2021). The objective function and constraints are not considered enough comprehensive and systematic, and model boundary conditions and project priority ranking rely mainly on expert experience to make subjective decisions, lacking the recognition and consideration of objective factors (Guelpa et al., 2019; Liu et al., 2020; Ma et al., 2020).
The features of power grid projects are reflected in many aspects such as technology, economy, society, and practicality. The criticality of the features needs to comprehensively consider multiple dimensions and factors such as engineering properties and project necessity, which increases the complexity of defining and extracting key features (Yang et al., 2016; Zhao et al., 2021). Besides, the emerging changes brought about by the advanced development situation will not affect a certain aspect in isolation and will generally form a linkage effect of multiple factors (Liu et al., 2017), which further increases the difficulty of analyzing and extracting new key features, making it more difficult to propose a feature index system. To face the recent emerging problems arising from power grid planning, it is urgent to use machine learning to formulate an investment performance evaluation model covering traditional investment efficiency improvement (Ma et al., 2020). Realizing the intelligent upgrade of traditional investment decision-making technology and making full use of the precise positioning of power grid investment can ensure the healthy and sustainable development of the power grid and contribute a powerful boost to economic development.
[image: Figure 1]FIGURE 1 | Proposed L2R-based investment portfolio optimization framework.
LEARNING-TO-RANK METHODOLOGY
Machine learning as an emerging technology has been widely used in all aspects of life to obtain effective information. There are many important overlaps between the fields of information retrieval and machine learning. Learning-to-rank, as a product of the combination of machine learning and information retrieval technology, is an important application branch of machine learning (Li, 2014). In the field of information retrieval, the search results are ranked and recommended to obtain the most desired results for users. The main way to establish a traditional search ranking model is to rely on manual and continuous experiments to determine the parameters of functions with relevance scoring (Li, 2014; Xu et al., 2019). The learning-to-rank (L2R) algorithms based on machine learning have made great improvements. The final ranking formula in the L2R algorithms is obtained by automatic learning, while people only need to provide relevant training data for the L2R algorithm.
L2R is a process of supervised learning, including training and testing. The machine learning ranking system consists of four steps: dataset acquisition, ranking model training, test set testing, and model application. A typical L2R model consists of two parts: learning system and ranking system. The L2R algorithms obtain the optimal ranking model from the training data through the learning system. In other words, the L2R model minimizes the value of the loss function (Li, 2014; Xu et al., 2019). Then, through the ranking system, the test set is predicted and ranked with the trained optimal ranking model, and the loss function value of the test sample is required to be lower than the set minimum target value (Li, 2014; Xu et al., 2019). In addition, making a correct judgment on the performance of the L2R system is a very important issue. Generally, there is a specified evaluation index to judge the pros and cons of the model. Currently, the main ranking evaluation indexes include mean average precision (MAP), recall (R), mean reciprocal rank (MRR), expected reciprocal rank (ERR), and normalized discounted cumulative gain (NDCG) (Li, 2014; Xu et al., 2019; Xia et al., 2021).
Based on the difference in the input training samples, L2R algorithms can be divided into three categories: pointwise, pairwise, and listwise. The algorithms of pointwise and pairwise take a single document and a pair of documents as the input of the training samples, respectively, converting the rank of retrieval results into regression or classification problems (Li, 2014). However, the listwise algorithms differ from the former two, taking the retrieval results obtained by the user’s query as a whole and serving as a sample for training. Among them, the pairwise L2R algorithms turn the ranking problem into the judgment on the order for the sample pairs. For any two samples with different labels in the sample set, they can be combined into a sample pair [image: image] , which is labeled based on the relative relationship between the two samples. A sample pair has only two relative order relationships; that is, sample [image: image] is ranked before or after sample [image: image]. Therefore, the ranking problem can naturally be transformed into the judgment on the relationship between any two samples, and the judgment on the order of sample pairs becomes a very typical binary classification problem. The commonly used L2R algorithms of pairwise include RankBoost, RankNet, LambdaRank, and LambdaMART (Li, 2014; Xia et al., 2021).
LEARNING-TO-RANK-BASED INVESTMENT DECISION-MAKING FRAMEWORK
Power grid investment decision-making is a complex process that needs to consider the objectives of the economic, social, and security benefits and meet the constraints of capital investment, project construction time sequence, and power demand (Peng and Zhang, 2015; Liu et al., 2020). It is difficult to reproduce this process with a simple end-to-end machine learning method. On the one hand, power grid investment benefit evaluation indexes mainly include economic, social, and safety evaluation (Yang et al., 2016; Guelpa et al., 2019). With the increase in evaluation indexes, the objective space increases exponentially, and there are complex connections among the objectives, resulting in high requirements for the multi-objective optimization ability of machine learning algorithms. On the other hand, the investment portfolio optimization of power grid infrastructure projects has a huge number of samples and abundant features. The traditional manual selection method cannot excavate the correlation of the features in the case of complex information on infrastructure projects.
In order to cope with these challenges, a learning-to-rank-based investment portfolio optimization framework of power grid infrastructure projects is proposed, and it's presented in Figure 1. L2R with autonomous learning can clarify the correlation among complex features from different infrastructure projects. The key steps of this framework are as follows:
1) The collected data are preprocessed to form standardized feature parameters, including project properties, construction date, and construction scale, and then training and test sets are created.
2) According to the pairwise compound mode of project pairs, all samples needed for binary classifier training are formed.
3) A ranking model based on the pairwise L2R is formulated to transform the ranking of projects into a binary classification problem, which mines the ranking relations among partial projects.
4) When making predictions, the final ranking function obtained by model training will give the calculated scores of the project pairs.
5) Partial ordering relations of all project pairs are integrated to learn the ranking laws of the overall candidate itemset for selection.
The investment portfolio optimization objective of the power grid infrastructure project is to minimize the comprehensive benefits (Peng and Zhang, 2015; Liu et al., 2020; Ma et al., 2020). The traditional optimization decision-making method is usually based on the investment performance evaluation index system to score the projects. In contrast, the L2R-based investment portfolio optimization ranking model will replace this index system, optimizing the investment portfolio according to the ranking results under different benefit orientations. Furthermore, a multi-objective model of investment portfolio optimization is formed considering the constraints of investment scale, investment time sequence, power supply capacity, and investment risk. In order to solve this model, multi-objective evolutionary algorithms are commonly used to obtain a scientific investment portfolio of power grid infrastructure projects (Huang et al., 2020; Zhang and Li, 2020), providing a basis for the compilation of the grid’s annual investment planning.
DISCUSSION AND CONCLUSION
L2R aims to mine the potential correlated features in samples and excavate the underlying objective laws from the historical optimal portfolio, which fits well with the ranking and investment portfolio optimization scenario of power grid infrastructure projects. Therefore, research on the L2R-based investment portfolio optimization method of power grid infrastructure projects is necessary, which is of great significance for learning the in-depth regular patterns, timely discovering the existing weak links, and making up for the shortcomings in the development of power grids. The intellectualized closed-loop investment decision-making strategy of power grid infrastructure project can assist the corporate headquarters and various provinces, prefectures, cities, and districts to implement intelligent management of power grid investment and achieve reliable, convenient, and efficient investment portfolio optimization of large-scale and massive power grid infrastructure projects, improving the scientificity, efficiency, and accuracy of the investment management of power grids at all levels.
AUTHOR CONTRIBUTIONS
Writing the original draft and editing: WZ. Conceptualization: XL. Formal analysis: YW. Visualization and contribution to the discussion of the topic: TZ and LZ.
FUNDING
This work was supported by the Hunan Natural Science Foundation of China under Grant 2021JJ10019.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Guelpa, E., Bischi, A., Verda, V., Chertkov, M., and Lund, H. (2019). Towards Future Infrastructures for Sustainable Multi-Energy Systems: A Review. Energy 184, 2–21. doi:10.1016/j.energy.2019.05.057
 Huang, Z., Fang, B., and Deng, J. (2020). Multi-objective Optimization Strategy for Distribution Network Considering V2G-Enabled Electric Vehicles in Building Integrated Energy System. Prot. Control. Mod. Power Syst. 5 (1), 48–55. doi:10.1186/s41601-020-0154-0
 Li, H. (2014). Learning to Rank for Information Retrieval and Natural Language Processing. Second Edition. Williston, Vermont, United States: Morgan & Claypool. 
 Li, J., Chen, L., Xiang, Y., Li, J., and Peng, D. (2018). Influencing Factors and Development Trend Analysis of China Electric Grid Investment Demand Based on a Panel Co-integration Model. Sustainability 10 (1), 256. doi:10.3390/su10010256
 Li, J., Chen, W., Chen, Y., Sheng, K., Du, S., Zhang, Y., et al. (2021). A Survey on Investment Demand Assessment Models for Power Grid Infrastructure. IEEE Access 9, 9048–9054. doi:10.1109/ACCESS.2021.3049601
 Liu, J., Gao, J., and Wang, Y. (2017). “Research on the Principles and Strategies of Power Grid Investment under the New Situation of Power Industry Reform,” in Proceedings of the 2017 Chinese Automation Congress (CAC),  (Jinan, China, October 2017), 6274–6278. doi:10.1109/CAC.2017.8243908
 Liu, Y., Ma, Q., Xu, C., Liu, H., and Wang, Z. (2020). “Investment Optimization Model for Distribution Networks Projects with Risk and Efficiency Constraints,” in Proceedings of the 2020 IEEE 4th Conference on Energy Internet and Energy System Integration (EI2),  (Wuhan, China, 30 Oct.-1 Nov. 2020), 2047–2052. doi:10.1109/EI250167.2020.9346991
 Ma, Y., Han, R., and Wang, W. (2020). Prediction-Based Portfolio Optimization Models Using Deep Neural Networks. IEEE Access 8, 115393–115405. doi:10.1109/ACCESS.2020.3003819
 Peng, W., and Zhang, J. (2015). “Investment Portfolio Optimization of Power Grid Projects Based on Niche Genetic Algorithms,” in Proceedings of the 2015 11th International Conference on Natural Computation (ICNC),  (Zhangjiajie, China, August 2015), 1170–1175. doi:10.1109/ICNC.2015.7378157
 Wu, W., Li, M., Yan, T., Huang, P., Lu, X., and Wang, Z. (2019). “Distribution Network Project Portfolio Optimization Decision Model Based on Power Demand Matching,” in Proceedings of the 2019 IEEE PES Asia-Pacific Power and Energy Engineering Conference (APPEEC),  (Macao, China, December 2019), 1–5. doi:10.1109/APPEEC45492.2019.8994475
 Xia, W., Ren, Z., Li, H., and Hu, B. (2021). A Power Fluctuation Evaluation Method of PV Plants Based on RankBoost Ranking. Prot. Control. Mod. Power Syst. 6 (3), 347–356. doi:10.1186/s41601-021-00205-y
 Xu, B., Lin, H., Lin, Y., Diao, Y., Yang, L., and Xu, K. (2019). Extracting Emotion Causes Using Learning to Rank Methods from an Information Retrieval Perspective. IEEE Access 7, 15573–15583. doi:10.1109/ACCESS.2019.2894701
 Yang, F., Zhang, D., and Sun, C. (2016). China׳s Regional Balanced Development Based on the Investment in Power Grid Infrastructure. Renew. Sustain. Energ. Rev. 53, 1549–1557. doi:10.1016/j.rser.2015.09.066
 Zhang, K., Zhou, B., Or, S. W., Li, C., Chung, C. Y., and Voropai, N. I. (2021). Optimal Coordinated Control of Multi-Renewable-To-Hydrogen Production System for Hydrogen Fueling Stations. IEEE Trans. Ind. Applicat. , 1. doi:10.1109/TIA.2021.3093841
 Zhang, M., and Li, Y. (2020). Multi-Objective Optimal Reactive Power Dispatch of Power Systems by Combining Classification-Based Multi-Objective Evolutionary Algorithm and Integrated Decision Making. IEEE Access 8, 38198–38209. doi:10.1109/ACCESS.2020.2974961
 Zhao, K., Dai, Y., Ji, Y., and Jia, Z. (2021). Decision-Making Model to Portfolio Selection Using Analytic Hierarchy Process (AHP) with Expert Knowledge. IEEE Access 9, 76875–76893. doi:10.1109/ACCESS.2021.3082529
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Zhao, Liu, Wu, Zhang and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 14 February 2022
doi: 10.3389/fenrg.2022.848966


[image: image2]
Multi-Objective Mayfly Optimization-Based Frequency Regulation for Power Grid With Wind Energy Penetration
Chao Liu1,2, Qingquan Li1, Xinshou Tian3*, Linjun Wei2, Yongning Chi2 and Changgang Li1
1School of Electrical Engineering, Shandong University, Ji’nan, China
2China Electric Power Research Institute, Beijing, China
3North China Electric Power University, Beijing, China
Edited by:
Liansong Xiong, Nanjing Institute of Technology (NJIT), China
Reviewed by:
Jiawei Zhu, Chang’an University, China
Xuehan Zhang, Korea University, South Korea
* Correspondence: Xinshou Tian, tianxinshou@ncepu.edu.cn
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 05 January 2022
Accepted: 18 January 2022
Published: 14 February 2022
Citation: Liu C, Li Q, Tian X, Wei L, Chi Y and Li C (2022) Multi-Objective Mayfly Optimization-Based Frequency Regulation for Power Grid With Wind Energy Penetration. Front. Energy Res. 10:848966. doi: 10.3389/fenrg.2022.848966

With the continuous development of society and under the background of sustainable development and resource conservation, the proportion of renewable energy in the global energy structure is increasing. At the same time, wind power has been widely used in many regions of the world because wind power technology is more advanced and mature than other renewable energy sources. In addition, with a large number of wind turbines connected to the grid, it not only helps automatic generation control (AGC) of power systems but also brings new challenges and difficulties. In this study, a multi-source cooperative control model of wind power participating in AGC frequency regulation is established to solve the dynamic problem of power distribution from real-time total power command to different AGC units. This study presents an optimal AGC-coordinated control method based on the multi-objective mayfly optimization (MMO) algorithm, which makes the fitting degree of power command output and actual output curve high and the adjustment mileage payment minimum, so as to achieve the best AGC performance. Finally, the simulation results show that this method can effectively decrease the total power deviation and adjustment mileage payment in the multi-source-coordinated control of AGC.
Keywords: frequency regulation, multi-objective mayfly algorithm, wind energy, automatic generation control, multi-source
1 INTRODUCTION
Nowadays, renewable energy such as wind power, solar energy, and tidal energy, are developing rapidly, under the background of pursuing energy conservation, emission reduction, and sustainable development (Zhang et al., 2015; Yang et al., 2020a; Yang et al., 2020b; Xiong et al., 2020; Zhang et al., 2021a; Shetty and Priyam, 2021). Therefore, the world energy structure is changing to an energy structure dominated by renewable energy (Yang et al., 2015; Dong et al., 2022). Wind power generation technology has been leading in the development of renewable energy and has been widely used in all regions of the world (Yang et al., 2018; Ye et al., 2018; Attig-Bahar et al., 2021). In recent years, with the increasing popularity of wind power generation, although wind power brings green and clean energy for social development, wind power generation is greatly affected by climate conditions and power output fluctuations, which brings great pressure to the frequency control of power systems (Bevrani et al., 2010; He et al., 2015; Wu et al., 2018; Huang et al., 2021).
Generally, the task of automatic generation control (AGC) is undertaken by hydro power plants and thermal power plants. Its main control objective is to maintain the system frequency and tie line power within the allowable error range (IbraheemKumar and Kothari, 2005; Xu et al., 2016; Zhang et al., 2016; Rahman et al., 2017; YiranMa et al., 2020). With the increasing proportion of wind power in the power grid, it is inevitable for wind farms to participate in the AGC process. Compared with traditional hydro power units and thermal power units, wind turbines have higher response speed and higher climbing speed (Yang et al., 2016; Yang et al., 2017; Zhang et al., 2018; Lu et al., 2021). However, wind power generation is vulnerable to weather, resulting in large power fluctuations (Li et al., 2020). At present, the research on the participation of renewable energy in AGC is mainly about the design of controller and gain optimization, and the coordinated operation of renewable energy and traditional hydro/thermal power units is not considered (Suresh Kumar et al., 2017; Nizamuddin et al., 2018; Yogendra, 2018; Celik, 2020; Pillai et al., 2020; An and Nishat, 2021; Arya et al., 2021; Gaber et al., 2022). In Nizamuddin et al. (2018), a genetic optimization algorithm was used to obtain the optimal gain of AGC controllers. In Arya et al. (2021), a control strategy of fractional connected fuzzy proportional integral differential (PID) combination filter controllers was proposed to solve the coordinated control problem of AGC with multi-source participation. In Lal et al. (2016), in the AGC system, a gray wolf optimization algorithm was used to obtain the optimal gain of PID controllers of the AGC system, so as to quickly attenuate the oscillation frequency of the area and tie line power.
When wind power is highly involved in AGC frequency regulations, this study considers achieving the coordinated control between wind turbines and traditional water/thermal power units by reasonably distributing power output commands. Aiming at minimizing power deviation and regulating mileage, a multi-objective optimization model of AGC multi-source cooperative control was established (Zhang et al., 2021b; He et al., 2021; Li et al., 2021; Li et al., 2022). The cooperative AGC process with the participation of multiple frequency regulation power plants is a complex non-linear problem (Mukherjee and Shiva, 2016; Pan et al., 2019). In practical application, most AGC processes distribute power only according to the adjustable capacity and the climbing speed. When wind power participates in frequency regulation, it does not make full use of the advantages of high response speeds and climbing speeds of wind power and consider the characteristics of large fluctuations of wind turbine’s output power, so it is impossible to achieve the optimal control of AGC systems. For the cooperative optimal AGC problem of wind turbines and traditional frequency regulation units, although the traditional mathematical optimization method has high solution speed, it is difficult to obtain an optimal solution because of its poor global search ability. In contrast, a meta-heuristic algorithm is more flexible and has stronger global search ability (Yang et al., 2019), such as the genetic algorithm (GA) (Pajak et al., 2020) and the particle swarm optimization (PSO) algorithm (Gu et al., 2022).
For the sake of improving the dynamic response ability of AGC, the biological target of complementary control of energy storage resources with high participation is established in He et al. (2021). Zhang et al. (2021b) used an adaptive distributed auction algorithm to optimize AGC scheduling commands to minimize the deviation between power command output and actual output. The optimal scheduling scheme is obtained by using the strength Pareto evolutionary algorithm and gray target decision. The simulation results show that this method can effectively reduce power deviation and adjustment mileage payment. Li et al. (2022) proposed a multi-agent deep learning algorithm to realize the frequency regulation of power systems. The simulation results show that this method can not only improve the control effect but also reduce the adjustment mileage payment. In Li et al. (2021), in order to reduce the random power disturbance in energy systems, a multi-experience pool replay double delay deep deterministic method gradient is proposed to reduce control deviation and adjustment mileage payment.
This study presents a multi-objective mayfly optimization (MMO) algorithm. This algorithm is used to optimize the power command distribution link in the working process of AGC, make full use of the advantages of high response speeds of upper wind turbines, and weaken the disadvantages of large fluctuations of wind turbine’s output, so as to achieve the coordinated control problem between wind turbines and traditional water/thermal power units (Bhattacharyya et al., 2020; Zervoudakis and Tsafarakis, 2020). In addition, because each control interval can only assign one AGC scheduling signal to each unit, an appropriate decision method is needed to select an optimal scheme from the Pareto solution set. In this study, the gray target decision-making method is used to select the best decision scheme, which is one of the effective methods to solve the multi-objective optimization problem (Li et al., 2018; Liu et al., 2019).
The contents of this article are as follows: the second section introduces the multi-source-coordinated control model of AGC. The third section introduces MMO. In the fourth section, the simulation results and discussion of multi-objective mayfly algorithm are given. The fifth section summarizes the work results of this study.
2 AGC MULTI-SOURCE COOPERATIVE CONTROL MODEL
2.1 AGC Framework
The two-area load frequency control (LFC) model adopted in this study is shown in Figure 1. The AGC working process mainly includes two links: controller and power distribution. The controller usually adopts the PI control strategy. The controller converts the real-time acquisition frequency deviation and tie-line power deviation into regional control deviation, and finally outputs the real-time total regulated power [image: image]; then it allocates [image: image] to each AGC unit according to the distribution algorithm. The focus of this study is the allocation process of the second link. An MMO algorithm is used to optimize the power allocation process and achieve the optimal power allocation scheme.
[image: Figure 1]FIGURE 1 | AGC structure of the two-area LFC model.
In Figure 1, [image: image] is defined as the power exchange deviation of the connecting line; [image: image] is defined as the deviation of real-time frequency; [image: image] is defined as the practical adjusted power output; and [image: image] is defined as power disturbance.
2.2 Constraints
In the working process of AGC systems (Zhang et al., 2020), the following two constraints need to be considered.
2.2.1 Power Balance Constraint
The total power output command of the control is equal to the sum of commands received by all AGC units, as follows:
[image: image]
where [image: image] is defined as the input instruction received by the ith unit of the kth control interval and [image: image] is output of the controller.
2.2.2. Generation Ramp Constraint
Different types of AGC units have different response time delays, as shown in Table 1 (Yu et al., 2011). Wind energy does not have generation ramp constraint (GRC), and the function of dynamic response is shown in Figure 2. The actual regulated power output is related to the Laplace inverse transfer function, which can be expressed as follows:
[image: image]
[image: image]
[image: image]
where [image: image] is the energy transfer function, [image: image] is the delay time constant, and [image: image] is the adjustment mileage input.
TABLE 1 | Types of transfer functions for various units.
[image: Table 1][image: Figure 2]FIGURE 2 | Dynamic response models. (A) Traditional units. (B) Wind power units.
Considering GRC and power limiter, the output of the control can be shown as follows:
[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] are defined as minimum and maximum adjust capacity, respectively; [image: image] and [image: image] are defined as the minimum and maximum power regulation range; and [image: image] is the maximum ramp rate.
2.3 Objective Function
According to the two control objectives of this study, the fitting degree of power command output and actual output curve is higher and the adjustment mileage payment is smaller. Therefore, the objective function can be as follows:
[image: image]
where [image: image] is the adjustment mileage payment, as follows:
[image: image]
[image: image]
where [image: image] is defined as the price per mileage, [image: image] is defined as the performance effect, [image: image] is defined as the actual output of regulated power, and [image: image] is defined as the adjusted mileage output.
3 MULTI-OBJECTIVE MAYFLY ALGORITHM
3.1 Movements of the Male Mayfly
For solving the LFC model, this study tries to make the search ability stronger and use higher convergence speeds to find the solution of the MMO; it can get more widely and more uniformly distributed Pareto frontier, and based on the office weight method, the design of gray target decision objectively chooses compromise solution so that you can get optimal economic conditions and have minimal power response total deviation for power allocation schemes. The clustering of male mayflies means that each male adjusts his position according to his own and his neighbors’ appropriate values. Suppose [image: image] is the current position of the ith mayfly in the search space at the time t, then by changing the position by adding velocity [image: image], it can be expressed as follows (Zervoudakis and Tsafarakis, 2020):
[image: image]
Also, the speed of the male mayfly can be expressed as follows (Zervoudakis and Tsafarakis, 2020):
[image: image]
where [image: image] is the velocity of the ith mayfly at time t in the jth dimension, [image: image] represents the position at time t, [image: image] and [image: image] are positive attraction coefficients of social effects, [image: image] represents ephemera history in place, and [image: image] represents the best mayfly location. The distance can be expressed as follows (Zervoudakis and Tsafarakis, 2020):
[image: image]
The best mayflies must constantly change their speed to improve their global search, as follows:
[image: image]
where [image: image] is the dance coefficient and [image: image] is the random number between [−1,1].
3.2 The Movement of the Female Mayfly
Suppose [image: image] is the ith mayfly at time t, whose position is updated by increasing the speed (Zervoudakis and Tsafarakis, 2020), then the following is obtained:
[image: image]
Since the process of attraction is random, the best females should be attracted to the best males, the second best females should be attracted to the second best males, and so on, based on their fitness properties. Therefore, considering the minimization problem, the velocity is calculated as follows (Zervoudakis and Tsafarakis, 2020):
[image: image]
where [image: image] is the distance between the female and the male.
Crossover results in two offspring, which are produced, are as follows:
[image: image]
where L is a random number of a certain range.
3.3 Crowding Distance
The repository has the maximum size to store non-dominant solutions. In order to sort mayfly and retain the best, a fast non-dominated sort is performed using the crowding distance. The crowding distance provides an estimate of the largest cuboid enclosing a solution by calculating the Euclidean distance between adjacent individuals, without including any other solutions. Boundary solutions with lowest and highest objective function values are always selected by giving an infinite crowding distance value. In addition, the optimization principle of MMO is demonstrated in Figure 3.
[image: Figure 3]FIGURE 3 | Optimization principle of MMO.
3.4 Design of Gray Targets Decision-Making
The Pareto solution set X based on MMO is a matrix with n rows and m columns, and the absolute value of each solution in X can be taken as one of the decision-making indexes, or as the unit solution output of Pareto frontier, as shown below (Yu et al., 2011):
[image: image]
In order to consider reducing the total power deviation and adjustment mileage payment, two objective function values F1 and F2 were used as one of the evaluation indicators.
We considered adding an index D to limit the change of the output of each unit, as follows (Yu et al., 2011):
[image: image]
Therefore, the effect sample matrix is expressed as follows (Yu et al., 2011):
[image: image]
The operator [image: image] is calculated as follows (Yu et al., 2011):
[image: image]
The decision-making matrix V is calculated as follows (Yu et al., 2011):
[image: image]
Then the decision matrix can be obtained as follows: [image: image]. Here, [image: image]. Therefore, the selected bullseye vector is as follows: [image: image].
We calculated the weight [image: image] and entropy [image: image] according to the index value of each program, as follows (Yu et al., 2011):
[image: image]
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According to the bullseye vector [image: image] (Huang et al., 2021), the bullseye distance of each program can be expressed as follows (Yu et al., 2011):
[image: image]
The principle of screening programs is that the closer the indicator is to the bullseye, the better the solution. In addition, the flow chart of MMO is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Flowchart of MMO.
4 CASE STUDIES
In order to verify the effectiveness of MMO, the extended two-area LFC model is tested in this study, and the multi-objective immune algorithm with non-dominated neighbor-based selection is introduced (NNIA) (Gong et al., 2014) along with the non-dominated sorting genetic algorithm II (NSGA-II) (Deb et al., 2002) and the improved strength Pareto evolutionary algorithm (SPEA2) (Corne et al., 2001). In order to fairly compare the search performance of each algorithm, the population size and maximum iteration of all algorithms were set as N = 50 and kmax = 50, respectively. Among them, the time cycle of frequency regulation control is 4 s, and the price of frequency regulation mileage is 2 MW/$. In addition, transfer function parameters of each unit are shown in Table 2, and main parameters of each unit are given in Table 3. In addition, the simulation is executed on MATLAB/Simulink 2019 using a personal computer with an IntelR Core™ i7 CPU at 2.2 GHz and 16 GB of RAM, and ode23 was selected as the solver, the sampling rate was set to .001 s.
TABLE 2 | Transfer function parameters of AGC units.
[image: Table 2]TABLE 3 | Main parameters of AGC units in area A of the two-area LFC model.
[image: Table 3]4.1 Algorithm Performance Test
In order to test the adjustment ability of the algorithm when it encounters load disturbance, load disturbance of ∆PD = −120 MW is adopted. In addition, Figure 5 compares the Pareto front obtained by each algorithm. It can be seen that the solutions obtained by NNIA deviate from the ideal Pareto frontier. In addition, the Pareto front obtained by NNIA, NSGA-II, and SPEA2 has poor performance. MMO can obtain the most evenly distributed and extensive Pareto front under power disturbances.
[image: Figure 5]FIGURE 5 | Comparison of the Pareto front.
Table 4 shows that after running each algorithm 10 times, inverted generational distance (IGD), generational distance (DG), pure diversity (PD), hyper volume (HV), diversity metric (DM), breadth, spacing, and average running time T(s) were used (Deb and Jain, 2002; While et al., 2006; Wang et al., 2017), so as to compare the search performance of each algorithm; hence, it can be seen as follows:
(1) Among the GD average values of all algorithms, MMO has the smallest value, so its convergence performance is the best. It is worth noting that the GD average for MMO is only 42%, 90%, and 85% of the NNIA, NSGA-II, and SPAR2, respectively;
(2) The average DM and HV values of MMO are significantly higher than those of other algorithms, which prove that MMO has a good performance of Pareto front. In particular, the average DM for MMO was 1.07, 1.12, and 1.15 times higher than the NNIA, NSGA-II, and SPAR2, respectively;
(3) MMO has the minimum universality and average spacing, which can prove that the distribution of Pareto front obtained by MMO is the most uniform and extensive. In particular, the spacing average for MMO is only 33%, 40%, and 55% for NNIA, NSGA-II, and SPAR2, respectively;
(4) MMO has the minimum average running time, so it can converge to the Pareto front the fastest, to respond to the power regulation command in the shortest time.
TABLE 4 | Comparison of performance metrics of algorithms.
[image: Table 4]4.2 Step Load Disturbance
In order to further verify the effectiveness of MMO and gray target decision method, load disturbances of ∆PD = 120 MW and ∆PD = −120 MW are used to test and compare with the proportion method (PROP). Therefore, the output of the ith unit in the kth control cycle is calculated as follows:
[image: image]
It can be seen from Figure 6A that MMO can well coordinate the power output among all units. When ∆PD = 120 MW, the total power deviation obtained is obviously low. The overshoot of the total power command is reduced, and the total power output curve is much closer to the total command curve. It makes the system more stable and can quickly recover the disturbed power system. In addition, Figure 6B shows the power response curve of each unit. Wind power resources have a higher response speed, while hydro power resources have a higher output. Under the mutual cooperation of all resources, the disturbed power system can be well restored. Figure 6C shows the frequency deviation controlled by MMO and PROP. It can be found that MMO has a strong multi-objective search ability, which can further effectively reduce the frequency deviation of the system.
[image: Figure 6]FIGURE 6 | Real-time optimization results under ∆PD = 120 MW. (A) Overall power deviation. (B) Regulation power output obtained by MMO. (C) Frequency deviation.
In addition, Figure 7 shows the system response when the disturbance is −120 WM. It can be seen that the error between the total input power and the total output power can be reduced under MMO adjustment, and the peak of frequency deviation can be slightly reduced. In this case, the recovery ability of the system under different disturbances is further verified. It can be seen that the wind turbine has a high response speed, which makes up for the slow response speed of hydro power and thermal power resources. Under the optimization of MMO, the frequency deviation of the system is further reduced. It is worth noting that the hydro power unit has the best peak shaving capacity, and its response speed is slightly lower than that of the wind turbine, but it can maximize the power gap.
[image: Figure 7]FIGURE 7 | Real-time optimization results under ∆PD = −120 MW. (A) Overall power deviation. (B) Regulation power output obtained by MMO. (C) Frequency deviation.
Figure 8 shows the variation of frequency adjustment mileage expenditure under different perturbations. Based on Figures 6–8, it can be seen that MMO can significantly improve power quality on the premise of taking into account the frequency regulation mileage expenditure. Thus, MMO can significantly increase the frequency regulation capability of their systems at a slightly higher price for frequency regulation miles.
[image: Figure 8]FIGURE 8 | Adjustment mileage payment under four perturbations cases.
Finally, the comparison of the two kinds of Table 5 conditions of online optimization results shows that the method can effectively reduce power response total deviation, reduce the average as |∆f| and |ACE|, and effectively improve the dynamic response performance of the system. Particularly, area control error (ACE) of MMO is only 79.48%, 81.11%, 84.78%, and 84.93% than that of PROP, SPEA2, NSGA-II, and NNIA, respectively, in [image: image]. In addition, |Δf| of MMO is only 92.36%, 96.75%, 95.51%, and 93.51% than that of PROP, SPEA2, NSGA-II, and NNIA, respectively, in [image: image]. Payment of MMO is only 105.84%, 102.94%, 101.83%, and 100.85% than that of PROP, SPEA2, NSGA-II, and NNIA, respectively, in [image: image]. Deviation of MMO is only 61.98%, 93.07%, 91.85%, and 85.68% than that of PROP, SPEA2, NSGA-II, and NNIA, respectively, in [image: image]. Particularly, Payment of MMO is only 116.45%, 108.90%, 105.80%, and 104.61% than that of PROP, SPEA2, NSGA-II, and NNIA, respectively, in [image: image].
TABLE 5 | Result comparison of online optimization under different disturbances.
[image: Table 5]5 CONCLUSION
This study proposes a multi-source optimal cooperative frequency regulation strategy based on MMO. The main contributions can be summarized as follows:
(1) The strategy can effectively reduce the total power deviation and optimize the allocation of various frequency regulation resources under the premise of optimal economic benefits. Particularly, the power deviation, average [image: image], and [image: image] obtained by MMO reduce to 38.1%, 7.6%, and 20.5%, respectively, compared with PROP in [image: image];
(2) The MMO can obtain the most evenly distributed and extensive ideal Pareto front in the shortest time, while the gray target decision method based on the entropy weight method can objectively select the compromise solution, giving full play to the advantages of various frequency regulation resources;
(3) For extension of two regional load frequency control model test, the result shows that |ACE|, average [image: image], and total power deviation decreases, to obtain the best efficiency and improve dynamic response performance, proving that the strategy can effectively solve the multi-objective optimization problem.
In order to further improve economic benefits and system response speed, a renewable energy system equipped with an energy storage system will be studied in the future.
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Battery health prediction is very important for the safety of lithium batteries. Due to the factors such as capacity regeneration and random fluctuation in the use of lithium ion battery, the accuracy and generalization ability are poor when using a single scale feature to predict the health state of lithium ion battery. To solve these problems, we propose a comprehensive prediction method based on variational mode decomposition, integrated particle filter, and long short-term memory network with self-attention mechanism. Firstly, the capacity data of lithium ion battery is decomposed by variational mode decomposition to obtain the residual component which can reflect the global degradation trend of lithium ion battery and intrinsic mode functions component that can reflect the local random fluctuation. Then, the particle filter algorithm is employed to predict the residual component, and the long short-term memory network with self-attention mechanism is proposed to predict the intrinsic mode functions component. Finally, the prediction results of each subcomponent are reconstructed to obtain the final prediction value of lithium ion battery health state. The experimental results show that the prediction method proposed in this article has good prediction accuracy and stability.
Keywords: lithium ion battery, state of health, variational modal decomposition, long short-term memory, self-attention mechanism, particle filter
INTRODUCTION
Lithium ion battery is widely used in automobile, aerospace, electric energy storage, military equipment, and other fields due to its advantages of stable voltage, high energy, and low price. With the increase of charge and discharge cycles, the activity of lithium-ion decreases, the battery capacity and power decline, and the remaining useful life (RUL) gradually shortens, which has an impact on the operation reliability of the whole equipment. Therefore, an accurate prediction of lithium ion battery health status is of great significance to ensure the reliability of equipment operation and reduce maintenance cost.
The data-driven method is a popular method for predicting the health state of lithium ion battery. It does not need to establish an accurate physical and chemical model of battery failure. The rule of lithium ion battery performance degradation is directly mined from the data of lithium ion battery voltage, current, temperature, and capacity, and the nonlinear quantitative model of degradation rule or battery health state is automatically established, which has strong applicability. Common data-driven methods include support vector machine (SVM) (Li et al., 2020), particle filter (PF) (Lyu et al., 2021b), deep learning network (Kaur et al., 2021; Sun et al., 2021), extreme learning machine (Xu et al., 2021), K-nearest neighbor regression (Zhou et al., 2020), etc. A battery capacity estimation method is proposed based on dynamic time warping algorithm in the study by Liu et al. (2019), which can quickly estimate the capacity of each battery in the battery pack by using the previous charging curve and current charging data of one battery in the battery pack. A random forest regression prediction method is proposed to evaluate the health status of different batteries under different cycle conditions in the study by Li et al. (2018), which can extract the features from the charging voltage and capacity measurement. A capacity estimation method of lithium-ion battery based on one-dimensional convolutional neural network (CNN) is proposed in the study by Qian et al. (2021), which takes the random segment of charging curve as the input to estimate the capacity. A deep learning method for lithium-ion battery capacity prediction based on long short-term memory (LSTM) recurrent neural network is studied in the study by Chen et al. (2020), which is used to capture the potential long-term correlation of capacity degradation. A multi-timescale extended Kalman filter (EKF) algorithm is proposed in the study by Yang et al. (2020) to estimate the state of charge and capacity of each battery in the battery pack. A linear aging model based on the capacity data in the sliding window is used to predict the RUL of the battery by combining Monte Carlo simulation to generate the prediction uncertainty (Xiong et al., 2019).
Because the PF algorithm is not constrained by the linear and Gaussian assumptions of the model and has good tracking effect, it is widely used in the research of battery health state prediction. According to the capacity attenuation curve obtained from the battery charge and discharge experimental data, the RUL of the battery is predicted by PF in the studies by Pan et al. (2021) and Gao et al. (2020). Considering the chemical mechanism of battery, a PF prediction framework based on the electrochemical model is proposed for the RUL prediction of lithium ion battery (Liu et al., 2020). Aiming at the particle degradation problem of the PF algorithm, many studies have also proposed many improved algorithms. An improved untracked PF method is proposed to predict the RUL of batteries (Li et al., 2015). Duan et al. (2020) analyzed the problems existing in standard PF and proposd a new extended Kalman PF, which uses the EKF as sampling density function to optimize the PF algorithm. An improved PF algorithm, untracked PF, is introduced into the prediction of battery RUL in the study by Miao et al. (2013). The PF algorithm is used as the main method; double exponential model is used as the equation of state; and artificial neural network is used for resampling to reduce the particle degradation problem in the study by Qin et al. (2020). Jiao et al. (2020) propose a PF framework based on conditional variational automatic encoder and resampling strategy to predict the RUL of battery. In the study by Sun et al. (2018), with the help of β distribution function, combined with capacitance, resistance, and constant current charging time, a comprehensive health indicator is developed to predict the RUL. A third-order polynomial model is used to fit the battery health degradation process; the PF algorithm is used to predict the RUL of the battery. It should be noted that to ensure that the PF algorithm has a good prediction effect, it is very key to establish an appropriate state equation, which has a great impact on the prediction results.
With its powerful self-adaptive feature learning ability, the deep learning model has been applied in many fields and has also been introduced into battery state of health (SOH) prediction by many scholars. Considering uncertainty measurement, feature dimensionality reduction, and various related tasks, an end-to-end deep learning framework is proposed to quickly predict the RUL of lithium-ion batteries in the study by Hong et al. (2020). Ma et al. (2019) proposed a hybrid neural network combined with pseudo nearest neighbor method, combined with the advantages of CNN and LSTM neural network, and designed a hybrid neural network for model training and prediction. An integrated deep learning method is proposed for RUL prediction of lithium-ion battery integrating automatic encoder and deep neural network (Ren et al., 2018). In the study by Wang et al. (2018), aiming at the practical and accurate prediction of RUL of satellite lithium-ion battery, an indirect prediction method is proposed based on dynamic LSTM neural network. Chinomona et al. (2020) proposed a feature selection technique to select the best statistical feature subset and use partial charge and discharge data to determine the RUL of battery via recursive neural network (RNN) and LSTM. In the study by Su et al. (2021), a generalized regression neural network is proposed to estimate the residual capacity of batteries based on several health indicators obtained from the historical operating data of batteries, and a nonlinear autoregression method is applied to predict the RUL of batteries based on the estimated capacity.
Although the deep learning model can adaptively learn high-level degradation features from battery capacity data, it has strong applicability. However, facing the complex degradation trend of lithium ion battery, it still exposes the shortcomings of poor generalization ability and poor robustness due to adopting a single scale. Therefore, many scholars propose some comprehensive methods to predict the SOH of batteries. In the study by Pan et al. (2019), a hybrid method is proposed, including PF, exponential smoothing, and capacity degradation model. An interactive multimodel framework based on PF and SVM is proposed to realize the multistep advance estimation of battery capacity and RUL in the study by Li et al. (2021). Lyu et al. (2021a) combined metabolic gray model and multi-output Gaussian process regression to establish a dynamic data-driven battery degradation model. PF is used to track battery capacity degradation for SOH estimation and extrapolate degradation trajectory for RUL prediction. Che et al. (2021) proposed an RUL prediction method based on optimized health indicators and transfer learning online model modification. On this basis, a method combining transfer learning and gated recurrent neural network is designed to predict the RUL directly according to the optimized health indicators, to promote online application. A generative adversarial network based on ternary network is proposed to solve the problem of leak detection when sensor data is incomplete (Hu et al., 2021a; Hu et al., 2021b).
As a matter of fact, there are some factors such as capacity regeneration and random interference in the use of lithium ion battery, which lead to the problem of insufficient prediction accuracy and generalization ability of single model or comprehensive method using single scale feature. The data-driven methods mentioned above take the battery capacity data as a single variable, so the predicted results of battery life are not sensitive to capacity regeneration, random interference, and other factors, leading to a large error between the prediction results and the actual values. Decomposing the battery capacity data into multiple variables of different scales can preserve some details of the data, then select the appropriate prediction method according to the characteristics of variables of different scales, and finally reconstruct the prediction results of different scales, which will be an effective way to improve the prediction accuracy. Variable mode decomposition (VMD) is an adaptive and completely non recursive method of modal variation and signal processing. This technology overcomes the problems of endpoint effect and modal component aliasing in empirical mode decomposition (EMD) method, and has a more solid mathematical theoretical basis. It can reduce the non-stationarity of time series with high complexity and strong nonlinearity. The relatively stable subsequences with different frequency scales obtained by decomposition are suitable for non-stationary sequences. LSTM is very suitable for dealing with prediction problems highly related to time series. Self-attention mechanism can help the model give different weights to the input features, extract more critical and important information, and make the model make more accurate judgments without bringing greater overhead to the calculation and storage of the model. Therefore, in this article we propose a hybrid prediction method for the SOH of lithium batteries based on variational mode decomposition and LSTM with self-attention mechanism (SA-LSTM) model, which makes up for the shortcomings of the degradation characteristics of battery performance that cannot be fully covered by a single scale input, low prediction accuracy, and poor generalization performance of a single model.
METHODOLOGY
Prediction Process and Steps of Battery State of Health
Lithium ion battery capacity is easy to collect and can reflect the performance degradation trend of the battery. It is often used as an indicator to evaluate the SOH of the battery. In IEEE standard 1188-1996, battery failure is defined as when the capacity of the battery degrades to 80% of the rated capacity. Therefore, the RUL of the battery is defined as the cycles of charge and discharge when the battery capacity decays to 80% of the rated capacity.
A method for predicting the SOH of lithium ion battery is proposed in this article by comprehensively using VMD, PF, and SA-LSTM. Firstly, VMD is used to decompose the intrinsic mode function (IMF) components with different scales and residual component from the lithium ion battery capacity time series. Then, each IMF component from the training data set is input into the SA-LSTM for training, and the residual component is input into the PF for training. Finally, the test data component is input into the trained model for the next cycle of value prediction, and the prediction results of each component are summed to obtain the predicted value of battery capacity. The overall prediction process is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Overall process of battery capacity prediction.
The specific steps of the battery SOH prediction method proposed in this article are as follows:
1) Obtain lithium ion battery capacity degradation data. Divide the lithium ion battery capacity degradation data at time [image: image] as the training set, and the data after time [image: image] as the test set.
2) Variational modal decomposition. The capacity degradation data of lithium ion battery is decomposed by VMD to obtain multiple IMF components and residual components. The residual component can reflect the overall degradation trend of lithium ion battery capacity, and the IMF components can reflect the battery capacity regeneration and random fluctuation.
3) Use PF to predict the residual component. The residual component can reflect the overall degradation trend of battery capacity and has monotonicity and stability. The PF method has good advantages for the prediction of this time series data.
4) Construct SA-LSTM network to predict the IMF components. The IMF components reflect the lithium ion battery capacity regeneration and random fluctuation, which show a certain periodicity. Therefore, the LSTM network is selected as the prediction method. In order to improve the invalid information in the filtering deep features of the LSTM network and enhance the weight of the effective features, the self-attention mechanism is introduced to improve the prediction accuracy of the LSTM network. Each IMF component is input into the SA-LSTM network with the same structure for independent training and prediction.
5) Reconstruct predicted capacity of battery. The predicted value of battery capacity can be obtained by summing the prediction results of each IMF component and residual component according to Eq. 1.
[image: image]
where [image: image] is the predicted value of battery capacity, [image: image] is the predicted value of the [image: image]th IMF component, K is the number of decomposed subsequences, and [image: image] is the predicted value of residual component predicted by PF.
Signal Multiscale Decomposition Based on Variational Mode Decomposition
VMD is developed from EMD. EMD has the disadvantages of mode aliasing, and it is difficult to determine endpoint effects and stop conditions. Compared with the recursive decomposition mode of EMD, VMD transforms the signal decomposition into a variational decomposition mode. In essence, it uses multiple adaptive Wiener filter banks to realize the adaptive segmentation of each component of the signal in the frequency domain. VMD can effectively overcome the mode aliasing phenomenon in EMD decomposition, has stronger noise robustness and weaker endpoint effect than EMD, and improves the decomposition component stationarity of nonlinear time series. The battery capacity degradation data of lithium ion battery not only contains the overall degradation trend information but also has the random fluctuation caused by factors such as battery capacity regeneration. Therefore, VMD can be used for multiscale decomposition to extract the features of battery capacity degradation at different scales. The essence of VMD is to construct and solve variational problems. For a signal [image: image], the corresponding constrained variational model is shown Eq. 2.
[image: image]
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where [image: image] is the [image: image] decomposed IMF components, i.e., [image: image], [image: image] is the central frequency of each IMF, i.e., [image: image] * represents convolution operation, [image: image] means partial derivative, and [image: image] is Dirac function.
The constrained variational problem is changed into an unconstrained variational problem as Eq. 4, by introducing Lagrange operator [image: image] and quadratic penalty factor [image: image] into Eq. 2.
[image: image]
The alternating direction method of multipliers is adopted to update [image: image], [image: image], and [image: image] in Eq. 4. The calculation is iterated repeatedly until the convergence condition Eq. 5 is satisfied.
[image: image]
where [image: image] is the termination iteration threshold, and [image: image] is the maximum number of iterations. The capacity degradation data of lithium ion battery is decomposed into the multiscale expression of capacity data, including IMF components and residual component by VMD.
Particle Filter Algorithm
PF is widely used in the field of visual tracking, signal processing, robotics, image processing, financial economy, target positioning, navigation, and tracking. In this article, the PF model is applied to predict the SOH of lithium ion battery. Assume that the state equation of the system is as Eq. 6.
[image: image]
where [image: image] is the state of the system at time [image: image], [image: image] represents the mapping function, [image: image] represents the system process noise, if suppose [image: image] follows the Gaussian distribution with a mean value of 0 and variance of [image: image], i.e., [image: image].
Let the state observation equation of the system be as Eq. 7.
[image: image]
where [image: image] is the measurement result of system state characteristics at time [image: image], [image: image] represents the mapping function, and [image: image] is the measurement noise.
The specific steps of the PF algorithm are as follows:
1) Initialization. When [image: image], the particle set [image: image] is randomly generated according to the initial distribution, [image: image]。.
2) Importance sampling. When [image: image], from importance function [image: image], randomly extract [image: image] particles, [image: image].
3) Update weight. At time [image: image], the weight of the sampled particles [image: image] is calculated as follows:
[image: image]
4) Normalized weight.
[image: image]
5) Resampling. New particles are obtained by resampling according to the importance weight, and the average weight is [image: image]. Particle degradation is an inevitable phenomenon in the PF algorithm. Resampling can reduce particle degradation.
6) State estimation. The estimated state is obtained by weighted summation of the extracted particles.
[image: image]
In this article, the double exponential empirical model (Jiao et al., 2020) is selected as the battery capacity degradation model, as shown in Eq. 11.
[image: image]
where [image: image] is the number of cycles, [image: image] contain Gaussian white noise, the mean value is 0, and the variance is unknown. The state of the prediction model can be denoted as Eq. 12.
[image: image]
where the initial values of [image: image] can be obtained by using the least square method according to the training data.
The state update equation of the four parameters can be expressed as Eq. 13.
[image: image]
Therefore, the observation equation of battery capacity can be expressed as Eq. 14.
[image: image]
where [image: image] represents the measurement noise, and it is a Gaussian white noise when mean value is 0 and variance [image: image], i.e., [image: image].
Long Short-Term Memory Model
LSTM is a variant of RNN, which can reduce the problem of gradient disappearance or gradient explosion of RNN. Its structure is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The structure of LSTM.
At time t, the network output value [image: image] can be expressed as Eq. 15.
[image: image]
where [image: image] is the weight matrix from input layer to hidden layer, [image: image] is the output value of the hidden layer at time [image: image], [image: image] is the weight matrix from the memory cell to the previous hidden layer, [image: image] is the offset of the hidden layer, and [image: image] is the sigmoid nonlinear activation function.
The update status of the network during training is as follows:
1) Temporary memory status information [image: image]: before updating memory unit [image: image], a temporary memory unit [image: image] is generated, which can be calculated from the input [image: image] of current time and the hidden state value [image: image] of the previous time, and the calculation formula is as in Eq. 16:
[image: image]
2) Calculate input gate value [image: image]: for input data, [image: image] stores critical information to this unit with a limited extent, and the calculation formula is as in Eq. 17:
[image: image]
3) Calculate the forgetting gate value ft: the calculation formula is as in Eq. 18:
[image: image]
4) Calculate the current memory unit status value [image: image]: the calculation formula is as in Eq. 19:
[image: image]
where * represents convolution.
5) Calculation output gate [image: image]: the prediction result currently is as in Eq. 20:
[image: image]
6) Unit memory output: the calculation formula is as in Eq. 21:
[image: image]
In the above formula, [image: image] is the weight coefficient matrix, and [image: image] is the offset vector.
To make the prediction result fully close to the real value, the direction propagation algorithm is used to adjust the weight matrix [image: image] and offset vector [image: image] in LSTM. In the process, we adopt the minimization loss function as in Eq. 22.
[image: image]
where [image: image] is the true value, and [image: image] is the predicted value.
At last, the training data of battery capacity IMF components decomposed by VMD are input into LSTM network for training, and then the test data are input into the trained LSTM to get the prediction result of the next time.
Self-Attention Mechanism
Self-attention mechanism can filter some irrelevant information in feature data, which adopts the query–key–value model. Suppose [image: image] is the input sequence, and [image: image] is the output sequence. In the calculation process of self-attention model, each input [image: image] is mapped to three different spaces linearly to calculate the query vector [image: image], key vector [image: image], and value vector [image: image]. They can be formulated as in Eqs 23–25:
[image: image]
[image: image]
[image: image]
where [image: image], [image: image], and [image: image] are linear mapping parameter matrix of three spaces, respectively. The output vector [image: image] can be calculated by Eq. 26.
[image: image]
where [image: image] is the dimension of [image: image]. In this work, self-attention mechanism is employed to predict the battery SOH, which is mixed with multilayer LSTM. The specific process is as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Battery SOH prediction process using SA-LSTM.
EXPERIMENTAL VERIFICATION
Introduction of Experimental Data
The lithium ion battery data used in this article are from the Idaho National Laboratory of NASA PCoE research center. In this experiment, there are four groups: 18650s batteries with a rated capacity of 2 Ah, which are numbered B5, B6, B7, and B18, respectively, and the ambient temperature is set to 24°C. The charging and discharging process of the battery is specified as follows. The maximum cut-off voltage of charging is set to 4.2 V. The battery is charged at a constant current of 1.5 A at the beginning. When the voltage reaches the maximum cut-off voltage, it will be charged at a constant voltage. When the charging current drops to 20 mA, the charging ends. When the battery is discharged, it is discharged at a constant current of 2 A to a capacity of 2.7 V. A battery cycle includes completing a charge and a discharge. We extract the battery capacity change data from the experimental data. The capacity data of the four batteries are all one-dimensional time series. The data length of B5, B6, and B7 is 167, and the data length of B18 is 132.
Variational Mode Decomposition of Battery Capacity Data
As described above, Figure 4 shows the capacity degradation of the four lithium batteries after multiple cycles. It can be seen that the battery capacity not only has an obvious downward trend but also has random fluctuations caused by factors such as battery capacity regeneration.
[image: Figure 4]FIGURE 4 | Capacity degradation curve of four batteries.
VMD is performed on the obtained lithium ion battery capacity data. Figure 5 shows the original capacity curve and components decomposed by VMD of B5 battery. In the VMD, the sequence number K is set to 6, and the relevant parameter alpha is set to 20. It can be seen that the residual component can show the global degradation trend of lithium ion battery performance, and the IMF components (IMF1–IMF5) can effectively reflect the local regeneration and the random fluctuation characteristics in the degradation of battery capacity.
[image: Figure 5]FIGURE 5 | VMD results of B5 battery capacity data.
Battery Capacity Degradation Prediction
After VMD, the residual component is trained and predicted by the PF method, and IMF components are input into the SA-LSTM for training and predicting. Taking B5 battery as an example, there are 168 sets of data. In this article, the first 67% sets are used as the training set and the rest as the test set, that is, 112 sets of training data and 56 sets of test data. In our experiment, the capacity data of the previous three consecutive cycles is used to predict the capacity of the next cycle. Firstly, the residual component is input into the PF algorithm, the first 10 sets of data are used to calculate the initial values of [image: image], and [image: image] via the least square method. The particles number is set to 300, and the variances are set as follows: [image: image], [image: image], and [image: image]. The prediction results are shown in Figure 6. The PF algorithm maintains high accuracy in all prediction groups. This also indicates that the PF algorithm has a good accuracy in the prediction of degradation time series with obvious function type curves.
[image: Figure 6]FIGURE 6 | PF prediction results of battery B5 residual component.
Following the same training sets and test sets ratio, the five IMF components decomposed by VMD are input into the SA-LSTM network for training and predicting. The specific structure and parameters of the SA-LSTM network are shown in Table 1. In this work, the training iterations is set to 200, the batch is set to 10, and the initial learning rate is set to 0.005.
TABLE 1 | Network structure of SA-LSTM.
[image: Table 1]Figure 7 shows the prediction results of IMF components, each component is trained and predicted separately. It can be seen that the prediction results of the proposed SA-LSTM prediction network fit well with the real values, which also shows that the SA-LSTM model has advantages in nonlinear time series prediction.
[image: Figure 7]FIGURE 7 | Prediction result of IMF components.
At last, the prediction results of the residual component and IMF components are reconstructed by Eq. 1, and we can obtain the predicted results of lithium ion battery capacity, which is shown in Figure 8. The prediction result is highly consistent with the measured values of battery capacity. It can not only predict the degradation trend of battery capacity but also adapt to the random fluctuation of battery capacity regeneration.
[image: Figure 8]FIGURE 8 | Capacity prediction results of B5 battery.
Evaluation Index
To evaluate the performance of the proposed prediction method and other methods, three common indexes are used to measure the prediction effect, including the mean absolute percentage error (MAPE), root mean square error (RMSE), and mean absolute error (MAE) (Pan et al., 2019).
The calculation formulas of the three indexes are as follows:
[image: image]
[image: image]
[image: image]
where [image: image] is the predicted value of battery capacity, [image: image] is the true measurement value of the battery, and [image: image] is the cycle number of prediction.
Comparison of Prediction Results
To verify the superiority of the prediction method proposed in this article, it is compared with some commonly used methods, including the following methods:
1) The original data of battery capacity measurement is directly used for SOH prediction by PF algorithm (ORIG-PF).
2) The original data of battery capacity measurement value is directly used for SOH prediction by LSTM network (ORIG-LSTM).
3) The original data of battery capacity measurement value is directly used for SOH prediction by SA-LSTM network (ORIG-SA-LSTM).
4) Firstly, the battery capacity measurement data is decomposed by VMD, then LSTM is used for the prediction of all components, and finally, the predicted value of capacity is reconstructed using Eq. 1 (VMD-LSTM).
5) Firstly, the battery capacity measurement data is decomposed by VMD, then SA-LSTM is used for the prediction of all components, and finally, the predicted value of capacity is reconstructed using Eq. 1 (VMD-SA-LSTM).
6) Firstly, the battery capacity measurement data is decomposed by VMD, then PF is used for the prediction of residual component and LSTM is used for the prediction of IMF components, and finally, the predicted value of capacity is reconstructed using Eq. 1 (VMD-PF-LSTM).
7) The proposed method. Firstly, the battery capacity measurement data is decomposed by VMD, then PF is used for the prediction of residual component and SA-LSTM is used for the prediction of IMF components, and finally, the predicted value of capacity is reconstructed using Eq. 1 (VMD-PF-LSTM).
The B5 battery capacity degradation data is taken as experimental data, and the above seven methods are used for experiments. The final prediction results are shown in Table 2. To avoid accidental errors, each experiment is repeated 20 times, and the average value of the prediction results is taken as the final prediction results.
TABLE 2 | Comparison of prediction results.
[image: Table 2]It should be noted that the LSTM structure in the above methods is the same as that shown in Table 1, and only the “SeqSelfAttention” layer is removed. For the seven experiments listed in Table 2, only one prediction method is used in experiments 1–3, and more than two comprehensive prediction methods are used in experiments 4–7. It can be seen from the evaluation indexes:
1) The method proposed in this article has the highest prediction accuracy.
2) In the prediction experiments using a single method, the PF method has the best prediction effect, which also shows that the PF algorithm has good advantages in lithium ion battery capacity prediction, so many studies on lithium ion battery capacity prediction adopt the PF method or its improved method.
3) Comparing experiment 2 with experiment 3, experiment 4 with experiment 5, and experiment 6 with experiment 7, it can be seen from the evaluation indexes that the prediction effect of SA-LSTM is better than that of LSTM. This illustrates that self-attention mechanism can further reduce noise and improve the prediction accuracy of deep network.
4) Comparing experiment 2 with experiment 4 and experiment 3 with experiment 5, it can be seen that VMD can greatly improve the prediction effect. It shows that VMD multiscale decomposition can effectively reduce the influence of capacity degradation data non-stationarity on prediction.
Finally, to further verify the generalization performance of the proposed method, comparative experiments were carried out using the battery capacity data of B6, B7, and B18. The results are shown in Figure 9. As can be seen from Figure 9, the prediction method proposed in this article has the best evaluation indexes for different battery capacity prediction, which shows that the method not only has good prediction accuracy but also has good generalization ability, and the prediction results for different batteries are relatively stable.
[image: Figure 9]FIGURE 9 | Prediction results of B6, B7, and B18 batteries. (A) Prediction results of B6 battery. (B) Prediction results of B7 battery. (C) Prediction results of B18 battery.
CONCLUSION
In this article, we proposed a comprehensive method for lithium ion battery SOH prediction based on VMD, PF, and LSTM with self-attention mechanism. VMD can decompose the lithium ion battery capacity data into components with a different scale, which can effectively reduce the influence of data instability caused by capacity regeneration on the prediction accuracy. According to the characteristics of the residual component and IMF components decomposed by VMD, the PF and SA-LSTM algorithms were used to predict the battery capacity, which solves the problems of low accuracy and poor generalization ability of single model prediction. NASA lithium ion battery data experiments showed that the prediction method proposed in this article had higher prediction accuracy and stronger stability than the common prediction method.
In future research, we will focus on the following issues: 1) research on battery health prediction methods under different working conditions, 2) automatic optimization of relevant parameters in data-driven methods, 3) prediction models based on multiple feature types, and 4) battery capacity prediction under zero sample conditions.
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In complex power systems, when power equipment fails, multiple concurrent failures usually occur instead of a single failure. Concurrent failures are so common and hidden in complex systems that diagnosis requires not only analysis of failure characteristics, but also correlation between failures. Therefore, in this paper, a concurrent fault diagnosis method is proposed for power equipment based on graph neural networks and knowledge graphs. First, an electrical equipment failure knowledge map is created based on operational and maintenance records to emphasize the relevance of the failed equipment or component. Next, a lightweight graph neural network model is built to detect concurrent faults in the graph data. Finally, a city’s transformer concurrent fault is taken as an example for simulation and validation. Simulation results show that the accuracy and acquisition rate of graph neural network mining in Knowledge Graph is superior to traditional algorithms such as convolutional neural networks, which can achieve the effectiveness and robustness of concurrent fault mining.
Keywords: knowledge graph, graph convolutional neural network, fault diagnosis, concurrent failures, failures analysis
1 INTRODUCTION
At the end of 2016, China had built the world’s largest power grid and achieved a huge amount of construction (Liu et al., 2020). However, as the grid continues to grow, the number and variety of power devices in the grid continues to grow (Wang et al., 2021). Due to the large and complex system, the power grid is more likely and more severe than a simple system (Wang et al., 2019a). Faults occurrence also has the nature of randomness, secondary, concurrency, explosiveness, and obfuscation. In most cases, multiple faults will occur at the same time (Wang et al., 2019b). This type of faults is called concurrent faults (Qin et al., 2018) and is also known as compound faults or multiple faults. Concurrent faults in different scenarios are completely different, and the characteristics of the faults are extremely complex and difficult to diagnose (Ma et al., 2018). Therefore, research on how to diagnose concurrent transformer faults is crucial for the operation and maintenance of transmission and transmission equipment, and for the safe and reliable transmission of power systems.
Currently, there is a lot of research on fault diagnosis methods, which can be divided into two main types. One is the traditional method, namely the principal component analysis method (Wang and Xiao, 2004) and the physical feature diagnostic method (Lei et al., 2016). The other is based on artificial intelligence algorithms such as neural network algorithms (Ding et al., 2011; Al-Saud et al., 2019), petri networks (Pan et al., 2008), and fuzzy logic theorems (Lang et al., 2019). The former pays attention only to the fault characteristics, records a single record, and cannot judge the concurrent faults which make it inapplicable. The research on the concurrent faults mainly focuses on the latter. The authors in (Xu et al., 2010) proposed a method of concurrent fault diagnosis information fusion based on random set theory. First, a combination rule of single and concurrent faults is artificially constructed, and then fuzzy functions are used for pattern matching to diagnose concurrent faults. The authors in (Guan and Jiang, 2020) proposed a concurrent multi-fault diagnosis method for electromechanical systems based on the Elman network and ECOC-SVM. This method uses an Elman network instead of manual construction rules to classify faults, splits concurrent faults into single faults for analysis, and the efficiency is improved. But the disadvantage is that the relationship between every single fault is not considered, and the diagnosis effect is not ideal. In response to the above problems, the authors in (Hu et al., 2009) proposed a concurrent fault diagnosis method based on multiple regression LSSVM, which uses multiple regression least squares support vector machines to model concurrent faults as a multi-input and multi-output problem. In (Li and He, 2013), the authors proposed a kernel fuzzy clustering method used in the diagnosis of multiple faults in complex products. It is believed that the relationship between single failure modes in complex products is particularly important for diagnosing concurrent faults and kernelized clustering. However, the manual construction of rules in the above literature is relatively cumbersome, and the constructed combination rules are only applicable to specific scenarios, the model is relatively single, the generalization ability is poor, and it is difficult to adapt to complex scenarios.
Graph Convolutional Network (GCN) is an extension of traditional Convolutional Neural Network (CNN) in non-Euclidean space. It cannot only use multiple graph convolutional layers to automatically extract the features of input variables, as well as take into account the topology structure between the individual nodes (Zhang et al., 2019). GCN currently has excellent application effectiveness in the areas of link prediction, protein classification, drug synthesis, and cross-domain pedestrian detection (de Kleer and Williams, 1987), but its application for simultaneous disability diagnosis is still in its infancy (Cen, 2010). In the power system massive data scenario, the fault diagnosis of concurrent faults of electrical equipment has not been well resolved (Ryu et al., 2019).
In summary, existing methods primarily take two or more simultaneous faults as separate categories of pattern recognition. This is the same as judging multiple faults as a new fault type, ignoring the coupling and correlation between multiple faults. To further investigate the correlation between multiple faults, this paper selects the Graph Convolutional Neural Network (GCN), with strong topological feature expression ability as the basis, proposes a method for transformer concurrent fault diagnosis based on graph neural network and knowledge graph. The main contributions of this paper are summarized as follows:
1) This paper proposes a fault knowledge-related expression method based on a knowledge map. The fault type is used as the node and the correlation relationship between faults is used as the edge to describe the fault knowledge relationship.
2) A concurrent fault analysis method based on lightweight CNN is proposed. The concurrent fault analysis problem is transformed into a connection prediction problem based on graph structure data, and the correlation analysis and fault discovery of concurrent faults are realized.
3) A city’s transformer concurrent fault is taken as an example in this paper. The simulation results show that the accuracy and recall rate of graph neural network mining on the knowledge graph is better than traditional algorithms such as CNNs, which can meet the effectiveness and robustness of concurrent fault mining.
2 TRANSFORMER FAULT KNOWLEDGE MAP
This paper divides the model layer of transformer fault knowledge graph into component layer and fault layer. Among them, the component layer defines all possible faulty components of the transformer and the connection relationship between the components. The component layer reflects the first-order connection relationship between the components of the transformer. The fault layer defines all the types of possible faults in the transformer, as well as the similarity and subordination between the types of faults. The fault layer is based on the transformer state evaluation guidelines, reflecting the logical relationship between the faults, and is essentially a knowledge graph with the transformer state evaluation guidelines as the data source.
Data layer triple extraction refers to obtaining structured knowledge such as entities and relationships between entities and attributes from unstructured data through a series of knowledge extraction methods under the guidance of the knowledge organization structure of the model layer. The fault knowledge graph in this paper has two entities: fault component and fault type. There are three relationships: fault component-fault component, fault component-fault type, and fault type-fault type. The knowledge graph is stored and represented in the form of triples. Compared with the traditional structured relational database, the relationship between fields and records requires complicated calculation and extraction. The triple representation of knowledge can explicitly express the relationship between the relationships of entities.
Since most of the model layers of the power transformer fault knowledge map can be determined by the transformer topology diagram and transformer operation inspection guidelines, the fault attribute nodes still need to be summarized and supplemented from the knowledge layer. Therefore, this paper uses a combination of top-down and bottom-up methods to construct a power transformer fault knowledge map. The construction process of the knowledge graph is shown in Figure 1
[image: Figure 1]FIGURE 1 | Knowledge graph construction process.
The specific steps are as follows:
First, determine the various components of the power transformer and their electrical and mechanical connections through the analysis of the transformer topology. Generate the first-level pattern diagram of the knowledge map. Determine the type of failure of each component, the operation mode, and the maintenance mode after the failure. A top-down approach is used to design the initial model layer of the knowledge map.
Then, under the guidance of the model layer, a bottom-up approach is used to perform entity, relationship, and relationship analysis of the operation and maintenance records based on the graph CNN method. The three elements of attributes are extracted to form a high-quality knowledge expression.
Finally, the extracted faulty components and fault time are added to the model layer as attribute nodes to complete the update of the model layer. So far, the construction of the power transformer fault knowledge map is completed, and the knowledge map is stored in the form of triples.
3 CONCURRENT FAULT DIAGNOSIS OF TRANSFORMER BASED ON GCN AND KNOWLEDGE GRAPH
The model layer of the power transformer fault knowledge map is mainly composed of three core elements, including fault components, fault time, and fault location, as well as their interrelationships. Firstly, compile the first model layer of the fault knowledge map according to the power transformer structure diagram, and extract the relationship between the components of the transformer. Secondly, according to the transformer maintenance guide, extract the relationship between the components of the transformer and the fault. Finally, Form the second layer of the knowledge graph model layer.
3.1 Knowledge Extraction
As shown in Figure 2, the construction of the data layer depends on the type of data source. Structured data can directly use graph mapping or D2R conversion. And semi-structured data need to use a wrapper, while unstructured text data needs to use a dedicated information extraction method.
[image: Figure 2]FIGURE 2 | The construction mode of the knowledge graph data layer.
The data source used in this paper is a structured excel table, but some fields such as work content contain unstructured text content. Therefore, the knowledge extraction in this paper is divided into two parts. The first part is the structured data extraction of excel forms, and the second part is the unstructured data extraction of fields such as work content.
3.1.1 Structured Data Extraction
The working hours, working location and other fields in the table are all structured data, and there are clear relationship names and corresponding relationships between them. So, it can be directly converted into the RDF graph data format. This paper uses the common R2RML (RDB2RDF) mapping language to complete the mapping.
3.1.2 Unstructured Data Extraction
Unstructured data extraction is more complicated and can be divided into the following subtasks: entity recognition, relationship extraction, event extraction, and coreference resolution. The text content involved in this article comes from the work content field of the maintenance record excel form. The text content components and events are relatively simple. Only three tasks such as entity recognition, relationship extraction, and common reference resolution are required to complete the construction of the data layer.
3.2 Entity Recognition Algorithm Based on BiLSTM-RCF
Due to the problems of concentrated professional terminology, fuzzy expression of entity relationships, unclear boundaries between entities, short text content, and large quantity in the overhaul content text, it is not suitable to use manual rule templates for entity classification. To solve the above problems, this paper introduces the Chinese entity recognition algorithm based on BiLSTM-RCF (Luo et al., 2021) to realize the Chinese named entity recognition of the overhaul content text and solve the problems of unclear boundaries between entities. The specific steps are as follow:
Step 1: Represent each word in sentence x as a vector containing word and character embeddings. Character embedding is initialized randomly. Word embeddings are usually imported from pre-trained word embedding files. All embeddings will be fine-tuned during training.
Step 2: The input of the BiLSTM-CRF model is these embeddings, and the output is the predicted label of the word in sentence x. In this paper, there are only five types of labels, B-Equipment, I-Equipment, B-Fault, I-Fault, and O. Where B-Equipment and I-Equipment refer to equipment or component labels, B-Fault and I-Fault refer to fault type labels, and O refers to other character labels.
Step 3: Input all the scores predicted by the BiLSTM layer into the CRF layer. In the CRF layer, the legal tag sequence with the highest prediction score is selected as the best answer. The model structure is shown in Figure 3.
[image: Figure 3]FIGURE 3 | BiLSTM-RCF Chinese entity recognition algorithm flow.
3.3 Algorithm for Extracting Relations Between Entities Based on BiGRU-Attention
Entity Relation Extraction (NRE) is to determine whether there is a predefined relationship between entities based on named entity recognition, thereby forming a series of triple knowledge. Based on the BiLSTM-Attention (Peng, 2021) model, a simplified Bidirectional Gated Recurrent Unit (BiGRU) structure is used to reduce the number of parameters and improve the training speed of the model. The structure of the BiGRU-Attention model is shown in Figure 4.
[image: Figure 4]FIGURE 4 | BiGRU-Attention model structure.
Based on BiGRU, the attention mechanism is introduced in the BiGRU-Attention model to find words. By learning a weight, and giving these words a higher weight to increase their importance, thereby improving the accuracy of relationship extraction rate.
4 EVALUATION INDEX
The precision and recall as the evaluation indexes are introduced in the transformer concurrent fault diagnosis method based on graph neural network and knowledge graph. Among them, the accuracy rate refers to the proportion of the correct target in the total number of targets detected by the model, which is usually called the precision rate. The recall rate refers to the ratio of the number of correct targets detected by the model to the total number of correct targets, also called the recall rate.
As shown in Figure 5, suppose that in the correct sample library, the number of concurrent failures detected by the model is A, and the number of undetected concurrent failures is B. In the wrong sample library, the number of concurrent failures detected by the model is B. The number of failures is C, and the number of concurrent failures detected is D. The calculation formula for the accuracy rate p and the recall rate R is as follow:
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | Schematic diagram of precision and recall rate.
5 SIMULATION
Based on the PyTorch deep learning computing environment, a comparative experiment of lightweight graph convolution and standard graph convolution, and a comparative experiment of lightweight graph convolution with different layers are set to verify the approach proposed in this paper. The relevant parameters of the model are shown in Table 1. The model test verification of this paper is carried out on the server of the laboratory, the configuration of server hardware and software environment with 8-core CPU, 32 GB memory and an NVIDIA Tesla P4 graphics card with 8 GB video memory.
TABLE 1 | Parameter settings.
[image: Table 1]5.1 Comparative Experiment of Lightweight Graph Convolution and Standard Graph Convolution
In this paper, the training data is imported into the lightweight graph convolution (LightGCN), the standard graph convolution neural network (GCN) and convolutional neural network (CNN) respectively. The training loss of the lightweight graph convolution and the standard graph convolution is shown in Table 2.
TABLE 2 | Training loss comparison.
[image: Table 2]It can be seen that the convergence speed of lightweight graph convolution training is much faster than standard graph convolution and CNN, and the final training loss of lightweight graph convolution is small. Standard graph convolution shows the convergence speed and convergence effect of lightweight graph convolution are both better than standard image convolution.
After the training is completed, we use the test set to test the three algorithms, and the recall rate is shown in Table 3.
TABLE 3 | Recall rate comparison.
[image: Table 3]It can be seen from Table 3 that the recall rate of the lightweight graph convolution is better than that of the standard graph convolution and CNN, indicating that the lightweight graph convolution has a better mining effect on concurrent faults than the standard graph convolution and CNN.
The comparison between lightweight graph convolution and standard graph convolution is shown in Figure 6. It can be seen that the concurrent fault mining effect of lightweight graph convolution is indeed better than standard graph convolution, and the convergence speed of lightweight graph convolution is faster, furthermore, the training difficulty is less. In terms of practicability and ease, the lightweight graph convolution is better than the standard graph convolution.
[image: Figure 6]FIGURE 6 | Comparisons of lightweight graph convolution and standard graph convolution.
5.2 Comparative Experiment of Lightweight Graph Convolution With Different Layers
A comparative experiment was conducted on GCN models with different layers. The results are shown in Table 4. It can be seen that the effect is best when the number of convolutional layers is three.
TABLE 4 | Comparison of lightweight graph convolution training batches for 200 times.
[image: Table 4]The graph convolution comparison of different layers is shown in Figure 7. It can be seen that whether it is lightweight graph convolution or standard graph convolution, when the number of network layers is less than or equal to three layers, increasing the number of network layers can effectively improve the mining Accuracy. After the number of network layers is greater than three, due to over fitting, increasing the number of network layers will reduce the mining effect, or even not converge. Therefore, when the number of graph convolutional layers is three, mining can achieve the best results.
[image: Figure 7]FIGURE 7 | Comparison of graph convolutions with different layers.
6 CONCLUSION
Responding to the problem of modeling and inference of safety hazards due to concurrency failures, this paper introduces the knowledge graph and uses its ability to model relational networks to extract a transformer fault relational network from operation and maintenance data. At the same time, based on graphs, the product neural network is marked by extracting a large number of sub-graphs of the transformer fault knowledge map, and a graph convolutional network is trained to concurrent fault mining. By comparing with the standard graph convolution network, the accuracy and recall rate of graph neural network mining on the knowledge graph are better than traditional algorithms such as convolutional neural networks, which can meet the effectiveness and robustness of concurrent fault mining. Currently, the research in this paper focuses primarily on the analysis and investigation of known companion faults. Subsequent research will consider the situation of unknown concurrent faults and study the discovery and update mechanism of unknown concurrent faults.
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1 INTRODUCTION
The industrial mode of cross-border integration of agriculture and new energy has brought synergistic economic benefits. Through the cross-border integration of new energy and agriculture, an agricultural energy internet (AEI) can not only realize the double income generation of electricity and agriculture, but also can use one land twice to save land lease costs (Fu et al., 2021). Hot topics in the area of rural vitalization in China include realizing the in-depth coupling and optimization of new energy and agriculture; improving energy utilization, grain yield and quality; reducing carbon pollution. However, the electrical engineering scholars do not conduct in-depth research on agricultural engineering, while the Chinese agricultural engineers do not conduct in-depth research on electrical engineering. The technical barriers in the two fields limit the coordinated development of agriculture and energy. In addition, the models in the respective fields of agricultural engineering and electrical engineering are rarely applied across borders. One of the great challenges is to propose a unified modeling framework in the fields of meteorology, agriculture and energy, so as to realize the integrated simulation of environment in facility agriculture, crop production and energy networks. The application values of developing the theory of AEI are mainly reflected through: A. Benefits of carbon cycle. Agrivoltaic systems can reduce the carbon emissions via efficiently utilizing of photosynthesis and photovoltaic (PV) panels on the greenhouse roof. B. Secure supply of electricity. The modern agricultural industrial parks adopt a clustered development mode with high load factor and high load density. Thus, a multi-source power supply is adopted to ensure a secure power supply in the AEI (Fu et al., 2020a). AEI breaks the segmentation of agriculture and energy systems, and strengthens the coupling interaction between the ubiquitous power internet of things and the agriculture internet of things. The comprehensive perception of environment in facility agriculture and energy networks maintain security of electricity supply in an agricultural region. C. Complementarity between agriculture and industry. The primary object of this study is to break down the barriers between electric power industry and agricultural industry. Promoting the win-win coexistence of electric power industry and agricultural industry is an important measure to promote the large-scale and economic development of AEI.
2 EXISTING TECHNOLOGY METHODOLOGIES
This section has three main parts. First, the concept of an AEI is proposed in Section 2.1. Second, we analyze the integration of agricultural and energy systems in Section 2.2. Finally, we present the viewpoints of agricultural energy system simulation in Section 2.3.
2.1 Concept
The scale of rural energy consumption in China has increased significantly. However, the existing agricultural energy systems have poor coordination, low energy efficiency, and serious pollution, which have seriously hindered the development of intensive agricultural production. Hence, the development of the AEI is the key to achieving environment-energy-food synergistic security, and it is also an important driving force to promote the transformation of agricultural production to low-carbon, intelligence, intensification, and high-efficiency. The concept of an AEI is proposed as an energy solution for agriculture issues by integrating agricultural and energy systems (Xueqian, 2020), and the schematic diagram of the typical AEI is shown in Figure 1. An AEI can be identified by the following descriptions. A. The level of agricultural electrification is high, and agricultural production depends on electricity devices. B. The proportion of renewable energy generation is high, and an agrivoltaic system is an effective solution. C. Carbon capture, utilization and storage technologies should be applied across the agricultural energy networks. D. Weather change has significant economic and security impacts on agricultural production and new energy power generation.
[image: Figure 1]FIGURE 1 | Schematic diagram of the typical AEI consisting of agricultural and energy systems.
2.2 Integration Optimization of Agriculture and Energy
Agriculture and energy are the two fundamental parts that make up an AEI, which focuses on energy agriculture and agricultural energy consumption. In terms of energy agriculture, agriculture can be used as the supply side to provide raw materials of electricity, heat, gas and other energy. Among them, hydrogen energy is one of the fastest-growing renewable energy sources, and Zhang et al. presented an efficient hydrogen production method rivaling world advanced level (Zhang et al., 2021). Ning et al. presented a Wasserstein distributionally robust optimization model to reduce the costs of converting agricultural waste into biomass energy (Ning and You, 2019). Lee et al. studied the mechanism of CO2 in the pyrolysis process of agricultural waste to achieve waste management, energy recovery, and biochar fabrication (Lee et al., 2017). Mikulandric et al. modeled the thermal process of densification in agricultural biomass residues, and presented suggestions for process improvement (Mikulandrić et al., 2016). Reducing greenhouse gas emissions in agricultural production to protect the environment is also a key research direction of energy agriculture. Liu et al. discussed the relationship between renewable energy-agriculture-environment in the BRICS countries (Liu et al., 2017). Fan et al. presented a land-water-energy framework in agricultural management to reduce greenhouse gas emissions (Fan et al., 2020). In terms of agricultural energy consumption, agriculture is on the load side, and the demand for energy is gradually increasing. The AEI is urgently needed to alleviate the pressure. Li et al. presented a breeze-driven triboelectric nanogenerator, which could be widely used in farmland environment to provide energy for agricultural sensor networks (Li et al., 2022). Energy is mainly used to regulate the microclimate in the greenhouse, including cooling, heating, irrigation, ventilation and fertilization (Ntinas et al., 2017), and the power consumption time varies according to the planting demand (Trypanagnostopoulos et al., 2017). As an advanced stage of the development of protected agriculture, the plant factory has a large demand for energy. Graamans et al. reduced the energy demand under high internal heat load by designing the exterior wall of the plant factory (Graamans et al., 2020). Agricultural biomass power generation technology is mature, and the integration of new energy and agriculture has realized engineering applications. However, a systematic theory system of AEI has not yet formed. How an AEI can promote the realization of carbon peak and carbon neutrality in agricultural production is still in a preliminary research stage.
2.3 Simulation Technology
The simulation of agricultural systems relies mostly on the agricultural Internet of Things, combined with the expert system. Aiello et al. established a sustainable management decision support system of greenhouses based on multi-sensor data fusion (Aiello et al., 2018). Considering the concept of the meteorological disaster early warning model, Li et al. established a meteorological risk management system to provide large-scale, long-term, and scalable precision agriculture services for solar greenhouses (Li et al., 2017).
It is a very effective means of calculating power flow, with a digital power system simulation software. Liao et al. used the real time digital simulator in the actual power system driven by thermal power and PV, and presented a dynamic calculation method based on real-time operating conditions of the system (Liao et al., 2018). The existing simulation results of agricultural and energy system are relatively mature. The agricultural system usually develops the protected agriculture monitoring system and agrometeorological disaster warning platform, which can be used to monitor the crop growth status and environment in real time and control automatically. Power simulation software has its specific applicable problems. We can build a reliable, reasonable and cost-effective energy system by utilizing appropriate power simulation technology. However, agriculture and power simulation mostly focus on their respective fields, and there is no simulation tool for an AEI.
3 DISCUSSION
3.1 Difference Between AEI and Agrivoltaic
The main difference between AEI and agrivoltaic is that, in an AEI, not only solar PV greenhouses but also energy networks need to be considered. It is commonly known that agrivoltaic engineers usually know nothing about power flow in distribution networks, and they focus only on how to lower greenhouse energy consumption. They may complain about the high electricity bill, but ignore the economic value of demand side management of greenhouses. There are relatively few studies devoted to collaborative optimization of PV greenhouse load control and energy networks. AEI can make full use of the power flow changes to offer win-win outcomes across crop production and energy networks. For example, we can use off-peak electricity to heat the greenhouses on a winter’s night. From the perspective of power grid, the consumption of off-peak electricity help balance supply and demand in electric power systems. From the perspective of agriculture, the consumption of off-peak electricity means lower utility bills.
Rural roof PV can be an important power source of an AEI and an effective way to increase farmers’ income. Rural roof PV can not only reduce carbon footprints, but it can also protect the roof from storms, heavy rain, wind, ice and snow. Protecting the roof from damage is the most important reason why farmers agree to install roof PV. Installation of solar PV systems in villages has accelerated the growth of distributed solar PV capacity and promoted the AEI construction.
3.2 Complementarity Between Agriculture and Industry
From the experiment, the agricultural scholars came to realize that poor economic benefit is the biggest obstacle to the application of the advanced facility agriculture technologies. The fundamental reason for the backwardness of rural power grid is that the value of agricultural products is lower than that of industrial products. The low load factor intensifies the economic pressure of rural power grid construction. The research has resulted in a solution of rural power gird upgrades. AEI provides a platform, on which industrial benefits flow to agriculture, while industrial carbon emissions are neutralized by agriculture. The complementarity of industry and agriculture can be realized via the tradeoff between economic output and the environment.
3.3 Simulation Solutions
AEI simulation models consist of the following components: stochastic weather simulation, crop simulation, greenhouse building energy simulation, solar PV simulation and energy network simulation. The investigation carried out by us has revealed that the outputs of weather and crop simulation modules are inputs of greenhouse building energy simulation. The outputs of weather simulation module also provide input data to solar PV simulation module (Fu et al., 2020b). Crop simulation module should provide carbon footprint calculation formulas. Energy production or consumption, carbon emission, and economy should be included in the greenhouse building energy simulation, solar PV simulation and energy network simulation.
We define the function modules of the AEI simulation software as follows: 1) It can carry out comprehensive safety analysis of facility agricultural environment and energy system operation thus ensuring the safe growth of crops and the safe operation of energy systems on extreme weather scenarios; 2) It can estimate the comprehensive economic benefits of facility agriculture and energy networks considering the impacts of agricultural weather, gas price and time-of-use power price on the economy of agricultural park; 3) It can track the carbon cycle of agricultural parks, taking into account not only the absorption of carbon by photosynthesis, but also the impacts of PV power, local gas and power grid carbon emission factors.
4 CONCLUSION
We select an agricultural energy internet with agrivoltaic systems as the main research object, and we express opinions in an argument over the combination of energy internet and agricultural engineering. The scientific opinions include the following technologies: utilizing simulation to conduct a weather impact analysis; utilizing simulation to identify agrometeorological risks and energy security risks; utilizing simulation to evaluate environmental and economic trade-offs. The framework of agricultural energy internet should incorporate the interactions between agricultural production and energy networks. A major purpose of this research is to estimate carbon emissions and economic benefits of an agricultural park under different weather conditions. Agricultural energy internet simulation is an approach used to support for collaborative planning of agrivoltaic systems and energy networks, and it is also a key technology of collaborative control of environment in facility agriculture and energy networks.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
FUNDING
This study is supported by the National Natural Science Foundation of China under Grant 52007193 and The 2115 Talent Development Program of China Agricultural University.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Aiello, G., Giovino, I., Vallone, M., Catania, P., and Argento, A. (2018). A Decision Support System Based on Multisensor Data Fusion for Sustainable Greenhouse Management. J. Clean. Prod. 172, 4057–4065. doi:10.1016/j.jclepro.2017.02.197
 Fan, X., Zhang, W., Chen, W., and Chen, B. (2020). Land-water-energy Nexus in Agricultural Management for Greenhouse Gas Mitigation. Appl. Energ. 265, 114796. doi:10.1016/j.apenergy.2020.114796
 Fu, X., Guo, Q., and Sun, H. (2020). Statistical Machine Learning Model for Stochastic Optimal Planning of Distribution Networks Considering a Dynamic Correlation and Dimension Reduction. IEEE Trans. Smart Grid 11, 2904–2917. doi:10.1109/tsg.2020.2974021
 Fu, X., Yang, D., Guo, Q., and Sun, H. (2020). Security Analysis of a Park-Level Agricultural Energy Network Considering Agrometeorology and Energy Meteorology. CSEE J. Power Energ. Syst. 6, 743–748. doi:10.17775/CSEEJPES.2019.03230
 Fu, X., Zhou, Y., Yang, F., Ma, L., Long, H., Zhong, Y., et al. (2021). A Review of Key Technologies and Trends in the Development of Integrated Heating and Power Systems in Agriculture. Entropy 23, 260. doi:10.3390/e23020260
 Graamans, L., Tenpierik, M., van den Dobbelsteen, A., and Stanghellini, C. (2020). Plant Factories: Reducing Energy Demand at High Internal Heat Loads through Façade Design. Appl. Energ. 262, 114544. doi:10.1016/j.apenergy.2020.114544
 Lee, J., Yang, X., Cho, S.-H., Kim, J.-K., Lee, S. S., Tsang, D. C. W., et al. (2017). Pyrolysis Process of Agricultural Waste Using CO2 for Waste Management, Energy Recovery, and Biochar Fabrication. Appl. Energ. 185, 214–222. doi:10.1016/j.apenergy.2016.10.092
 Li, M., Chen, S., Liu, F., Zhao, L., Xue, Q., Wang, H., et al. (2017). A Risk Management System for Meteorological Disasters of Solar Greenhouse Vegetables. Precision Agric. 18, 997–1010. doi:10.1007/s11119-017-9514-9
 Li, X., Cao, Y., Yu, X., Xu, Y., Yang, Y., Liu, S., et al. (2022). Breeze-driven Triboelectric Nanogenerator for Wind Energy Harvesting and Application in Smart Agriculture. Appl. Energ. 306, 117977. doi:10.1016/j.apenergy.2021.117977
 Liao, S., Xu, J., Sun, Y., Bao, Y., and Tang, B. (2018). Wide-area Measurement System-Based Online Calculation Method of PV Systems De-loaded Margin for Frequency Regulation in Isolated Power Systems. IET Renew. Power Gener. 12 (3), 335–341. doi:10.1049/iet-rpg.2017.0272
 Liu, X., Zhang, S., and Bae, J. (2017). The Nexus of Renewable Energy-Agriculture-Environment in BRICS. Appl. Energ. 204, 489–496. doi:10.1016/j.apenergy.2017.07.077
 Mikulandrić, R., Vermeulen, B., Nicolai, B., and Saeys, W. (2016). Modelling of thermal Processes during Extrusion Based Densification of Agricultural Biomass Residues. Appl. Energ. 184, 1316–1331. doi:10.1016/j.apenergy.2016.03.067
 Ning, C., and You, F. (2019). Data-driven Wasserstein Distributionally Robust Optimization for Biomass with Agricultural Waste-To-Energy Network Design under Uncertainty. Appl. Energ. 255, 113857. doi:10.1016/j.apenergy.2019.113857
 Ntinas, G. K., Neumair, M., Tsadilas, C. D., and Meyer, J. (2017). Carbon Footprint and Cumulative Energy Demand of Greenhouse and Open-Field Tomato Cultivation Systems under Southern and Central European Climatic Conditions. J. Clean. Prod. 142 (Part 4), 3617–3626. doi:10.1016/j.jclepro.2016.10.106
 Trypanagnostopoulos, G., Kavga, A., Souliotis, Μ., and Tripanagnostopoulos, Y. (2017). Greenhouse Performance Results for Roof Installed Photovoltaics. Renew. Energ. 111, 724–731. doi:10.1016/j.renene.2017.04.066
 Xueqian, Fu. (2020). Zhou Yazhong, Sun Hongbin, Wang Yang. Park-Level Agricultural Energy Internet: Concept, Characteristic and Application Value. Trans. Chin. Soc. Agric. Eng. (Transactions CSAE) 36 (12), 152–161. doi:10.11975/j.issn.1002-6819.2020.12.019
 Zhang, K., Zhou, B., Or, S. W., Li, C., Chung, C. Y., and Voropai, N. I. (2021). “Optimal Coordinated Control of Multi-Renewable-To-Hydrogen Production System for Hydrogen Fueling Stations. IEEE Transactions on Industry Applications . doi:10.1109/TIA.2021.3093841
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Fu and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 03 March 2022
doi: 10.3389/fenrg.2022.845916


[image: image2]
Economic Analysis of Transactions in the Energy Storage Power Market: A Life-Cycle Cost Approach
Shuangfeng Dai1, Ze Ye1*, Wen Wei1,2, Yali Wang1 and Fei Jiang3
1College of Economics and Management, Changsha University of Science and Technology, Changsha, China
2College of Economics and Management, Hunan University of Science and Technology, Yueyang, China
3College of Electrical and Information Engineering, Changsha University of Science and Technology, Changsha, China
Edited by:
Liansong Xiong, Nanjing Institute of Technology (NJIT), China
Reviewed by:
X. Gao, University of Kiel, Germany
Huiming Zhang, Nanjing University of Information Science and Technology, China
* Correspondence: Ze Ye, yeze2003@qq.com
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 30 December 2021
Accepted: 25 January 2022
Published: 03 March 2022
Citation: Dai S, Ye Z, Wei W, Wang Y and Jiang F (2022) Economic Analysis of Transactions in the Energy Storage Power Market: A Life-Cycle Cost Approach. Front. Energy Res. 10:845916. doi: 10.3389/fenrg.2022.845916

Aiming at the impact of energy storage investment on production cost, market transaction and charge and discharge efficiency of energy storage, a research model of energy storage market transaction economic boundary taking into account the whole life cycle cost was proposed. Firstly, a peak-valley filling time division method based on equal capacity is proposed, which effectively improves the peak-valley time division and the accuracy of ES should scene switch. On this basis, a control strategy of “off-time reuse” is proposed to give full play to the function of “one standby multi-purpose” of energy storage, which improves the energy storage utilization rate and economic benefits. Secondly, an economic boundary model based on the life-cycle cost of energy storage and the evolution function of energy storage cost is constructed and solved by improved genetic algorithm. Finally, the simulation results show that compared with mono-peak control, the UTILIZATION rate of ES is increased by 16.25% and the investment recovery life is shortened by 1.17 years with “off-time reuse” strategy. Compared with the fixed division method, the investment recovery life of “peak clipping and valley filling” period division method is shortened by 1.75 years. In 2022, compared with the critical value of 0.76 yuan/kWh for fixed charge-discharge efficiency and cost, the critical value of the life-cycle cost model is 0.8 yuan/kWh, with an error of up to 5.26%.
Keywords: accumulation energy, peak shaving, idle hours reuse, cost evolution function, peak-valley price difference boundary, genetic algorithm
1 INTRODUCTION
The peak valley difference of load increases significantly with the continuous increase in industrial and residential load levels and the implementation of the “dual carbon” policy, which poses great challenges to the peak regulation of power systems (Chen et al., 2021). In recent years, based on the rapid response capacity of ES and the function of peak cutting and valley filling, it has been widely used in assisting peak shaving in power systems (Aneke and Wang, 2016; Ould Amrouche et al., 2016). As a result, the economic benefits of ES primarily come from the “peak-valley price difference” of peak regulation. Therefore, how to construct the “peak-valley price difference” boundary value model in electricity market transactions has become a research focus (Cao et al., 2021; Cai and Li, 2021).
Scholars have carried out a series of studies on the economics of ES in peak shaving. In literature (El-Zonkoly, 2014; Chen and Song, 2015), according to the peak load shaving demand for the power grid, the peak load filling function of ES and the advantages of market participation in the business model and economic scheduling of charge and discharge can bring considerable benefits to the power system. It shows the economic and technical feasibility of ES participating in peak regulation. Literature (Sigrist et al., 2013) developed the economic operation optimization model of a centralized, isolated system, and evaluated the economic benefit and the effect of peak regulation of ES systems. From a demand-side management perspective, research (Fazelpour et al., 2013; Finn et al., 2012) proposed that charging ES devices during off-peak load periods can reduce charging costs and studied the charging and discharging strategies of ES according to peak and valley pricing. The literature (Zhang et al., 2020; Padmanabhan et al., 2019) believes that accurate estimation of battery degradation cost is one of the primary obstacles to batteries participating in the energy arbitrage market. Therefore, a model-free deep reinforcement learning method was proposed to solve the battery degradation model and optimize the battery energy arbitrage problem. Literature (Zhang et al., 2021) proposed a bilateral auction model named the “Average Pricing Market” mechanism, aiming to solve the problem of loss of energy transaction income caused by the large difference between time-of-use power price and grid purchase price. Meanwhile, to handle the uncertainty in electricity price, a scenario-based stochastic formulation was developed in (Krishnamurthy et al., 2017) for battery energy arbitrage in both day-ahead and real-time markets. To analyze the impact of ES on the Danish electricity market, a schedule optimization model was developed with the objective function of minimizing the ES system’s operation costs (Dai et al., 2014). To solve the charging economics problem, accurately forecast future power prices, and reduce the ES charging cost using dynamic programming theory (Fekri Moghadam et al., 2015). A supply chain management method based on a low-carbon economy, combined with game theory, is used to study the pricing of ES and promotion plans. To analyze the interest relationship between ES equipment manufacturers, ES equipment operators, and power users, the literature (Song et al., 2019) used the game analysis approach to determine the benefit equilibrium state for the three elements. Research (Attarha et al., 2018; Jiang and Peng, 2021) proposed an affinely adjustable, robust bidding approach for solar power with battery storage to address the uncertainties of both PV solar power production and electricity prices.
While the above literature review shows that prior studies have made significant contributions to promoting ES’s participation in power market services, there are still some problems: 1) At the present stage, the benefits of energy storage’s participation in electricity market services mainly depend on “peak clipping and valley filling”, but there are few reports on how to determine the peak and valley period, and the fixed peak and valley period is basically used for calculation. However, in different seasons, load curves are different, and the peak and valley period has deviation, thus affecting the economy of ES auxiliary service. 2) At present, fixed energy storage cost and charge-discharge efficiency are mostly used to solve the economic boundary value of energy storage, and the research on the evolution trend of energy storage cost and charge-discharge efficiency is still in the initial stage.
To this end, the main contributions of this paper are as follows: 1) It proposes a peak-valley splitting method based on equal capacity, which effectively improves the peak-valley splitting and the accuracy of ES should scene switching. On this basis, a control strategy of “off-time reuse” is proposed to give full play to the function of “one standby multi-purpose” of energy storage, which improves the energy storage utilization rate and economic benefits. 2) Construct an economic boundary value model based on the life-cycle cost and cost evolution function of energy storage, which fully considers the cost variation of energy storage and the charge and discharge efficiency, and uses the improved genetic algorithm to solve. To make it more in line with the actual project, for investment enterprises to make decisions to provide more reliable theoretical basis.
2 ECONOMIC MODEL OF ES IN ELECTRICITY MARKET TRADING
The charging and discharging efficiency of ES varies with the charging and discharging times and operating time. The investment and construction costs of an ES power station vary with the power station’s operating time, as does the cost ratio. Therefore, this study proposes a life-cycle cost economic model to accurately describe the economic benefits of ES in electricity market transactions.
2.1 ES Cost Model
Based on the existing research on ES costs, a dynamic life-cycle cost model is created by factoring in the natural aging of ES batteries and the cost components in different stages of the battery’s life. The definitions and calculating methods of each component are as follows:
2.1.1 Power Station Investment Cost CIC

[image: image]
where Cic is the construction cost; Cie is the cost of equipment purchase; Cii is installation engineering fee, and Cio is other expenses.
2.1.2 Operating Cost COC
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where Coe is energy consumption and Coh is labor cost.
2.1.3 Maintenance Cost CMC
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where Cmr is the cost of daily equipment maintenance and Cml is the cost of scheduled maintenance.
2.1.4 Replacement Cost
The actual service life of some batteries may be shorter than the rated service life. Battery change is required to ensure the normal operation of the system. The cost can be expressed as follows:
[image: image]
where Cex is ES replacement cost, α represents the annual cost reduction rate of each battery replacement, β is the number of replacement, η is the charge and discharge efficiency.
2.1.5 Failure Costs CFC
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where cf is the average repair cost per failure per unit time, N1 is the number of failures, Tm is the average repair time, λ is the average penalty cost per failure per unit time, and Tf is the duration of the fault.
2.1.6 Scrap Cost CDC
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where Cdl is the scrap disposal cost, K0 is initial value, d is rate of depreciation, Kd is surplus value at the end of T, and T is life cycle.
2.1.7 Cost Depletions CPC
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Where nc = nf is the charge and discharge efficiency, PC = PF is the amount of charge and discharge each time, and μ is the unit price of charge.
2.2 ES Revenue Model
The National Development and Reform Commission and the National Energy Administration jointly issued the Notice on Actively Promoting the Work of Wind Power and Photovoltaic Power Interconnection without Subsidies on 9 January2001, proposing to accelerate the development of wind and photovoltaic power interconnection. Based on the antipeak-shaving characteristics of new energy, ES revenue will primarily rely on “peak cutting and valley filling” to earn the peak-valley price difference in the next few years. It earns subsidies by working as a grid backup (auxiliary service) during idle periods. Therefore, ES revenue is divided into peak cutting and valley filling, as well as revenue from the ancillary service market.
2.2.1 Revenue From Peak Cutting and Valley Filling
Peak cutting and valley filling mostly refer to ES charging during off-peak load periods and discharging during peak load periods to earn the grid price difference. Additionally, fuel costs and environmental governance costs are reduced by reducing the thermal power unit’s peak load. Therefore, the benefits of peak-cutting and valley-filling are both direct and indirect.
2.2.1.1 Direct Benefits of Peak Cutting and Valley Filling
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where Pprice is the real-time peak-valley price difference of power grid.
2.2.1.2 Direct Benefits of Peak Adjustment Compensation
In 2016, the National Energy Administration issued a notice “about promoting the auxiliary electric ES to participate in the” three north area peak service notice provisions: construction of ES facilities, storage and joint participation in peak shaving or as an independent subject in the peakload ancillary services market, discharge power according to the power plant’s contract price settlement. Compensation income is calculated as follows.
[image: image]
where B2 is the annual peak adjustment compensation income, Ei is the peak regulating electric quantity on that day, i.e., the contract price, and N2 refers to peak adjustment days in a year.
2.2.1.3 Indirect Benefits of Sewage Costs
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Here K is the total number of pollutants, αk is the emission density of pollutant K, and price, k is the unit emission cost of pollutant K.
2.2.1.4 Indirect Benefits of Fuel Costs
The function of “peak clipping and valley filling” of ES can effectively reduce the peak load of thermal power units, thus reducing the fuel cost. The equivalent benefit is as follows:
[image: image]
where Pfuel is the generating capacity per unit and Cfuel is the unit price of fuel.
The benefits of ES peak cutting and valley filling can be summed up as follows:
[image: image]
2.2.2 Ancillary Services Market Revenue
If ES is used exclusively for “peak cutting and valley filling,” ES income will be reduced. Hence, to reflect the ES’s “one standby multipurpose” function, this study proposes the technique of “idle time reuse,” in which ES participates in auxiliary grid service when it is not involved in peak regulation, acting as a backup power source for the grid. At the moment, the income primarily comes from the grid subsidy, which can be expressed:
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where Re is the reserve compensation price of the ES, and PF is spare the capacity.
2.2.3 Delay Grid Investment Construction Income
As the load increases, new equipment is needed to upgrade the distribution network. By constructing ES power stations on the grid side that can release power during peak load, it is possible to reduce the load rate of substations and the capacity demand of the distribution network, thereby replacing the traditional power network expansion scheme.
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where Pm is the capacity delayed power grid expansion due to ES investment and construction, that is, the rated power of ES, and Cinv is the cost of building additional capacity for the unit, RMB ten thousand/MW, it is the rate of inflation.
Summing up the above, dynamic lifetime Net Present Value (NPV) can be represented as:
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where k is the total number of stages in the life cycle, which includes the construction period, trial run period, stable period, and decline period. CIC occurs primarily in the construction period, COC, CMC, CFC, CPC, and Cex occurs in the trial operation period, stable period, and decline period. CDC occurs during a recession; Bk is ES revenue. V0k is the coefficient of the sum of the present values of stage K. V1k is the discount coefficient of residual value at the end of stage K. r is the social discount rate. g(k) is the duration of phase k. f (k) is the operating life of the storage stage K before operation.
2.3 Economic Evaluation Index of ES
The following economic evaluation indexes are constructed to better evaluate the feasibility of the proposed method.
2.3.1 Payback Period
Project investment PP is the time required for a project to recover its initial investment in full. The longer the PP, the higher the investment risk.
If the investment project has the same net cash flow each year, the calculation formula of PP is
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where PP is the static investment payback period, (CI–CO)t is the net cash flow in year T, CI is cash inflow, CO is cash outflow, and CF0 is the initial investment. If the net cash flow of the investment project is not equal each year, the PP calculation formula is as follows:
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where A is the unrecovered investment at the end of t-1, and T is the year when cumulative net cash flow was positive for the first time.
The dynamic PP calculation formula must meet the following requirements:
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where i0 is the discount rate, usually the industry benchmark rate of return.
2.3.2 Net Present Value
NPV is the sum of the present value of the discounted project at the beginning of maturity. It is a method for evaluating investment proposals; if the NPV is positive, the investment scheme is acceptable; if the NPV is negative, the investment scheme is theoretically unacceptable.
2.3.3 Implied Rate of Return
The Internal Rate of Return (IRR) is the actual expected rate of return of a project investment. The bigger the IRR, the better the investment. IRR is calculated as follows:
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3 PEAK-VALLEY PERIOD DIVISION METHOD AND CONTROL STRATEGY OF ES
3.1 ES Control Strategy
This effectively improves ES efficiency and income. This study proposes a control strategy based on “idle time reuse,” in which ES participates in the power grid dispatching as reserve resources to increase its income during the idle phase. It fully uses the ES function of the “one standby multipurpose” mode. The working state division of ES in a day is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Trading period division of ES’s participation in the electricity market.
3.2 Peak-Valley Period Division Method of ES
Currently, research on “peak cutting and valley filling” for ES is highly advanced. However, most of them are based on fixed peak and valley periods and peak and valley values, but peak and valley periods vary slightly throughout seasons. As a result, this study proposes a variable power “peak clipping and valley filling” method for determining the peak and valley period and subsequently improving the accuracy of the model.
The mismatch between ES output and actual load peak adjustment occurs when ES’s historical constant power charging and discharging approach, as well as the local reverse peak phenomenon, are used. This study proposes a variable power “peak cutting and valley filling” method that can dynamically adjust the charge–discharge power according to the load peak adjustment requirement, thus smoothing the load curve and improving the accuracy of peak and valley time division. The specific procedure is as follows:
Step 1: Import the original load PL to obtain the maximum and minimum load values, Pmax and Pmin.
Step 2: The rated power and capacity of the ES are Pm and Em, respectively, while the current available capacity of the storage is En. By starting with the initial value of the peak clipping line Px = Pmax and decreasing the step size △P, the intersection points t1 and t2 of Px = Pmax-k×△P and the load curve can be obtained. Then, the energy released by ES during peak cutting is as follows:
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When peak clipping capacity Sf = En, Px is peak clipping line; If Sf < En, the number of iterations k = k + 1, update peak cutting line Px until Sf = En. The peak cutting output of ES is as follows:
[image: image]
Step 3: Take the initial grain filling line Pt = Pmin, and move up with step △P.The intersection points t3 and T4 of the filling line Pt = Pmin + k × △P, the load curve, and the energy absorbed by ES during valley filling is as follows:
[image: image]
When the filling capacity is Sg = En, Pt is the filling line. If Sg < En, iteration times k = k + 1, update peak clipping line Pt until Sg =En. The absorption power of ES during valley filling is as follows:
[image: image]
Thus, the amount of charge and discharge and peak and valley periods of ES during “peak cutting and valley filling” can be determined. Its control process is shown in Figure 2.
[image: Figure 2]FIGURE 2 | ES peak-valley period flow chart of division method.
4 AN ECONOMIC BOUND MODEL BASED ON THE COST EVOLUTION OF ES
The unit production costs will gradually decrease with the development of ES technology. If the fixed cost is used to calculate the investment benefit, it will not give an accurate investment decision. This study develops an economic bound model of electricity market transactions based on the evolution of ES costs to give an accurate investment decision.
4.1 Mathematical Model of ES Cost Evolution
This section uses the learning curve theory to fit the ES cost evolution function (Qin, 2020) as follows:
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Y is the product unit of wood, A is the unit cost of the first product, X is the cumulative output of the product, and b represents the learning rate index, usually 0 < b < 1.
Currently, development scale and research and development investment are two key factors affecting the cost of ES. Therefore, this study constructs the two-factor learning curve, for example.
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where C (x0, y0) and C (xt, yt) are the initial unit and the unit cost of ES in the t year, respectively. X0 and Xt are the cumulative production scales in the initial and t years, respectively. Y0 and YT are the accumulated R&D investment in the initial and t years respectively; m and n are the elasticity coefficient of cumulative output and R&D investment, respectively.
To facilitate fitting, take the logarithms of both sides of Eq. 24 and convert them into a linear function, which can be expressed as:
[image: image]
According to relevant parameters in literature (Qin, 2020), the cost evolution function can be expressed as:
[image: image]
4.2 Economic Boundary Mathematical Model of ES
4.2.1 Annual Limit Value Model of Investment Income
It is proposed in this section that the sum of the present value of the benefits of charging and discharging of an ES system in each period equal the present value of the cost of the whole life cycle of charging and discharging in each period be used to determine the economic boundary of ES (Qin, 2020). Namely:
[image: image]
where Ri is the income of ES system in the i year; Ci is the i th annual cost of ES system, and n is the life of ES system.
Additionally, the sum of the discounted value of the product of the annual leveling KWH cost of ES Pdj and the current electricity production En is equal to the sum of the discounted value of the annual life-cycle cost of the ES, namely:
[image: image]
The return on the investment period may be computed using Eqs 27, 28 for a certain level of electricity cost and power production En.
4.2.2 Economic Income Boundary Model
To enhance the economic border mathematical model of ES, this part develops a crucial value model for resolving the equalization KWH cost Pdj over the entire life cycle. Assuming that the leveling KWH cost Pdj remains constant during the life of the ES system, it may be calculated using Eq. 1. To enhance the economic bounder mathematical model of ES, this section develops a critical value model for resolving the equalization KWH cost Pdj in the whole life cycle. Assuming that the leveling KWH cost Pdj remains unchanged throughout the whole life cycle of ES, it can be calculated using Eq. 28:
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Additionally, when taken with the life-cycle cost of ES in Section 2:
[image: image]
Where EN is the rated capacity of ES, hi and η I are the utilization hours and efficiency of ES in the first year, respectively.
5 THE GA ALGORITHM IMPROVED THE MODEL
To save space, this section will not go into detail about traditional GA. However, its process analysis is covered in literature (Basu, 2013). This section discusses ways to optimize and improve the GA algorithm and the mechanism through which it solves problems.
Traditional GA algorithms include concepts such as elite selection, fast nondominated sorting, and crowded distance to perform their work (Srinivas and Deb, 1994). The superiority, diversity, and convergence of a population are directly determined by the elite selection operator (Jiang and Tu, 2019). Therefore, this section focuses on optimizing the elite selection operator in the GA algorithm. The following are the specific operations:
In the literature (Dhanalakshmi, et al., 2011; Jeyadevi, et al., 2011), the following operators are proposed to improve it.
[image: image]
where Nm is the number of reserved populations in m rank of non-dominant order, N is the population size, and k is the total number of non-dominant ranking levels.
Although the problem of population diversity is effectively solved in the preceding equation, Nm and gt exists. Nm* (where Nm* is the actual number of individuals in the nondominant ordering m level), which leads to the decrease of the selected population level by level, until the final population number is less than N, or even no solution. Based on this, the literature (Wang, 2020) proposed adding a fault-tolerant term to accommodate the difference between the two values and accumulating the difference to the next level until N individuals are taken, which not only increases computational complexity but also makes it difficult to select an appropriate fault-tolerant variable factor. Based on this, the optimization operator proposed in this study is shown in Eq. 37, as shown in Figure 3, which is the selection probability of individuals of different grades under different R parameters of the optimization elite selection operator.
[image: image]
[image: Figure 3]FIGURE 3 | Probability of individual selection at different.
It is not difficult to find from the figure that when r = 0.75 and k = 10 are selected, the optimization effect of the elite selection operator is the best. Therefore, r = 0.75 and k = 10 were selected for further simulation. At the same time, it can be further found that in all grades, the number of individuals selected in the population is greater than 1/2, which effectively ensures that the optimal population number meets the requirement of N. At the same time, the probability of individual selection decreases with the increase in rank, which effectively ensures that the characteristics of elite individuals are inherited and accelerates the convergence speed (Qin, 2020). The solving process based on the improved GA algorithm is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Improved GA algorithm solving process.
In section 6.2 and 6.3, economic comparative analysis simulation is mainly carried out, so Eq. 16 is taken as the objective function. In section 6.4 simulation analysis, economic boundary value is mainly solved. After the objective function value of Eq. 16 is worked out, Eq. 32 is substituted for solution.
6 THE SIMULATION ANALYSIS
6.1 Simulation Parameter Basis
This paper takes an ES station in Jiangsu province as an example for analysis. Pm = 27.7 MW, rated capacity EN = 80 MWh, adopt two charge and two discharge mode, charge and discharge 270 days a year, ES battery parameters are shown in Table 1. The peak-shaving compensation standard is 2 yuan/MW, and the deep peak-shaving compensation standard is 0.5 yuan/MWh. The participants participate in deep peak shaving for 140 days throughout the year. The subsidy price of auxiliary services is shown in Figure 5, and the participants participate in the auxiliary services for 240 days throughout the year. The TOU power price are shown in Table 2, and the carbon emissions of thermal power units are shown in Table 3. The construction period, trial operation period, stable period, and decline period of an ES battery are 1, 1, 6, and 2 years, respectively.
TABLE 1 | Basic parameters of an ES battery.
[image: Table 1]TABLE 2 | TOU power price.
[image: Table 2]TABLE 3 | Type and cost of emissions.
[image: Table 3][image: Figure 5]FIGURE 5 | ES reserve compensation price.
6.2 Economic Comparative Analysis of the “Idle Time Reuse” Control Strategy
6.2.1 Economic Analysis of “Cutting Peak and Filling Valley”
It is assumed that the maximum iteration number of the GA algorithm is 500, the iteration termination error is 10–10, the population size is 200, and the crossover probability is 0.3 and 0.1, respectively. Annual costs and revenue are shown in Table 4. The curve of “peak cutting and valley filling” is shown in Figure 6.
TABLE 4 | Annual costs and benefits of “peak cutting and valley filling”.
[image: Table 4][image: Figure 6]FIGURE 6 | Load curve.
It can be seen from Figure 6 that the peak value of the load curve is reduced from 205.32 to 177.24 MW through the function of ES peak clipping and valley filling, and the peak clipping rate reaches 13.68%, alleviating the peak load pressure of the power grid. When combined with Table 4, the initial investment cost accounts for 98% of the total cost, and the scrap cost includes the residual value provided by the ES battery resource recovery, which is negative, showing that the scrap cost can bring additional revenue. It has a 9.26 year investment recovery duration and a 10 year ES life cycle, indicating that the cost can be recovered within the life span.
6.2.2 Economic Analysis of “Leisure Time Reuse”
Figure 7 shows the output value of ES after adopting the control strategy of “idle time reuse,” where standby is mainly to suppress equivalent load disturbance. The ES operation times and utilization rates of “peak clipping and valley filling” and “disturbance suppression” are shown in Table 5. Table 6 shows the annual cost, annual income, and annual net income under the control strategy of “off-time reuse.”
TABLE 5 | ES efficiency.
[image: Table 5]TABLE 6 | Annual cost and benefit of “idle time reuse” control strategy.
[image: Table 6][image: Figure 7]FIGURE 7 | ES output in multiple peak and frequency modulation scenarios.
When the “off-time reuse” control strategy is adopted for ES, the output power of ES is consistent in the period of “peak cutting and valley filling,” as seen in Figure 7. When the system load increases, the ES discharges, and when the load decreases, the ES utilization rate effectively increases by 16.25%.
When Table 4 and Table 6 are compared, the investment and construction costs remains unchanged, while the operation and maintenance costs increase slightly, due to the standby state contributing to load disturbance suppression and increasing the number of operations. However, because the ES contributes to suppressing load disturbance during idle periods, the reserve power gain is greater than the cost. Therefore, annual net income increased by 201,200 yuan when only “peak cutting and valley filling” were used, and the investment recovery life was reduced by 1.17–8.09 years.
To summarize, by using an “off-time reuse” control method for ES, not only can annual net income be increased and the investment recovery period shortened, but also the use of ES can be effectively increased. Then, realize the dual purpose of improving ES use and grid economy, which has good research value.
6.3 Analysis of the Impact of Peak-Valley Division on ES Economy
To further analyze the impact of peak-valley time division on ES economics, an “off-time reuse” control method for ES has been adopted. Load curves in different seasons are shown in Figure 8, and curve division in peak and valley periods is shown in Figure 9. The fixed peak-valley period (see Table 2) and the “peak clipping and valley filling” period proposed in this study are divided into two periods, as shown in Table 7. PP, NPV, and IRR are shown in Table 8.
[image: Figure 8]FIGURE 8 | Load curves in different seasons.
[image: Figure 9]FIGURE 9 | Division curves of peak and valley periods of different seasonal loads. (A) Fixed peak-valley period. (B) The improved method divides peak and valley periods.
TABLE 7 | Distribution table of peak cutting and valley filling period.
[image: Table 7]TABLE 8 | Results of economic indicators.
[image: Table 8]As shown in Table 8, the PP of the ES station using the peak-valley division method presented in this study is 6.34 years, and the investment can be recovered before the battery life expires, which is 1.75 years shorter than the fixed division method. Additionally, the NPV of the ES power station is 8.1341 million yuan, which is far more than the fixed division method. Meanwhile, the IRR of ES power stations is 9.43%, which is higher than the 3.97% interest rate on 5 year Treasury bonds issued in 2020. It fully shows that the “peak cutting and valley filling” time division method with equal capacity proposed in this paper effectively improves the ES utilization rate. This is mainly because of the equal-capacity period division method. It effectively improves the peak-valley time division and the accuracy of ES scene switch, giving full play to the role of ES. However, the fixed time division method fails to give full play to the capacity of ES in the peak-valley cutting and valley filling period, thus reducing economic benefits.
6.4 Analysis of the Impact of ES Cost Evolution on Economic Critical Value
To further analyze the impact of ES cost evolution on economic critical value, assuming that the life of ES facilities is 10 years, the critical value of the peak-valley price difference between fixed and evolving costs is compared and analyzed. The cost of ES can be calculated using Eq. 31, as shown in Figure 10. The impact of ES efficiency on the profit critical price difference is shown in Figure 11. The critical value of the peak-valley price difference between an investment over its whole life cycle and fixed cost is shown in Figure 12.
[image: Figure 10]FIGURE 10 | Variation trend of ES cost.
[image: Figure 11]FIGURE 11 | Relationship between ES efficiency and critical peak-valley price difference.
[image: Figure 12]FIGURE 12 | Critical peak-valley price difference under different ES cost models.
As ES technology advances, the cost of ES will gradually decrease, as shown in Figure 11. By 2030, the cost of lithium batteries will drop to about 3,000 yuan/kW. As shown in Figure 12, the charge and discharge efficiency of ES is negatively correlated with the critical peak-valley price difference for ES profit. When the efficiency is increased by 5%, the critical peak-valley price difference decreases by 0.005 yuan/kWh. This also indicates that while resolving the important peak-valley difference in ES investment profit, the charge–discharge efficiency of ES, i.e., the influence of the entire life cycle of ES, should be fully considered. The critical values of ES efficiency decline and remain constant during the entire life cycle of ES. When the influence of the entire life is considered, the critical value is relatively high, because the charge and discharge efficiency of ES decreases significantly during the construction period, and especially during the decline period.
7 CONCLUSION
In view of the influence of ES construction investment decision on ES production costs, market peak-valley price difference, and ES charge and discharge efficiency, a method for determining the economic boundary value of ES power market transactions is proposed. Using simulation analysis, the following conclusions can be drawn:
1) Based on the multi-purpose function of ES power station. Compared with monotone peak control, the utilization rate is increased by 16.25%, NPV is increased by 201,200 yuan and investment recovery life is shortened by 1.17 years. The proposed “peak clipping and valley filling” time division method improves the accuracy of peak and valley time division, and then realizes the accurate switch between peak and frequency modulation working state. Compared with the fixed division method, the investment recovery life is shortened by 1.75 years.
2) The whole life-cycle cost model of ES and the evolution function model of ES cost are constructed, which effectively improve the reliability of critical value, as shown in Figures 11, 12. If fixed charge–discharge efficiency is used, critical value results will be seriously affected; the critical value in 2022 is 0.76 yuan/kWh when the whole life cycle, ES aging, and other factors are not considered, while the critical value is 0.8 yuan/kWh when the aging effect is considered, and the error is as high as 5.26%.
To summarize, the method proposed in this study improves the solution model for ES investment critical value by taking into account actual operating conditions, making it consistent with the actual project, improving the reliability of the results, and providing a theoretical basis for investment enterprises to make decisions.
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Motor load accounts for more than 50% of the total electric power load in China. Identifying the load of induction motors non-intrusively is of great importance for the design of energy-saving schemes and formulation of demand-side response strategies in industrial enterprises. Based on the transient mechanism of the induction motor, the present work first defines some motor load start-up transient feature parameters with clear physical meanings and proposes a set of non-intrusive motor load identification methods applicable to industrial settings. In addition, a case study that applied the proposed method to the industrial setting was performed to verify its effectiveness. The results showed that the proposed method can overcome the problem of misidentification caused by the fact that the start-up transient process is affected by its mechanical load characteristics and hence can identify motors with similar running power and has good anti-interference capacity despite power quality disturbances.
Keywords: energy conservation, electrical load classification, industrial electric power monitoring, motor load identification, start-up transient process of induction motor
INTRODUCTION
Industrial load identification can identify the start time and stop time of each device in the workshop by a small amount of electrical information in the distribution system. Industrial load identification methods boast many advantages, including low installation and maintenance cost, and little impact from user intervention. Based on the load information from industrial load identification methods, energy service providers, governments, and energy policymakers can develop demand response policies and energy efficiency strategies and can plan the use of new energy sources (Hart, 1992; Adabi et al., 2015; Holmegaard and BaunKjaergaard, 2016; Zhang et al., 2021).
In China, load identification methods for industrial sites see wider adoption and a higher market value than non-intrusive load monitoring (NILM) for residential and commercial buildings. As reported by the National Bureau of Statistics of China (National Bureau of Statistics of China, 2021), the annual consumption of electricity in China is greater than six trillion kWh from 2017 to 2019. Notably, the electricity consumption of industrial induction motors is greater than three trillion kWh per year (more than 50% of the total electricity consumption nationwide) (National Bureau of Statistics of China, 2021). Moreover, in industries that feature high energy consumption like chemical, steel, cement, and textile, the induction motor load accounts for 75%–90% of the total industrial power load. Therefore, if a set of load identification methods for induction motors is proposed and installed in industrial sites, it means that more than 75% of the industrial load is monitored at the equipment level, and more than 50% of the electric load of the whole Chinese society is monitored at the equipment level. However, in reality, since the power consumption data of each motor are related to a company’s production and involves commercial secrets, and many motors are integrated into complete industrial machines (Kien Nguyen Trung et al., 2012), energy service providers often do not have access to the power consumption data of the motors. Nevertheless, to achieve the goal of energy conservation, we still have to rely on industrial load identification methods to obtain such data as the actual running time (turn-on/off time), running power, and power consumption of each motor.
Many studies have implemented residential load identification (Dash et al., 2021; Kong et al., 2016; D'Incecco et al., 2020; Chen et al., 2020; Zhou et al., 2021) based on two characteristics of residential electricity consumption, namely, high regularity and a limited number of household appliances. These studies mainly adopt the non-mechanistic methods based on publicly available datasets (Kolter and Johnson, 2011; Anderson et al., 2012; Kahl et al., 2016; Parson et al., 2016; Monacchi et al., 2014; Kelly and Knottenbelt, 20152015), which means that the identification features do not come from the electric principle of equipment but from the information provided by public datasets. However, for the identification of induction motors in the industrial sector, which accounts for the highest proportion of industrial loads, we can make full use of the well-known principles of induction motors to deduce the identification features and carry out induction motor load identification (as the publicly available datasets are not relied on in this type of method, there is no need to verify the results by datasets). Therefore, the load features of induction motors should be found not from the datasets but from the fundamental principle of induction motors. Furthermore, the power consumption in factories depends on their production plans. Induction motors with different but similar rated power may have the same steady-state running power, so it is difficult to identify induction motors simply by using steady-state power. Instead, it is an effective method to identify the load of induction motors by using the start-up transient characteristics from the motor principle.
There have been few works on industrial load identification (Leeb and Kirtley, 1993; Leeb et al., 1995; Khan et al., 1997; Chang et al., 2007; Shaw et al., 2008; Chang et al., 2011; Kien Nguyen Trung et al., 2012; Adabi et al., 2015; Holmegaard and BaunKjaergaard, 2016; Renaux et al., 2018; Yi et al., 2019 Yuan et al., 2019; Yu et al., 2020; Faustine et al., 2021; Yang et al., 2021), and fewer on the circuit mechanism of three-phase induction motors (Leeb and Kirtley, 1993; Leeb et al., 1995; Khan et al., 1997; Chang et al., 2007; Shaw et al., 2008; Chang et al., 2011; Yi et al., 2019). Leeb et al. (Leeb and Kirtley, 1993; Leeb et al., 1995; Khan et al., 1997; Shaw et al., 2008) used the spectral envelope of instantaneous power in the induction motor starting the transient process as the identification feature but did not clarify that the shape and duration of the envelope are related to the size of the mechanical torque; for instance, the duration and the shape of the envelope may be different for each start of the mixer. Chang et al. (Chang et al., 2007; Chang et al., 2011) used the energy of the start-up transient process to identify a single-phase 0.2-HP induction motor and a three-phase 1-HP induction motor, but the transient energy is also related to the mechanical torque. For example, in some water supply systems, when the water flow speed in the pipeline is large, the starting torque is small, and the required start-up transient energy is also small; when the water flow is reverse or static, the starting torque is large, and the required start-up transient energy is large, which is likely to cause identification errors.
In order to solve this problem, it is necessary to define and extract more detailed, stable, and reliable transient features, to deal with the more extreme but crucial cases of load identification: several motors with the same rated power or the same pole pairs (very likely to have similar starting energy, the same maximum of start-up instantaneous power, and similar spectral envelope and duration) exist in a distribution system at the same time.
The aim of this paper is to propose a non-intrusive motor load identification method for industrial sites using the known start-up transient process mechanism of induction motors (Chen, 1982) so as to solve the induction motor identification problem in industrial sites. Figure 1 presents a diagram of the proposed method. This method uses the turn-on and turn-off transient waveform recorded by smart meters in the distribution system, extracts motor transient quantities from the transient waveforms and builds a feature library, and then uses the feature library to identify the start time, stop time, and running power of a motor.
[image: Figure 1]FIGURE 1 | Load identification method of induction motors.
The main contributions of this work are as follows:
1) The motor transient mechanism is, for the first time, used to implement load identification in industrial sites.
2) The motor load features defined in this paper depend on the equivalent circuit parameters of motors. Compared with existing data-based methods (Renaux et al., 2018; Yuan et al., 2019; Yu et al., 2020; Faustine et al., 2021; Yang et al., 2021), these features have a clearer physical meaning and are of higher generalization capacity.
3) The proposed transient features are not related to the mechanical torque, and compared with previously reported features, they are more short-term and detailed, which can help resolve the challenge in identifying different equipment with similar starting power and similar running power.
The remaining sections are arranged as follows: Methods proposes the method of distinguishing the motor devices from other devices, defines the motor feature parameters and proposes the method of solving the feature parameters, defines the feature-hood, and proposes a method of obtaining the feature-hoods. Results and Discussion proves the discriminative performance of the proposed feature parameters by simulating the distribution of parameters and analyzing the distribution concentration under different power quality disturbances and proves the effectiveness of the proposed method through a study case in the industrial sites, and the method is compared with methods in existing works. Conclusion presents the conclusions.
METHODS
Basis for Identifying Motor Loads From Instantaneous Power
Motor load identification is important, as motor load takes up a huge proportion in the industrial sites, and the primary problem of motor load identification is to identify whether a new device connected to the power supply network at a certain moment is a motor or some other device.
In China, the electrical equipment and machinery in industrial production can be divided into the following four categories: 1) equipment that converts electrical energy into mechanical energy, which is mainly motor-driven equipment; 2) equipment that converts electrical energy into thermal energy, which mainly refers to electric heating equipment (this type of equipment is generally powered by switching power supply and can be equivalent to resistance); 3) equipment that converts electrical energy into chemical energy, which is mainly electrolytic plating equipment (this type of equipment is generally powered by switching power supply); and 4) lighting equipment (this type of equipment is generally powered by switching power supply and can be equivalent to resistance).
Except for the first category, the rest of the categories of equipment mentioned above are either powered by switching power supplies or equivalent to resistors, and their start-up process is often over within a few power cycles (Chen, 1982) (generally all less than 0.5 s), as illustrated in Figure 2. Figure 2A gives the start-up power curve of an electrolytic plant with a start-up duration of less than 0.02 s; and Figure 2B gives the start-up power curve of a 200-kW centrifugal fan with a wide range of duration of 1.5 s.
[image: Figure 2]FIGURE 2 | Instantaneous power during equipment starting.
In summary, from the above analysis, the duration of the start-up process can be used to judge whether the newly turned-on device is a motor load or another piece of equipment.
Feature Parameter Extraction and Motor Load Identification
The previous Basis for Identifying Motor Loads From Instantaneous Power solved the problem of whether the newly turned-on equipment at a certain moment is an electric motor; this subsection distinguishes and marks every newly turned-on motor. At the initial stage of the start-up process of a motor, i.e., before its rotor rotates and after its power switch is closed, the motor can be regarded as a linear circuit, and this process is defined as the rotor-locked process in the present work. The three-phase instantaneous power of the motor is not related to the closing phase-angle of the supply voltage, as described Eq. 8 in Supplementary Appendix SA. Based on the three-phase instantaneous power during the rotor-locked process, the load feature parameters of the motor can be defined and extracted. These parameters can be used to identify and differentiate motors with similar running power and similar numbers of poles.
Rotor-Locked Instantaneous Power and Definition of Feature Parameters
As indicated in Chen (1982), when an induction motor is connected to the power network, the angular frequency of its rotor equals 0 ([image: image]) at the initial stage. The instantaneous power [image: image] in the rotor-locked process within several power cycles after the switch-closing is (see Supplementary Appendix SA for the derivation)
[image: image]
where
[image: image]—instantaneous power of the motor during the rotor-locked period, which can be called rotor-locked power;
[image: image]—root-mean-square (RMS) voltage;
[image: image]—angular frequency of the power system;
[image: image]—coefficient of DC component of [image: image];
[image: image]—amplitude of AC component of [image: image];
[image: image]—time constant of AC component of [image: image];
[image: image]—phase of the AC component of [image: image].
Eq. 1 and its DC component and AC component are shown in Figure 3. From Eq. 1, we can see that:
1) When a motor is connected to the power network, the angular velocity of the rotor equals zero (ω = 0). The [image: image] reaches the maximum earlier than the current of each phase reaches the maximum value. [image: image] is independent of the mechanical load and the closing angle [image: image]; the coefficients [image: image], [image: image], [image: image], and [image: image] are only determined by the equivalent circuit parameters of the induction motor (see Supplementary Appendix SA for details); i.e., these parameters reflect the electrical features of a motor, which means that there exists only one rotor-locked power curve [image: image] for a certain motor.
2) C is the DC component coefficient of [image: image] , which indicates the steady value that [image: image] can reach. [image: image] is the amplitude coefficient of the AC component; [image: image] is close in size but opposite in sign to C because [image: image] , as shown in Figure 3.
3) Γ is the decay time constant of the AC component of [image: image], which is mainly determined by the equivalent impedance.
[image: Figure 3]FIGURE 3 | [image: image] and its components (DC, AC).
In summary, Γ and C reflect the features of the AC and DC components, respectively, in [image: image], so in the present work, (Γ, C) is defined as the feature parameters of an electric motor.
The Rotor-Locked Power With Relaxation Term and Feature Extraction Model
To take into account the power grid disturbances and accommodate more complex scenarios, we define the equation with relaxation terms, as follows:
[image: image]
where
[image: image]—the time offset;
[image: image]—the kth relaxation factor, and the term with k ≥ 2 is the relaxation term;
[image: image]—phase of the relaxation term.
For the identification problem in a distribution network powering multiple motors, both the sum power [image: image] during a start-up process and the background power [image: image] before a start-up process can be measured. Under this premise, the following approach can be taken to obtain the feature parameters (Γ, C).
We assume that the power switch is closed at the timepoint t = 0, and [image: image] is taken as the decision variable, and a least squares-based feature extraction model can be developed:
[image: image]
By iteratively solving the optimization model (3), the feature parameters (Γ, C) of the rotor-locked process of a motor can be extracted.
For the model, the following aspects should be noted.
First, the approximation of [image: image] only requires taking the measured data within three power cycles. For event-based NILM, short-duration feature parameters are very helpful to solve the problem of overlapping turn-on processes of multiple devices, and (Γ, C) is a pair of parameters within a short duration.
Second, given the possible phase delay of data obtained from the sampling device, the delay parameter [image: image] is added to Eq. 2.
Third, relaxation terms are added to Eq. 2, which further corrects Eq. 1. Without the relaxation term, the power quantity disturbances, and measurement errors can lead the optimization model (3) to an incorrect solution. The power quality disturbances and measurement errors include the following: 1) voltage deviation, frequency deviation, voltage distortion, voltage asymmetry, etc., and 2) phase deviation of voltage and current. The tolerable frequency deviation of the grid voltage is generally at −0.4% to 0.4%, the tolerable voltage deviation is generally at −7% to 7%, the asymmetry is generally allowed within the range of 0%–4%, and the voltage distortion rate is generally allowed at 0%–2%. In order to improve the efficiency of the model solution and reduce the requirement for computing power on the embedded device, the orders of the relaxation terms in Eq. 2 are taken as 2, 5, and 7, which are considered as the universal harmonic components in power systems.
Definition and Acquisition of Feature-Hood for Motor Identification
Due to the power quality disturbances, deviations in the value of feature parameter (Γ, C) are often observed in an industrial motor. However, even if there are deviations, the distribution of (Γ, C) will be relatively concentrated (as to be proved in Performance Verification of Feature Parameters via Y-Series Induction Motors). This relative concentration can be described by a circular hood defined by 2-parametric numbers in the plane where (Γ, C) is located.
Definition of Feature-Hood
The feature-hood of motor i is defined as follows:
[image: image]
where
Di—the feature-hood of motor i (i = 1, 2, … , N);
xci—cluster center (Γci, Cci);
Ri—cluster radius.
As Figure 4 shows, the feature parameters under the combined power grid disturbance j are (Γij, Cij). The feature cluster consisting of parameters (Γij, Cij) is contained in the feature-hood Di.
[image: Figure 4]FIGURE 4 | Schematic diagram of the cluster and feature-hood.
[image: image] and [image: image] Acquisition Method
Because the number and type of motors in a factory are often not precisely known, it is necessary to obtain the feature clusters of each motor by unsupervised clustering. The center (xci, Ri) and the steady running power (Pisteady) of motor i should be recorded, and then the feature-hoods (Di) and the feature library can be determined.
In real-world applications, if the number of motors is known, K-means clustering or tree branch clustering can be used; or otherwise, Density-Based Spatial Clustering of Applications with Noise (DBSCAN) clustering can be used. If the maximum distance R from the midpoint of the cluster is used as the radius, the feature-hood of each cluster is obtained. The center of Motor i (Γci, Cci) Ri and the steady running power Pi (Figure 4) are recorded to form the motor feature-hoods {Di}. If the distance between the centers of the two clusters is greater than the sum of their radii (Figure 5), a classification of 100% accuracy can be achieved.
[image: Figure 5]FIGURE 5 | Distribution of feature parameters of motors with the same rated power but a different number of poles.
Application of Feature-Hoods
After a feature-hood set {Di} for an industrial site is established, a transient power pv, generated when unknown equipment v is started, is collected at time t0–t1, and a set of (Γv, Cv) is extracted if
[image: image]
Then, the unknown equipment v is considered as the motor i.
RESULTS AND DISCUSSION
Performance Verification of Feature Parameters via Y-Series Induction Motors
Devices with similar power are not easy to distinguish, which is considered a major challenge in NILM research. In this subsection, the start-up process of some Y-series motors with a similar number of poles and similar rated power [more details are available in Supplementary Appendix SB and previous works (Jin, 1997; Xin, 2010)] was simulated under different power quality disturbances to verify the discrimination performance of the proposed feature parameters and feature-hoods in Definition and Acquisition of Feature-Hood for Motor Identification. The distribution of the feature parameters shows that the proposed feature parameters have good discriminative performance.
Simulation of Discriminative Performance Under Different Power Quality Disturbances
Similar Motors
Similar motors refer to motors with similar rated power but a different number of poles, or motors with the same number of poles but different rated power.
1) The motors with similar rated power but a different number of poles discussed in this subsection are Y160L-2 (18.5 kW), Y180M-4 (18.5 kW), Y200L1-6 (18.5 kW), and Y225S-8 (18.5 kW) made in China, and their specific parameters are available in Supplementary Appendix SB.
2) The motors with the same number of poles but different rated power discussed in this subsection are Y225S-8 (18.5 kW), Y225M-8 (22 kW), Y250M-8 (30 kW), and Y280S-8 (37 kW) made in China, and their detailed parameters are shown in Supplementary Appendix SB.
Power Quality Disturbances
Within the permissible range for the daily operation of power grids, as specified by the Chinese National Standards, the power quality disturbances are divided into 17 kinds of power quality conditions for simulation here, as shown in Table 1.
TABLE 1 | Electricity quality disturbances.
[image: Table 1]Analysis of Discriminative Performance
This subsection simulates a similar start-up process of multiple motors in MATLAB using common induction motor models under each of the 17 kinds of power quality conditions listed in Table 1.
First, the motors are started at full voltage with a rated mechanical load, and the instantaneous power sequence of each motor is obtained. Then, the sequence within three power cycles after the switch is turned off can be approximated by the optimization model (3) specified in The Rotor-Locked Power With Relaxation Term and Feature Extraction Model. Finally, the feature parameters (Γ, C) of each motor can be obtained.
• Figure 5 shows the simulation results for Scenario a) specified in Similar Motors.
Figure 5 shows that the feature clusters of multiple motors with the same rated power are distributed along a straight line. It can be observed that Γ increases and C decreases as the number of poles increases, and the minimum longitudinal and transverse distances between clusters are about 0.15 and 0.1, respectively.
As the zoom-in plot of clusters (the right part of Figure 5) shows, the longitudinal span of points within the cluster Experiment 1 and Experiment 5 is 0.005, and the transverse span is 0.02. Since [image: image], it indicates that the proposed parameters (Γ, C) have a good discriminative performance for different motors with the same power.
• Figure 6 shows the simulation results for Scenario b) specified in Similar Motors.
[image: Figure 6]FIGURE 6 | Distribution of feature parameters of motors with the same number of poles but different rated power.
Figure 6 shows that the feature clusters of multiple motors with the same number of poles but different rated power are distributed along a straight line; and as the rated power increases, Γ and C increase, and the minimum longitudinal and transverse distances between clusters are about 0.2 and 0, respectively. As the zoom-in plot of each cluster (the right part of Figure 6) shows, the longitudinal span of points within the cluster in Experiment 1 and Experiment 5 is 0.007, and the transverse span is 0.03. Since [image: image], it indicates that the proposed parameters (Γ, C) also have a good discriminative performance for motors with the same number of poles but different rated power.
Discriminative Performance of Y-Series 18.5–37 kW Motors
Figure 7 shows a cluster of points consisting of (Γ, C) for motors of Y-series with a rated power 18.5–37 kW under various power quality disturbances: Figure 7A is for frequency deviation, Figure 7B is for voltage deviation, Figure 7C is for voltage distortion (fifth, seventh harmonic), Figure 7D is for voltage unbalance (negative sequence), and Figure 7E is a general graph containing all disturbances.
[image: Figure 7]FIGURE 7 | Feature cluster distribution of induction motors under different power quality disturbances. (A) Feature distribution of each motor under different frequency deviation. (B) Feature distribution of each motor under different voltage deviation. (C) Feature distribution of each motor under different voltage distortion. (D) Feature distribution of each motor under different voltage negative sequence unbalance. (E) Summary and superposition of (A-D).
Figure 7 reveals the following findings:
1) As shown in Figures 7B,D, the clusters under frequency deviations and voltage distortions are concentrated. As shown in Figures 7A,C, the clusters under voltage deviations and voltage negative sequence unbalance are not as concentrated as those shown in Figures 7B,D but are still relatively concentrated.
2) As shown in Figure 7E, the clusters are still relatively concentrated as the power disturbances increase, such as the case with a frequency deviation of 0.4%, a voltage deviation of 7%, the fifth, seventh harmonic content of 4%, and voltage negative sequence unbalance of 4%.
It means that the clustering method can be used to obtain the feature clusters of each motor, and the cluster–hoods of different motors can be used to achieve the goal of distinguishing different motors.
Experiment of Motor Load Identification for a Small Machining Factory
This subsection verifies the effectiveness of the method described in Feature Parameter Extraction and Motor Load Identification, with a case study made in a small machining factory.
Monitoring Devices and Data
Equipment in a small factory: The small machining factory studied here has one 0.4 kV power incoming line and three outlet lines, and there is a set of reactive power compensation equipment with automatic switching on the busbar, as shown in Figure 8. The main loads include 10 induction motors, which are axial fans, centrifugal fans, and high-power pumps. And the background loads include some lower-rated power devices, which are fluorescent lamps, control equipment, computer server, and air conditioner, as shown in Table 2. The total rated power of the factory is about 500 kW. The daily working hours of the workshop are 08:00∼12:00, 13:30∼16:30, and 17:00∼20:30, and the equipment start/stop is controlled as per the actual needs of production.
[image: Figure 8]FIGURE 8 | Low-voltage power distribution system and equipment in a workshop.
TABLE 2 | List of equipment in the workshop.
[image: Table 2]Monitoring device and data acquisition: The monitoring devices were deployed in the power incoming cabinet (Figure 8). Collecting Electric Information Unit (CEIU) and Smart Information Management Unit (SIMU) provided by Guangzhou Guanxing Electric Technology Co., Ltd., were adopted. The CEIU can acquire and record the turn-on and turn-off transient waveforms with a sampling frequency of 8 kHz, according to a set of thresholds. And SIMU can support the deployment of intelligent algorithms implemented by high-level programming languages, such as C++, java, or Python.
The proposed method of this paper can be deployed on the SIMU, and the identification results can be sent to users through a webpage or a smart phone application. The users can define the names of the unnamed feature-hoods according to their requirements and send the names of that feature-hoods back to SIMU to form a local feature library.
Data for clustering and testing: The training data and testing data are shown in Figure 9. Figure 9A shows the RMS voltage curve for a month, which affects the accuracy of the parameter C, as defined in Eqs 1, 2. Figures 9B,C show the instantaneous power curve for 1 month and 1 day. Figure 9D shows the instantaneous power curve of Ventilating Fan 2.
[image: Figure 9]FIGURE 9 | Data of the study case: (A) voltage root-mean-square (RMS) curve; (B) instantaneous power for 1 month; (C) instantaneous power for 1 day; (D) instantaneous power of one device in its start-up process.
Each main piece of equipment was started up and shut down about 2–3 times per day. During this period, the frequency, voltage deviation, voltage harmonics, and voltage unbalance of the power network were within the allowable range of IEC standards.
The clustering data were selected from the instantaneous power in the first 18 days. The testing data were selected from the instantaneous power in the last 3 days. Each turn-on or turn-off transient event was labeled with timestamp and equipment name.
Experimental Results and Discussions
Model training result: By the optimization model 3) specified in The Rotor-Locked Power With Relaxation Term and Feature Extraction Model, all the start-up transient processes of 1 month were extracted, and adopting the DBSCAN cluster, the feature-hoods defined in Eq. 4 in Definition and Acquisition of Feature-Hood for Motor Identification were obtained using epsilon = 0.1 and min-points = 5 as the parameter to finish DBSCAN. The results are shown in Figure 10, where clusters 1 to 10 in Figure 10 represent the valid clusters, and the equipment corresponding to each cluster was associated by the user (workers) according to the steady running power of each cluster/hood.
[image: Figure 10]FIGURE 10 | Motor feature-hoods of the factory.
According to the cluster/hood results, as shown in Figure 10, the mean position of each cluster was taken as the hood center and the distance from the hood center to the farthest point within the cluster as the hood radius. The center and radius of each cluster/hood and the steady running power at the end of the transient process were recorded; then, the local feature library of the factory was established, as shown in Table 3. In practical application, the equipment name in the last column of Table 3 should be determined by the users (workers) based on the steady running power. The steady running power Psteady can be used to identify which equipment causes the turn-off transient event.
TABLE 3 | Feature library.
[image: Table 3]Model testing result: The test was performed with the start-up instantaneous power curve of 3 days, and the (Γ, C) of each start-up event was calculated, and the distance to each center in Table 3 was calculated to determine which feature-hood the recorded start-up process belongs to. Figure 11 shows the motor load identification results in a full working day. In Figure 11, the solid black line is the objective, while the solid red line is the result of the proposed method, and the dashed line is every recognized motor load.
[image: Figure 11]FIGURE 11 | Motor load identification result.
Compared to other features: To evaluate the effectiveness of the proposed method, an evaluation indicator, i.e., identification accuracy, is used. Compared to the transient energy defined and proposed by Chang et al. (2007; Chang et al., 2011), the (Γ, C) achieves a higher identification accuracy, as shown in Table 4.
TABLE 4 | The results of load identification.
[image: Table 4]Among them, the start-up transient energy of similar motors, Ventilating Fan 1 and Ventilating Fan 2, is affected by the wind pressure in the pipeline during starting. As the wind pressure in the ventilation pipeline changes, the values of the start-up transient energy of these two motors will become closer, resulting in more identification errors, and the accuracy on the test set is only 81.11%. However, the feature (Γ, C), as defined in Rotor-Locked Instantaneous Power and Definition of Feature Parameters, relies only on the motor equivalent circuit parameters and hence achieves a higher identification accuracy at 93.33%.
Application Effect Analysis
Energy-saving effects and suggestions: According to the motor load identification result shown in Figure 11, we can know the power consumption proportion of each piece of equipment, as shown in the pie chart in Figure 12. It can be seen from the pie graph and the orange dash line in Figure 11 that Centrifugal Exhaust Fan, though not the equipment with the largest rated power, has a long running time and consumes about 15.67% of the total power. According to the relationship between the speed and the running power of exhaust pump or exhaust fan, it is advisable to install an extra inverter for the Centrifugal Exhaust Fan, as this modification can reduce the motor speed by 10% and save 30% energy; the factory will save about 4.7% of power consumption, about 4,819 kWh/month.
[image: Figure 12]FIGURE 12 | Proportion of electricity consumption.
Cost-saving effects and suggestions: Assume that the electricity rate during peak period (14:00–17:00 and 19:00–22:00), plain period (8:00–14:00, 17:00–19:00, and 22:00–24:00), and valley period (0:00–8:00) is 1/kWh, 0.7/kWh, 0.3/kWh, respectively. The motor load identification result (dashed line) in Figure 11 shows that the peak, plain, and valley electricity consumption of the plant is 1,398.1, 2028.3, and 68.2 kWh, respectively, and the peak, plain, and valley electricity cost of the plant is 1,398.1, 1,419.81, and 20.6, respectively. Figure 11 reveals that the production periods of the factory are 8:00∼12:00, 13:30∼16:30, and 17:00∼20:30, which means that the current electricity consumption pattern is overusing the peak rate and is missing the valley rate. If the operation time of medium and large equipment can be shifted by 20 min to 07:40∼12:00 in the morning and 13:00∼16:10 in the afternoon, the factory will save 2.75% of the electricity cost.
CONCLUSION
Industrial motor load identification provides more comprehensive basic data for the formulation and implementation of safety and power-saving policies. In the present work, a set of motor load identification methods based on the start-up transient mechanism of electric motors is given. The following conclusions are obtained:
1) It is feasible and effective to use the transient mechanism and extract relevant parameters for load identification.
2) The proposed parameters have a clear physical meaning and are universally applicable; they can also be applied to load identification of synchronous motors with asynchronous starting.
3) The proposed method solved the challenges in load identification when multiple motors are started at the same time because the transient information required by the method is only 2∼3 power cycles.
4) Simulations proved that the proposed parameters have good tolerance to power quality disturbances and that the proposed parameters have good discriminative performance.
5) The case study in a real-world machining factory verified the effectiveness of the proposed method, the problem of identifying different motors with the same steady running power is solved, and the effect of industrial motor load identification methods in reducing energy consumption and cost is analyzed.
However, it needs to be noted that the use of the method in this paper is temporarily limited to scenarios containing a large number of directly starting motors and will not be applicable to scenarios containing motors with other starting methods or motors running at variable power. If the turn-on instantaneous power provided by the recording program of the acquisition device is incomplete or the deviation of switch closing moment t0 is too large, the application of this method will be affected.
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INTRODUCTION
Over the past few years, due to the increasing demand for energy and the decreasing reserves of fossil energy, renewable energy has attracted more attention and gradually replaced most of the fossil fuels, among which solar energy is one of the most promising one (Zhang et al., 2015; Zhang et al., 2016; Yao et al., 2019). Recently, thermoelectric generation (TEG) is an important application technology of solar power generation fields (Iqbal et al., 2021; Zhao et al., 2021), which usually serves as a thermoelectric waste heat energy recovery system in hybrid power generation system (Chen et al., 2021). However, due to the low conversion efficiency, expensive material cost, temperature mismatch, and variation of internal resistance of TEG system, improving technologies and more efficient TEG material are exploited to accelerate the industrialization of TEG system (Liu et al., 2016). In terms of the above technologies, maximum power point tracking (MPPT) is a necessary and crucial technique to extract the maximum power during the operating of the TEG system. However, MPPT for the TEG system will face a lot of challenges. For the TEG system, nonuniform temperature distribution (NUTD) condition limits the available power. Under this nonuniform circumstance, the output power–voltage (P-V) characteristics will exhibit several peaks, which makes MPPT more difficult (Yang et al., 2020a). In this context, many kinds of MPPT algorithms emerged in recent years. This paper gives some viewpoints of the TEG systems and existing MPPT algorithms for the TEG systems, as well as some suggestions for future research.
MODEL OF THE THERMOELECTRIC GENERATION SYSTEM
The basic structure of the TEG system is illustrated in Figure 1. In a closed circuit of two different conducting materials, when the two contacts are at different temperatures, the potential generated in the circuit converts heat energy into electricity, and this phenomenon is called Seebeck effect (Zhu et al., 2021). In the TEG system, p-type and n-type semiconductors are connected with cold side conductor material and hot side conductor material to increase system voltage level. The main factors influencing conversion efficiency of the TEG system are Seebeck coefficient α, electrical conductivity σ, and thermal conductivity k. The figure of merit Z is an evaluation criteria of efficiency of the TEG material, which is shown as follows:
[image: image]
[image: Figure 1]FIGURE 1 | Basic structure of the thermoelectric generation (TEG) system.
It can be concluded that a thermoelectric material with higher electricity conductivity and higher Seebeck coefficient are key factors in choosing high-performance TEG materials, and materials with high thermal conductivity can be used as a cooling device in the TEG system. The optimization of a cooling device in TEG is the main market of current commercial TEG (Manikandan and Kaushik, 2015). A study (Sato and Yamada, 2019) explored the different photovoltaic module cooling methods, which can provide a reference for cooling devices of the TEG system. Besides, utilization of waste heat can be improved by increasing heat flux through TEG; one effective way is to install heat pipes in TEG modules (Wen et al., 2021). Selecting a proper number of thermocouples and designing a reasonable structure of DC-DC converters are also crucial to make maximum use of the generated power by the TEG system. Apart from methods aforementioned, an optimized system design is another useful method to enhance the efficiency of the TEG system. The interconnection of the TEG modules in large-scale systems is limited by actual installation conditions, resulting in parameter mismatch of the TEG modules and mismatch loss. So it is necessary to further study the topology of large-scale grid-connected TEG systems. A study (Al-Habahbeh et al., 2016) explored the geometric design of a large TEG system and optimization of the key parameters of the system, which deserves further studying. Therefore, there is a need to create standard mathematical models for researchers to conduct effective research. It is more reasonable to consider factors that influence temperature in a practical scenario, which will affect the accuracy of mathematical models (Dasu et al., 2021; Sakthivel and Sathya, 2021).
MAXIMUM POWER POINT TRACKING FOR THERMOELECTRIC GENERATION SYSTEM
Non-Uniform Temperature Distribution
Mismatch of the TEG system are usually caused by NUTD, aging, and faults on TEG modules, which influences the efficiency and service life of the TEG system. In practice, TEGs usually operate under dynamical environments with time-varying temperature differences called NUTD. Under this circumstance, there will emerge multiple MPPs, which hinder the tracking of GMPP. Literature about MPPT for the TEG system usually use step change in temperature and random temperature as NUTD condition in case studies (Yang et al., 2019a; Yang et al., 2020b; Majad et al., 2021; Yang et al., 2021). These can be summed up as the evaluation criteria of case studies in the MPPT for the TEG system. A study (A. et al., 2021) collected field temperature and irradiance data between 10:00 a.m. and 1:00 p.m. to evaluate the effects of real environment parameters, such as angle of installation or irradiation on temperature of the TEG system, providing the latest reference data available for researchers. Temperature level, duration, heat loss during heat conduction, and other rapid variations in NUTD should be considered in practical engineering.
Therefore, by choosing the proper models of time-varying NUTD, applicable topology of the TEG system, MPPT algorithms, and other advanced mismatch mitigating techniques can relieve the adverse impact of NUTD.
Maximum Power Point Tracking of Thermoelectric Generation System
MPPT techniques of the TEG system can be classified into classical ones and intelligent ones. Traditional MPPT algorithms are perturb and observe (P&O) algorithm, hill climbing (HC) technique, and incremental conductance (INC) technique (Eakburanawat and Boonyaroonate, 2006; Rae-Young Kim et al., 2009; Shang et al., 2020). Almost all MPPT algorithms can extract the global maximum power point (GMPP) under uniform temperature condition (Yang et al., 2019b), but the above classic techniques are easily trapped into the local maximum power point (LMPP) and might have steady-state oscillations. There are also some improved algorithms of traditional methods, which adopted variable step size instead of fixed steps, so as to enhance tracking precision and balance between steady-state oscillations and response speed to some certain extent, but there are still some issues of low tracking speed and getting easily trapped in local optimum (Shiriaev et al., 2019). A study (Kanagaraj et al., 2020) proposed a variable fractional order fuzzy logic control MPPT algorithm, which adjusted fractional factor α to shorten the tracking time. Another study (Liu et al., 2016) combined the P&O method and open circuit voltage (OCV) method to realize a faster and simpler tracking, but the aforementioned methods are based on trial-and-error principle, in which the operating point usually oscillates around MPP in a steady state. A study (Bijukumar et al., 2018) used two measurable operating points to calculate optimal duty ratio under MPP, which has high precision and have no steady-state oscillation around MPP. Recently, there are many advanced MPPT algorithms that emerged, such as metaheuristic algorithms or mathematics-based algorithms. Metaheuristic algorithms are increasingly used in recent studies due to their high efficiency, simple mechanism, and not being easily trapped in LMPP. Among the above techniques, swarm intelligence (SI)-based MPPT techniques outperform other methods due to it not requiring an exact mathematical model and not easily converging to local optimum. Up to now, adaptive compass search (ACS) (Yang et al., 2019a), equilibrium optimization (EQO) (Majad et al., 2021), fast atom search optimization (FASO) (Yang et al., 2020b), interacted collective intelligence (ICI) (Yang et al., 2021), sine cosine algorithm (SCA) (Rezk et al., 2021), and many other intelligent algorithms have been studied. Basically, they carried out four case studies, which are startup test, step change in temperature, random temperature variation, and sensitivity analysis, respectively. These can be a standard for case studies in relevant fields. A study (Rezk et al., 2021) compared the best, the worst, the average, median, variance, and standard deviation of MPPT results to evaluate the performance of the particle swarm algorithm (PSO), whale optimization algorithm (WOA), and SCA, which can be used as references in testing new MPPT algorithms for researchers. Moreover, metaheuristic algorithm-based MPPT techniques are usually of high randomness, and the execution time increases as the scale of TEG increases. So, there is a need to explore more stable metaheuristic algorithms with general applicability, and there should be more hardware experimental setup to verify the validity and accuracy of the proposed methods.
Up to now, literature regarding the assessment of MPPT for a large TEG plant is limited to a few cases. A study (Molina et al., 2010) discussed two hardware topologies of MPPT, which are, respectively, one-stage topology and two-stage topology, then proposed a two-stage configuration for the distributed TEG system. This flexibility in the design of the MPPT topology is worth advocating. In addition, it is worth considering how many MPP trackers and converters should be used in MPPT studies, which is a practical issue for system design. Anyway, the design of the MPPT system should be combined with actual installation condition in engineering projects. At present, the topology of the TEG system in MPPT studies does not have a uniform standard, which needs to be further established. For a large-scale TEG system, the system designer should decide to use how many MPP trackers or converters under different installation conditions. Furthermore, the ambient irradiance, number of thermocouples, and other environmental inputs in simulation should use all-purpose nominal specifications to get the exact result. How to set these parameters properly is a problem that researchers need to consider (Chen et al., 2018; Zhou et al., 2020; Huang et al., 2021; Xiong et al., 2021).
HYBRID PV–THERMOELECTRIC GENERATION SYSTEM
In PV systems, the waste heat and rise in temperature result from solar irradiation greatly reducing the energy conversion efficiency or even damaging the PV panel. The PV–TEG system with heat sinks can recycle the waste heat from a PV panel, which is a promising and worth investigating improved technique. So far, there has been little research on MPPT for the PV–TEG systems. A study (Adeel et al., 2020) proposed the arithmetic optimization algorithm (AOA) for MPPT, which applied nonuniform irradiance and nonuniform temperature distribution as a study case to evaluate the proposed method. A study (Kanagaraj, 2021) used step change in solar irradiation and a constant temperature difference to evaluate FOFLC, P&O, and FLC MPPT techniques of the PV–TEG system. These are open to question because temperatures of TEG modules mostly depend on temperatures of PV modules. In other words, it is unrealistic to design irradiation and temperature difference separately. It is more appropriate to combine both of the aforementioned to meet the demands of the study. Literature (Sark, 2011) determined the temperature of TEG modules according to ambient temperature and irradiation, which is given by Eq. 2. Studies (Verma et al., 2016; Babu and Ponnambalam, 2018) considered the influence of wind speed on temperature, which is computed as Eqs. 3 and 4:
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where TTEG1, TTEG2, and TTEG3 are the average temperatures of the TEG module in the above literature, respectively; TM is the temperature of the PV module; TA is the ambient temperature; c is a coefficient determined by installation conditions; and G is the irradiance.
In addition, it is worth investigating for researchers to study more efficient and systematic metaheuristic algorithms, thus, realizing efficient MPPT for the PV–TEG system (Liu et al., 2020; Wang et al., 2021; Zhang et al., 2021).
DISCUSSION AND CONCLUSION
MPPT algorithms are the most frequently used techniques to obtain the maximum power of the TEG systems, but there is still room for improvement. Researchers can promote research priorities for MPPT of the TEG system to fill up the gaps in the previous studies. Recommendations and limitations of this technique are as follows:
(a) NUTD in a real scenario can be further simulated, such as the variation in temperature of the TEG system from sunrise to sunset in 1 day. In addition, standard study cases of NUTD for researchers to simulate in MPPT studies can be further established.
(b) For the TEG system, researchers should give more consideration to the mathematical model of system, in which wind speed, installation condition, and other practical factors can be considered.
(c) Existing MPPT algorithms are only available for small-scale systems. Most of the literature only conducts simulation under uneven distribution of temperature. Hence, there is a need to consider other factors leading to mismatch and study how many converters or MPP trackers should be used in large-scale system.
(d) MPPT techniques for the hybrid PV–TEG system have a large potential. Researchers can further study the MPPT techniques of the hybrid system, which are underexploited in the related fields.
Future studies will further explore the following aspects:
(i) MPPT techniques for actual large-scale TEG system will be further explored to meet the demand of practical engineering.
(ii) Efficient and more stable metaheuristic algorithm-based MPPT method for the TEG system will be designed to fill the gap of related fields.
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Due to the complex sending terminal structure of offshore wind transmission systems, conventional on-line monitoring-based protection cannot work well. The electromagnetic transient faults are also difficult to locate due to a short time span with fast characteristics that are affected by various power electronic devices and control algorithms. To solve the aforementioned problems, a new offshore wind transmission line protection scheme based on active detection of submarine cable sheath current is proposed. This method uses a normalized coding cooperation to realize the risk levels and failure locations of the transient defects, and then the sheath currents become a characteristic input data source, which can build a clear system protection boundary. Case studies using MATLAB and ATP simulations are carried out, where three types of transient faults represented by sheath currents are studied, i.e., loss of electrical continuity of grounding device, short circuit of segmented metal sheath of cable joint, and water immersion of junction box. Testing results illustrated that the proposed method could achieve fast fault detection and precise fault location of the electromagnetic transients. Moreover, compared with conventional wind farm protection techniques, it only needs to add few signal injection modules with high sampling frequency into the submarine optical fibers.
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1 INTRODUCTION
Offshore wind power is increasingly considered as one of the most promising choices for constructing power system with high penetration of renewable energy, due to its advantages of stabilized large-scale wind resources and high utilization hours (Lakshmanan et al., 2021). It is indicated that the total capacity of offshore wind power worldwide would be larger than 200 GW in 2030. The trend of development of offshore wind power in the next decade is achieving wind farms with long transmission distance (∼100 km) and large capacity (over 1 GW). In this case, the protection of offshore wind transmission system could potentially be inhibited by lack of accurate fault detection, location, and fast cut-off strategy of fault areas; specified standards or guidelines are also urgently needed.
For the long-distance offshore wind transmission system, 35/110/220 kV submarine cables combined with optical fibers are the key components for connecting the offshore substation/converter station and onshore substation/high-voltage network (Abeynayake et al., 2021). However, the complex structures and operations of multiple converters and transformers could cause serious electromagnetic transients in the cable and threaten the system’s safety and stability. For example, strong electromagnetic transients occur instantly at the sending terminal grid of offshore wind power sending through the submarine cable if the short-circuit fault is clear, due to the cable-to-ground charging effect (Teng et al., 2019). These transient processes could cause wind turbine tripping problems, and the system cannot provide effective fault information. Defining and extracting the characteristic variables during the submarine cable faults becomes essential for active protection for offshore wind transmission system.
Since submarine cables are laid in undersea cable trenches, the cable length is long and usually invisible; it is difficult to find defects along the cable system through on-line inspection. The cable length is directly proportional to the induced voltage at the metal sheath of the cable. If there is a defect in the sheath of a long cable, the cable is more likely to fail. Further, single-core structure is mostly used for high-voltage submarine cables of 110 kV and above. For these single-core cables, to limit the circulating current on the metal outer sheath of the cable under normal operation, the metal outer sheath of the cable is generally grounded at a single end or cross-connected. Song-Wang et al. (2018) and Chatzipetros and Pilgrim (2020) analyze common cable faults and divide them into the following six types: harsh environment, man-made damage, factory defects, nonstandard operation or untimely maintenance, and equipment aging (Zhang et al., 2021). The statistical data of cable fault current provided in Li et al. (2019a) show that a large number of cable faults would lead to excessive sheath current, resulting in insulation damage of cable sheath and insulation breakdown between cable sheaths. A feasible scheme for judging the defect type of cable sheath is introduced in Shi et al. (2020). All the aforementioned research indicate that the cable sheath current can be used as a good indicator for the occurrence of transient faults in offshore wind power system. However, deep data mining is necessary for the collected sheath current datasheet to carry out active protections such as fault type identification and fault location.
Based on these problems, this paper proposes a novel fault detection and location method–based active protection for a typical HVAC transmission system for offshore wind power plants, including optimization and realization of the protection scheme to judge the type and specific location of cable sheath defects. The key of this active protection algorithm is to study the variation law of metal cable sheath current at the fixed point corresponding to the junction box. Specifically, the sheath current is calculated by two methods, the theoretical calculation method programmed by MATLAB and the simulation calculation scheme using ATP-EMTP software, to compare and verify the feasibility of the simulation software, and then the variation law of sheath current under three defect types of cable sheath with two layout modes (horizontal or three-phase three-leaf) is simulated by the simulation software. Based on this, an improved digital code standard is proposed. The measured current is compared with the expected value under normal operation (no defect), and the six-digit defect code is obtained by using a simple amplitude standard. The fault type and location are intuitively reflected by the digital code. The practical application of this active protection scheme in offshore transmission system through sheath current data collection by broadband transient current measuring units along with data communication by optical fiber units is also discussed.
2 STRUCTURE OF MULTI-TERMINAL FLEXIBLE OFFSHORE WIND POWER SYSTEM
Figure 1 shows the schematic diagram of the offshore wind power transmission system through the HVAC submarine cable and the simplified schematic diagram of equivalent main circuit of offshore wind power gathering and sending system through HVAC cable. Aiming at the three-phase short-circuit symmetrical fault condition of the onshore AC grid, this paper studies the electromagnetic transients modeling method of the offshore wind power system through the HVAC cable data collection and transmission, laying a theoretical foundation for the system electromagnetic transients control and protection, and improving the fault ride-through of the offshore wind power ability (Huang et al., 2021). As shown in Figure 1, for the equivalent circuit diagram, the inverter is the equivalent model of offshore wind farms; R0, L0, and C0 represent the AC side filter resistance, inductance, and capacitance of offshore wind power inverter, respectively. L1 is the equivalent leakage inductance of each step-up transformer of the offshore wind power AC collection station.
[image: Figure 1]FIGURE 1 | Structural diagram and equivalent circuit of offshore wind power transmission system.
The length of HVAC submarine cables for near-sea wind farms is generally within 100km, so π-type equivalent circuit can be used as the equivalent model of HVAC cable line (Wu et al., 2017), Lc is the equivalent inductance of the HVAC cable, Cc1 and Cc2 are the equivalent charging capacitances of the HVAC cable, and both have the same value. L2 is the equivalent inductance of the onshore AC power network, the PCC point is the offshore wind power grid connection point, and Z(s) is the equivalent impedance of the power grid at the port PCC point. Once a transient fault occurs on the cable system, the impedance Z(s) could change correspondingly; therefore, the active protection based on the change of sheath current in the cable becomes possible.
3 THEORETICAL ANALYSIS OF THE CABLE FAULT PROCESS
According to the simplified analysis of practical application, the cross-connection configuration of submarine cable is composed of three small cable segments (L1, L2, and L3) with slightly different lengths. The metal cable sheath of three-phase cable is directly grounded at the junction boxes at both ends of each phase. The function of C1 and C2 junction boxes is to realize the cross interconnection of cable commutation. Figure 2 shows a typical cable cross interconnection scheme. Figure 3 is a simplified form of Figure 2, focusing on the current flowing loop in the cable sheath. There are three induced-current circuits (Jl1, Jl2, and Jl3) in the typical commutation cable sheath, and the load-current passes through three-phase conductors (J1, J2, and J3). The sheath current passes through three different cable sheath circuits, i.e., circuit 1 as the red line Jl1, circuit 2 as the blue line Jl2, and circuit 3 as the green line Jl3. As described in Dong et al. (2017), the total induced current generated in the three cable sheath circuits consists of two parts, namely the leakage current passing through the main insulation and the circulating current caused by unbalanced induced voltage.
[image: Figure 2]FIGURE 2 | Circuit diagram of metal sheath of high-voltage cable with cross interconnection.
[image: Figure 3]FIGURE 3 | Simplified cross connect configuration.
3.1 Cable Sheath Induced Current Caused by Magnetic Coupling
The induced voltage in each cable sheath loop is caused by the load currents passing through the three-phase conductors and the induced current passing through metal sheaths. The load-current passing through the three-phase cables (J1, J2, and J3) could produce induced voltage on three-phase cable lines (L1, L2, and L3) and three-phase cable sheath loop (Jl1, Jl2, and Jl3). The induced voltage caused by load-current can be calculated as follows:
[image: image]
where Uil-Lj is the induced voltage generated by the load-current passing through the cable sheath circuit with length of Lj. Xc-s is the mutual inductance between the cable conductor and its sheath per unit length. Xsi-sj is the mutual inductance between ith sheath and jth sheath per unit length. According to the Guo et al. (2020) and Biswas and Nayak (2021), the aforementioned mutual inductances can be calculated as follows:
[image: image]
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where De is the equivalent distance of cable sheath to ground, Si-j is the distance between cable ith sheath and jth sheath, and rs is the radius of the sheath per phase.
As shown in Figure 3, the load-current of three-phase cable conductors (J1, J2, and J3) could generate induced voltage in the three-phase cable sheath circuit (Jl1, Jl2, and Jl3), which can be calculated by the following expression:
[image: image]
Similarly, induced current on the metal cable sheath (Jl1, Jl2, and Jl3) could also cause the induced voltage in each cross-section of cable sheath (L1, L2, and L3), which can be calculated by the following equations:
[image: image]
where Uis-Lj is the induced voltage generated in the ith cable sheath loop by the induced current. Zs is the cable sheath impedance per length unit. Rs is the resistivity of the sheath. The relationship between Zs and Rs can be described as
[image: image]
The induced current of three-phase cable sheath (Jl1, Jl2, and Jl3) could generate induced voltage in the three-phase cable sheath circuit (Jl1, Jl2, and Jl3), which can be calculated by the following expression:
[image: image]
As described previously, the induced voltage of the cable sheath circuit consists of two parts, i.e., the voltage generated by the load-current and the voltage generated by the induced current of the cable sheath. The total induced voltage in each cable sheath loop can be summed as
[image: image]
In addition, since both ends of the cable sheath are grounded, the current of the three sheath circuits flows through the grounding resistors R1 and R2. Therefore, the following constraints need to be met.
[image: image]
3.2 Cable Sheath Induced Current Caused by Capacitive Coupling
The calculation method of induced current caused by capacitive coupling in cable sheath is the same as that in Eq. 6. The current generated by magnetic coupling (Il1m, Il2m, Il3m) remains constant along each circuit, but it is well known that the capacitive current is directly proportional to the length of cable sheath, and there are two cable cross transpositions (C1 and C2) in three sections of cable. Therefore, the capacitive current of each section of cable sheath circuit is composed of two parts, and the capacitive current at C1 cross transposition is defined as Il1c1, Il2c1, and Il3c1, and the capacitive currents at C2 cross transposition are Il1c2, Il2c2, and Il3c2.
Then, the capacitive induced current of each cable sheath loop is the superposition of capacitive current and magnetic coupling current, as described in the following equations (Xia, 2008):
[image: image]
4 PROTECTION METHOD BASED ON ACTIVE SHEATH CURRENT DETECTION
4.1 Modelling of Submarine Cables
The typical single-core submarine cable has a multi-layer structure, and the typical laying arrangements are shown in Figure 4. The left side is the common arrangement of three-phase single-core cable, which is arranged vertically, and the right side is the section of single-phase single-core cable. Typical single-core submarine cables are composed of the following parts: conductor, XLPE insulation, wrapping layer, and outer sheath, along with an embedded optical fiber as the data communication unit. There are shielding layers between conductor and insulating layer, and insulating layer and wrapping layer; the relative dielectric constant and permeability of different layer materials are different. The material parameters of the single-core cable selected in this study are shown in Table 1 (Guo and Lam, 2018). The structure is relatively simple and involves only three parts: conductor, insulating layer, and sheath. The submarine cable system used in this research is a typical 220-kV three-phase single-core cable, and two types of layout are investigated, i.e., horizontal layout and three-leaf layout.
[image: Figure 4]FIGURE 4 | Schematic diagram of multi-layer structure of typical single-core cable.
TABLE 1 | Material parameters of typical single-core cable
[image: Table 1]To accurately simulate the different types of defects in cable sheath, it is necessary to carry out refined modeling of cable structure in ATP-EMTP software. In the following study, the single-core cable system is designed in the software with proper parameters defined as in Table 1. The layouts of three-phase single-core cables are set as three-phase cable plane layout and trilobal symmetrical layout (Abu-Elanien et al., 2021; Li et al., 2019). The cross-sections of the two layout schemes are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Different arrangements of single-core cable.
4.2 Simulation Setups
This section describes the simulation procedure for calculating sheath current when there are different defects occurring. The induced current in cable sheath during normal operation is used as the reference for comparison. Particularly, the sheath current at two cross interconnections (C1 and C2) of the three sections of cable is studied, along with the consideration of the influence of different cable layouts on the sheath current.
As shown in Figure 2, the three-phase sheath current at two cross interconnections (C1 and C2) is analyzed according to the demand, i.e., I1a, I1b, I1c, I2a, I2b, and I2c, which can be calculated from Eq. 12. It is noted that the sheath current is sampled before cable commutation.
[image: image]
The length of three sections of submarine cable is set as L1 (540 m), L2 (600 m), and L3 (660 m) in the simulation. It is noted that there are no essential differences in the simulation when cable lengths are set to 2 km compared with the actual cable length of approximately 100 km; therefore, the total length in simulation is set to 2 km to simplify the calculation. The cable system simulation model with cross interconnection device is established by EMTP software, as shown in Figure 6. The cable simulation system adopts π-type equivalent circuit model. The resistance value marked “f” is very small, which is only used to connect the three-phase cable to the grounding resistors R1 and R2, both with resistance of 0.2 Ω. The relevant parameter settings of cable and power system are consistent with the theoretical calculation. For the power frequency simulation system, the simulation step is 1 μs and the overall simulation time is 1 s. To verify the feasibility of the established ATP-EMTP simulation model, the analytic calculation of the sheath current based on theoretical equations in (1)–(12) is carried out in MATLAB software.
[image: Figure 6]FIGURE 6 | Simulation model of induced current in cable sheath.
It can be seen from Figure 7 that the maximum value of induced current in the metal sheath is about 100 A, with current amplitudes in two phases out of the three phases that are very close, and the current amplitude of the other phase is about half of the maximum. The phase angle of the two-phase current components with the same amplitude is also relatively consistent, whereas the phase angle of other phase current is 1/8 power frequency cycle away from them. At the same time, the existence of the commutation device has a significant effect on both the amplitude and phase angle of the sheath currents.
[image: Figure 7]FIGURE 7 | Simulation results of the induced current of the cable sheath under normal operation.
The comparisons of calculated induced cable sheath currents under normal operation by the MATLAB and the ATP-EMTP are listed in Table 2. It can be seen from Table 2 that the modeling results of EMTP software are basically the same as the calculation results of the theoretical derivation formula in MATLAB, which confirms the feasibility of using ATP-EMTP modeling method to calculate the changing trends of sheath-induced current under different system defects.
TABLE 2 | Simulation and theoretical calculation results of the induced current of the cable sheath
[image: Table 2]4.3 Protection Boundary Based on Sheath Current Measurements
To get a clear protection boundary for active fault diagnosis, the current measured at the cable cross interconnection under normal operation is normalized in the unit of p.u. and set as the reference. Then the induced current under different cable sheath defects is compared with the reference value, expressed as multiples of the reference. In Khamlichi et al. (2017), a specialized ranking for the induced cable sheath current is proposed, that is, the fault currents expressed as multiples of the reference values are further divided into four discrete levels, namely 0, 1, 2, and 3. The basis of this ranking is to eliminate the up-and-down fluctuation of the normal sheath current value by 25%. Once exceeding this value, a real fault is determined. However, the definition of large fault current in this ranking is not clear enough. Therefore, an improved ranking method is proposed in this paper, with the separation of the judgment range of large fault current defined by 3.5 p.u. boundary. Table 3 presents the details for improved rankings.
TABLE 3 | Judgment standard for induced current of cable sheath
[image: Table 3]By using the improved ranking method, the electromagnetic defects that occurred in the cable can be represented by a 6-bit general code, and the combination of different codes can reflect the defect type and location of the cable sheath in real time. Considering the normal current fluctuation, the fluctuation amplitude is set as 25%, with the 6-bit code for normal condition displayed as 111111. Once the 6-digit code is different from 111111, certain faults or defects possibly occurred in the wind power transmission system.
5 SIMULATION VERIFICATION AND PRACTICAL APPLICATION
According to the authorized operation data of offshore wind transmission systems, three kinds of defects are analyzed as follows: loss of electrical continuity of cable sheath grounding circuit, water immersion in the junction box, and short circuit between the connector segments.
5.1 Simulation Verification and Analysis
5.1.1 Loss of Electrical Continuity of Cable Sheath Circuit
Electrical continuity refers to the electrical continuity of the grounding line. In ATP software, the defect is simulated by inserting infinite resistance into each circuit of the cable sheath, and the defect location is selected at starting terminal Tb, first intersection C1, second intersection C2, and terminal TE (refer to Figure 2). The current measuring results come from a set of six sensors (i1a, i1b, i1c, i1c, i2A, i2b) and C2 (see Figure 2) located at the intersection of two sheaths.
1) Horizontal Layout of Submarine Cables
In case of electrical continuity loss defect in the sheath grounding circuit, the induced current of the cable sheath under different defect positions shall be obtained, and the current value under the corresponding defect fault shall be compared with the reference value under normal operation. It is indicated that when the electrical continuity is lost at a certain position in the cable sheath grounding circuit, the cable induced current at other positions except this position is relatively close, but the cable sheath induced current drops to very small at the position where the electrical continuity is lost. Comparing the rated induced current value of cable sheath, the generated standardized code indicates the defect type, which is shown in Figure 8.
2) Trefoil Layout of Submarine Cables
[image: Figure 8]FIGURE 8 | Defect code diagram of electrical continuity loss of cable sheath in horizontal layout.
When the sheath grounding circuit has electrical continuity loss defects, it is indicated that when the cable with three-leaf layout encounters sheath electrical continuity loss defects, the situation is similar to that of the cable with horizontal layout. Except for the locations where defects occur, the induced current values of the cables at other locations are relatively close. Comparing the rated induced current value of cable sheath, the generated standardized code indicates the defect type, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Code diagram of electrical continuity loss defect code diagram of three-leaf layout cable sheath.
It can be seen from Figure 9 that when the electrical continuity loss also contains the disconnection in sheath junction box internal due to breakage or broken wires. In the simulation setup, broken wire was selected to simulate this situation, the simulation results are consistent with the other stimulation using insertion of large resistors, this is because in EMTP software, when resistance greater than 1E8 is embedded into the circuit, the software automatically recognize the circuit as in a disconnected state.
5.1.2 Water Immersion of Junction Box
Water immersion in the junction box connecting the sheath could cause the three cable sheaths to be immersed and short circuit at the same time. This defect is realized in the ATP through a three-phase short circuit at the corresponding sheathed junction box. It is indicated that when the junction box has a water immersion defect, it has a greater impact on the induced current in the cable sheath, and some locations could have a fault current far greater than the rated current. The specific current value is compared with the rated induced current value of the cable sheath, with the normalized code indicating the defect type, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Code diagram of water immersion defect in the horizontal layout of the cable sheath junction box.
It can be seen from Figure 10 that multiple consecutive values of three appear in the defect code, and there is no value of 0, indicating that the fault is that the junction box is immersed in water, and C1 and C2 are both immersed in water.
5.1.3 Short-Circuit Between Section Sheaths
The probability of short circuit between normally arranged cable sheaths is small, but when cross interconnected commutation device is configured, short-circuit fault occurs easily between cable sheaths in the interconnection junction box. In ATP-EMTP software, a very small resistance can be connected on both sides of the interconnection junction box to realize this defect. Taking the short circuit of cable sheath at junction box C1 as an example, the typical differential current indicates that when the short circuit between the metal sheaths at the cable cross interconnection box has a great impact on the induced current in the cable sheath, a fault current far greater than the rated current would appear in some locations, and at the same time, a fault current far less than the rated current appears. The value of the fault current and the specific current value are compared with the rated induced current value of the cable sheaths, and the standardized code generated indicates the defect type, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | Code diagram of short-circuit defect code of horizontal cable sheath section.
It can be seen from Figure 11 that there are multiple consecutive values of three in the defect code, and the accompanying value of 0 indicates that the fault is a cross-sectional short-circuit defect, and then the specific indication code is compared to further determine the location of the defect.
5.2 Hardware Implementation of the Proposed Active Protection Scheme
The practical implantation of the active protection scheme can be carried out as shown in Figure 12. The hardware for sheath current measurement and processing consists of four parts, i.e., data collection units embedded on the cable with sampling rate of 2 MHz and powered by ultracapacitors. These data collection units can be directly retrofitted from the broadband current monitoring systems mounted on the overhead line transmission system (Si et al., 2016). Then the collected sheath current data can be transferred through the optical fiber embedded in the submarine cable and gathered at the onshore control room. After data normalization, the sheath current data would be processed by the proposed active protection algorithm on PC. Eventually, the precise fault location, risk level, and fault types of the electromagnetic transients can be classified.
[image: Figure 12]FIGURE 12 | Hardware topology of sheath current-based active protection system.
Particularly, the working principles for current collection units, which are used to carry out online monitoring of the sheath current, are described. This unit could realize the full wave recording of low frequency at ∼kHz and triggering wave recording of high frequency at ∼MHz. The full wave recording records all waveform at ∼kHz acquisition speed, and triggering wave recording triggers waveform recording of ∼MHz according to the frequency or current amplitude disturbance of signal collected at ∼kHz. The integrator is used to integrate the signal of Roche coil to obtain the line power frequency current and transient current waveform. The data acquisition module is used to collect, calculate, and analyze the collected power frequency current signal, and collect and store the transient current waveform signal. The module could use A/D converter chip for high and low frequency, with sampling rate in the order of Ksps for low frequency and Msps for high frequency. To record data on time, triggering should be carried out to record the waveform data of few seconds before and after the occurrence of trigger. The time could be initially set as 1.2 s before and 1.2 s after the occurrence of trigger. The power module could supply power to the online data collection unit through wire induction and supercapacitor. The sampling data of the current data acquisition unit are uploaded to the main station of the system through the fiber channel. The size of each measurement unit is less than 2 kg and the diameter is less than 200 mm. Compared with the general sea cable, the cost is almost the same and will not have a significant impact on cable transformation and laying.
6 CONCLUSION
An active protection scheme for offshore wind power transmission systems connected with HVAC submarine cables is proposed in this paper. Simulation results illustrated that the method can accurately locate the fault areas of electromagnetic transients when the cable sheath current is measured and normalized appropriately, and this protective scheme is effective for achieving a combination of control and protection through the data communication of optical fibers in the submarine cables. Compared with the conventional on-line monitoring protection methods, this technique only needs to add few signal injection modules with high sampling frequency into the submarine optical fibers. The proposed method is also unaffected by measuring noise and cable distributed capacitance. The new protection scheme is therefore feasible for industry application in large and complex offshore wind farms.
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As an important part of smart grid construction, the distribution network (DN) optimization problem has always attracted great attention, especially under the background that large-scale penetration of distributed generators (DGs) and electric vehicles (EVs) into building cluster poses both opportunities and challenges to the energy management. This research presents a hierarchical optimization strategy, for improving the safe and economical operation of DN considering the DGs and EVs integration. In Stage 1, the MPPT control model of DGs is designed to obtain the best energy conversion efficiency. In Stage 2, load models of EVs and battery energy storage system (BESS) under coordinate charging/discharging stimulated by a time-of-use incentive mechanism are established respectively, to achieve a load curve with a minimized peak-to-valley difference (PVD). In Stage 3, aiming for the best compromise between the active power loss and node voltage excursion, daily optimal scheduling of the static Var compensator (SVC) capacitors is dynamically worked out according to the varying power demand, as the solution for the defined multi-objective optimization problem. For enhancing the convergence speed, an advanced genetic algorithm with elite preservation strategy is employed. The proposed hierarchical strategy is demonstrated on an IEEE 33-node DN test case, and the simulation results show that first, the MPPT control ensures the maximum power outputs of DGs; next, power supply pressure could be relieved by the load shifting effects of the coordinated vehicle-to-grid (V2G) service and BESS configuration, reflected in the decreased load peak from 4,370.1 to 3,424.99 kW, and the optimized PVD from 1763.8 to 703.8 kW; meanwhile, via applicable power planning of the SVC components, optimized power loss and voltage quality can both be achieved, proving the feasibility of the optimization strategy, which promotes the economic and reliable operation of the DN system.
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1 INTRODUCTION
With the sustainable development of the energy industry, the excessive exploitation of traditional fossil energy has brought increasingly severe environmental pollution problems such as energy resource shortage and climate change, making it extremely urgent to utilize renewable energy as an alternative for fossil fuels (Brockway et al., 2019; Xiong et al., 2020). In recent years, the large-scale penetration of renewable resources and new energy equipment alleviates the energy crisis, while also bringing rigorous challenges to the power system optimizing configuration and secondary energy rational utilization (Peidong et al., 2009). For example, the randomness and intermittency of power generated from wind turbines (WTs) or photovoltaic cells (PVs) and the time-space dimensional decentralization of electric vehicle (EV) charging, induce more uncertainty for present distribution network (DN) operations than ever before, as well as problems involving harmonic pollution (Siahroodi et al., 2021), three-phase voltage imbalance (Islam et al., 2020), and transformers aging (Elbatawy and Morsi, 2022). Particularly, the enlarged peak-to-valley difference (PVD) of the load curve puts forward higher requirements for the power system. The safety and economy, expressed as node voltage excursion and active power loss respectively, are commonly regarded as crucial indices reflecting the operation state of the DN (Dong et al., 2019). The serious peak load arisen from the aggregated charging behaviors of EV owners probably causes low-voltage even blackout, concurrently increasing system loss. Hence, guiding measures for coordinated regulation should be taken to minimize the negative influences of integrated renewable energy and EVs while satisfying the power and travel demands of customers.
Recently, the integrated energy system (IES) has been greatly supported by the Chinese government and turned into a research hotspot, since it benefits the integration of renewable energy and the coordinated development of the multi-energy system. Under the background of the IES, the management idea for the DN has changed from supply-oriented to demand-oriented (Zhang et al., 2018), which integrates the functions of distributed generation control, real-time monitoring, information sharing, and market transactions. This makes for better accommodation and scheduling abilities to diversify distributed energy equipment.
To stabilize the output fluctuation of renewable power generation, the battery energy storage system (BESS) has become a key supporting unit to improve the compatibility level for the WT and PV of the DN. By power transferring through electrochemical charging/discharging, the BESS not only enhances the utilization of clean energies, bringing higher economic benefits to the regional grid but further improves the reliability of the power supply. A hierarchical coordinated control strategy with the fast-response BESS to suppress high fluctuations associated with DGs outputs has been developed based on the MPC framework (Zhang et al., 2021). Moreover, as part of a vehicle-to-grid (V2G) system (Luo et al., 2020), EV can also be regarded as a controllable power resource, to realize the bidirectional power flow between the building cluster and DN. According to previous studies (Zeng et al., 2020; Fang et al., 2021), the time-of-use (TOU) price mechanism is an effective method for integrated demand side management, which creates an economic incentive for users to adjust their charging/discharging time. For example, residential customers plug in their vehicles during off-peak hours and discharge in peak regions to produce V2G profits. This helps to reduce the risks of distribution transformer overloading and power outage and stabilizes the load fluctuation by valley filling and peak shaving, thus balancing the demand and supply. These findings could enlighten us about solving the optimizing configuration problem of the EV-integrated DN.
Tremendous efforts have been devoted to DN optimization referring to multi-source cooperation. A voltage regulation model was proposed in a study by Mahmoudi et al. (2021) to enhance the voltage quality of the power system with EVs penetration; nevertheless, the active loss is not included in the objective function. Contrarily, Chen G. et al. (2013) analyzed the model for DN reconfiguration, with the single optimization function of power loss. Zarei M et al. designed a multi-objective optimization model for DN reconfiguration, considering the uncertainties of load variations and power production of DGs (Zarei and Zangeneh, 2017). For simultaneous optimization of power loss and voltage stability of the DN, reactive compensation measures, carried out through static Var compensator (SVC) capacitor generally in studies by (Xu et al., 2021) and (GholamiFarkoush et al., 2019), are always taken. Studies by (Wu et al., 2021) and (Tan and Chen, 2020) mainly focus on power management under the predictive control strategy for charging EVs, while they are only regarded as stochastic charging loads rather than controllable units which could participate in energy dispatch, and the V2G functions are not included. In a study by Jiao et al. (2021), a multi-objective optimization model emphasizing the EV integration to a smart DN is described, with the EVs scheduled in response to TOU price. Since the charging or discharging plan is generated with fixed peak and valley periods, it may not be suitable for the time-varying loads.
As analyzed above, earlier reports on the DN optimization operation concentrated on single or combinative objective functions of node voltage fluctuation and active power loss; however, these works entailed some deficiencies including the following aspects: (1) optimization scheduling did not involve wide-range types of energy resources, such as EVs or DGs, which were disregarded in some previous works; (2) utilization efficiency perfection of DGs was ignored; (3) EVs were only treated as stochastic charging loads; and (4) the dynamic dispatch of EVs was not considered.
To overcome the shortcomings of previous works, a hierarchical optimization strategy is proposed in this study, which combines the maximum power point tracking (MPPT) control of the DGs (Stage 1), coordinated V2G service, and BESS dispatch for minimized PVD via the positive guidance of the TOU mechanism (Stage 2), with dynamic reactive compensation for maintaining the reliable and economic operation of the DN (Stage 3). The tradeoff between node voltage excursion and active power loss is selected as the objective function to be optimized, and an improved genetic algorithm (GA) with elite preservation strategy (EPS) owning fast convergence is adopted to solve the best daily scheduling plan for the SVC component while meeting all constraints of the DN. An IEEE 33-bus system involving WT, PV, BESS, and EVs accessed to the building cluster is taken as the research object, to validate the effectiveness of the optimization model. In Stage 1, MPPT control improves the energy conversion efficiency of DGs and reduces the power supply pressure of the DN. In Stage 2, EVs participate in energy management as flexible loads, and functions including stabilization of the DGs’ output fluctuation and power load shifting are realized through coordinated dispatch of EVs and the BESS. In Stage 3, the multi-objective economic-secure optimization problem is dynamically worked out through SVC being put into operation, and the significant advantage of load shifting is highlighted by the statistical result comparison of relative voltage fluctuation and power loss, further confirming the effectiveness of the hierarchical scheduling approach.
2 A HIERARCHICAL OPTIMIZATION FRAMEWORK
A smart DN is mostly configured as an energy cascade utilization system, enabling free power flow among multiple energy sources, and provides power to residents through building cluster. Figure 1 briefly illustrates the structure of the DN containing dispersed multi-source. Specifically, the demand side involves basic power load, BESS to be charged, and scattered EVs connected to the building cluster. The schedulable supply side includes diversified distributed energy sources (such as WT, PV, bidirectional EV chargers, and BESS), to satisfy the power demand of residents. EVs are not regarded as traditional loads since they can also act as power suppliers. For the V2G application, EV devices not only provide customers with charging services but also allow the owners to interact with the power grid and make V2G profits by selling excessive energy back to the grid at an appointed electricity price level. Overall, the optimization strategy of the multi-source DN is intended to maintain stability and improve the energy efficiency of the whole system through power control over the distributed energy resources based on their operation features. On the premise of that daily power demand, information is collected, and the impacts of EV traveling and distributed energy equipment working are confirmed; the efficient planning and operation of the supply side can be carried out according to users’ willingness, under the guidance of distributed cooperative control, to finally achieve the comprehensive optimization dispatch from the demand side response, energy interaction, and DN operation perspectives. In this study, a hierarchical optimization strategy for the smart DN with multi-source integration is proposed, and the framework is presented in Figure 2.
[image: Figure 1]FIGURE 1 | Schematic of the multi-source DN.
[image: Figure 2]FIGURE 2 | Block diagram of the hierarchical optimization procedure.
In Stage 1, the optimal operation control of distributed renewable energy generators is implemented. MPPT measures are taken to maximize the working efficiency of WT and PV, to make full use of clean energies to alleviate the power supply pressure of the grid. In Stage 2, from the economic and security views of the power system, minimizing the PVD concurrently suppressing the power fluctuation created by DGs is selected to be the optimization objective in this stage, and an incentive method for EVs coordinated scheduling is introduced, wherein TOU measure is utilized to provide an economic incentive to make EV owners charge during less congested regions and discharge in peak hours, combined with the variable power charge/discharge control of the BESS. Resultantly, the charge/discharge guidance of the connected EVs could be determined by figuring out the optimal peak and valley periods, and the real-time output plan of the BESS configuration associated with load shifting could also be solved. In Stage 3, based on the power load after peak shaking and valley filling function of EVs and BESS collaborative services, SVC is put into operation for reactive power compensation. The coordinated structure formulated as a comprehensive objective function aiming to concurrently minimize the active power loss and node voltage excursion of the DN is established, and the optimal daily output schedule of SVC capacitors can be dynamically obtained. The strategy not only maintains the balance of power supply and demand but favors the running costs and voltage quality, merging the high energy efficiency, economy, and security for system operation. Analysis of mathematical modeling of the hierarchical optimization problem is given next.
3 STAGE 1: MPPT CONTROL OF DGS
Renewable energy power generation such as WT and PV has the characteristics of non-pollution and sustainability but is intermittent and time-varying. The MPPT control method is employed to maximize the output efficiency and improve the response speed of the renewable power generation system, which is directly related to the effective utilization of wind and solar energy and the safe operation performances of the generation system. Specifically for the WT running characteristics, as provided in Figure 3, under a constant blade pitch angle, the wind energy utilization coefficient changes with the tip speed ratio (Luo and Niu, 2016), and each wind velocity corresponds to an optimal mechanical speed of WT ωmax, for example, S for wind velocity V1 and P for V2, which makes the WT operate at MPP. By depicting all MPPs under different wind velocities, it forms a maximum power curve. Hence, it can be seen that satisfying the equation ωm = ωmax is the essential task for the MPPT control of WT. Similarly, for the PV generation system, which usually covers the PV panel, Boost circuit, inverter, and load, the duty cycle D of the switching device in the Boost circuit can be taken as the control parameter for MPPT to well reduce the complexity of the system. More precisely, the temperature changes mainly affect the PV output voltage, while the irradiation changes mainly affect the PV output current, and under a given temperature and sunlight intensity, the intersection point of the load-line with the PV characteristic determines the operating point (Koutroulis et al., 2001). Consequently, the maximum power production is based on the load-line regulation by means of adjusting D to realize impedance matching, that is, the equivalent input resistance of the power converter equals the internal resistance of the PV cell (Podder et al., 2019), to impel the working point to move toward the MPP correctly, and the process is declared in Figure 4.
[image: Figure 3]FIGURE 3 | Characteristic curve of WT generation.
[image: Figure 4]FIGURE 4 | Characteristic curve of PV generation.
Due to the connection through a gear box, the WT rotational speed ωm is directly proportional to the wind generator speed ωr; thus, the optimal ωmax of WT corresponds to a reference ωr* of the generator. According to Figure 3, if the detected ωr is equal to ωr*, which indicates that the generation system operates at the MPP as expected, the excitation current value ic of the wind power generator can be maintained. If the detected ωr<ωr*, manifesting that the generation system works at Region І, and it is necessary to increase ωr to approach the MPP; while ωr>ωr* represents the operation state of the WT generation system at Region Ⅱ, and ωr should be decreased to improve the conversion efficiency. Under such a non-equilibrium condition, regulation principles are established:
1) Region І: a positive speed variation Δωr illustrates that the working point is close to the MPP along the path 1 direction, and ωm increasing indicates that the output of the WT Pm may be greater than the generator Pg, and the excitation current ic of the generator should be enhanced for power matching; contrastively, a negative Δωr signifies that the working point moves far away from the MPP along the path 3 direction, and the excitation current ic needs to be rapidly reduced to satisfy Pm > Pg, which drives the increase of ωm and ωr, and guarantee the correct moving direction.
2) Region Ⅱ: the WT generation system works in the high-speed area of the characteristic curves, and thus whether the working point moves along path 2 or 4, the generator output power Pg should be improved for optimal efficiency, that is, the excitation current ic needs to be increased in this region.
Similar to WT analyzed above, the MPP tracking principle for PV generation also can be summarized as follows: if the PV generation system operates in Region І, the duty cycle D of Boost circuit should be increased, while D must be reduced as a response to the operating points in Region Ⅱ.
4 STAGE 2: COORDINATED SCHEDULING OF INTEGRATED EVS AND BESS
The explosive growth of these DGs’ penetration brings power rush and uncertainty problems to the DN. Since the connected EVs and BESS can both function as power buffer for intermittent DGs and backup power supply, matching the bidirectional EVs and BESS equipment for power smoothing is always considered as a simple and effective measure to solve the above problems.
4.1 Coordinated Scheduling of Integrated EVs
In the presence of large-scale penetration of EVs into the building cluster, the load pressure, operating costs, and reliance on DN will be increased. Dispatch facilitates are coordinated to boost the utilization efficiency of EVs and improve the demand side flexibility. Due to the intrinsic advantages such as operational safety and energy density, the lithium-ion batteries of 25 kWh are selected as the power battery for EVs (Barcellona et al., 2019), and the charging power maintains at 2.5 kW for a single vehicle. Concurrently, the safety threshold of the state of charge (SOC) is defined to be (10%, 90%); hence, it can be inferred that the charging/discharging could not last for more than 8 h. This is supposing that the power consumption for an EV is 15 kWh per 100 km, and the theoretical endurance mileage can be calculated as 133 km.
4.1.1 Aggregated Charging of EVs
Aggregated charging of EVs could be explained as charging behavior only according to customers’ travel needs or living habits, without any guiding principle. The EV travel follows a probability density distribution represented in Eq. 1 (Qian et al., 2010) and depicted in Figure 5 as well, as follows:
[image: image]
where μd = 3.20, σd = 0.88, and x denotes the daily mileage of EV (mostly lies between 32 and 97 km), so a charged 25-kWh battery can provide sufficient energy to meet daily driving requirements. Monte Carlo random sampling can be used to predict the charging power demand for a single EV during a day. In this study, a day is divided into 24 periods, with sampling of the states of EVs per hour. The charging expectation for a single vehicle is shown in Figure 6.
[image: Figure 5]FIGURE 5 | Daily probability of driving distance.
[image: Figure 6]FIGURE 6 | Original charging requirements for a single EV.
4.1.2 Coordinated Dispatch of EVs
The three-stage TOU price is designated to establish a positive guidance for the charging/discharging process of the EV owners. Depending on the load change of the power grid, the corresponding electricity price level of each period is confirmed, to achieve peak shaving and valley filling. In the modeling process for V2G service based on TOU, minimizing the PVD of the power load in the DN is chosen as the optimization objective, and some application background is specified as follows:
1) The battery power meets the driving demand of the EV owners, and there is no other power consumption behavior besides the normal travel.
2) User charge or discharge without exceeding the safe range of the SOC, and 80% of the total owners participate in the coordinated dispatch (d = 0.8).
3) mv, mp, and mf are defined as the electricity price of the valley, peak, and normal period, respectively, and then the price model mt can be described as follows:
[image: image]
where t1–t4 represents the start and end moment of the valley period and the peak period, respectively.
4) Before charging/discharging, the owners can query the current battery status of the EVs and independently select the charging/discharging time. The parameters tsc, tc, tsd, and td are defined as follows:
tsc, tsd -the start moment for users to charge/discharge; tc, td -duration of the charging/discharge process.
EV users participating in the V2G dispatch can severally choose tsc or tsd according to Eqs 3, 4:
[image: image]
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where rc and rd are random numbers ⊂ [0, 1] interval. It can be known that for the coordinated EVs dispatch model, t1–t4 determine the peak and valley areas, and hence are key factors for optimal V2G service quality, which lays an important foundation for the subsequent multi-objective DN scheduling.
4.2 Optimal Planning of BESS
The BESS system is commonly connected to the power grid together with the DGs, for smoothing the power fluctuation of renewable power generation. Similar to EVs, BESS can also operate in both charge and discharge states, and it can run through all parts of the power system. Recent research on the application of BESS mainly focuses on two issues: a dispatch from the perspective of BESS cost and load shifting to directly achieve peak shaving and valley filling. Through BESS modeling, the best charge/discharge plan can be solved. BESS could work in both of fixed and variable power mode, considering that although the control process of the fixed power mode is relatively simple, the output of BESS may exceed the power demand; hence, the variable power control mode is selected in this study to guide the charging or discharging behaviors of the BESS system and satisfy the real-time power demand of residents dynamically and, finally, acquire a daily load curve with minimized PVD. Suppose that the initial SOC of the BESS is 10%, pc_bess(t) and pd_bess(t) denote the charge and discharge power demand of BESS at the tth moment, and ηc and ηd demonstrate the charge and discharge efficiency factors, respectively, Under the BESS power balance principle in Eq. 5, the variable power charge/discharge control is designed as the following steps and represented in Figure 7:
[image: image]
1) Collect temporary data of basic power demand, PV and WT power generation with MPPT control, and coordinated charging/discharging states of EVs in the regional DN.
2) According to the gathered information in (1), determine the peak shaving line of the BESS, and calculate the capacity required for daily load peak shaving, which concurrently equals to the capacity to be absorbed for the BESS during off-peak hours.
3) Set a horizontal line at the minimum load as the valley filling line and gradually move it upward with a certain step size until the output power balance is satisfied.
4) Confirm the optimal peak shaving and valley filling line, thus obtaining the solution of the daily output plan of the BESS and completing the BESS scheduling process.
[image: Figure 7]FIGURE 7 | Variable power charge/discharge control flow of the BESS.
5 STAGE 3: MULTI-OBJECTIVE REACTIVE COMPENSATION OF DN
The guiding ideology for the whole DN optimization can be concluded as follows: on the premise that the parameters including branches and loads are known and various constraints are satisfied, dynamically adjust the output of the SVC capacitor banks to optimize the comprehensive indices of active power loss and voltage excursion. Finally, the economic and safe operation of the multi-source DN can be achieved.
5.1 Objective Function
The optimization objective function comprises two important issues: active power loss and node voltage excursion of the DN.
1) Active power loss
The first objective is the minimization of the total active power loss of the DN, which can be mathematically modeled using Eq. 6:
[image: image]
where P′Lij and PLij, denote the active power loss of the branch (i, j) before and after optimization, respectively.
2) Voltage excursion
Node voltage is an important indicator reflecting the security and service quality. To avoid all the voltages moving toward their maximum limits after optimization, the deviation of voltage from the rated value is chosen as an objective function as shown below:
[image: image]
where U’j, Uj, and UjN, respectively, represent the actual voltage of the node j before and after optimization, and the rated voltage of the node j.
Combining the above two indicators, the objective function can be expressed as follows:
[image: image]
where ω1 and ω2 are the weight coefficients for the two optimization objectives (ω1 = ω2 = 0.5). The penalty function is used to deal with the node voltage out-of-limit problem and Ujmin and Ujmax are the minimum and maximum voltage values of the node j, while μ indicates the penalty factor (μ = 1000), and ΔUj is defined as follows:
[image: image]
5.2 Constraints
The basic constraints of DN optimization mainly include equality constraints (power flow) and inequality constraints as follows:
1) Equality constraints:
[image: image]
where [image: image] and [image: image], respectively, represent the output power of WT and PV at the tth moment; besides, [image: image] and [image: image] denote the real-time discharge demands of dispersed EVs and BESS devices, which is positive in the discharging state and negative in the charging state. [image: image] expresses the actual purchased power from the grid if the power supply depending on the distributed energy equipment is less than user demand, and [image: image] is the basic load of the DN at the tth moment.
2) Inequality constraints:
1) SOC constraint of EVs and BESS:
[image: image]
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where [image: image] and [image: image] illustrate the maximum output capacities of the WT and PV generation units; Ct and Cmax denote the output compensation capacity of the installed SVC capacitor bank at the tth moment, and its maximum capacity, respectively; CNt is the capacity of a single capacitor included in the capacitor bank at the tth moment; k is the number of single capacitors on each compensation node.
5.3 Algorithm
The purpose of multi-objective optimization is to determine a set of Pareto solutions, which take each optimization objective into account. GA is a global probability searching tool, including selection, crossover, and mutation operators to retain the high-quality individuals in the population. Herein, in order to improve the convergence speed of the traditional GA, EPS policy is introduced, which is featured with that the excellent individuals owing the best fitness are gathered to form a sub population and directly copied to the next generation without participating in the crossover and mutation steps. It could protect the elite individuals from the disturbance of crossover and mutation operations in the traditional GA, thus improving the stability and convergence of the algorithm. Moreover, the crossover probability Pc and mutation probability Pm are adaptively adjusted following the fitness values, which are perfected as Eqs 15, 16 (Huang et al., 2020):
[image: image]
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where Favg, Fmax, F′, and F″, demonstrate the average and maximum fitness value of individuals, the better fitness of the two crossover individuals, and the mutation individuals, respectively. k1–k4 are set to be 0.5, 0.9, 0.02, and 0.05. By improving Pc and Pm, individuals with higher fitness value than the average correspond to lower crossover and mutation probability, while individuals below the average correspond to higher Pc and Pm, which helps to duplicate the good individuals and eliminate the bad solutions. Figure 8 shows the flowchart of the algorithm. After the load flow calculation of the initialized population, 20% of the individuals with the best compromise effects between the two objective functions are reproduced directly to the next generation, while the rest are selected using the roulette wheel method and generated according to the crossover and mutation operations. The global optimal solution is acquired through an iterative calculation, with the group size 30 and iteration 500.
[image: Figure 8]FIGURE 8 | Flowchart of the optimizing process via the developed GA with EPS.
6 RESULTS AND DISCUSSION
The standard IEEE 33-node power DN system shown in Figure 9 is taken for verification, and its load information is detailed in Reference (Huang et al., 2020). The basic parameters of the network for the per-unit system are 10 MVA and 12.66 kV. The proposed hierarchical optimization strategy is implemented on the MATLAB platform, and the research cycle is 24 h. The IEEE 33-node DN mainly contains: (1) residential building load (original power load without DGs and EVs integration), which is assumed to evenly distribute on four nodes: 3, 10, 18, and 32. Considering the time-varying characteristics of the daily load, a series of residential building load data for a certain day are collected from the study by Huang et al. (2020), with the PVD of 1763.8 kW, as shown in Figure 10. (2) Renewable energy power generation. DG1 (WT) and DG2 (PV) are installed on nodes 2 and 5, respectively, with the optimal output power under MPPT control. For the day studied, meteorological data involving wind velocity, temperature, and sunlight intensity (Hosseinalizadeh et al., 2016) associated with renewable energy power generation are depicted in Figures 11, 12, with sampling per hour in view of the randomness and uncertainty of climate. (3) BESS, positioned at nodes 3 and 10, with individually rated power of 100 kW and capacity of 500 kWh. According to (Yao et al., 2017), the charge/discharge efficiencies are selected as ηc = 0.95, ηd = 0.9, respectively. (4) SVC, placed on the weakest two nodes for compensation, and each capacitor bank is supposed to provide the maximum capacity Cjmax = 1 Mvar. (5) EV charging loads, which can also be deemed as power suppliers under the V2G mode. It is assumed that 500 EVs are accessed to the building cluster, with the charge/discharge power of 2.5 kW. Furthermore, the convergence accuracy of power flow calculation is 10–4.
[image: Figure 9]FIGURE 9 | IEEE 33-node system.
[image: Figure 10]FIGURE 10 | Daily original power load.
[image: Figure 11]FIGURE 11 | Daily wind velocity data.
[image: Figure 12]FIGURE 12 | Daily temperature and irradiation intensity.
6.1 Discussion of Simulation Results in Stage 1
Based on the collected daily wind velocity, temperature, and irradiation intensity distribution data in Figures 11, 12, the output of WT and PV under MPPT control can be obtained, as shown in Figure 13. Despite the randomness of the climate, the DGs achieve the maximum output power within a short self-regulation time, concurrently with small oscillation and thus desired power equality. Concretely, from the original building load curve, it is obvious that the power system is most prone to blackout at about 19:00, with the peak load of 4,370.1 kW. The MPPT control impels the WT and PV system efficiently operates with 631.82 and 23.28 kW, making the power demand optimized to 3,715 kW under Scenario 1 (decreased by 14.99%), which is conducive to alleviating the power supply burden of the DN (Figure 14). Besides, among all the MPPs, the PV system has the maximum daily output power of 610.35 kW at 13:00, due to the high temperature and sunlight at noon, while the maximum power of WT (747.80 kW) occurs at 2:00. These moments are not identified as peak power demand hours, and hence the high-efficiency operation of DGs may not be beneficial for valley filling of the load curve and affect the load rate as well as peak regulation management of the power system.
[image: Figure 13]FIGURE 13 | Output of DGs under MPPT control.
[image: Figure 14]FIGURE 14 | Load curve after MPPT control of DGs.
6.2 Discussion of Simulation Results in Stage 2
According to the operation modes of EVs analyzed in Section 4, the simulation research is carried out for three scenarios: Scenario 1 represents the power load with DGs compensation, whereas without integrated EVs or BESS; Scenario 2 is the aggregated charging mode of the 500 EVs, which are connected to charge station without guiding measures; while 80% of the EVs are turned on to be coordinated V2G operation mode in Scenario 3. Based on Stage 1, fully considering the travel demands of the EV owners, the load curves with integrated EVs under Scenario 2 and 3 are obtained, respectively, as exhibited in Figure 15.
[image: Figure 15]FIGURE 15 | Load curves under different scenarios.
It can be observed that the original power load between 17:00 and 20:00 is intensified by aggregated EVs charging behavior, which puts forward higher requirements for the power supply of the DN. Concretely, for the load curve under Scenario 1, the peak load of 3,715 kW occurs at about 19:00, which would be further increased to 4,166.9 kW under Scenario 2, meaning that the overloading even power outage is most likely to take place at 19:00. Contrastively, under Scenario 3, the introduction of TOU price fully makes use of the energy reserve capacity and bidirectional power flow of EVs and realizes the power load shifting by encouraging owners to charge in valley hours and discharge in peak hours. The optimal peak and valley periods are, solved as (15:00–23:00) and (23:00–7:00), respectively, and the peak load at 19:00 is optimized to 3,608.3 kW (decreased by 13.41% compared to that of Scenario 2); concurrently, the PVD is evaluated to be 1,087.1 kW, decreased by 41.75% in contrast to the PVD of 1866.3 kW under Scenario 2. From the above analysis, it can be noted that residential power demands during peak hours can be effectively reduced, and the load curve is remarkably smoothed after peak shaving and valley filling, conducive to the subsequent active power loss and node voltage excursion optimization.
Through the power flow analysis, voltages for all of the nodes at 19:00 are also calculated (exhibited in Figure 16). Supposing that a voltage dip lower than 0.95 p.u. or a voltage higher than 1.05 p.u. is deemed as voltage out-of-limit, then it is discovered that the integration of the building load increases the power supply burden of the DN system, since the voltage drop problems are more serious. Only 11 node voltages are better than the lower bound, and the worst two occur on nodes 17 and 32 of 0.8378 and 0.8294 p.u.. DG1 and DG2 separately connected to nodes 2 and 5 can further support the system voltage. After the MPPT control for DG input (Scenario 1), the lowest value is still on the nodes of 17 and 32, which are raised to 0.8535 and 0.8472 p.u., and the relative voltage excursion of each node adds up to 2.9347 p.u., decreased by 10.54% compared to 3.2806 p.u. of the original building load. Next, with the integration of the EVs, it is discovered that the system voltage quality problem is intensified under the EV aggregated charging (Scenario 2), which causes the voltages of the two weakest nodes to seriously drop to 0.8451 p.u. and 0.8373 p.u. Contrastively, the system voltage is overall heightened on the coordinated regulation mode (Scenario 3), and the voltages of nodes 17 and 32 are raised up to 0.8555 p.u. and 0.8495 p.u., slightly better than the DN system operates in Scenario 1. Moreover, Table 1 illustrates the statistical results of the key indices involving the relative voltage excursion and power loss for the DN system under different scenarios. It is obvious that first, based on the flexible power supply of the DGs, MPPT control improves the utilization efficiency of clean energy and power capacity. Furthermore, due to the introduction of the TOU mechanism, the coordinated management of flexible loads inside the buildings not only boosts the utilization of EV but is conducive to the high efficiency and reliability of the DN operation. These follow the concept of energy conservation and emission reduction of the modern power system.
[image: Figure 16]FIGURE 16 | Voltage curves under different scenarios at 19:00.
TABLE 1 | Indices under different scenarios for the load peak at 19:00.
[image: Table 1]Furthermore, to elaborate the regulation results for the next control stage, the other two scenarios are defined.
Scenario 4: variable power dispatch of BESS, based on Scenario 3.
Scenario 5: SVC, capacitor banks put into operation based on Scenario 4.
Considering the impact of the intermittent generation from the integrated DGs on the power grid, the BESS system is commonly necessary for power load smoothing. Since the BESS has the attributes of source and load, it could further flatten the load curve by reasonably transferring power demand from peak to valley. Based on the variable power charge/discharge dispatch control of the BESS in Figure 7, it could be calculated that the peak shaving line (boundary 1) of 3,424.99 kW and valley filling line (boundary 2) of 2,793.49 kW make the PVD of the load curve reduce from 1,087.1 kW (Scenario 3) to 703.80 kW (Scenario 4, decreased about 35.26%). The peak shaving and valley filling effects and the real-time output of the BESS are shown in Figures 17, 18, respectively. The optimal scheduling of the BESS further consolidates the load shifting function, making the load curve more flat and centralized and conducive to power saving, to ensure more economic and safe operation of the power grid on the basis of the MPPT control of DGs and coordinated dispatch of EVs.
[image: Figure 17]FIGURE 17 | Load curves under different scenarios of EVs.
[image: Figure 18]FIGURE 18 | Daily dispatch plan of the BESS.
6.3 Discussion of Simulation Results in Stage 3
Ultimately, by using the improved GA with the EPS method analyzed in 5.3, the optimal compensation capacities of the SVC capacitor banks on nodes 17 and 32 are solved as 0.8513 and 0.9130 MVar, respectively. The risk of voltage out-of-limit is effectively reduced after reactive compensation, which can be testified by the final node voltage of 17 and 32 (0.9224 and 0.8961 p.u.), a significant improvement compared to values of Scenario 4 (0.8603 and 0.8520 p.u.). Based on the coordinated dispatch of EVs and BESS devices, Figure 19 declares the node voltages of the DN system at 19:00 before and after SVC capacitor compensation, emphasizing its excellent effect on voltage fluctuation suppression. After the proposed hierarchical optimization, the total voltage excursion is optimized to 2.0605 p.u. (decreased by 37.19% compared to that of the basic building load). More concretely, the daily output dispatch plan of the SVC can be dynamically solved out, as described in Figure 20. It can be observed that with the daily power load changing, the output capacity of the SVC is adjusted dynamically, to concurrently reduce the node voltage fluctuation and active power loss.
[image: Figure 19]FIGURE 19 | Voltage curves under different scenarios at 19:00.
[image: Figure 20]FIGURE 20 | Daily dispatch plan of the SVC.
In addition, as shown in Table 2, when the SVC devices are not installed (Scenario 4), the active power loss of the system is decreased to 575.99 kW; which will be further reduced to 514.90 kW when the reactive compensation is available (Scenario 5). Compared with the power consumption of 797.63 kW for the original building load, the reduction under Scenario 1–5 achieves 21.34, 10.68, 23.72, 27.79, and 35.45%, respectively. Therefore, the MPPT control of the penetrated DGs, combined with the reasonable dispatch of EVs and BESS, could weaken the burden of the DN for power supply. Concurrently, the multi-objective reactive optimization approach also ensures the significant improvements of system power loss and node voltage quality, proving that the proposed hierarchical optimization strategy in this study could obtain outstanding performances. It is noteworthy that the response degree of total EV owners d has a crucial impact on the optimal effects. A higher d means more owners participating in the V2G management and the more obvious effect of minimizing the PVD resultantly, which makes for enhancing the initiative of users by economic interests and, concurrently, the economy and security operation of the DN system.
TABLE 2 | Indices before and after compensation at 19:00.
[image: Table 2]7 CONCLUSION
As a demand-oriented energy supply system, a smart DN with multi-source coupling is a major strategic measure for domestic energy development and the trend of the global power system. However, owing to the hybrid access of user resources, natural resources, and time-space dispersed resources making the power supply diversified and unstable, the DN system faces great changes in architecture, which brings great challenges to the upper collaborative dispatch and optimization. Consequently, establishing on the fundamental principle of multi-source integration and DN optimization control, the hierarchical multi-source coordinated regulation strategy considering the penetration of DGs, EVs, and BESS is proposed in this study. Combining the efficient utilization of DGs, load shifting function of EVs and BESS, and the dynamic reactive compensation of SVC capacitor banks, the optimization strategy could effectively balance the tradeoff between active power loss and node voltage fluctuation, and its feasibility and effectiveness are illustrated through MATLAB simulation results. First, based on MPPT control, the self-optimizing processes of WT and PV output power are implemented for improving the power production efficiency of the DGs. Next, according to the dynamic load change, the TOU price mechanism is introduced to improve the initiative and utilization of bidirectional EVs and BESS by guiding the charging/discharging plans of the owners and achieving the peak shaving and valley filling function, which is significant for alleviating the power supply pressure of the DN. Finally, both total active power loss and node voltage fluctuation are selected as the optimization objectives, under the basic constraints, and the improved GA with EPS method is employed to determine the daily optimal SVC capacitor bank compensation plan for the multi-objective economic-secure scheduling problem. After the above hierarchical dispatch steps, the entire power loss and node voltage out-of-limit risk in the DN can be improved simultaneously, which promotes the economic and reliable operation of the regional DN. The research results in this study have good extensibility and may provide certain reference significance for exploring effective flexible load modeling and synergetic management technology of “source-grid-storage-load” system in the subsequent construction of smart DNs. Nevertheless, the application would be subject to some limitations. First, if other objective functions are also paid attention to, it is better to adopt efficient multi-objective solvers instead of a single-objective optimizer by regulating the weight coefficients ω1 and ω2. Moreover, influences of parameter uncertainties, such as DGs and power load are not taken into account in this study. Finally, if different types of distributed energy equipment are to be surveyed, mathematical models should be modified according to the actual running characteristics.
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Large-scale wind power connected to the grid efficiently reduces fossil fuel consumption, but extremely decreases grid inertial and increases frequency regulation pressure on the grid. Therefore, various wind farm-based frequency regulation technologies have been investigated in recent decades. Adaptive inertial droop control of wind turbines was considered as one of the most effective methods to enhance the inertia of the grid, because it can solve the decoupling problem between the power of wind farms and power system frequency. However, the present approaches mainly pay attention to the first frequency drop (FFD) or ignore the influence of control parameters. Hence, this paper proposes a black widow optimization algorithm (BWOA)-based step start-up adaptive inertial droop controller to smooth frequency fluctuation as well as alleviate FFD, the secondary frequency drop (SFD), and the third frequency drop (TFD). Besides, BWOA is employed to extract the best parameters of the designed controller under a 150-MW load increase. Then, the extracted parameters are used in three other load variation events to evaluate the performance of the proposed method in MATLAB/Simulink. Simulation results indicate that BWOA acquires satisfactory performances on various designed load variations. Compared with the trial-and-error method, FFD and TFD with BWOA under load increase are decreased by 10.9% and 12.8% at most, respectively.
Keywords: wind farms, frequency regulation, multi-cluster wind turbines, virtual inertial control, droop control, black widow optimization algorithm
INTRODUCTION
As the limited fossil energy is progressively exhausted after continuous development (Yang et al., 2019a; Xiong et al., 2020), the high-efficiency and high-quality exploitation and utilization of renewable energies are considered a promising solution for energy shortage and environmental degradation owing to their characteristics of sustainability (Zhang et al., 2015; Zhang et al., 2021) and low pollution (Yan et al., 2021), among which wind energy technology is relatively mature (Wang et al., 2015), highly marketized, and well-stocked (Chen et al., 2018; Pabitra and Abhik, 2020), and has been widely applied in areas where traditional power generation is insufficient (Huang et al., 2021).
However, currently extensively used wind turbines (WTs) are connected to the grid by direct current (DC) transmission (Yang et al., 2018a; AyyaraoTummala, 2020; Thakallapelli et al., 2020; Gu et al., 2021). The rotor speed of WTs is decoupled from the system frequency, which is tough to provide effective inertial support for the power grid and gravely threatens the safe and stable operation of the power system (Yang et al., 2018b). Besides, the doubly fed induction generator (DFIG) has become the most widely used wind generator because of its advantages of wide range of running speed, small size, and low cost. Unfortunately, DFIG cannot respond to the system frequency disturbance similar to traditional synchronous generators (SG) (Yang et al., 2016). In order to maximize the utilization of wind energy, WTs generally adopt maximum power point tracking control (Yang et al., 2018c), which lack the active-standby capacity traditional generators can provide. Moreover, if the additional standby capacity of electric active power brought by wind turbine grid connection is only provided by conventional units, the operating cost of the system will greatly increase and may result in the waste of fossil energy (Wei Yao et al., 2015; Zhou et al., 2020; Li et al., 2021). In summary, it is enormously significant to study the frequency characteristics and frequency regulation control of large-scale wind power grid connection (Yang et al., 2019b; Tan et al., 2021).
In recent years, multifarious frequency regulation control strategies through wind farms (WFs) have been developed, which can be mainly divided into energy storage control, de-loading control, rotor speed control, and droop control (Nguyen and Mitra, 2016; Yang et al., 2021). In particular, Wen et al. (2016), Gan et al. (2019), Jami et al. (2020), Kadri et al. (2020), and Zhang et al. (2020) achieved frequency regulation of alternative current (AC) side by releasing the energy of energy storage devices. However, introduced energy storage devices rapidly increased costs. Besides, Vidyanandan and Senroy (2013), Zhang et al. (2018), and Yao et al. (2019) adopted de-loading control to implement primary frequency regulation, which reserved backup power but seriously impeded the efficient engagement of wind energy. Similarly, rotor speed control (Boyle et al., 2021) was suggested to provide the same frequency support. Besides, the active power-frequency droop feature was introduced into the outer loop control in many studies (Arani and MohamedYasser Abdel-Rady, 2015; Van de Vyver et al., 2016; Vennelaganti and Chaudhuri, 2018; Sun et al., 2021). The droop control solves the coupling problem between the power of the flexible DC system and the frequency of the AC power grid. Unfortunately, the inverter still cannot provide inertia and achieve primary frequency regulation as well as resist load disturbance like the SG insufficient capacity (Haileselassie et al., 2011; Pipelzadeh et al., 2012). In view of the main problems existing in droop control, the virtual synchronous generator technology came into being (Morren et al., 2006). By simulating the characteristics of SG through mechanical and electromagnetic equations, the inverter performs inertia, damping characteristics, and primary frequency regulation capability in the literature (Lee et al., 2015). In Fu et al. (2017), the inertia control link was introduced into the virtual governor to provide inertia response and implement primary frequency regulation.
Nevertheless, the aforementioned studies only paid attention to suppressing the first frequency drop (FFD) of the power system. Actually, the secondary frequency drop (SFD) phenomenon is inevitable during the recovery process of wind turbine speed, which is even more grievous than FFD when the active power is seriously insufficient. Accordingly, Xiong et al. (2021) developed a two-level combined control strategy based on integrated offshore WFs to provide appropriate frequency support and alleviate SFD. However, the crucial parameters of the controller were determined via the trial-and-error method, which made it difficult to maintain high accuracy and reliable stability, and was also time-consuming.
For addressing these tricky obstacles, a black widow optimization algorithm (BWOA) (Hayyolalam and PourhajiKazem, 2020)-based parameter optimization method is developed to automatically extract the optimal parameters of step start-up adaptive inertial droop controller and reduce FFD, SFD, and even third frequency drop (TFD) in this paper. Furthermore, the main contributions of this paper can be summarized as follows:
• Each wind farm is classified into two clusters, i.e., cluster 1 and cluster 2, which are put into frequency regulation at the moments of load variation and rotor speed recovery, respectively, to accomplish step start-up;
• Adaptive inertial droop control scheme is designed to significantly enhance the system inertia and organically establish the relationships between the power of the flexible DC system and grid frequency;
• BWOA is applied to accurately and quickly identify eight optimal parameters of the designed controller, upon which five critical frequency characteristics are comprehensively considered as the fitness function, e.g., the integral of frequency deviation and frequency variation rate, FFD, SFD, as well as TFD;
• Two typical simulation tests under various load increases and decreases are set to evaluate the effectiveness and superiority of the proposed strategy.
The remainder of this paper is organized as follows. Modeling and Control Scheme chiefly introduces step start-up adaptive inertial droop control schemes. Then, Parameter Design of Step Start-up Adaptive Inertial Droop Controller via BWOA provides in detail the controller parameter optimization framework based on BWOA. Besides, the effectiveness of the proposed method is evaluated and validated in Case Studies. Finally, Conclusion thoughtfully summarizes conclusions and presents perspectives for future work.
MODELING AND CONTROL SCHEME
Modeling of Wind Turbine
According to aerodynamic principles (Shkara et al., 2018), the power captured by WT can be expressed as
[image: image]
where [image: image], [image: image], and [image: image] represent air density, the area swept by the blade of WT, and wind speed, respectively; [image: image] is the radius of the blade of WT.
Furthermore, the output power of WT can be calculated as
[image: image]
where [image: image] and [image: image] denote tip speed ratio and the pitch angle of WT, respectively; [image: image], [image: image] stands for the rotational angular speed of WT in rad/s; [image: image] is wind energy utilization coefficient (Slootweg et al., 2003), which satisfies the following expression:
[image: image]
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where [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image].
From Eqs. 3, 4, one can know that the wind energy utilization coefficient [image: image] of WT is determined by [image: image] and [image: image], and the relationships of [image: image] between [image: image] and [image: image] are illustrated in Figure 1. It can be seen from Figure 1 that the wind energy utilization coefficient increases and then decreases with the increase of tip speed ratio for a certain pitch angle. Besides, the maximum wind energy utilization coefficient decreases with the increase of pitch angle. Therefore, maximum power output can be achieved by controlling the angular speed of WT under different wind speeds. Furthermore, the pitch angle [image: image] of WT remains as 0° for capturing maximum power output, and rated wind speed is settled as 12 m/s in this paper.
[image: Figure 1]FIGURE 1 | Relationships between wind energy utilization coefficient and tip speed ratio under various pitch angles.
Step Start-up Adaptive Virtual Inertial Droop Control Scheme
As shown in Figure 2, a three-area four-terminal voltage source converter-based multi-terminal high voltage direct current system (VSC-MT-HVDCs) combined with WFs and AC system is adopted as the test system, which consists of two WFs, a VSC-MT-HVDCS, and an AC system (Vennelaganti and Chaudhuri, 2018; Xiong et al., 2021), among which each WF includes five equivalent WTs that transmit electricity to the AC system together. In this paper, the rotor angular speeds of WT1–WT5 in WF1 are determined as 0.90 pu, 0.95 pu, 0.85 pu, 1.00 pu, and 1.05 pu, respectively. Besides, the rotor angular speeds of WT6–WT10 are also settled as 0.90 pu, 0.95 pu, 0.85 pu, 1.00 pu, and 1.05 pu, respectively. Note that only WTs of WF1 participate in frequency support through step start-up adaptive inertial droop control scheme after frequency events (e.g., load increase or decrease) while all WTs of WF2 merely operate in maximum power point (MPP) states. Meanwhile, WTs in the WF1 are categorized into different clusters in a certain ratio according to their rotor angular speeds. For instance, under load increase, WT2, WT4, and WT5 belong to cluster 1 while cluster 2 involves WT1 and WT3 if the cluster classification ratio is settled as 6:4. On the contrary, under load decrease, WT1–WT3 are classified as cluster 1 while WT4 and WT5 are cluster 2 if the classification ratio is also 6:4.
[image: Figure 2]FIGURE 2 | Schematic diagram of test system: A three-area four-terminal VSC-MT-HVDC-based WFs and AC system.
For the ith WT, furthermore, the step start-up adaptive inertial droop control scheme is demonstrated in Figure 3, among which the active power reference value [image: image] of the ith WT mainly consists of three parts, i.e., MPP under real-time rotor angular speed [image: image] of this WT, inertial control, and droop control, which is reacted after a certain time delay [image: image] for matching with WTs of another cluster. In other words, cluster 1 and cluster 2 are utilized to respectively support system frequency in a certain order. Meanwhile, both coefficients of inertial control and droop control are adaptively varied with [image: image], respectively. Besides, [image: image] stands for the frequency of the AC system, which is measured in VSC1 in this paper; [image: image], [image: image], and [image: image].
[image: Figure 3]FIGURE 3 | Step start-up adaptive inertial droop control scheme for the ith WT.
Compared with the conventional droop control method that adopts constant coefficients, adaptive inertial droop control coefficients vary with real-time rotor angular speed [image: image] of WT, which can not only guarantee rotor operating within a safe condition but also effectively utilize wind energy and timely adjust states (i.e., absorb or generate power) of WT, among which the variation rate of AC system frequency [image: image] is used as the input signal of inertial control while the input signal of droop control is the frequency deviation. Owing to the frequency deviation being small while frequency variation rate being large in the primary stage of frequency response, inertial control can rapidly provide frequency support (Kayikci and Milanovic, 2009). Besides, droop control is utilized to simulate the primary frequency regulation capability of SGs, which can improve steady-state frequency in the later stage after frequency events.
Additionally, more information about modeling parameters of the whole system and control strategy of VSC stations can be obtained from the literature (Xiong et al., 2021).
PARAMETER DESIGN OF STEP START-UP ADAPTIVE INERTIAL DROOP CONTROLLER VIA BWOA
Mathematical Description of BWOA
Inspired by the courtship behaviors of spiders, Hayyolalam and PourhajiKazem (2020) proposed a novel meta-algorithm, namely, BWOA, which obtained satisfactory performance not only in test functions but also in engineering optimization applications (Adrián et al., 2020).
In order to ensure the global searching ability of BWOA, the population with N individuals is initialized as
[image: image]
where D represents the dimension of the problem to be solved; each row of candidate solution matrix [image: image] determines a current location (corresponding to a solution) of a spider. Thus, the lth individual can be presented as
[image: image]
where [image: image] and [image: image] denote the upper bound vector and the lower bound vector of optimized parameters; [image: image] is equal to a random number from 0 to 1.
Besides, the fundamental update rules of BWOA during iteration can be mathematically described as
[image: image]
where [image: image] and [image: image] denote new solution and the old one for the lth individual in the [image: image] th iteration, respectively; [image: image] and [image: image] stand for the best solution and a random solution in the previous iteration, respectively, with [image: image]; [image: image] is defined as a random float number from 0.4 to 0.9 while [image: image] is randomly generated in the interval of [−1.0,1.0].
Furthermore, pheromones of female spiders decide their mating rates with males, which can be calculated by
[image: image]
where [image: image] represents the pheromone value of the lth female spider, which is a float number from 0 to 1; [image: image], [image: image], and [image: image] denote fitness values of the worst, the best, and the lth females, respectively. For minimum optimization problems, female spiders [like [image: image]] with low pheromone [[image: image]] are difficult to mate with males, which will be replaced according to Eq. 5 to improve the quality of the population, as follows:
[image: image]
where [image: image] and [image: image] are two different search agents randomly selected in the current population; [image: image] stands for a random binary number, which is equal to either 0 or 1.
Parameter Extraction Process of the Controller via BWOA
In order to acquire the best performance of frequency regulation, an optimal parameter extraction process of step start-up adaptive inertial droop controller based on BWOA is proposed in this section. On the one hand, this paper primarily concentrates on dynamic response characteristics of system frequency [image: image] after an increase in load illustrated in Figure 4, i.e., FFD, SFD, and TFD, that reflect local details, among which [image: image], [image: image], and [image: image] represent the nadirs of FFD, SFD, and TFD, respectively. Specifically, cluster 1 is immediately put into operation after frequency event at [image: image] (i.e., [image: image] equal to 0 for WTs of cluster 1) while cluster 2 is launched when the rotor angular speeds of cluster 1 start to recover at [image: image], i.e., [image: image] is 0 for WTs of cluster 2.
[image: Figure 4]FIGURE 4 | General dynamic characteristics of system frequency under load increase.
On the other hand, the integrals of frequency deviation and frequency variation rate ([image: image] and [image: image], respectively) are also considered, which principally manifest global information of system frequency fluctuation, among which [image: image] and [image: image] can be respectively expressed as
[image: image]
[image: image]
As indicated in Eq. 8, each indicator is assigned a coefficient according to the relative significance, and they are added up as the fitness function.
[image: image]
Additionally, parameters of the controller for different WTs within the same cluster are identically designed for reducing the complexities of the problem and enhancing the search efficiency of BWOA. Therefore, optimized parameters can be further refined as [image: image], in which the superscript 1 and 2 stand for cluster 1 and cluster 2, respectively. Besides, the lower and upper limits of optimized parameters are demonstrated in Table 1.
TABLE 1 | The range of optimized parameters.
[image: Table 1]Finally, the parameter optimization pseudocode and flow chart of step start-up adaptive inertial droop controller with BWOA are explicitly exhibited in Table 2 and Figure 5, respectively, among which N and Itmax denote the size of population and maximum iteration, respectively.
TABLE 2 | Parameter optimization pseudocode of controller based on BWOA.
[image: Table 2][image: Figure 5]FIGURE 5 | Parameter optimization flow chart of controller based on BWOA.
CASE STUDIES
In this section, parameters of step start-up adaptive inertial droop controller are carefully optimized via BWOA through 10 times independent running under load increase 150 MW. Additionally, two simulation tests (i.e., load increase and decrease) are designed to evaluate and validate the effectiveness of the optimized parameters. All case studies are carried out by MATLAB/Simulink environment with variable-step solver (e.g., DAESSC). Besides, the number of population N and the maximum iteration Itmax are set as 5 and 8, respectively. Note that all load variation occurred at the fifth second. Meanwhile, wind turbine cluster 1 and cluster 2 are put into frequency regulation at the moments of load variation and rotor speed recovery, respectively, i.e., [image: image] for cluster 1 and [image: image] for cluster 2.
Table 3 provides optimal control parameters obtained by various approaches under a 150-MW load increase, i.e., without WFs participating in frequency regulation (without FSC), trial and error (Xiong et al.), and BWOA. Note that the symbol “/” stands for no value, which is also applicable for the rest of the tables of this paper.
TABLE 3 | Optimal control parameters obtained by different methods under load increase 250 MW.
[image: Table 3]Load Increase
The dynamic frequency responses acquired by different methods under various load increase variations are elaborately depicted in Figure 6. One can easily observe that the system frequency based on BWOA optimization performs the least fluctuation in all load increase scenarios compared with those of other methods. Furthermore, BWOA-based parameter optimization method efficiently suppresses the FFD, SFD, and TFD of system frequency, which can dramatically ensure grid stability and reliability.
[image: Figure 6]FIGURE 6 | Frequency response acquired by different methods under various load increase variations: (A) 50 MW load increase; (B) 150 MW load increase; (C) 250 MW load increase.
Furthermore, quantitative comparison results of frequency drop based on different strategies under three typical load increase situations are tabulated in Table 4, where the least frequency drop is highlighted in bold. In general, the trial-and-error method acquired the least FFD followed by BWOA and without FSC. However, the performances of the trial-and-error method on suppressing SFD and TFD were inferior to those of BWOA. In particular, compared with the trial-and-error method, the FFDs and TFDs obtained by BWOA are reduced by 10.9%, 9.8%, and 8.9%, as well as 12.8%, 12.2%, and 11% under 50 MW load increase, 150 MW load increase, and 250 MW load increase, respectively.
TABLE 4 | FFD, SFD, and TFD obtained by various methods.
[image: Table 4]Load Decrease
So as to confirm the effectiveness of control parameters acquired by BWOA in load decrease, Bus 1 of the test system experienced a 50-MW load decrease at 5 s, which was used as a simulation case. In this frequency event, cluster 1 (i.e., WT1, WT2, and WT2) is immediately started up at the fifth second while cluster 2 (i.e., WT4 and WT5) is launched at the 10th second. The simulation results are demonstrated in Figure 7 and Figure 8. It can be seen from Figure 7 that three control schemes caused 0.0641-, 0.0597-, and 0.0613-Hz frequency increases, respectively. Although frequency increase with the trial-and-error method is lower than that with BWOA at the sixth second, two obvious frequency fluctuations occur with the former one in the following procedures, which are caused by superabundant active power injection corresponding to Figure 8. Therefore, obtained optimal control parameters by BWOA are applicable to load decrease with low-frequency fluctuation.
[image: Figure 7]FIGURE 7 | Frequency response acquired by different methods under a 50-MW load decrease.
[image: Figure 8]FIGURE 8 | Transmitted active power of VSC1 acquired by different methods under a 50-MW load decrease.
CONCLUSION
Lastly, three main conclusions can be concluded in this paper, as follows:
• A step start-up adaptive inertial droop controller is carefully designed to support the frequency of the grid system based on two WFs including 5 WTs, respectively, upon which WTs in WF 1 are classified into two clusters according to their speeds, i.e., cluster 1 and cluster 2. For the sake of accomplishing step start-up, the former one immediately participates in frequency regulation when load variations occur while the latter operates at the moment of rotor speed recovery of the former;
• BWOA is successfully used to extract eight optimal parameters of the designed controller under 150 MW load increase with high accuracy, fast speed, and powerful stability, where five reasonable frequency factors are comprehensively considered to set up the fitness function, e.g., the integral of frequency deviation and frequency variation rate, FFD, SFD, as well as TFD;
• Simulation results indicate that the optimal control parameters are also applicable tests under various load increases and decreases. Compared with the trial-and-error method, FFD and TFD with BWOA under load increase are decreased by 10.9% and 12.8% at most, respectively, which significantly verify the effectiveness and superiority of the proposed method.
A BWOA-based parameter optimization strategy can significantly enhance the performance of the controller, then smooth frequency fluctuation and improve power quality under various load variations. Therefore, it may be efficient to optimize other controller parameters and may even be applied to other complex optimization issues.
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Unlike the solid cargo in the truck, the liquid in the tank truck fluctuates with the movement of the vehicle. Most of the current research study focuses on the transverse shock caused by the sloshing liquid and control of the liquid movement in the lateral direction. However, the movement of the fluid in the longitudinal direction also harms the vehicle dynamic. It is caused by the acceleration or deceleration of the truck. To lower the risk, the T-shaped anti-sloshing baffle is designed based on the current research study. To improve the conflict performance of the anti-sloshing baffle, the approximation model and multi-objective optimization method are initiated. The relationship between the anti-sloshing effect and the structural parameters of the anti-sloshing baffle is established by the Kriging method. The NSGA-II is initiated to minimize the maximum pressure caused by the moving liquid and the increasing mass of the anti-sloshing baffle. The maximum pressure is decreased by 40.97%, and the anti-sloshing baffle mass is decreased by 2.77%. With the optimized anti-sloshing baffle, the maximum pressure, waving damping time, and the baffle mass are decreased; the force on the tank walls and baffles is distributed more evenly, and the safety of the truck is improved.
Keywords: anti-sloshing baffle, tank truck, multi-objective optimization, NSGA-II, fluid movement
INTRODUCTION
Tank trucks are a primary road transportation method of hazardous liquid materials in the world. The tank truck-involved accidents may cause a hazardous material leak which is more harmful than the accident itself. Compared to the truck carrying the solid cargo, the tank trucks are susceptible to rollover due to their size, height of the gravity center, distribution of weight, and the sloshing of liquid in the tank during transportation (Iranitalab et al., 2020). Thus, solving the sloshing problem can improve the safety of the tank truck. There are some researchers in the earthquake areas focusing on the liquid sloshing problem. The properly designed baffle in the vertical tank can reduce the pressure on the tank caused by the sloshing liquid. A suspended annular baffle hanging from the floating roof of cylindrical oil tanks subjected to the earthquake is validated by a scaled experiment (Hosseini et al., 2017). The effect of elastic baffles is also investigated (Zhang et al., 2020). These methods are effective but difficult to be built in the tank truck.
In the tank truck area, some work has been carried out to minimize the liquid sloshing effect. Zhang, J., et al. initiated a numerical model based on the Newtonian Herschel–Bulkley, Bingham equation, and the volume of the fluid method to study the dynamic behavior of a tank with the baffle in the lateral direction (Zhang et al., 2016). Hasheminejad, S. M., et al. used the linear potential theory and conformal mapping technique to develop rigorous mathematical models for transient sloshing under a lateral excitation (Hasheminejad et al., 2014). The free surface-touching horizontal side baffles, a central surface-piercing, and a bottom-mounted vertical baffle are considered in their work. Xue, M. A., et al. analyzed the pressure on the tank with four baffles with the experimental method (Xue et al., 2017). The vertical baffle with a four-square perforation has the maximum pressure compared to the tank with the immersed bottom-mounted vertical baffle, vertical baffle flushing with a free surface, and perforated vertical baffle. The influence of the four-square perforation needs to be further analyzed. Akyıldız, H., et al. investigated the liquid sloshing in the cylindrical tank with different ring baffle combination by a scaled experimental method (Akyıldız et al., 2013). The best baffle arrangement is determined by comparing the pressure of the four arrangements. Kolaei, A., et al. built an analytical model to analyze the transient lateral slosh force by the linear slosh theory (Kolaei et al., 2014). In their research, the tank with four different cross sections, circular, elliptical, modified-oval, and Reuleaux triangle are compared; the tanks with a lower overall mass center and critical slosh length have better anti-roll stability. Based on the analytical model, the fluid mass moment in a clean-bore tank, top-mounted baffle, and bottom-mounted baffle are compared to the equivalent rigid cargo. The top-mounted baffle shows the best anti-sloshing ability when the partly filled numbers are 0.8 and 0.92, which are higher than 0.5. The bottom-mounted baffle may be more effective than the top-mounted baffle when the partly filled is lower than 0.5. Compared to the CFD (computational fluid dynamic) method, it can save computation time, but it also needs further research to be initiated in the baffle with a complicated cross section (Kolaei et al., 2017). Wang, W., et al. used a semi-analytical scaled boundary finite-element method (SBFEM) to study the effects of the T-shaped baffle in elliptical tanks (Wang et al., 2016). Three T-shaped baffles are taken into consideration, including surface-piercing, bottom-mounted, and their combined form, and Y-shaped baffles are also included. The parameters of the baffles are associated with the anti-sloshing performance. Xue, M. A., et al. used the virtual boundary force (VBF) method to model the internal baffles of a rectangular tank (Xue and Lin, 2011). The result is validated by the experiment; the effects of ring baffles on reducing liquid sloshing are analyzed and discussed. Belakroum, R., et al. provided a method based on an arbitrary Lagrangian–Eulerian (ALE) description of the Navier–Stokes equation (Belakroum et al., 2010). The baffles are mounted on the bottom; the sidewall of a rectangular tank is discussed in their research.
The current research of the tank focuses on lateral excitation, and some new method is used in the analysis of the tank with a simple cross-section baffle. Despite the lateral excitation, the longitudinal movement of the mass center damages also the handling stability (Wan et al., 2019). The CFD method is efficient in this field. Ünal, U. O., et al. carried out the liquid sloshing calculations of rectangular tanks with T-shaped baffles using laminar and turbulent viscous flow solvers (Ünal et al., 2019). The baffle is fully effective in pressure and wave damping when its height is higher than 80% of the liquid level since the tank in this research is fitted with a perforated baffle, which cannot be described by the Q-S model and the pendulum model (Wan et al., 2019). Some commercial platforms are widely used in solving liquid sloshing problems, such as OpenFOAM (Sanapala et al., 2018) and Fluent. The simulation result is validated by the experimental method.
The effect of the ring baffle in the longitudinal direction and the T-shaped baffle in the transverse is proved by the current research study. To investigate the fluid fluctuation process during the acceleration and brake process, the CFD model of the current tank and the tank with a T-shaped baffle in the longitudinal direction is built and analyzed. To improve the anti-sloshing performance and lower the mass of the baffle, the Kriging method and NSGA-II (non-dominated sorted genetic algorithm) are initiated to optimize the parameter of a T-shaped anti-sloshing baffle. According to the comparison of the anti-sloshing performance and the mass of the tank with the current anti-sloshing baffle, the T-shaped baffle before and after optimization and the optimized T-shape baffle have the lowest pressure, force, and mass, which is beneficial to the safety of the tank truck.
THEORY
The movement of the fluid can be described by the continuity equation, momentum equation, and energy equation.
Continuity Equation
The continuity equation is also known as the mass equation which is based on the law of conservation of mass. The mass that flows from the fluid unit equals the decreased mass of the fluid unit. The continuity equation can be impressed as follows:
[image: image]
Here, [image: image] is the velocity vector of the fluid, and [image: image] represents the fluid density. When the fluid flow is a steady-state flow and incompressible fluid flow, [image: image] is a constant value. Equation 1 can be simplified as follows.
[image: image]
Momentum Equation
The momentum equation is based on the momentum conservation equation. The change rate of the momentum in the fluid unit is caused by the sum of the external force on the fluid volume. The momentum conservation can be written as follows:
[image: image]
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where [image: image], [image: image], and [image: image] represent the velocity of the fluid in [image: image], [image: image], and [image: image] axes, [image: image] denotes the pressure, [image: image], [image: image], and [image: image] refer to the normal stress while [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] represent shear stress, [image: image], [image: image], and [image: image] are the projections of volume force, [image: image], on the [image: image], [image: image], and [image: image] axes.
Energy equation
The energy equation is gained based on the law of conservation of energy. The change rate of the energy in the fluid unit equals the sum of power generated by the force on the fluid unit. The change rate of the energy is made up of two parts: the power caused by the codirectional pressure and speed divergence and the dissipated energy caused by viscosity force (Anderson and Wendt, 1995). The force analysis of the flow particle in the [image: image] direction is shown in Figure 1
[image: image]
where [image: image] is the interior energy of the fluid unit.
[image: Figure 1]FIGURE 1 | Force analysis of the flow particle in [image: image] direction.
MODEL ESTABLISHMENT
It is difficult to record the movement of the fluid in the tank; therefore, most researchers use scaled transparent tanks to initiate the field test. In Yin Wan’s work, the test result of a scaled tank is taken as a reference to validate the CFD model built by Fluent (Wan, 2018).
For the tank truck in this case, the tank is made up of two separate chambers, each of them having two anti-sloshing baffles (baffles 1 and 2, from front to rear of the tank truck), as shown in Figure 2. The geometry parameter of the tank is summarized as length, 9,124 mm, width, 2,464 mm, height, 1771 mm, and the radius of the hole, 275 mm.
[image: Figure 2]FIGURE 2 | Model of a tank truck.
The layout of the two chambers is the same; therefore, only one chamber is used to establish the CFD model. The boundary of the fluid area is determined based on the tank structure. The established CFD model has 511,125 elements.
The movement of the fluid inside the tank trunk is hard to be determined; therefore, the scaled model with the transparency tank is used in Yin Wan’s work to validate the CFD model (Wan et al., 2019). Considering the analysis process of Yin Wan’s work as a reference, the VOF (volume of fluid) and transient solver type are set in the CFD model. The Reynolds number for this case is bigger than 2,320; thus, the standard [image: image] model is chosen to solve the turbulence problem. The oil is chosen as the fluid during the analysis. Since the maximum force and pressure usually occur when the fluid degree of filling is 0.5 (Wan et al., 2019), it is chosen as the boundary condition to acquire the most crucial condition of the tank. The oil and air region is determined by the fluid degree of filling in the vertical direction. The oil/air phase interaction mechanism is set as evaporation–condensation.
The fluid movement in the longitudinal direction is mainly caused by the acceleration of the truck in this direction. Thus, the acceleration and deceleration processes should be analyzed to determine the boundary condition. For the tank truck, the acceleration [image: image] can be acquired by Equation 7.
[image: image]
Here, [image: image] means truck mass; [image: image], [image: image], [image: image], and [image: image] are engine torque, transmission ration, transmission coefficient, and tire radius; [image: image], [image: image], [image: image], and [image: image] present the air drag coefficient, projection area in the longitudinal direction, air density, and speed; and [image: image] is the rolling coefficient, respectively.
For the deceleration ability, the truck should satisfy some regulations. Since the tank truck is an N3 vehicle, according to the regulation in ECE R13 (NoRegulation, 2009) and GB 12676-1999 (Liu, 1999) in China, the distance during the brake process from the beginning to end of the brake can be acquired by the following equation.
[image: image]
Here, [image: image] is the maximum brake distance, [image: image] is the velocity at the beginning of the brake process; for the tank truck, the values of these parameters are 19 m and 50 km/h, respectively.
[image: image]
According to Equation 9, the calculated deceleration [image: image] is 5.08 m/s2, which is higher than the maximum acceleration of the truck, [image: image]. Taking the response time of the brake system into consideration, the bake deceleration in the time domain is shown in Figure 3, which is taken as the input of the simulation. The corresponding calculated force on the tank result is shown in Figure 4.
[image: Figure 3]FIGURE 3 | Deceleration varies with the time.
[image: Figure 4]FIGURE 4 | Force on the fluid boundary during the deceleration process.
Figure 4 shows the absolute value of the force on the front, the rear wall of the tank, and the baffles. Actually, during the deceleration process, the force on the front wall, the rear side of baffles 1 and 2 have opposite directions of the other walls. During the acceleration and deceleration process, the force on the wall has the opposite direction. Therefore, the direction of the force is ignored during the analysis. During the deceleration process, the rear wall and rear side of baffle 2 have the maximum forces; the maximum forces occur during 0.35–0.6 s. The details of fluid distribution and pressure on the tank are shown in Table 1.
TABLE 1 | Fluid distribution and pressure during the deceleration process.
[image: Table 1]According to the work of Wenyuan Wang et al., the T-shaped baffle (as shown in Figure 5) is set in the tank to lower the movement of the fluid in the transverse direction (Wang et al., 2016). Based on the concept, the design of the baffle in the tank is provided, as shown in Figure 6; the cross section is shown in Figure 7. Normally, the pressure of the tank is taken as the anti-sloshing performance indicator; the lower pressure means the better performance. The improvement of the anti-sloshing capability may increase the weight of the tank. Thus, the pressure and anti-sloshing baffle weight are taken as the objectives while the four geometry parameters in Figure 7 are chosen as the variables to be optimized.
[image: Figure 5]FIGURE 5 | T-shaped baffle in the tank to reduce the fluid movement in the lateral direction.
[image: Figure 6]FIGURE 6 | T-shaped anti-sloshing baffle in the tank.
[image: Figure 7]FIGURE 7 | Parameters of the T-shaped anti-sloshing baffle.
For conflict objectives, multi-objective optimization is usually used to find the optimal parameter solution. In this case, it takes about 12.5 h to calculate the fluid movement in the tank with a workstation equipped with an E5-1620 V4 CPU. It is impossible to initiate each combination during the parameter optimization. Therefore, to optimize the tank parameters more efficiently, the approximation model is necessary to save computation time.
APPROXIMATION MODEL
The approximation model is an approximation of the simulation result; it is widely used to build a simpler model with a lower computational cost. During this method, the internal behavior of the original simulation does not need to be understood; only the input and output are important (Díaz-Manríquez et al., 2016). Normally, three major steps are necessary to build an approximation model. First, some limited sampling points should be chosen, and the corresponding response of these points is calculated by the original model. With these data points, some techniques, such as rational functions, response surface method (Narendran and Karthikeyan, 2020), radial basis functions, Kriging models, polynomial regression, splines, and support vector machines, can be initiated to build the approximation model. At last, the accuracy of the approximation model should be validated before further analysis.
Design of the experiment
During the design of the experiment (DOE) process, the sampling points are selected with the optimal Latin hypercube design (OLHD). The advantage of this method is that it distributes the sampling points evenly by optimal conditions (Baek and Lee, 2020). Compared to the Latin hypercube design, it has improved projection properties and spatial fill properties. According to the OLED, the 60 sample points are distributed evenly without overlapping points. With the distributed variable points, 60 CFD models are built and simulated to gain the corresponding objective value. With the 60 groups’ objective value and variable, the relationship between the objective and variables can be established by the Kriging method.
Kriging model
The typical form of the Kriging model can be expressed as follows (Simpson et al., 2001; Yu et al., 2020):
[image: image]
Here, [image: image] represents an unknown prediction function, [image: image] is a known approximate function, and [image: image] means the realization of a stochastic process with a zero mean and nonzero covariance [image: image]. In the covariance matrix [image: image], the [image: image]th element is given as
[image: image]
In the above equation, [image: image] represents the correlation function between the data points [image: image] and [image: image]. Usually, a Gaussian function is used as the correlation function, which is defined by
[image: image]
where [image: image] means the distinct for each dimension, and the unknown parameters in the above equation are gained by solving a nonlinear optimization problem. [image: image] is the number of the variable, and [image: image] and [image: image] means the kth data points in [image: image] and [image: image].
The predicted value at the unknown point can be expressed as follows:
[image: image]
where [image: image] is the regression basis function of the approximation model, [image: image] is the matrix of the regression coefficient which needs to be determined, [image: image] is the correlation vector of [image: image] sampling points and unknown point [image: image], [image: image] is the predicted value of [image: image] sampling points, and [image: image] means the function matrix of the global approximation model at [image: image] sampling points.
[image: image]
The estimated variance can be gained by
[image: image]
The maximum likelihood estimation (MLE) of the Kriging model can be expressed as
[image: image]
The optimal fitted Kriging approximation model can be acquired by solving the unconstraint [image: image] dimensional nonlinear optimization equation.
Model validation
Normally, the coefficient of determination [image: image], root mean square error RMSE, and maximum absolute percentage error MAPE are used to assess the accuracy of the approximation model. For [image: image], the value close to 1 means better accuracy. For RSME and MAPE, the value close to 0 means better accuracy. These three indicators can be gained according to the following equations.
[image: image]
[image: image]
[image: image]
where [image: image] means the number of test samples, and [image: image] is the mean value of the test result. According to the above equations and the actual and predicted values, [image: image], RMSE, and MAPE of the two objectives, pressure, and mass can be calculated, as shown in Table 2.
TABLE 2 | Error analysis of the approximation model.
[image: Table 2]The error analysis in Table 2 shows that the established Kriging model is accurate enough for further analysis.
MULTI-OBJECTIVE OPTIMIZATION
The NSGA-II approach, which is proposed by Deb et al. (Deb et al., 2002), is chosen to settle the multi-objective optimization problem. This method is based on the genetic algorithm with fast non-dominated sorting and crowded distance sorting methods to achieve Pareto solutions. It is widely used in the engineering area due to its advantages (Jiang et al., 2021), (Peng et al., 2021), (Li et al., 2021), (Zhang et al., 2021), (Li et al., 2020). The detail of NSGA-II is introduced in the study by Sedighizadeh et al., (2014). The optimization procedure of NSGA-II is presented in Figure 8.
[image: Figure 8]FIGURE 8 | Flowchart of NSGA-II
According to the geometry space in the tank, the range of the variables can be determined, as shown in Table 3.
TABLE 3 | Variables range.
[image: Table 3]The Pareto front can be gained based on the above input. As shown in Figure 9, the mass of the anti-sloshing baffle and pressure caused by the moving fluid formed a curve with a different variable value. The green star means the initial value of the current anti-sloshing baffle; the red dot is chosen as the optimal result.
[image: Figure 9]FIGURE 9 | Pareto front of the optimization.
RESULTS AND DISCUSSION
The corresponding variable values of the optimal results [image: image], [image: image], [image: image], and [image: image] are 328.95, 452.63, 115.79, and 126.31 mm. Considering the future manufacture, they are rounded as 329, 453, 116, and 126 mm, respectively. Based on these parameters, a CFD model is built and simulated. The comparison of the fluid distribution of the current tank and the tank with the optimized anti-sloshing baffle is shown in Table 4.
TABLE 4 | Comparison of fluid distribution.
[image: Table 4]The comparison shows that the fluid movement after optimization is lower than before optimization, especially during 0.5–0.6 s. The T-shaped baffle can lower the fluid strike caused by truck deceleration. The decreased percentage can be identified by comparing the pressure and force on the tank. The pressure before and after optimization is compared in Table 5. The legend of each picture varies depending on the maximum pressure.
TABLE 5 | Comparison of pressure.
[image: Table 5]Besides the mass of baffles, maximum pressure, and force, the wave damping time after the shock caused by the acceleration and deceleration is also a vital indicator to judge the anti-sloshing performance of the baffle. The wave damping time means the period between the end of the shock, and the liquid is back to the original state.
The calculated mass of the baffles, maximum pressure, and force of the current tank and the tank with optimized baffles during the braking process are listed in Table 6.
TABLE 6 | Objective of current and optimized tank.
[image: Table 6]According to the comparison in Table 6, with the optimized parameters, the baffle mass decreased with a percentage of 2.77%. The maximum pressure decreased with a dramatic percentage of 40.97%; the maximum force on the front and rear wall of the tank also decreased. The wave damping time of the oil also gets a reduction of 10.69%. Since the baffles bear with the sloshing liquid, the force on the baffles inside the tank increased. For the current tank, the maximum of the baffles and the front wall is much lower than the optimized tank. However, the work condition of the acceleration process is opposite to the deceleration process, which means, the maximum force on the front wall will be 84.07 kN, when the vehicle accelerates with the same acceleration. Therefore, during the strength design, the thickness of the front and rear walls should be the same, so does the baffles. For the tank with optimized parameters, the distribution of the force on the baffles, front, and rear wall are more even; thus, the thinner wall of the tank may be taken into consideration.
CONCLUSION
Based on the current analysis method and idea, a T-shaped baffle in the longitudinal direction is designed and optimized to lower the fluid movement in the tank during the brake process.
For the regular baffle, the baffles have a much lower force than the front and rear walls of the tank. Thus, the mass of the tank can be decreased by lowering the thickness of the baffles if only taking the acceleration (the maximum acceleration is lower than the maximum deceleration with the opposite direction) and deceleration work condition into consideration.
Compared to the regular baffle, the effect of the T-shaped baffle can decrease the force and pressure on the tank while the baffle inside the tank bears a bigger strike. The lower force and pressure caused by the moving fluid means the T-shaped anti-sloshing baffle can decrease the fluctuation of the fluid gravity center. Thus, the safety of the tank truck is improved.
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China’s electricity market is undergoing a rapid development stage from plan to market and will exist in plan and market models for a long time. Based on the status quo of China’s power plan and market in-depth, this paper has studied and put forward a kind of market transaction mechanism adapted to the plan and market models of China. The mechanism arranges a priority generation plan first to match the priority electricity plan. Especially for renewable energy generation output greater than planned value, it carries out priority arrangement of renewable energy generation to guarantee its reliable consumption. Then medium- and long-term market transactions and incremental spot market transactions are carried out. This paper detailed design operational processes such as priority plan, medium- and long-term, spot (i.e., day-ahead, intraday, and real time), auxiliary services, and balance stages. Finally, based on actual data of the provincial electricity market, the calculation and analysis are carried out to verify that the method proposed in this paper can effectively reduce market imbalance and promote renewable energy consumption, which has a certain practical value for China’s electricity market development.
Keywords: priority generation and consumption plans, market mechanism, medium- and long-term transaction, spot market, renewable energy consumption
1 INTRODUCTION
At present, China’s electricity market is promoting the transition from plan to market. Although various regions continue to promote the deregulation of power generation and consumption plans, planned power consumption will still exist in the future for a long time. According to orderly deregulation of power generation and consumption plans and relevant policies of priority generation and consumption plans, the proportion of priority electricity in China is close to 39% at present, and the proportion of priority generation on the generation side is about 68%. It can be seen that the mismatch between priority generation and consumption is very prominent, and due to the different economic development structures and power supply structure, the degree of mismatch between priority generation and consumption varies greatly among provinces (Li et al., 2019a). From the perspective of the power consumption side, according to China’s relevant policies, residents, agriculture, important public utilities, and public welfare users are given priority to purchase electricity and to not participate in a market-oriented transaction, and their power supply is guaranteed by power grid enterprises according to government pricing (Badal et al., 2019; Chen et al., 2020).
According to statistics, in 2019, the power consumption (including power loss) of priority power purchase users in the State Grid business zone was 1.83 trillion kWh, accounting for 39% of power supply, and market space of power purchase side was about 61%. At present, 34% of the power purchase side is liberalized, and about 27% of the mismatch space needs to be further liberalized (Ding et al., 2020; Xu et al., 2021). From the perspective of the power generation side, priority generation mainly guarantees the demand of clean energy consumption, unit heating, and regulatory power generation required by safe operation, inter-provincial resource allocation, etc. Their pricing methods include government pricing (guaranteed price) and market pricing (guaranteed bidding). In 2019, the priority generation scale of the State Grid business zone was 3.24 trillion kWh, accounting for 68% of power supply, of which the guaranteed quantity of government pricing was 66% and the guaranteed quantity of market pricing was 2%. At present, 34% of the power generation side is market-oriented. According to the principle of optimal generation matching and optimal purchase, 61% of the power purchase side can be market-oriented, and about 27% of the power generation side needs to be further market-oriented (that is, the guaranteed bidding part will be raised from 2% to 29%) (Erdiwansyah et al., 2021; Wang et al., 2020).
Considering the current situation and characteristics of China’s power system, the design of its market model should be based on the requirements of priority generation and consumption policies, while the priority consumption requirements of renewable energy should be taken into account. At present, the market model design ideas proposed by many scholars can be divided into centralized and decentralized modes, which are adopted by European countries and the Americas (Li et al., 2019b). However, the existing research generally does not consider the basic conditions of China’s electricity market design, and to some extent, it is difficult to adapt to the actual operation of China’s power system, so new design ideas need to be adopted. At the end of the last century, Shandong, Zhejiang, and other some provinces in China adopted the full-electricity bidding model in the spot market, but none of them achieved effective results. In 2019, eight provincial spot market trials launched in China also adopted the above typical model, and their progress was also slow (Song et al., 2020). Literature (Zhang and Shi, 2020; Guo et al., 2017) put forward some feasible suggestions for the development status of China’s electricity market but did not give specific design ideas and did not consider the details such as priority generation, priority consumption, and renewable energy consumption, so there is still a certain distance in practical application. Literature (Zhang et al., 2021) presented a hydrogen production method based on renewable energy, which combined renewable energy utilization with a hydrogen demand model by using a hierarchical coordinated control strategy. Literature (Zhang et al., 2021) provided a new solution for renewable energy utilization and created conditions for renewable energy to participate in electricity market competition.
With the gradual deregulation of China’s power generation and consumption plans and in-depth promotion of spot market pilot construction, eight pilot provinces have carried out a lot of exploratory work and made positive progress (Zhao et al., 2014). Among them, six provinces such as Guangdong, Shanxi, and Gansu have adopted the market mode of centralized bidding for all electricity, which is a complex mode and has high requirements for system parameters. Fujian and Inner Mongolia adopted the market model of partial electricity bidding, which is a simple model. However, they also exposed some deep-seated problems, and there are three common problems in the pilot operation of China’s spot market. First, the connection between priority generation and market transactions is mainly caused by the mismatch of priority generation and priority consumption scales. Second is the connection between medium- and long-term markets and spot markets. Third, the participation of renewable energy in the market has not been effectively solved, such as high volatility and large prediction deviation. It is difficult to promote and expand the scope of the spot market pilot. In essence, these problems are closely related to the fact that the spot market model commonly used at present does not link up with China’s objective reality (Fu et al., 2021a; Lam et al., 2018).
Based on the above basic conditions, this paper will analyze in detail the problems existing in China’s existing market transaction mechanism, focusing on how to improve renewable energy consumption capacity through the design of market transaction mechanism. According to the order of arranging priority plan, then organizing the medium- and long-term market transactions, and then organizing the future incremental spot transaction, this paper will study the mechanism with relative decoupling between plan and market, which can effectively reduce the imbalance of generation and consumption sides’ funds. The operation process of this mechanism, such as priority plan, medium- and long-term, spot market, auxiliary service, and balance stage, is designed in detail. At the same time, the effectiveness of the proposed ideas is verified by combining them with engineering examples. The result shows that the market transaction mechanism proposed in this paper can effectively promote the improvement of renewable energy consumption capacity and that it can reduce unbalanced funds.
2 BASIC IDEAS OF MARKET TRANSACTION MECHANISM DESIGN
Considering the current situation of China’s electricity market, in order to ensure the smooth and orderly promotion of spot market pilot, the core of market model design should grasp the following five key issues.
First, the market is relatively decoupled from the plan. In the market design, the plan and market parts can be decoupled. Different processing methods can be adopted for the plan and market parts to realize the balance and matching of both sides of generation and consumption, respectively. It not only ensures the implementation of the planning part but also ensures that the market competition part forms a reasonable price, which is convenient for coordination of market settlement and market main interests. With the further liberalization of power generation and consumption plans, the market part will be increased accordingly. The spot market competition will be carried out for some power space outside priority generation and consumption plans and medium- and long-term market trading contracts. The plan arrangement of priority generation will be formed based on load forecast, market transaction result, and priority generation forecast. But it is necessary to explain that partial power competition does not change the current situation of the whole power regulation and operation, and it is still necessary to insist on safety control of the total power system.
Second, we should strive to achieve the balance between the generation and consumption sides. In terms of the total amount, for the situation that the priority generation scale is more than the priority consumption scale, it shall be gradually released in accordance with the order of high price units, heating units, renewable energy, and inter-provincial power transmission and to encourage power generation enterprises and users to meet the demand for quantity assurance through bilateral negotiation transactions. For the case that the priority generation scale is less than the priority consumption scale, the priority generation plan of quantity guaranteed and price guaranteed can be arranged according to the equal proportion principle in conventional power supply. About the market trading curve, the middle and long-term trading belt curves are signed, short-term transactions are carried out, transaction frequency is improved gradually, and continuous market operation will be realized. Then, more flexible means of adjusting the trading curve for market entities are provided. According to market transaction results, priority generation arrangement, and safety constraints, the generation plan of each type of power generation subject is formed, and the corresponding market entities bear balance responsibility in real-time operation.
Third, the market balance mechanism should be improved. In order to ensure a real-time balance of power generation and consumption and reasonably reflect real-time supply and demand of power system and balance cost, system safety constraints such as network topology constraints and unit operation constraints can be comprehensively considered based on market transaction results in the medium- and long-term and day-ahead, priority generation and consumption plans, and centralized and unified dispatching. Based on the principle of minimum adjustment cost, the system is balanced. After that, the responsible party causing the imbalance shall be settled in an unbalanced quantity, and each party shall bear its own responsibility. The corresponding balance mechanism of electricity from other provinces shall be implemented according to spot market rules or the corresponding deviation handling mechanism. It should be noted that the balance mechanism is different from auxiliary service, which is an after-event apportion mechanism, while the former is a market-based pre-event mechanism.
Fourth, renewable energy consumption demand should be fully considered. The renewable energy guarantee uses electricity quantity within hours to guarantee the price and ensures that electricity outside the hours participates in a market transaction. In the day-ahead market stage, renewable energy shall determine the output plan curve of the next day according to the forecast and submit it to the dispatching organization. If space outside the medium- and long-term market transactions cannot meet the predicted renewable energy output or demand of priority consumption, dispatching organization can substitute the medium- and long-term trading curves and the arrangement of the initial priority generation plan in advance according to certain principles, and the whole society shall jointly assume the responsibility of renewable energy consumption. In the real-time balance stage, renewable energy takes the generation curve determined in the future as the benchmark and bears the system adjustment cost the same as conventional power supply.
Fifth, the problem of unbalanced funds should be resolved fairly and reasonably. On the basis of realizing matching of the total amount of priority generation and consumption as far as possible, for the corresponding electricity consumption of the consumers who purchase electricity priority such as residential agriculture, if the actual purchase price exceeds the approved average price, the unbalanced funds generated shall be guaranteed by the proportion of all market power generation enterprises. For the difference between government price of renewable energy and market price, market-oriented power users shall bear the difference funds and increase the price in the market of industrial and commercial users.
3 MARKET TRANSACTION MECHANISM TO PROMOTE RENEWABLE ENERGY CONSUMPTION
The multi-temporal scale market trading mechanism to promote renewable energy consumption is to arrange a priority generation plan, then organize medium- and long-term market-oriented transactions, and then carry out daily incremental spot trading. The superposition of the three curves matches the load forecasting curve, as shown in Figure 1. Figure 1 shows that the various components of the power generation side correspond to the user side. From the bottom to the top, the priority generation planning curve corresponds to the priority consumption planning curve, and the two are correlated. Then medium- and long-term contract curves will be arranged, which is formed by medium- and long-term transactions between the power generation side and user side. The gap between the above two types of curves and the day-ahead load prediction curve is used as the spot incremental bidding space. The green square represents renewable energy forecasting biases that need to be prioritized in the incremental spot bidding space, perhaps even adjusting the medium- and long-term contract curves. The specific operation flow is as follows:
[image: Figure 1]FIGURE 1 | Market model schema considering renewable energy consumption.
Step 1. Power dispatching organization forecasts priority generation and consumption curves (renewable energy enterprise submits the output prediction curve of the next day), and according to predetermined rules, power dispatching organization shall allocate the different types of priority generation units and form the planned electricity space.
[image: image]
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where QPG refers to priority generation; QPG.H, QPG.RE, QPG.N, and QPG.E respectively refer to hydro-power, renewable energy, nuclear power, and other types of generation priority. This section mainly considers the forecast changes of QPG.RE and assumes that other types of generation priority will be implemented according to plan, while QPC refers to priority consumption. QPC.RA, QPC.IP, QPC.PW, and QPC.E refer to residential agricultural, important public utilities, public welfare, and other preferential electricity, respectively.
The priority plan QP is
[image: image]
Step 2. On the basis of the priority generation curve, medium- and long-term contract curve contracts are superimposed to form the basis for the spatial arrangement of incremental bidding.
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where QIP is the incremental bidding space; Qtotal is the total demand, namely, load forecast; QML is the medium- and long-term market transaction size, which includes the electricity scale formed by all medium- and long-term contracts and the part where priority generation exceeds priority consumption (i.e., the purple part in Figure 2).
It can be seen from Eq. 1 and Eq. 4 that the predicted change of QPG.RE may affect the priority generation scale, thus changing the incremental bidding space.
[image: Figure 2]FIGURE 2 | Component accumulation diagram at power generation side.
Step 3. In the incremental bidding space, the market operation organization organizes the power generation and load players to report demand of day-ahead incremental transactions (including purchase and sell) and conducts centralized bidding to clear, which adopts the principle of maximizing social welfare. Its model is as follows:
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subject to
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where Eqs. 6–8 are system constraints including power balance constraint, standby constraint, and safety constraint, respectively. Eqs. 9–12 are unit characteristic constraints including unit output power constraint, unit climbing rate constraint, minimum shutdown time constraint, and minimum operation time constraint. N is the number of units; [image: image] and [image: image] respectively represent the state and output of Unit i in Period T. [image: image], [image: image], [image: image], and [image: image] are the upper limit of output, lower limit of output, ascending climbing rate, and descending climbing rate of Unit i. T1i and T2i are the minimum shutdown time and minimum start-up time of Unit i, respectively. PtD and StD are system load and standby capacity of Period T respectively. [image: image] and [image: image] are the generator output and load of Node i in period T, respectively; [image: image] is power upper limit of Line j; Ki,j is branch power flow sensitivity coefficient; Nb is the number of system nodes. This model is a mixed integer programming problem. Due to the large scale of decision variables, if it is solved by conventional particle swarm optimization or genetic algorithm, the time consumption may reach several hours, which is not suitable for engineering practical application. Therefore, this paper uses mature commercial software CPLEX to solve the model, which can quickly solve complex problems and shorten the time consumption to a few minutes.
Step 4. According to the daily load forecast and safety requirements, the results of priority generation and market transactions are adjusted to form the final day-ahead generation plan. Component accumulation diagram at power generation side is shown in Figure 2. The top blue curve is the load curve, which is predicted by the power dispatching department before spot trading. The red part at the bottom is the unit output of the power system to ensure its safety, which is generally determined by the dispatching organization in advance according to system operation mode, and it is the priority generation plan. The green part is the predicted power generation output of renewable energy and also the priority generation plan. The power generation contract formed in the yellow part of the medium- and long-term markets is the clearing result of medium- and long-term market transactions participated by all market subjects. The purple part is the part where priority generation exceeds priority consumption, which is included in the medium- and long-term markets.
3.1 Medium- and Long-Term Stage
For the priority generation plan, it can agree on electricity quantity in the medium- and long-term transaction stages and roll over the adjustment within a month (Le et al., 2019; Sun et al., 2020). In the monthly stage, it is suggested that the priority generation contract does not sign monthly curve, only the curve formation mode is defined, that is, determine the power quantity and decomposition curves in the market in accordance with market rules, and monthly electricity quantity is not used as the basis for plan and settlement. In the day-ahead stage, the day-ahead curve of priority generation is formed according to the security needs of the power grid and relevant rules. The balance responsibility is distinguished in real-time balance, and the corresponding subject shall bear or share according to the corresponding rules.
For medium- and long-term market-oriented transactions, on the basis of standardizing annual and monthly regular market operation, the power transaction with the curve is carried out based on available transfer capability (ATC) and other constraints, gradually shortening transaction cycles, rolling out short-term power transactions in a month, realizing continuous market operation within a month, allowing market entities to adjust the transaction contract curve continuously through multiple transactions, and promoting market transactions to be as close to actual operation as possible, connecting with spot transactions well (Ming et al., 2020; Cong et al., 2020). For special power generation types such as renewable energy, the curve can be determined by itself or agreed in advance before market closing according to transaction contracts and submitted to dispatching organizations. For those unable to submit curves, the dispatching organization shall decompose them to form a reasonable power generation curve in a clear way.
3.2 Spot Market Stage
Spot market stage under the condition of co-existence of plan and market mainly includes day-ahead stage and real-time balance stage (the intraday stage is carried out as required), as is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Framework of electricity market model for promoting renewable energy consumption.
3.2.1 Day-Ahead Stage
Arrangement of Priority Plan. In the market, power dispatching organization forecasts optimal priority consumption plan curves in advance and decomposes them into various types of power generation according to the model of determining priority generation based on priority consumption (Fu et al., 2021b). The remaining market space after priority plan deduction and auxiliary service arrangement is market transaction space. The specific arrangement of the priority plan model is as follows:
a) External power generation. Adhere to physical implementation and serve as the boundary of the provincial market. Corresponding to the priority consumption part of external power generation, a certain peak adjustment can be arranged in combination with the power load curve of the purchase province, and it is used to match priority generation first.
b) Heating units in the thermoelectric period and nuclear power. Basically, they have no regulation capacity. The medium- and long-term transaction power is deducted from the power generation plan in advance to match the priority consumption curve. If this part of electricity is too large, it is necessary to strengthen market guidance and encourage market players to participate in medium- and long-term transactions. The price difference contract can be used to correspond to the priority consumption curve.
c) Renewable energy. When it is offered by fully guaranteed acquisition, the priority consumption curve shall be matched according to the forecast curve of renewable energy enterprises in advance as a difference contract. In this case, when the renewable energy generation curve exceeds the priority consumption curve, it indicates that renewable energy in the province has no full guarantee acquisition conditions, and it is necessary to set up guaranteed acquisition hours in a year (or reduce market-oriented users) and determine difference contract according to the acquisition hours.
d) General base part (mainly thermal power units). Its curve is determined corresponding to the remaining part of the priority consumption curve.
Market Transactions. The power generation enterprises, electricity retailers, and power users are free to participate in the transaction in combination with their own actual demand and medium- and long-term transactions and to purchase or sell electricity through the centralized market. The incremental power curve of day-ahead transactions overlaps the medium- and long-term market-oriented curves to form the final market-oriented transaction curve.
Form a Day-Ahead Plan. The dispatching organization checks the overall power generation arrangement and can adjust power generation arrangement according to operation safety needs of the power grid (or combined with balance adjustment quotation) to form a day-ahead generation plan (Li et al., 2018).
Adjust Medium- and Long-Term Transaction Results and Initial Priority Plan Arrangement. If space outside the market-oriented transactions cannot meet the predicted demand for priority generation output of renewable energy or the demand of priority consumption, results of medium- and long-term market-oriented transactions and the initial priority plan arrangement shall be replaced accordingly, and the whole society shall fairly assume the responsibility of renewable energy consumption and priority consumption. The specific methods are as follows:
Power dispatching organization shall check medium- and long-term transactions’ decomposition curves of priority generation and market-oriented generation by each period (15 min) to ensure that the sum of medium- and long-term transactions’ decomposition curves at all periods does not exceed medium- and long-term acceptance space of the whole network. For the part of priority generation output such as renewable energy exceeding the acceptance space in a period, the replacement of medium- and long-term market transaction results shall be replaced by the order from the later to previous transaction time. The units replaced shall be adjusted according to the proportion of electricity decomposition in the medium- and long-term transaction period until medium- and long-term acceptance space is met. If the acceptance space is still not satisfied after the replacement of all medium- and long-term market transactions, the priority plan curve shall be adjusted according to reverse order of priority generation arrangement, and the adjusted units shall be adjusted according to the proportion of decomposition power in the period of the priority generation plan. The cost deviation between the excess generation of renewable energy and the replaced electricity shall be included in unbalanced funds for allocation. For the shortage of priority generation output such as renewable energy, which cannot meet the demand for priority consumption, it shall be supplemented by the principle of equal proportion guarantee of regular power supply in this province.
3.2.2 Balance Stage
In order to solve system balance problems caused by load forecasting deviation, change of priority generation output such as renewable energy, requirements of grid safety constraints, and system abnormality and equipment failure, system balance resources at the following moment are used as transaction targets of real-time balance mechanism at a certain time on operation day, and the transaction is carried out rolling.
The units shall declare balance adjustment price to participate in real-time balance market transactions (the qualified load side can also participate in the declaration). The dispatching organization calls real-time balance resources according to the principle of minimum total adjustment cost of the transaction object.
The real-time balance market adopts marginal price settlement, and the quotation of the last winning unit in the transaction cycle is the marginal price of the period. Renewable energy power generation enterprises take the balance responsibility based on the day-ahead power curve.
3.3 Auxiliary Service Market
The auxiliary service market is determined by power dispatching organization to meet the needs of system safe and stable operation by compulsive supply, medium- and long-term procurement or purchasing in advance, and compensation for the auxiliary service providers is made according to market rules. Recently, the provincial auxiliary service market is the main way in China, and the auxiliary service varieties such as frequency modulation and standby are carried out. Gradually, power dispatching organization could expand the scope of the auxiliary service market, build an inter-provincial auxiliary service market, and solve the problems of reserve and mutual assistance when adjustment capacity is insufficient.
3.4 Transaction Organization Process
The government departments shall determine and issue inter-provincial priority generation plans, and provincial priority generation and consumption plans for the next year. Each province conducts electric power transactions in the order of annual (or multi-year), monthly, and multi-day based on factors such as power grid security, supply and demand situation, and power supply structure.
Yearly Stage. For planned electricity, priority generation electricity in a province determined in each region shall be signed before the yearly bilateral transaction starts, the yearly power purchase and sale contracts between a power generation company and a supply service provider shall be signed, and the yearly electricity scale and monthly electricity plan shall be agreed. According to the yearly electricity consumption forecast of non-market users, each region, after deducting priority generation of each link, will distribute yearly priority generation in coal-fired power generation enterprises and determine a monthly electricity plan. For market-oriented electricity, after the priority generation is implemented in a province, the provincial organization of yearly transactions will be carried out, and the curve is broken down into months.
Monthly Stage. For planned electricity, according to monthly demand forecast, power generation and consumption balance, and monthly maintenance plan arrangement, the planned monthly electricity can be adjusted and confirmed by market players before monthly implementation. Before D-1, the power dispatching organization is allowed to make a rolling adjustment to the power generation plan based on the factors such as unit restriction and large deviation caused by section constraints. For market-oriented electricity, after priority generation is implemented in a province, a monthly transaction with a power curve is carried out. In order to effectively reflect the balance between power supply and demand and to reduce the impact of intermittent and fluctuant renewable energy on the balance of power and electricity, it is necessary to gradually shorten medium- and long-term transaction cycles, increase their frequency, and give market players the right to participate in a transaction independently. Short-term transactions in a month can be carried out continuously according to market demand.
Day-Ahead Stage. For planned electricity, power dispatching organization forecasts priority consumption curves and decomposes them into various types of power generation according to the model of determining priority generation based on priority consumption. For large deviation of priority generation curve caused by large fluctuation of renewable energy output or large fluctuation of priority consumption of specific users, power dispatching organization can adjust other market-oriented contracts and priority plan arrangement. For market-oriented electricity, based on the priority generation and consumption plans and medium- and long-term transaction results, two sides of power generation and consumption shall declare incremental transaction demand in different periods, and the centralized bidding will form the curve of day-ahead incremental results. The plan and arrangement of priority generation and consumption, medium- and long-term trading curves, and day-ahead incremental transactions shall be checked by dispatching security.
Balance Stage. In order to solve the system balance problems caused by load forecasting deviation, renewable energy and other priority generation output changes, grid safety constraints, and system abnormality and equipment failure, the system balance resources at the following moments are used, as the transaction will be carried out rolling to adjust the deviation power. The system up and down adjustment costs are apportioned according to some causes and certain rules on the power generation side.
3.5 Market Settlement
The priority generation plan shall be settled according to the online tariff approved by government departments. The transaction electricity in the medium- and long-term markets is settled according to the transaction price approved by all parties. The electricity quantity in the spot market is settled according to the following.
For a transaction in the day-ahead market, the market-clearing electricity shall be settled according to the price formed by the day-ahead market. Based on the real-time balance mechanism, the unbalanced electricity between actual power generation and consumption curve of market transaction players and transaction plan curve (including intraday transaction electricity and balance service electricity) shall be settled according to the price formed by the real-time balance mechanism. The cost of system balance adjustment is apportioned by generator unit or user who causes deviation electricity according to the proportion of total deviation electricity.
For unbalanced fund channeling, an unbalanced fund diversion mechanism can be established, and grid enterprises collect permitted income and bear no profit or loss caused by the market operation.
For the external electricity from other provinces, settlement and assessment mechanisms of the deviation electricity shall be established, and rolling will not be allowed. According to the different causes of deviation caused by selling and buying provinces, the implementation rules shall be referred to. After the establishment of a multi-provincial spot market, settlement shall be conducted according to the corresponding spot price.
4 PROJECT CASE ANALYSIS
4.1 Calculation and Analysis
In order to effectively verify the feasibility and practicability of the market transaction mechanism proposed in this paper, the whole-day operation data of the electricity market of Province X in 2020 is selected, for example, calculation and analysis, and the decomposition curve is shown in Figure 4. By the end of 2020, the total installed capacity of renewable energy in X province was 32 million kW, accounting for 31% of the installed capacity of the province. Renewable energy in X province has participated in market transactions and effectively increased consumption proportion through market transactions.
[image: Figure 4]FIGURE 4 | Electricity market operation curve decomposition of Province X in 2020.
It can be seen from Figures 5 and 6 that after the base output of thermal power in Province X is superimposed with priority generation output of renewable energy, the priority generation plan curve is formed. On this basis, medium- and long-term market transactions are carried out, and medium- and long-term curves (red) are formed after superimposing medium- and long-term contracts. Compared with the date load forecasting curve, the part of the former lower than the latter is the space of the day-head incremental spot transaction, while the part of the former higher than the latter is the space of adjusting the base or medium- and long-term marketization contracts before spot transactions. Generally, contract adjustment is carried out first, and then an incremental spot transaction is carried out.
[image: Figure 5]FIGURE 5 | Adjustment result of base part.
[image: Figure 6]FIGURE 6 | Adjustment result of market-oriented contract.
Take Unit K in Province X as an example; first, adjust the base contract and medium- and long-term market-oriented contracts, as shown in Figure 4, and then carry out a day-ahead incremental spot transaction. The clearing power and price of Unit K are shown in Figures 7 and 8.
[image: Figure 7]FIGURE 7 | Unit capacity of day-ahead incremental spot clearing.
[image: Figure 8]FIGURE 8 | Day-ahead incremental spot clearing price of Unit K.
Compared with the current spot market model in X province, operation results of the new market model in this paper are shown in Table 1.
TABLE 1 | Comparison of market operation results.
[image: Table 1]After the market transaction mechanism proposed in this paper is adopted, the whole-day settlement deviation cost is 1.1 million yuan. In the spot market model adopted by Province X at the present stage, the whole-day deviation cost is 27.96 million yuan; compared with this model, the deviation cost can be reduced by 26.86 million yuan. In addition, about 34 million kWh of renewable energy can be increased with earnings of 11.3 million yuan, and the benefit of promoting renewable energy consumption is also very obvious.
From the organizational process and calculation results, it can be seen that the newly designed market transaction mechanism has the advantages of relative decoupling between plan and market, clear responsibilities of both sides of power generation and consumption, simple market model, good compatibility, and strong scalability. The most important thing is that the mechanism carries out a market transaction on the basis of renewable energy consumption, fully ensuring renewable energy consumption space in the future. However, in the intraday or real-time stage, priority generation such as renewable energy is required to bear the responsibility of system balance, which has a certain pressure on renewable energy units.
In general, the proposed mechanism can better solve the practical problems of current spot pilot operation, such as imbalance of funds and poor connection between market and plan, especially for the full guarantee of implementation of priority generation such as renewable energy, and has certain guiding significance for guiding some regions in China to carry out spot market pilot.
4.2 Analysis of Advantages and Disadvantages of Market Model
4.2.1 Advantage Analysis
First, the electricity plan of the new market model is relatively decoupled from the traditional centralized bidding market. Under the market model of promoting renewable energy consumption, decoupling design of plan and market can adopt different treatment methods, which is in line with the actual situation of a physical delivery attribute of priority generation and consumption in China. With gradual liberalization of priority generation, the balance and matching of both sides of generation and consumption will be realized, which is conducive to reducing the scale of unbalanced funds.
Second, the balance responsibility of power generation and consumption is clear. Under the market model of promoting renewable energy consumption, balance responsibilities, and corresponding economic relations of market-oriented power generation and consumption, priority generation and consumption are relatively fair and clear, which is also in line with the market basis of China’s absolute proportion of bilateral direct transactions. Afterward, according to the deviation between planned output and actual output, the imbalance amount of the responsible party shall be settled, so that each party shall be responsible.
Third, the new market model is simple, has good compatibility, and has strong scalability. In terms of time, the market model of promoting renewable energy consumption can be compatible with existing priority plans and medium- and long-term market transactions and can adapt to the market process of priority generation, which is conducive to the smooth start of the spot market. From the perspective of space, the market model of promoting renewable energy consumption is convenient for standardizing interface design and unifying market rules among different provincial markets and is conducive to the integration of provincial markets and gradually forming a national unified electricity market.
Fourth, it is conducive to the proper solution of cross subsidies. Under the market model of promoting renewable energy consumption, the boundary between market and plan is clear, which can guarantee the balance of quantity and price of priority generation and consumption to the greatest extent, and is conducive to stabilizing source of cross subsidies, reducing new profits and losses of policy-based cross subsidies, and recovering cross subsidies through transmission and distribution price, so as to ensure the price stability of residents’ agricultural and other security electricity.
4.2.2 Disadvantage Analysis
First, compared with the whole electricity market model (whole electricity within the day-ahead spot centralized bidding range), it is more conservative. Under the market model of promoting renewable energy consumption, part of the electricity is involved in the spot market, competition is not sufficient, and market efficiency and resource allocation efficiency are not as good as those of the whole electricity market model, which may be difficult for the entire power industry and some experts to accept.
Second, adjusting the market model of the existing spot pilot provinces is required. Most of China’s existing spot pilot provinces adopt a market model of centralized bidding of all electricity. The market model of promoting renewable energy consumption needs to make great changes in market rules and technical support system of current spot pilot provinces, but it has little impact on most of the provinces that have not yet been started.
5 CONCLUSION
Based on the reality of China’s existing market transaction mechanism, this paper designs and proposes a market transaction mechanism to promote renewable energy consumption, and adapts it to the plan and market models of China. The mechanism carries out a market transaction in the order of first arranging a priority plan, then organizing medium- and long-term market trading, and then organizing day-ahead incremental spot trading. Operational processes of this mechanism, including priority plan, medium- and long-term, spot stage, auxiliary service, and balance stage, have been defined. For deviations in priority plans caused by renewable energy output or large fluctuations of priority consumption, adjustments can be made by adjusting other marketization contracts and priority plans. Example shows that this method has the advantages, such as relative decoupling between plan and market, clear balance responsibility between power generation and consumption, simple model, good compatibility, and strong scalability, and is conducive to properly solving cross subsidies. It is hoped to provide a reference for improving renewable energy consumption capacity and improving China’s current market trading mechanism.
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INTRODUCTION
For decades, solar energy has taken an increasingly important part, which will continue to rise, driven by carbon peaking and carbon neutrality strategic goals, in the energy consumption of China (Yang et al., 2021a; Mahidin et al., 2021). Due to the intermittence and volatility of sunlight, photovoltaic (PV)1 power generation is more erratic than conventional power which results in some problems of the grid: frequency instability (Liu et al., 2020; Murty and Kumar, 2020), dispatch difficulty (Peng et al., 2020; Tummala, 2020), and voltage and current surges (Bozorg et al., 2020; Yang et al., 2021b). Hence, accurately forecasting the power generation of the PV system is one of the major issues of PV system’s engineering practice to settle the aforementioned problems (Huang et al., 2021a; Yang et al., 2021c).
According to the modeling means of prediction, the prevailing PV power prediction methods are broadly divided into three categories, namely, physical, statistical, and artificial intelligence (AI) forecasting technologies (Yang et al., 2021d). Furthermore, the applicable ranges of different forecasting technologies are given in Figure 1. Moreover, these PV power forecasting technologies face different challenges. First, it is difficult for physical forecasting technology to obtain accurate future weather forecast information and determine output characteristic model parameters. Second, statistical forecasting technology is not demanding for geographical location and other information of PV systems but requires masses of historical data to deduce statistics laws. As for AI forecasting technology, it is easy to trap in the local optimum because of internal defects of the AI algorithm. This work aims to clarify aforementioned problems and give some perspectives on various PV power prediction methods.
[image: Figure 1]FIGURE 1 | Prediction algorithm and its corresponding time/space horizon.
PHYSICAL PREDICTION METHOD
The physical prediction method refers to a technology that excavates the factors related to PV power generation from the principle and then creates a physical model. Specifically, physical method modeling is based on numerical weather prediction (NWP) by utilizing atmospheric physical data including wind speed, temperature, rainfall, humidity, length of day (Urquhart et al., 2013), and cloud image via a total sky imager (Shen et al., 2019) or satellite (Tuohy et al., 2015). Besides, it can be further classified as a simple physical model method and a complex physical model method. A simple physical model needs power system parameters, weather data, satellite observations, and so on (Hammer et al., 1999). The literature (Peder et al., 2009) applies a simple physical prediction model combined with the HIRLAM mesoscale weather pattern to forecast the future power generation of 21 small PV power stations in the Jutland peninsula but obtains a relatively poor predictive value. The literature (Inman et al., 2013) verifies that the PV power prediction model of wavelength-independent only absorbs light of aqueous vapor after experiments. In order to ensure the stable operation of the bulk power grid, the prediction of power generation of the PV microgrid system must be more accurate. In terms of this issue, work (Lorenz et al., 2011) creates a complex physical prediction model based on the local weather forecast data and performs prediction tests based on an actual PV power station to assess the accuracy of the model.
NWP models which can be classified into two categories of wide-area prediction models and local area models prediction are utilized to forecast the solar illumination intensity and cloud distribution. Local area models are usually used for short-term forecasting of the PV plant power. So far, NAM (Mathiesen and Kleissl, 2011), MM5 (Fernandez-Jimenez et al., 2012), and WRF (Lima et al., 2016) are developed and applied in the PV power prediction of local area models. NAM takes SURFRAD actual measurement data as inputs and takes MBE and RMSE as the evaluation index of the model performance. Moreover, the prediction results utilizing with the NAM model prove that applying the irradiance as the model output variable can decrease the error and offset of power forecasting. The MM5 model can provide power production prediction values of each hour in the following day through analyzing historical information of hourly power outputs and estimation values of climate parameters in the past 1.5 years. The investigation of the wide-area PV power prediction model is worth paying more attention due to its well accuracy in estimating cloudy and cloudless sky situations. GFS and ECMWF (Mathiesen and Kleissl, 2011) are two typical models for the wide-area PV power prediction method.
Under the condition of reasonable model parameters, the physical PV power forecasting method can accurately predict the results of the future power output. However, the physical forecasting approach has the disadvantage of requiring a complex model of the solar radiation output and a characteristic model of the PV power generation system, as well as the precise future weather forecast information. In addition, determining the parameter values of the output characteristic model is more complicated for different types of generating unit systems (Perez et al., 2002).
STATISTICAL PREDICTION METHOD
The statistical method needs to collect a large number of data related to the power output of the PV power generation system to regress some unknown constants and further obtain the functional relationship between the output power and the measurable unknown. According to the amount of unknowns, the statistical method can be divided into the unary linear regression method, multiple linear regression method, and nonlinear regression method. Because there are many factors affecting PV system power generation, the prediction result is not satisfactory by using the unary linear regression method. The multiple linear regression method adopted in the literature (Li et al., 2011) takes solar radiation intensity and ambient temperature as two main factors to build a multiple linear regression model of the PV system and finally obtains the linear function relation of the output power on six unknowns, including radiation intensity and temperature. By using this linear function, the output power of the PV power generation system can be predicted as long as the value of corresponding solar radiation and ambient temperature is obtained. The literature (Li and Li, 2008) employs the support vector machine (SVM) to design a regression algorithm of the solar farm power prediction model. Because the SVM is based on the principle of risk minimization and has a strong ability of generalization, the error of solving results is relatively smaller even though there are fewer training samples. Furthermore, the SVM learning algorithm is used to solve the convex quadratic optimization problem; hence, the solution obtained by the SVM is the global optimal solution. In reference (Zhu and Tian, 2011), the least squares support vector machine (LSSVM), which is the improved version of the SVM mentioned earlier, is used to predict the output power of the PV power generation system.
NARX and NARMAX (Di Piazza et al., 2016) are representative nonlinear regression models which take solar irradiance, temperature, and day time as input variables of prediction models. The literature (Bouzerdoum et al., 2013) proposes the SARIMA model and studies its performance in power prediction of solar farms. Moreover, SARIMA enhances the prediction accuracy of real solar farms. In the literature (Pedro and Coimbra, 2012), the ARIMA model which is the linear non-stationary method is applied to forecast a local 1 MW PV plant. This model takes hourly power output values for the past half year as input variables and the mean absolute percentage error (MAPE) calculated by Eq. 1 as the performance metrics of the model. The experimental results indicate that the ARIMA model is more sensitive and accurate in reflecting the shape changes of solar irradiance. Similarly, the ARIMAX (Pedro and Coimbra, 2012) model which adopts the former solar irradiance as inputs also achieves approximate goals compared to the ARIMA model. However, the influence of weather factors other than solar illumination is not fully considered for both ARIMA and ARIMAX models.
[image: image]
where [image: image] is the predicted power value, [image: image] represents the mean of actual power values, [image: image] is the capacity of tested solar farm, and [image: image] is the sample size.
These aforementioned regression prediction models try to modify the models through the deviation between the measured and predicted values of PV power generation. In particular, the multiple linear regression method can enhance the prediction accuracy without extra measurement data, which is a method worthy of further study. The merits of the statistical method are simple operation, fast prediction, and good relation expression between the factors and the output power, hence more suitable for fitting the new situation. However, the statistical method has the complexity and difficulty in establishing the regression equation due to its high accuracy demand of the distribution rule and historical sample data. Thus, it has a lower prediction accuracy.
AI PREDICTION METHOD
Nowadays, PV power forecasting based on the AI algorithm is a very popular research area because of its strong self-learning and self-adaptation ability. In the literature (Kaushika et al., 2014), the PV array generation sequence, weather type, irradiance intensity, and temperature are adopted to build the backpropagation (BP) neural network prediction model. But this method requires a large number of historical power data and massive calculation. Moreover, it is not suitable for new or under-construction power stations due to unavailable historical data. In the literature (Tang et al., 2016), the extreme learning machine (ELM) is employed to forecast the extracted power of solar farms. Particularly, combined entropy is introduced to the prediction model and observably promotes the forecasting accuracy and the convergence. However, neural networks often need a large number of training samples to obtain a good accuracy and generalization ability (Huang et al., 2021b; Yang et al., 2021e). As a result, its prediction performance will be greatly reduced in the case of small samples. In addition, the structure and parameters of the neural network are not easy to determine. Moreover, the existing training algorithms often lead to parameters falling into local minimum (Zhang et al., 2021). Therefore, it is urgent for developing a new training algorithm to train the neural network model of PV power prediction.
DISCUSSION AND CONCLUSION
The efficient PV power forecasting technology can not only improve the grid connection ability and security but also effectively reduce light discarding. Also, various prediction technologies of the aforementioned PV plant are summarized and evaluated in Table 1.
TABLE 1 | Classification of PV power prediction methods.
[image: Table 1]But the PV power forecasting technology still faces many challenges. Recommendations and limitations for future research studies are shown as follows:
1) Pre-processing of the mass of experimental data is manually performed; hence, efficient algorithms should be developed to effectively summarize and extract information data and establish connections among them;
2) It is urgent for developing a swarm intelligence algorithm to train the neural network model of PV power prediction;
3) Regional prediction is important for power dispatching which should be further analyzed and studied;
4) Many works only consider cloud cover as a meteorological factor to represent the extent of sky cover but ignore that the partial shading of the PV panel caused by a cloud will lead to the multi-peak phenomenon of the PV curve. This issue requires further research for more accurate power prediction.
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Onshore wind farms are usually connected to the power grid by 35 kV transmission lines. Due to the high altitude of the wind turbines and their associated long transmission corridors, lightning activities are more frequent for onshore wind farms compared to the power plant in plain areas. In addition, the insulation levels of 10–35 kV distribution lines are generally low. All these facts make proper lightning strike protection a technical challenge for onshore wind farms. Taking a typical onshore wind farm as the testing object, the structure of the 35 kV distribution line connected to this wind farm is modeled by EMTP software in this paper. The leakage current and absorbed energy of the arrester at the head tower when lightning currents of different amplitudes inject into the overhead line are studied. By calculating the energy accumulated in the arrester within 100 µs, the causes of the lightning trip and damage to the arrester of the distribution line, i.e., the energy accumulation mechanism, are clarified. Eventually, the lightning protection updating scheme for this distribution line is proposed: a combination of refitting the porcelain cross arm at the head and end of the tower and filling the grounding body of the tower with a drag-reduction agent, which shows that the lightning resistance level of the distribution can be improved by 50 times in maximum.
Keywords: onshore wind farm, surge protection, electromagnetic transients, lightning arrester, energy absorption
INTRODUCTION
The construction of wind farms has increased gradually in the past decades, particularly the onshore wind farms with large capacities ranging in MW ∼ GW (Pipelzadeh et al., 2018). The wind turbines of onshore wind farms have 0.69 kV outputs, which are connected to 35 kV distribution transmission lines via 0.69/35 kV step-up transformers. Therefore, for the electrical topology of onshore wind farms, 35 kV overhead lines are very common. In this case, lightning strikes have become the primary cause of transmission and distribution line fault in wind farms, particularly in high elevational areas that suffer from thunderstorm seasons, and the safe operation of power facilities in wind farms has become a severe challenge. Once a lightning strike occurs, a system trip is the main harm to the safe and stable operation of the 35 kV distribution network, and in the worst case, this can cause a failure in the line arrester for the distribution network (Martinez and Castro-Aranda, 2009; Shariatinasab et al., 2014a). According to relevant data statistics, in February 2021 alone, there were 33 line arrester failures of 35 kV overhead lines due to lightning strikes in a typical onshore wind farm (Tang et al., 2021).
As mentioned above, the lightning arrester is the most important lightning protection equipment for 35 kV distribution lines (IEEE, 2020; Shariatinasab et al., 2014b). It bears the threat of system overvoltage and long-term power frequency operating voltage. However, it is difficult to guarantee the service life of lightning arresters due to the lack of regular inspection and means of maintenance. In general, the breakdown of ordinary gapless zinc oxide arresters would directly lead to the tripping of the single-phase grounding fault of the line. The damaged arrester needs to be replaced after line troubleshooting before the line can be put into operation again, with a large maintenance workload and huge cost (Zheng and Lin, 2006).
The function of the line arrester in a distribution network is to absorb lightning overvoltage energy and reduce line tripping. At the same time, the high energy generated by overvoltage discharge would greatly increase the deterioration rate of arrester performance (Nakada et al., 1999; Tsuboi et al., 2015). The most used Zinc oxide arresters have excellent nonlinear characteristics and can respond to overvoltage in a very short time without adding air gaps in series (Seyyedbarzegar and Mirzaie, 2016). However, previous studies have shown that the removed air gaps would cause this type of arrester to be affected by power frequency and transient overvoltage (Wanderley Neto et al., 2009). An excessive voltage applied to the arrester may reduce its thermal and electrical stability, thus its energy absorption capacity is seriously declined (Cai et al., 2020). Since the performance of Zinc oxide arresters mainly depends on their energy absorption capacity, it is necessary to precisely estimate the lightning discharge energy and lightning current characteristics that the arrester may absorb during a surge accident (Shariatinasab et al., 2018).
In this paper, a 35 kV distribution line is modeled in EMTP software based on the actual structural parameters obtained from a distribution line connected to an onshore wind farm. The leakage current and absorbed energy of a lightning arrester at the head tower of the network are calculated when lightning current with different amplitudes were injected into the overhead line. The reasons for the lightning trip and damages to the lightning arrester were clarified by comparing the energy accumulated in the lightning arrester over 100 µs. Finally, a new lightning protection scheme according to the criterion of energy absorption reduction for this distribution line is proposed. Research in this work provides a reference for the lightning protection upgrades to onshore wind power transmission systems.
BACKGROUNDS
Statistics of Lightning Strike Faults
Lightning strike faults are one of the main causes of lightning arrester failure in 35 kV distribution networks. Research proposals show that in 2020, 835 insulator failures occurred in a typical distribution network in China (SL and JY, 2019), including 780 lightning breakdown failures and 55 lightning arrester failures caused by mechanical force, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Statistical chart of annual lightning arrester failure times and main causes.
As can be seen from Figure 1, in terms of time distribution, in 2020, there were 780 lightning breakdown faults, with a monthly average of 65, of which there were a large number in April, August, and September, followed by March, May, June, and September. This is consistent with the lightning activity in this distributed power grid. There are 55 lightning arrester failures caused by mechanical force, with an average of 5 per month. The monthly distribution of the whole year is relatively average. Mechanical force failures in lightning arresters are related to external force damage, short drainage wire caused by construction quality, stress on lightning arresters, small animals, and other factors. From this analysis, most of the faults of lightning arresters are breakdown faults.
As illustrated in Figure 2, when lightning strikes the ground wire, it causes insulator flashover, and the overvoltage propagates toward the wind turbine in the form of traveling electromagnetic waves, damaging the insulation of the electrical equipment. When the insulator is connected in parallel with a metal oxide varistor (MOV) surge arrester at terminals, it can effectively suppress the occurrence of overvoltage and protect the safe and stable operation of wind farms.
[image: Figure 2]FIGURE 2 | Lightning strikes overhead lines of wind farm.
Failure Mode and Effects Analysis
According to the operational data, at 23:09 on 28 February 2021, a tripping fault occurred on the observed 35 kV distribution line. Due to the heavy rains at that time, it is predicted that the line was possibly hit by a lightning strike. On the next day, it was found during inspection that the lightning arrester on phase C at the user’s side was broken, with the body of the lightning arrester disintegrated and scattered and the jumper suspended.
The distribution transformer uses a gapless zinc oxide arrester with a disconnector. The breakdown of the main body of the arrester in phase C is the cause of this trip accident. The whole arrester is broken with the conductor suspended, and consequently, the arrester at fault is disconnected from the system. Therefore, the power on the line is successfully restored. Further analysis indicated that the reason for the main body of the arrester to be broken was that the disconnector of this arrester failed to act. In addition, the jumper of the arrester in phase B was also broken during the accident. The conductor joint was bound at the lower end of the fuse, and the residual part after the action of the disconnector is still connected to the down lead of phase B.
It can be seen from this lightning strike fault that the lightning protection of 35 kV distribution lines is still the top priority for onshore wind farms, and the fragmentation of lightning arresters is mostly due to the absorption of large energies that exceed their capacity to withstand. Therefore, it is necessary to reduce the energy absorption of lightning arresters when designing novel lightning protection schemes for 35 kV distribution lines connected to onshore wind farms.
Electrical Structure of Distribution Lines
As mentioned above, the most valuable part of the onshore wind power transmission system is the distribution lines between the substation and wind turbines. The tower configurations for this section of lines are shown in Figure 3. The voltage from the wind turbine is reduced by a step-down transformer and supplied to a frequency converter. The frequency converter supplies the rectified power into the 35 kV substation through the transmission line corridor. All the towers in the corridor are fully protected by overhead ground wires. The operation mode for the wind farm is one for end-user and one for standby, and the operation mode is switched once a month. In this paper, the main power supply loop is taken as the research object. Three zinc oxide arresters are installed on the top of the head tower, and a steel bar with a diameter of 12 cm is grounded at the bottom of the tower. Three phases of the line are arranged in a mountain shape, with a span of about 60 m, and the tower has a 12 m high conical cement pole on the top. The end tower is located at the top of a 30 m high slope close to the wind turbines, equipped with three lightning arresters, and the down lead is also a stainless-steel bar with a diameter of 12 cm.
[image: Figure 3]FIGURE 3 | Schematic diagram of distribution line from substation to user.
METHODOLOGY FOR EMTP MODELING
In order to accurately simulate the rupture accidents of lightning arresters when a 35 kV distribution line is hit by a lightning strike, the 35 kV distribution line described above is modeled by EMTP software to study the influence of lightning current amplitude on the performance of lightning arrester. Further, the improvements in the service performance of the whole system by measures to reduce the energy absorption are discussed.
Modeling of Lightning Surge Current
The lightning waveform can be described by lightning current amplitude and the lightning wave head and wave tail times (Shariatinasab et al., 2014a), which are generally described by the following formula (Eq. 1):
[image: image]
Where α and β are determined by the above three characteristics of lightning. The main parameters in the EMTP simulation are defined as follows: The simulation adopts the double exponential wave function to define the standard lightning current waveform 2.6/50 µs, where wave head time is set as T1 = 2.6 µs, wave head time is set as 50 µs. Accordingly, α can be calculated as 1590, whereas β is 712,000 and A is 1.1157. Im is the amplitude of lightning current signals.
Modeling of Towers and Lines in Distribution Network
In the simulation, the tower span of 35 kV Transmission line is set as 60 m, and the lumped parameter inductance model is used to simulate the tower. The concrete pole without stay wire is selected to simulate the pole and tower, and the height of the pole and tower are set to 9 m. Details of the structures of the tower and line in the simulation are shown in Figure 4. The equivalent concentrated inductance model is adopted, and the inductance is set as 0.84 μH/m, with grounding resistance changes in the range of 5–20 Ω.
[image: Figure 4]FIGURE 4 | Tower of 10, 5 kV transmission line and its simulation model.
The outer diameter of the conductor is set as 11.4 mm, and the DC resistance is set as 0.4217 Ω/km. In this paper, the multi-coupler LCC subroutine of the JMarit model varying with frequency is used to build the overhead line model, and the line parameters are injected into the software to automatically generate the line module that meets the requirements of a distribution line. The main parameters of the three-phase conductor and lightning conductor of the overhead line are shown in Table 1 (Suimin and Wei, 2007).
TABLE 1 | Voltammetry characteristics of MOA.
[image: Table 1]It can be seen from Figure 3 that the height data of the relevant conductor from the ground is required when modeling the overhead conductor. According to the typical data provided in the literature [Andreottiet al., 2013], the layout position of the actual conductor on the tower is shown in Table 2.
TABLE 2 | Wire position of 35 kV overhead line.
[image: Table 2]Modeling of Insulator and Arrester
The line flashover caused by lightning is the most serious challenge for the design of line insulation. The lightning flashover rate of the distribution line needs to consider two factors, i.e., the flashover criterion of the insulator, which is determined by the lightning impulse breakdown voltage U50% of the insulator (Wang and Ren, 2020), and the calculation of induced lightning overvoltage (Andreotti et al., 2013; De Conti et al., 2010).
In the lightning protection design for the 35 kV overhead line, zinc oxide arrester is selected referred to the practical applications. Energy absorbed by lightning Arrester during lightning strikes is eventually calculated as the key parameter for the system breakdown analysis and design of the protective scheme. However, the distribution line model created in EMTP cannot be directly used to calculate the energy absorbed by a component during the entire simulation time. Therefore, the third-party module namely MODEL is used to solve this problem by using the integral calculation formula of the absorption energy of the lightning arrester. Since the EMTP software is mainly used for transient calculation, the energy absorbed was calculated at every time step. The interval for the calculation of energy absorption is decomposed and fits the time steps strictly. Eventually, all the calculated values are accumulated. The realization of this model is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Wiring diagram of double circuit line simulation calculation model.
SIMULATION OF ENERGY ABSORBED BY LIGHTING ARRESTER UNDER DIFFERENT LIGHTING OVERVOLTAGE
In general, lightning would directly strike the tower or line when the hitting point is within 65 m from the line. When there are high buildings or other shielding near the distribution network, the probability of a direct lightning strike is very small. About 20% of the lightning strikes on distribution lines are direct lightning strikes, mainly in the suburbs or nearby places without high building shielding. However, about 80% of lightning events are induced lightning (Han et al., 2008). This paper mainly studies the energy absorption of line arresters under the accidents of induced lightning overvoltage of 35 kV line.
Lightning Strikes Under Different Lightning Current Amplitude
It is indicated from the simulation that induced lightning occurs near the head tower. The probability of a lightning current with amplitude greater than 88 kA is about 10%, and the probability of a lightning strike greater than 100 kA is about 7.3%. Therefore, the impact of lightning current less than 100 kA on the line is mainly considered when studying lightning protection measures (Tang et al., 2012).
When induced lightning is injected into the overhead line near tower 1 with a lightning current amplitude of 10 kA, the overvoltage waveform at different positions of the overhead line is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Maximum overvoltage waveform of 10 kA lightning current amplitude invading #1 overhead line near tower.
It can be seen from Figure 6 that when the amplitude of 10 kA lightning current intrudes into the overhead line, the overvoltage borne by the overhead line is small, i.e., the maximum overvoltage is only 36.5 kV, which is far from reaching the flashover voltage of the insulator. Moreover, the attenuation of the lightning intrusion wave is obvious in the propagation process. When the intrusion wave propagates to the side of the wind farm’s high-voltage cabinet, the overvoltage is very small. In consideration of the most serious cases of lightning invasion, five cases of lightning current with amplitude no less than 10 kA, i.e., 1, 30, 50, 70, and 100 kA are considered in the simulation. The simulation results are shown in Table 3.
TABLE 3 | Insulator flashover at each tower under different lightning current amplitude intrusion.
[image: Table 3]It can be seen from Table 3 that with the increase of lightning current amplitude over 10 kA, the induced overvoltage level of overhead line is significantly enhanced, and the number of poles and towers with insulator flashover is also increasing. When the induced lightning current amplitude is between 30 and 70 kA, only tower 2 suffers from flashover. It is as predicted because the flashover of the insulator on tower 2 splits most of the lightning current through this tower. However, when the amplitude of induced lightning current reaches 100 kA, the distortion of lightning surge current only by insulator on tower 2 insulator is not enough, so the insulator on tower 2 begins to suffer from flashover.
The reason why there is no flashover for the insulator on the head tower, which is the nearest to the lightning strike location, is due to the quick response of the lightning arrester with reasonable energy absorption ability (Liao et al., 2018), and the limitation of the simulation, i.e., the judgment basis for the failure of the lightning arrester, which cannot be properly set in the software. In order to precisely study the complete process and the mechanisms of the lightning strikes on the distribution line, the energy absorbed by the lightning arrester when the lightning current amplitude reaches 100 kA should be further discussed.
The relationship between the maximum leakage current from the arrester at the pole of tower 1 and the amplitude of the lightning current is shown in Figure 7. It can be seen from Figure 7 that with the increase of lightning current amplitude, the leakage current flowing through the lightning arrester installed on tower 1 rises linearly. When the induced lightning current amplitude reaches 100 kA, the maximum leakage current of the lightning arrester can reach 19.12 kA in less than 10 µs, which could cause great damage to the lightning arrester. Therefore, it is necessary to analyze the impact of the absorbed energy on the performance and service life of the lightning arrester.
[image: Figure 7]FIGURE 7 | Comparison diagram of leakage current of #1 tower line arrester under different lightning current amplitudes.
Energy Absorptions in Lightning Arrester
In the case that the induced lightning occurs near tower 1, the change of energy absorbed by the arrester on tower 1 in a short time is measured with the change of lightning current amplitudes. The results of the accumulated energy were imported into MATLAB software for processing.
The changing trend of energy absorption is shown in Figure 8. It can be seen from Figure 8 that when induced lightning intrudes into overhead lines, the leakage current flowing through the arrester at tower 1 in a short time would generate huge energy in the arrester. Taking the induced lightning intrusion with the amplitude of 50 kA lightning current as an example, the energy on the arrester rises fastest within 50 µs, and the energy value reaches 90.5 kJ at 50 µs. The energy accumulated in such a short time would produce a large amount of thermal effect on the arrester, making the lightning arrester burn out.
[image: Figure 8]FIGURE 8 | Comparison diagram of absorbed energy of #1 tower line arrester under different lightning current amplitude intrusion.
ENERGY ABSORPTION BASED PROTECTIVE SCHEME
According to the field investigations and simulation results, the terrain of the 35 kV overhead line connected to wind farms is relatively high and vulnerable to lightning strikes. Although line arresters are installed at both ends of the line, there is still a high potential for lightning trip and power failure accidents to occur, which directly affect the normal power supply of wind farms, which shows serious deficiencies in the existing lightning protection measures of this type of power supply system.
The conventional solution for the lightning protection upgrade is to replace insulators with models with better performance or simply increase the number of insulator strings, but the replacement cost is high, and increasing the number of insulator strings could lead to the increase of tower head clearance and increase the tower head size and insulation cost in consequence. Therefore, it is necessary to make a novel protective scheme to suppress dangerous lightning trips without much spending.
Retrofitting the Cross-Arm With Alternative Materials
The structures of the porcelain cross-arm are shown in Figure 9. The porcelain cross arm itself is not conductive, so the insulator installed on the porcelain cross-arm is not likely to suffer from single-phase flashover when subjected to lightning strikes, and only phase-to-phase flashover with a stable power frequency arc might cause this type of cross-arm breakdown, which is much more unlikely than conventional single-phase flashover conditions (Sekioka, 2018; Sekioka, 2010; Mahmood et al., 2015).
[image: Figure 9]FIGURE 9 | Schematic diagram of replacing tower cross arm.
Inspired by the outstanding performance of porcelain cross-arm, the porcelain cross-arm is tried on the distribution line, and its performance against lightning strikes is compared with the iron cross-arm. Figure 10 shows the simulation results when the lightning current amplitude is 30 kA and the induced lightning invades the overhead line, where the maximum leakage currents of the arrester at tower 1 with the cross-arm constructed in the two materials are compared.
[image: Figure 10]FIGURE 10 | Maximum leakage current waveform of lower #1 pole arrester invaded by 30 kA lightning current amplitude of cross arms of different materials.
It can be seen from Figure 10 that the materials of the cross-arms have a great impact on the leakage current flowing through the arrester. When the lightning current amplitude is 30 kA and the induced lightning invades the overhead line, the current flowing through the arrester can be greatly reduced by using porcelain cross arms, which can be reduced by 50 times in maximum.
However, the energy absorption caused by lightning current has not changed. For the optimized implementation of the porcelain cross-arm, it is necessary to install the porcelain cross-arm on the whole line otherwise the energy still can pass through other towers. Additional protection measures need to be considered to reduce the line updating costs.
Updating Tower Grounding Body With Drag-Reduction Agent
The grounding resistance of the line is directly related to the lightning resistance level of the line (Takahashi et al., 2010). The function of the lightning arrester is that when the line is struck by lightning, the lightning arrester acts preferentially and lead the lightning current to the Earth through the grounding device, to protect the insulator and avoid flashover. According to relevant calculations, the grounding resistance of the head and end towers of the original line is about 29 Ω, so it is necessary to reduce the grounding resistance to further improve the protection ability against surge accidents.
A specially designed upgradation scheme for the tower grounding body is shown in Figure 11. The grounding electrode is filled with drag-reduction agent mixed with water in the ratio of 3:2. It is noted that the grounding electrode must be fully contacted with the drag-reduction agent. After the agent is solidified, welding the galvanized steel pipes at the four corners of the underground slotted through flat steel to make them connected into the tower body. All underground connections must be welded, and the welding length shall be greater than or equal to 10 cm.
[image: Figure 11]FIGURE 11 | Installation diagram of single improved grounding electrode.
The measured grounding resistance by using this novel installation method is calculated to be within 15 Ω. Simulation on the leakage current flowing through the lightning arrester of tower 1 when the lightning current amplitude is 30 kA is carried out, under the conditions of grounding resistance with 29 and 15 Ω, respectively, as shown in Figure 12. After reducing the tower grounding resistance, when the lightning current amplitude is 30 kA and the induced lightning intrudes into the overhead line, the leakage current flowing through the arrester on tower 1 is obviously higher in the case of grounding resistance in 15 Ω, which can split more lightning energy into the ground and reduce the peak value of lightning surge current during a potential flashover. By combing the protective measures of updating cross-arm of head tower with the grounding body with reduced resistance, the effective lightning protection can be achieved for onshore wind farms without huge investments. Simulation results confirm that the lightning protection performances are almost the same for the tower body of the whole lines are updated with the agent together with only the head and end towers are equipped with porcelain cross-arms, compared with all the towers equipped with porcelain cross-arms.
[image: Figure 12]FIGURE 12 | Waveform of maximum leakage current of #1 pole arrester and #2 pole insulator flashover current of different tower grounding resistance under 30 kA lightning current amplitude intrusion.
CONCLUSION
For the purpose of reducing the risks of frequent lightning trips of distribution line connected to onshore wind farms, a 35 kV distribution line for an onshore wind farm is selected and modelled in EMTP to study the leakage current and absorbed energy of the arrester on the head tower and the flashover of tower insulators when induced lightning surges with different lightning current amplitudes were injected into overhead lines. Further, the upgrading scheme of restraining lightning trips of the distribution line is studied. The simulation results indicate that the huge energy absorption caused by lightning surge currents within 100 μs is the main reason for the arrester to breakdown and the system to fail. Lightning trips of the 35 kV distribution line for the onshore wind farms and the breakdown of lightning arresters cannot be properly solved by conventional protective measures such as updating the insulators with better performance. Based on the principle of reducing the energy accumulated on the arrester, a novel protection scheme, in combination of refitting the head and end towers with porcelain type cross-arms and updating the grounding body of the tower with drag-reduction agents are proposed. Simulation results indicate that the lightning resistance level of the distribution can be improved by 50 times in maximum.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Materials, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
The individual contributions of the authors are as follows: Data collection, CC; formal analysis, JG; methodology, PC; supervision, CC writing (original draft), JG. All authors have read and agreed to the published version of the manuscript.
FUNDING
This study received funding from research and application of key technologies for collaborative management and control of low-voltage junctions based on only fusion terminals (No. HZJTKJ2021-15).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Andreotti, A., Pierno, A., Rakov, V. A., and Verolino, L. (2013). Analytical Formulations for Lightning-Induced Voltage Calculations. IEEE Trans. Electromagn. Compat. 55, 109–123. doi:10.1109/TEMC.2012.2205001
 Cai, L., Yu, W., Wang, J., Xu, Z., Zhou, M., and Fan, Y. (2020). Study on the thermal Behaviour and Non‐linear Coefficient of the 10 kV ZnO Surge Arrester. IET Gener. Transm. Distrib. 14, 5287–5293. doi:10.1049/iet-gtd.2020.0529
 De Conti, A., Perez, E., Soto, E., Silveira, F. H., Visacro, S., and Torres, H. (2010). Calculation of Lightning-Induced Voltages on Overhead Distribution Lines Including Insulation Breakdown. IEEE Trans. Power Deliv. 25, 3078–3084. doi:10.1109/TPWRD.2010.2059050
 Han, X., Mao, M., Wu, J., Zhou, W., Yu, J., Tu, J., et al. (2009). Research on Lightning Overvoltage and Comprehensive Lightning Proof Measures of 10kV Overhead Insulated Distribution Lines. High voltage Technol . doi:10.1109/APPEEC.2009.4918693
 IEEE(2020). IEEE Std C62.11-2020 (Revision of IEEE Std C62.11-2012. in IEEE Standard for Metal-Oxide Surge Arresters for AC Power Circuits (>1 kV) – Redline, 1–235. 
 Liao, Y., Yang, J., Zhang, Y., Liu, G., Ruan, Y., and Han, Y. (2018). Effect of Equalizing Ring on Flashover Characteristics of Cat-Head Composite Insulator. in International Conference on Power System Technology (POWERCON). Guangzhou, 3455–3459. doi:10.1109/POWERCON.2018.8602014
 Mahmood, F., Sabiha, N. A., and Lehtonen, M. (2015). Probabilistic Risk Assessment of MV Insulator Flashover under Combined AC and Lightning-Induced Overvoltages. IEEE Trans. Power Deliv. 30, 1880–1888. doi:10.1109/TPWRD.2015.2388634
 Martinez, J. A., and Castro-Aranda, F. (2009). Lightning Performance Analysis of an Overhead Transmission Line Protected by Surge Arresters. IEEE Latin Am. Trans. 7, 62–70. doi:10.1109/TLA.2009.5173466
 Nakada, K., Wakai, T., Taniguchi, H., Kawabata, T., Yokoyama, S., Yokota, T., et al. (1999). Distribution Arrester Failures Caused by Lightning Current Flowing from Customer's Structure into Distribution Lines. IEEE Trans. Power Deliv. 14, 1527–1532. doi:10.1109/61.796250
 Neto, E. T. W., da Costa, E. G., and Maia, M. (2009). Artificial Neural Networks Used for ZnO Arresters Diagnosis. IEEE Trans. Power Deliv. 24, 1390–1395. doi:10.1109/TPWRD.2009.2013402
 Pipelzadeh, Y., Chaudhuri, N. R., Chaudhuri, B., and Green, T. (2018). Coordinated Control of Offshore Wind Farm and Onshore HVDC Converter for Effective Power Oscillation Damping. Portland: IEEE Power & Energy Society General Meeting PESGM, 1. doi:10.1109/PESGM.2018.8586330
 Sekioka, S. (2017). A Study on Multiphase Flashover in Medium Voltage Line. IEEJ Trans. PE 137, 784–790. doi:10.1541/ieejpes.137.784
 Sekioka, S. (2018).Experiments for Multiphase Flashover Study in Medium-Voltage Line Due to Direct Lightning Hit. in 34th International Conference on Lightning Protection (ICLP). Moscow, 1–6. doi:10.1109/ICLP.2018.8503395
 Seyyedbarzegar, S. M., and Mirzaie, M. (2016). Thermal Balance Diagram Modelling of Surge Arrester for thermal Stability Analysis Considering ZnO Varistor Degradation Effect. IET Generation, Transm. Distribution 10, 1570–1581. doi:10.1049/iet-gtd.2015.0728
 Shariatinasab, R., Ajri, F., and Daman‐Khorshid, H. (2014b). Probabilistic Evaluation of Failure Risk of Transmission Line Surge Arresters Caused by Lightning Flash. IET Generation, Transm. Distribution 8, 193–202. doi:10.1049/iet-gtd.2013.0280
 Shariatinasab, R., Ghayur Safar, J., and Falaghi, H. (2014a). Optimisation of Arrester Location in Risk Assessment in Distribution Network. IET Generation, Transm. Distribution 8, 151–159. doi:10.1049/iet-gtd.2013.0166
 Shariatinasab, R., Gholinezhad, J., and Sheshyekani, K. (2018). Estimation of Energy Stress of Surge Arresters Considering the High-Frequency Behavior of Grounding Systems. IEEE Trans. Electromagn. Compat. 60, 917–925. doi:10.1109/TEMC.2017.2756700
 Sl, D., and Jy, H. (2019). Development of a New Type of Intelligent Lightning protection Insulator for Distribution Network. Zhejiang Electric Power 38, 69–74. doi:10.19585/j.zjdl.201904012
 Suimin, M., and Wei, K. (2007). Design of Overhead Transmission Lines. Beijing: China Electric Power Press. 
 Takahashi, A., Furukawa, S., Ishimoto, K., Asakawa, A., and Hidaka, T. (2010). Influence of Grounding Resistance on Effectiveness of Lightning protection for Power Distribution Lines with Surge Arresters. in 2010 30th International Conference on Lightning Protection (ICLP), Moscow, 1–6. doi:10.1109/ICLP.2010.7845799
 Tang, J., Xu, Z., and Chen, X. (2012). Influence of High-Rise Buildings on Induced Lightning Characteristics of 35 kV Distribution Lines. Electric porcelain arrester 135, 79–84. doi:10.1016/S0378-7788(00)00125-0
 Tang, Y., Zhang, Z., and Xu, Z. (2021). DRU Based Low Frequency AC Transmission Scheme for Offshore Wind Farm Integration. IEEE Trans. Sustain. Energ. 12, 1512–1524. doi:10.1109/TSTE.2021.3053051
 Tsuboi, T., Takami, J., Okabe, S., Kido, T., and Maekawa, T. (2015). Energy Absorption Capacity of a 500 kV Surge Arrester for Direct and Multiple Lightning Strokes. IEEE Trans. Dielect. Electr. Insul. 22, 916–924. doi:10.1109/TDEI.2015.7076792
 Wang, Z. G., and Ren, G. Q. (2020). Simulation Analysis of Lightning protection Effect and protection Range of Distribution Line Arrester Based on Atp-Emtp. Electric porcelain arrester 000, 66–70. doi:10.16188/j.isa.1003-8337.2015.01.022
 Zheng, J., and Lin, M. (2006). Study on Function of Line Surge Arrester at Line Lightning protection. Insulators and Surge Arresters 214, 38–41. doi:10.16188/j.isa.1003-8337.2006.06.010
Conflict of Interest: Author CC was employed by the company State Grid Xiongan New Area Electric Power Supply Company. Author JG was employed by the company State Grid Zhejiang Electric Power Co., Ltd., Anji County Power Supply Company. Author PC was employed by the company State Grid Xinxiang Power Supply Company.
Copyright © 2022 Chen, Gao and Chu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		OPINION
published: 30 March 2022
doi: 10.3389/fenrg.2022.884920


[image: image2]
Viewpoints on the Experiences and Challenges of Fishery Energy Internet
Xueqian Fu1,2,3,4*
1College of Information and Electrical Engineering, China Agricultural University, Beijing, China
2National Innovation Center for Digital Fishery, China Agricultural University, Beijing, China
3Key Laboratory of Smart Farming for Aquatic Animal and Livestock, Ministry of Agriculture and Rural Affairs, Beijing, China
4Beijing Engineering and Technology Research Center for Internet of Things in Agriculture, Beijing, China
Edited by:
Siqi Bu, Hong Kong Polytechnic University, Hong Kong SAR, China
Reviewed by:
Wolong Yang, China Power Engineering Consulting Group, China
Yan Zhang, Guangdong University of Finance and Economics, China
* Correspondence: Xueqian Fu, fuxueqian@cau.edu.cn
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 27 February 2022
Accepted: 07 March 2022
Published: 30 March 2022
Citation: Fu X (2022) Viewpoints on the Experiences and Challenges of Fishery Energy Internet. Front. Energy Res. 10:884920. doi: 10.3389/fenrg.2022.884920

Keywords: fishery energy internet, fishery informatization, fish farm electrification, fishing light complementary, low-carbon energy
INTRODUCTION
It is noteworthy that energy-related carbon dioxide emissions have aroused great concern around the world. In this regard, the renewable energy trend has intensified during recent decades due to its extremely low carbon footprint. Photovoltaic (PV) power generation and wind power generation have become the primary sources of renewable energy (Fu et al., 2020), and hydrogen fueling stations have increased during the last decades due to their high energy efficiency. Zhang et al. presented a novel coordinated control method for hydrogen fueling stations, and the results of the experiment indicated that their method can greatly improve energy economy and efficiency (Zhang et al., 2021a). The installation of renewable energy needs to consider land and other practical issues. Rural roof, fishery, and greenhouse PV generation systems provide a variety of feasible schemes for renewable energy installations. Considering the economy of installing renewable energy in rural areas and the rapid increase in electricity demand brought on by agricultural electrification, agricultural energy internet (AEI) has become a valuable topic of integrated energy systems (Fu et al., 2021). It must also be mentioned that multi-energy complementarity is the key to the rapid development of integrated energy systems in recent years (Mu et al., 2020), and rural energy systems are suitable for applications of cascade utilization of various types of renewable energy resources. Harish et al. found that renewable energy such as PV generation, wind energy, and small hydropower had improved the level of electrification in rural areas and significantly affected the economy of rural energy systems. Their view is that the Internet of Things (IoT) should be applied to rural energy systems; the microgrid solution based on IoT is a smart solution to improve rural electrification (Harish et al., 2022).
The chief aim of this study is to express the author’s viewpoints on the experiences and challenges of fishery energy internet (FEI) in China. The importance of FEI lies in its economic and environmental benefits to integrated energy systems. First, a fishery has high energy consumption and carbon emissions because it consumes plenty of nonrenewable resources for fishing activities (Schau et al., 2009). It has been calculated that offshore fisheries accounted for 24% of Korean energy needs, and active gears consumed 20 percent more energy than passive gears (Lee et al., 2018). Second, the fish pond provides available space for renewable energy installation (Li et al., 2022), and the space and its cost are essential in planning and structuring renewable energy systems. The dependence of fisheries on energy and their space sharing require the development of FEI technologies. In addition, the establishment of a fishery informatization system also provides a foundation for the construction of FEI.
The remaining article has three main parts. First, we propose a concept (FEI) that consists of renewable energy and fish farming in Concept. Second, we share the experiences of combining a fishery with PV power generation in Experiences. Then, we address the most common challenges of FEI in Hard Problems. Finally, we give a discussion and a conclusion in Discussion and Conclusion.
CONCEPT
FEI has resulted in the solution of the vitalization of rural regions. The purpose of the FEI project is to promote the economic transformation and technology upgrading of fishery integrated energy systems with digital technology. FEI is the incorporation of digital fishery and energy internet, which is the result of the implementation of IoT with integrated energy systems. A fishery IoT regulates fishery equipment and facilities through intelligent sensors, such as dissolved oxygen, hydrogen ion concentration, temperature, conductivity, water level, and turbidity sensors. The information interaction between power and fishery IoTs can realize the perception of fishery equipment demand and energy network operation. FEI is the deep integration of IoT and fishery energy systems. The aerators are equipped with direct current frequency conversion motor technology, including a floating water pump, impeller pump, and waterwheel pump. Using PV generation means FEI will reduce fishery electricity bills. Advanced fishery electrification technologies have ignited the development of renewable energy and storage devices at unmanned fish farms, as shown in Figure 1. FEI takes electrification as a guarantee to realize the modernization and intellectualization of fishery breeding. It uses a series of electrical devices to replace traditional breeding devices, such as oxygenation pumps, electrical water purification systems, electric auto fish food timer dispensers, electrical brush machines, electric packers, and so on. An energy management system for FEI is made up of energy management functions, which are oxygenation, physical filtration, feeding, water quality monitoring, and nutrition monitoring.
[image: Figure 1]FIGURE 1 | Typical FEI consisting of fishery electrification demand and renewable energy systems.
Another interesting finding is that both fisheries and renewable energy are sensitive to sudden weather changes, that is to say, power supply and demand can be disturbed by changes in extreme weather and climate events. A summary of FEI benefits is provided as follows. 1) FEI can realize data communication and cooperative control between renewable energy and fishery energy load using IoT. 2) FEI finds a win-win solution for the fisheries sector and integrated energy systems. 3) This future FEI can promote the consumption of renewable energy and reduce carbon emissions.
EXPERIENCES
China’s National Energy Administration encourages the development of various solar projects, including the fishery and PV complementary power project. Local governments are encouraged to introduce policies to actively support renewable energy development projects with environmental protection objectives. On the premise of ensuring the safety of water resources and environmental protection, China vigorously supports the transformation of clean and low-carbon energy and developing solar and smart energy systems. The construction of FEI in Guangdong has a good physical foundation, including rich fishery resources and advanced energy internet technology. Guangdong province is the manufacturing base of PV production equipment and grid-connected inverters, which have laid the foundations of the fishery and PV complementary power project. Guangdong has a long coastline and many offshore wind farms, resulting in a high proportion of PV and offshore wind power in Guangdong FEI. China’s experience in FEI is worth learning from, and we have summarized key points in developing FEI. a) The shading rate control of PV panels should consider the tradeoff between fishery harvest and PV power generation. PV shading lowers water temperature, which has significant effects on plankton and fishery production. It is important to highlight that the dual benefits of fishery and renewable energy are the benefits of FEI. Only a single benefit may seriously weaken the advantages of FEI. b) Fishery meteorological services mean much to FEI. Rainfall, sunshine, and temperature will not only affect fishery breeding but also affect PV power generation. In other words, the weather can directly affect the source and load of FEI, and the weather sensitivity of energy networks is inevitable. IoT-based fishery and oceanographic monitoring systems are identified as a central technology for energy information systems. c) Another form of novel FEI technology in China is a technology called aquaponics, which combines aquaculture and hydroponics to produce more agricultural economic benefits with high energy efficiency (Zhang et al., 2021b). Aquaponics is a potential technology that can realize the integrated development of renewable energy, fishery, and planting.
HARD PROBLEMS
From a technical point of view, a weak rural distribution grid finds it difficult to cope with the rising electricity demand for fish and fishery products. Extremely sensitive motors driven by frequency converters, such as aerators, baits, and fishery robots, suffer from power quality issues in three-phase imbalance, voltage, and frequency quality. The consequence of the power outage of the oxygenation pump is that the lack of oxygen in the breeding pond leads to the death of fish and shrimp in a large area. Aquaculture electricity consumption is regarded as an industrial power consumption, whose price is expensive in China. From an economic point of view, the electricity bill accounts for most of the aquaculture cost, and the financial burden has become a stumbling block to fishery electrification, which is a basic of FEI. In addition, fishery and PV complementary power projects bring new problems to electric utilities. First, water vapor easily accumulates on the water surface and erodes PV modules in the humid and high-temperature environment. Thus, the potential induced attenuation effect causes serious loss of PV power generation. Second, the existing fishery and PV complementary power projects rarely consider the transmission capacity of energy networks.
Large-scale disorderly de-networking of PV generation has a serious impact on the safe operation of the energy networks, and the problem of PV power abandonment is also very serious in China. Considering the requirements of power quality, profitability, and renewable energy integration, there is therefore an urgent need, but it is still a significant challenge to further develop the FEI theory and improve technical and economic benefits.
DISCUSSION
Relationship Between AEI and FEI
It is important to highlight that AEI refers to an intelligent integrated energy system providing farmers with access to low- and no-carbon energy sources, and electrification has significantly improved the energy efficiency of agricultural systems (Fu and Yang, 2022). It is well established that agriculture includes crops, animal husbandry, forestry, fisheries, and the food industry. Thus, AEI can be classified into multiple categories depending upon the agriculture subsectors. It is worth mentioning that FEI is one of the fastest growing forms of AEI.
Advantages and Uniqueness
First, we discuss the advantages of developing FEI in China. It is commonly known that China’s energy demand is mainly concentrated in the eastern and southern regions due to economic growth and economic development. Basically, the southern and eastern coastal regions of China are rich in water resources, whose development has been the basis for the fishery and PV complementary power project. FEI can connect the electricity demand and solar PV-fishery plant in these areas, and this will help solve the problems of energy shortage and renewable energy consumption. Second, we discuss the uniqueness of FEI. FEI is a unique integrated energy system, which can realize the cross-border integration of renewable energy and aquaculture. FEI can include multiple types of low-carbon energy: wave power generation, offshore wind power, and PV. Another interesting finding is that FEI includes various types of energy consumption, such as power consumption of automatic baiting machines, aerators, water pumps and refrigerated stores, power machinery of fishing vessels, aquaculture heating, etc. Financing renewable energy options for developing FEI will help China reach its goal of hitting carbon emission reductions.
CONCLUSION
This article introduces the novel concept of FEI, which integrates a renewable energy system and IoT. From the perspective of energy, PV power generation offers no pollution and clean energy for aquaculture facilities and equipment. It is important to highlight that the average monthly electricity bill is always a primary cost element. From the perspective of information, aquaculture IoT is integrated with power IoT to increase the reliability of power supply and energy efficiency of the aquaculture industry. FEI makes full use of one land for two purposes. FEI can greatly help realize the sustainable development of economic, ecological, and social benefits via combining PV power generation and fish farming. FEI has become the development direction of renewable energy systems in China’s coastal areas. FEI changes the traditional modes of fishery production via realizing industrialization, electrification, and informatization, and provides a promising solution for the construction of centralized PV power plants. With the development of digital fishery and energy internet, FEI will become more energy efficient, low-carbon, intelligent, and reliable.
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With the motivation of electricity marketization, the demand for large-capacity electrochemical energy storage technology represented by prefabricated cabin energy storage systems is rapidly developing in power grids. However, the designs of prefabricated cabins do not initially fit for the requirement of grid energy storage in terms of manufacturing and implementation, resulting in difficulties in condition monitoring and having high risks of fire failures. It is necessary to develop a modularized and intelligent integration technology for cabin-type energy storge in MW ∼ GW for the deep embeddedness in power grid. With the core objective of improving the long-term performance of cabin-type energy storages, this paper proposes a collaborative design and modularized assembly technology of cabin-type energy storages with capabilities of thermal runaway detection and elimination in early stage, classified alarm of system operation status based on big data analysis, and risk-informed safety evaluation of cabin-type energy storage. Research in this paper can be guideline for breakthrough in the key technologies of enhancing the intrinsic safety of lithium-ion battery energy storage system based on big data analysis, proposing a prototype of novel energy storage system suitable for applications in power grid with high proportion of renewable energy.
Keywords: optimal desgin, energy storage, safety management, battery failure model, panoramic monitoring
INTRODUCTION
In recent years, electrochemical battery type energy storage has flourished all around the world, particularly huge demands are raised for applications in power plants, substations and on the user side (Faisal et al., 2018; Li and Han, 2016). With increasing penetration of renewable energies and gradually formation of electricity market-based mechanisms in developing countries, the demand for energy storage in power grid would be further expanded (Faisal et al., 2018). Among all the available types of large-scale energy storage technologies, electrochemical batteries are the primary choice for power grids, since they are relatively low in cost, easy to produce in large-scale and the technical feasibility is mature (Horiba, 2014; Din et al., 2017; Hannan et al., 2018). However, at present the electrochemical batteries are directly refitted from the one used in electric vehicle industries, problems such as inadequate preparation of procurement standards, mismatched control systems and failure to keep up with operation and maintenance technology have already emerged in the practical applications (Gavriluta et al., 2014). Most of the manufacturers continued to design energy storages for power industries based on electric vehicle technologies. There are significant differences in the working conditions and potential threats when the batteries are embedded to power grid, leading to the onerous situations of difficult power quality control, huge maintenance investment and high thermal runaway risks. It is necessary to develop a modular and universal integrated technology to promote and standardize the development of grid energy storage technology and achieve the core goal of improving the intrinsic safety of energy storage devices.
The earliest application of prefabricated cabin type energy storage in power grids is originated in Europe and North America, where the energy storage container (ESC) technology was used early on to facilitate on-site applications. Battery packs and ancillary measures are formed as separated energy storage units for peak shaving and frequency regulation (Qi et al., 2018; Zhu et al., 2019). At present, prefabricated cabins used in power network can mainly be divided into two types, i.e., integrated cabin-type and split-arranged cabin-type energy storages (Fioravanti et al., 2020). The former integrates battery packs, power conversion system (PCS) and transformers in one cabin for applications with small capacity and low voltage, which are often commonly used for user-side energy storage projects (Cassani and Williamson, 2010). The latter is generally used for energy storage devices with relatively high voltage and large capacity, which are often installed intensively near the generation and transmission networks. At present, prefabricated cabin type energy storge is still only a kind of customized products, which are generally designed, manufactured, and debugged by battery manufacturers according to characteristics of their signature products. The technical problems including poor compatibility with different battery types and lack of standardization retard the further development of cabin-type energy storges in power grid. What is more, due to the large arbitrariness of the internal functions and complex layout of the prefabricated cabin, the automatic operation and control cannot be realized. The lack of precise condition monitoring and remedial measures results in high thermal runaway risks. In fact, serious fire failures leading to the destructions of the entire energy storage power stations have occurred all around the world, such as the ruining of 25 MWh energy storage power station in Jimei, Beijing, occurred in April 2021 (May et al., 2018).
To address the above problems, the paper intends to study the thermal runaway evolutionary disaster-causing mechanism and safety rating method applicable to lithium-ion battery-based cabin-type energy storage system, as well as the risk perception, multi-level protection and safety linkage technology, and build a whole-life safety performance evaluation and certification system to comprehensively improve the safety and reliability of energy storage system operation. The expected results of this paper include heat accumulation state assessment technology for lithium-ion batteries of different levels, thermal runaway segmentation barrier technology for energy storage batteries based on thermal spread characteristics, thermal runaway sign capture technology for lithium-ion batteries under massive working conditions, advanced fire extinguishing technology based on lithium-ion battery fire characteristics, and safety risk probability rating technology for full-size energy storage battery systems (ESBS) under diversified working conditions. The optimal design proposed in this paper can be applied in the field of energy storage system operation and energy storage equipment development to continuously promote the technological innovation of intelligent energy storage and support the clean transformation of energy structure and energy consumption revolution with the target of “double carbon”.
STRUCTURE AND WORKING PRINCIPLE OF PREFABRICATED CABIN TYPE ENERGY STORAGE SYSTEM
Large-scale energy storage installations generally consist of two components, ESBS and PCS. For indoor projects, they can be deployed in dedicated rooms or basements, whereas for most outdoor projects, prefabricated cabin technology is used, which can contain the entire energy storage system. The cabins are directly modified from freight containers and are divided into small chambers with cabinets on the floor. Sliding rails are installed on the top, which are equipped with power distribution, heating ventilation and air-conditioning (HVAC), fire protection and monitoring systems. For energy storage system with small capacities, PCS and ESBS can be arranged in the same compartment, whereas for battery systems with large capacity and high voltage, PCS needs to be arranged in a separate compartment.
An ESBS is generally composed of multiple battery clusters. Each cluster includes multiple battery modules, and each battery module is composed of multiple single batteries in series or parallel, commonly known as battery packs. The charging and discharging of the battery are controlled by the battery management systems (BMS). BMS is the core of the battery system (Sylvestrin et al., 2021). It is usually divided into multiple levels. The host can be deployed in a separate cabinet. The second-level control and the third-level control correspond to the battery clusters and batteries, respectively. The common structure of a 500-kW cabin-type energy storage system is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Common structure of cabin-type energy storage project.
It can be seen from Figure 1 that in the energy storage system, the prefabricated cabin is the carrier of the energy storage devices, the most basic component of the energy storage system, and most importantly the basic guarantee to ensure the reliable operation of the battery pack (Degefa et al., 2014). Its interior can be divided into six subsystems, namely battery system, converter system, power distribution system, control system, monitoring system and fire-extinguishing system. The prefabricated cabin energy storage system has standardized size, compact structure, relatively small occupied area, and convenient transportation and installation, so it has been generally accepted by power grid users (Zhang et al., 2021). However, in recent years, some technical problems in terms of safe control and operation have also been discovered, which are described as following.
1) High risk of battery fire
Batteries are the core of energy storage. Due to their vulnerable internal structure and high energy density, fire failure is almost an unavoidable risk for ESBS (Lyu et al., 2021). However, research on fire failure orientations and early detections is very few at present, with a lack of mature technologies for the improvements in mechanism understanding and protective measures for fire accidents.
2) Inadequate safeguards of energy storage devices
The safety guarantee system of energy storage devices is not yet refined. The sensitivity of defects detection and warning system is not sufficient, intelligent monitoring of life-cycle performance is not in place, and the fire protection as well as safety measurement system is not effective, resulting in frequent operation safety problems, which seriously limits the promotion and application of cabin-type energy storage technology (Liang et al., 2017).
3) Insufficient detection capability and automation of the monitoring system
The monitoring and automatic control system is the guarantee for the safe operation of energy storage devices, but at present the automation level of prefabricated cabin type energy storage devices is relatively low, the monitoring system is not perfect, it is not yet possible to achieve automatic condition diagnosis and risk warning, unmanned operations cannot be achieved and result in huge costs in condition monitoring.
4) Insufficient standardization level of prefabricated cabin design
In engineering practice, equipment versatility, standardization and modularity are among the main features that ensure high product maturity, quality, and reliability, which not only facilitate operation and maintenance and asset management for the user, but also improve the degree of specialization and manufacturing level of the manufacturer. However, due to a number of factors such as battery type, technical route and cost control, the actual configuration of energy storage prefabricated modules is often highly individualized and the level of monitoring and automation is weak, thus causing inconvenience to operation and maintenance and safety management, as well as being a source of many potential problems.
It is therefore necessary to develop a modular and universal prefabricated module energy storage technology system for different battery types and different operational requirements, in order to improve the safety and stability of electrochemical energy storage equipment.
THEORETICAL AND PRACTICAL BASIS FOR THE OPTIMAL DESIGN OF PREFABRICATED CABINS
Basic Theory of Lithium Battery Failure
The main cause of lithium-ion battery failure is the thermal runaway accident of the battery (Hammar et al., 2010). Thermal runaway is caused by the fact that the rate of heat generation in a battery is much higher than the rate of heat dissipation, resulting in a large amount of heat accumulations and cannot be dissipated in time. In essence, thermal runaway is a positive energy feedback loop, i.e., an increase in temperature causes the system to get hotter, which in turn causes the system to get hotter. Battery thermal runaway can be divided into three stages, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Basic principles of thermal runaway in lithium batteries.
In stage 1, internal battery thermal runaway occurs. Due to internal short circuit, external heating, or the battery itself in the high current charging and discharging of its own heat, the internal temperature of the battery rose to about 90–100°C, the lithium salt began to decompose. The charging of carbon anode chemical activity is very high, which is close to the lithium metal. Meanwhile, the surface of the SEI film begins to decompose under the high temperature, lithium ions embedded in graphite also react with electrolyte and binder, which further push the temperature of battery to approximately 150°C. At this temperature, new violent exothermic reactions take place, such as the massive decomposition of the electrolyte to generate more by-products, which would further catalyze the decomposition of organic solvents. In stage 2, battery bulge stage occurs. When the battery temperature reaches above 200°C, the cathode material decomposes, releases a large amount of heat and gas, and continues to warm up. At 250–350°C, the embedded lithium state negative electrode begins to react with the electrolyte. In stage 3, battery thermal runaway begins. Cathode materials in charging state begins to react by violent decomposition, the electrolyte undergoes a violent oxidation reaction, releasing a large amount of heat, generating high temperatures and large amounts of gas, and the battery combusts and explodes.
Several characteristic temperatures, i.e., self-generated thermal onset temperature Tonset, thermal runaway temperature TTR and maximum temperature Tmax can be used to assess the thermal runaway characteristics of the battery. Tonset is the onset temperature of self-generation, i.e., the temperature at which the self-generation rate of the battery is higher than 0.02°C/min. Above this temperature, the battery would experience significant self-generation; TTR is the thermal runaway temperature of the battery, generally defined as the temperature at which the self-generation rate of the battery is higher than 1°C/min. After this temperature is reached, the battery would experience a violent temperature rise, which may be as high as 105°C/min. Tmax is the maximum temperature in the thermal runaway process, which can be as high as 1,000°C.
Basic Theory of Battery Ageing
The ageing of lithium-ion batteries is externally manifested by capacity decay and increased internal resistance, and its internal ageing mechanism includes the loss of positive and negative active materials and the loss of available lithium ions, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Li-ion battery ageing decay mechanism.
Under different ageing paths, the battery ageing process and changing trends of external characteristics are different, and the consequent changes in safety performance of the batteries are also different. The ageing paths can be divided into two types: cyclic ageing and storage ageing (Šeruga et al., 2021). The effects of these two types of ageing paths on the safety performance of batteries are discussed as following. The relationship between battery ageing mechanisms and safety performance is described in Table 1.
1) The effects of cyclic ageing on battery safety performance
TABLE 1 | Relationship between battery ageing mechanisms and the evolution of safety performance.
[image: Table 1]Under ambient/high temperature cyclic ageing conditions, the battery’s resistance to electrical abuse such as overcharging and short-circuiting deteriorates. The main reason for this deterioration is due to the increase in battery internal resistance, which leads to an increase in joule heat production under electrical abuse and makes it easier for thermal runaway to occur. Previous research shows that the safety performance of the battery under mechanical abuse such as pinning and squeezing does not change much before and after the cyclic ageing, indicating that the mechanical characteristics of the battery basically do not change with cyclic ageing. The changes in thermal stability of the battery under ambient/high temperature cyclic ageing conditions are related to the material system. Some studies show that after ambient/high temperature cyclic ageing, Tonset and TTR of the battery both decrease to a certain extent, and the self-generated heat rate also increases slightly, indicating that the battery after cyclic ageing is more prone to self-generation and thermal runaway under abnormal temperature shock. Meanwhile, some other studies show that once ambient/high temperature cycling ageing occurs, the rate of self-heat generation decreases and the thermal stability of the battery improves. The main reason for this difference is the change in the negative SEI film during cycling ageing, where the non-stable components of the SEI film on the surface of the negative electrode of some batteries gradually transform into stable components, and the SEI film gradually becomes stable, which can better protect the graphite negative electrode and improve the thermal stability of the battery. Meanwhile the SEI film on the surface of the negative electrode of some batteries continuously breaks down during cycling and regenerates a new unstable SEI film, which gradually weakens the protective effect on the graphite negative electrode. The negative electrode starts to react with the electrolyte at a lower temperature, and the thermal stability of the battery decreases. Some batteries would experience lithium precipitation from the negative electrode under high-rate charging, resulting in a decrease in the thermal stability of the whole ESBS.
Even low temperature cyclic ageing has significant effects on the safety performance of the battery. Studies have shown that once low temperature cyclic ageing occurs, Tonset would drop significantly, and within the normal range of use, which is generally within 50°C, self-generation of heat may occur, and the rate of heat generation increases significantly, leading to the sharply decreased thermal stability of the battery. The main reason for the decrease in the thermal stability of the battery by low temperature cycling ageing is the precipitation of lithium on the surface of the negative electrode, which is very active and can react with the electrolyte at a lower temperature, causing a decrease in the starting temperature of the battery and a sharp increase in the rate of heat production, which seriously endangers the safety of the battery.
(2) The effects of storage aging on battery safety performance
Previous studies show that Tonset increases and the self-generated thermal rate decreases to a certain extent by batteries aged in storage at ambient/high temperature, and the increase in Tonset and the decrease in self-generated thermal rate become more obvious with the increase in storage time, indicating that the thermal abuse performance of the batteries after storage aging improves. The increase in thermal stability of the battery by storage ageing is mainly due to the gradual stabilization of the SEI film on the surface of the negative electrode. Under storage conditions, the SEI film of the negative electrode does not rupture and regenerate, and the non-stable components gradually transform into stable components during long storage. However, the battery may generate gas during storage ageing, causing the battery to swell and affecting its safety. Under electrical abuse such as overcharging and short-circuiting, similar to cyclic ageing, the joule heat production of the battery increases due to the increase in internal resistance, resulting in a potentially decrease in the electrical abuse resistance of the battery after storage ageing.
Characteristics, Testing Methods and Principles of Battery Management Systems
For cabin-type energy storage, batteries are bound to change in performance over the course of their life, so battery condition and prediction methods are essential for safe and reliable long-term trials of energy storage units in power grid. Battery management systems (BMS) use battery state of health (SOH) to measure the performance of individual cells or whole batterie packs, defining the initial factory SOH of the battery as 100% and expressing the gradual decay of battery health as a percentage. Based on the battery test method and test data, and combined with the decay mechanism of the battery material, a decay model with a high degree of agreement with the measured data can be established, so as to make accurate prediction of the battery health status and life. At present, key parameters such as internal resistance or impedance, charging/discharging capacity, multiplier and cycle times are mainly used for battery life state assessment, either using a single parameter or as a combination of parameters.
Commonly used testing methods of BMS include charging/discharging curve analysis method, Equivalent circuit model parameter method, electrochemical impedance spectroscopy and diffusion coefficient analysis method (Subburaj et al., 2016). In addition, the extended Kalman filter are generally used to identify the equivalent circuit model, and the battery capacitance parameters are used to derive SOH estimates. The voltage response curve of double pulse discharge is used to study the amount of voltage change with the battery cycle life and SOH decay law, and the polarization curve parameters of the pulse can be better used to estimate the SOC and SOH of the battery (Cao and Qahouq 2021).
In summary, SOH prediction methods have their own advantages and disadvantages. Prediction methods based on the differentials in voltage and capacity, electrochemical AC impedance spectrum and diffusion coefficient of the battery can obtain the internal battery ageing state with accuracy, but need to use battery calendar life and cycle life data to build a battery life model, and the testing cost and time of the ageing test are considerable. For extended Kalman filter, adaptive control, neural network can get SOH in high resolution. However, the accuracy of SOH estimation is low because the parameters used in the estimation, such as internal resistance, polarization or capacity, can only represent the battery life state well, but do not fully reflect the battery health state. This shows that the accurate prediction of SOH, which reflects the important characteristics of batteries, is still a difficult problem in battery management technology research, and it is urgent to further improve and innovate battery testing techniques and analysis and evaluation methods to establish a more accurate model to reflect the health status of batteries. An intelligent and accurate condition monitoring system for the batteries embed in the modularized design of cabin-type energy storage system will be discussed in the following sections.
SPECIFIC IMPLEMENTATION PROGRAMMES
Technical Route for the Modularized Assembly Scheme
The technical roadmap for the modularized assembly proposed in this study is shown in Figure 4. Overall, four main tasks are aimed to be achieved by this novel design, i.e., energy storage system disaster evolution and risk perception, multi-level protection and safety linkage of energy storage system, and whole life cycle safety classification and state risk control of energy storage system. In order to achieve these goals, this design can be divided into four parts, i.e., evolutionary disaster-causing mechanism confirmation and safety evaluation of thermal runaway of lithium-ion batteries for full-size cabin-type energy storage system, thermal runaway barrier technology and performance evaluation for lithium-ion batteries, fault detection and diagnosis based on big data analysis and whole life cycle classification warning, and safety performance evaluation level certification and practical applications of cabin-type energy storage. The detailed implementations of these four parts will be described in the following sections.
[image: Figure 4]FIGURE 4 | Technical roadmap for the modularized design.
Intrinsically Safe Technologies for Cabin-Type Energy Storage Based on Fire Protection
This paper takes lithium-ion batteries as a typical research object and proposes to carry out corresponding technical research on the characteristics of this kind of battery.
Fire Failure Mechanism and Safety Rating of Cabin-Type Energy Storage
The complex and changing conditions of large-scale grid energy storage applications impose higher requirements on the thermal stability of lithium-ion batteries at different device levels. In order to guarantee the safety performance of ESBS in severe working conditions, a safety evaluation and rating of cabin-type energy storage based on understanding of the mechanisms behind fire failures is proposed, as shown in Figure 5. Key technologies involved in this module are described as following.
1) Measurement technology of thermal runaway state under diversified working conditions
[image: Figure 5]FIGURE 5 | Safety evaluation and rating scheme of cabin-type energy storage based on fire failure mechanisms.
The extended adiabatic accelerated calorimetry technique is used to accurately obtain the thermodynamic properties of materials based on the heat accumulation state of lithium-ion batteries of different layers. The data are obtained by using the extended adiabatic accelerated calorimetry technique, and the electrochemical data such as voltage, current and impedance during the thermal runaway process are obtained by an external circuit. The thermal properties including initial decomposition fraction, exothermic rate, heat of reaction, activation energy, temperature and pressure curves with time are obtained. The accuracy of this measurement technology is expected to be up to ±1°C for the temperature measurement and 0.005°C min−1 for the temperature rise rate measurement at each stage of the safety threshold. At the same time, the external circuitry collects real-time battery test operation data (such as voltage, current and impedance), measures battery breakage pressure limit, and analyze the composition of leaking explosive gas, to establish a full-size cabin-type energy storage system to establish a scientific thermal failure timing model for full-size energy storage systems.
2) Equivalent circuit algorithm for internal short-circuit induced thermal runaway
Based on the simulation of the internal electrochemical behavior of the battery, the equivalent internal short circuit (IS) resistance can be quantitatively evaluated. The smaller the ISC equivalent resistance is, the higher the probability and severity of thermal runaway generation. The spontaneous ISC progressive evolution mechanism of the full life-cycle is investigated by simulated alternative ISC test method, and the internal short-circuit identification rate is expected to be higher than 99%. The short-circuit recognition rate is expected to be higher than 99.5%, and the internal short-circuit faults that may cause serious thermal runaway can be detected 30 min in advance.
3) Evaluation of fire hazard level by mixed measurement of multiple time scales
Based on the fire failure characteristics from battery cells, modules, and soft packs to prefabricated module, study the transformation rate between the expected fire path of the system to the accidental fire path, evaluate techniques for self/reciprocal acceleration hazard levels of different functional modules.
Thermal Barrier Technology and Performance Evaluation for Lithium-Ion Batteries
In order to stop the thermal runaway of batteries from becoming a disaster and to slow down the spread rate of thermal runaway, the key is to fully understand the electrochemical mechanism of thermal abuse, the establishment of three-dimensional model of the thermal spread state, involving electrochemical reactions, aerodynamics and explosion kinetic theory. In addition, the selection of safe and efficient thermal barrier materials and technologies also needs to be considered. Eventually, based on the optimal configuration of high-voltage high-power DC power fuse, relay and other relay protection circuit topology, comprehensive consideration of the battery module safety isolation design reliability, effectiveness and costs, balance system specific energy, specific power and safety margin requirements, an optimized battery module architecture with different barrier forms and methods, matching the modular management system with active safety control is proposed in this paper, as shown in Figure 6. Key technologies involved in this module are described as following.
[image: Figure 6]FIGURE 6 | Optimized battery module architecture with different barrier forms and methods.
Firstly, we study the characteristics of combustible gas injection, flame characteristics and heat diffusion paths during thermal runaway of battery, and establish the dynamic model of combustible gas injection and heat diffusion under thermal runaway of battery. Secondly, based on the behavior and characteristics of battery thermal runaway diffusion, study the barrier effect of various materials on gas, fire and heat and design barrier devices; construct a three-in-one barrier technology of thermal barrier, heat release and valve leakage channel to effectively control the spread of battery thermal runaway and open flame generation. Again, we study the active isolation protection technology, and then complete the development of corresponding battery modules and battery clusters. Combining electrical barrier technology and thermal barrier technology, we design efficient, active and safe battery modules and clusters to reduce the risk of total thermal runaway generated by single battery thermal runaway. Finally, based on the system topology architecture and thermal runaway defense technology, the impact of battery arrangement on the overall safety of the energy storage system will be studied to improve the safety of the energy storage battery system.
Thermal Runaway Fault Diagnosis Based on Feature Migration and Big Data Analysis
Due to the progressive coupling concurrent correlations of the lithium-ion battery thermal runaway faults, and weak signs in the early stage, detections of high-value signs in thermal runaway become extremely difficult. Fault detection and diagnosis accuracy is also low, resulting in the poor hierarchical warning reliability for full life-cycle monitoring. In order to solve the above problems. this paper focuses on lithium-ion battery thermal runaway signs set construction, fault detection and diagnosis technology development. A big data monitoring system for the full life cycle hierarchical warning and early fault detection is proposed in this paper. Details of the system are presented in the following sections.
The intelligent fault diagnosis method based on big data analysis is shown in Figure 7. A deep residual separable convolution based on “thermal-mechanical-electrical-aging” multimodal data is proposed. The construction of a thermal runaway sign set for lithium-ion batteries is carried out by using deep residual separable convolution and attentional statistical pooling network. Based on aging, overcharge/discharge Based on collected data of aging, overcharging/discharging, internal short-circuit, high/low temperature thermal abuse, extrusion and deformation, and large rate charging, a multimodal training set is created with battery capacity, power, voltage, temperature, current, internal resistance, chemical gas concentration, battery deformation image and near-infrared (NIR) spectra. Further, the multi-batch data organization is achieved by normalization, stitching, alignment and scaling. The deep residual separable convolution module and the “squeeze-expansion” module are used to build multi-channel stacked deep convolutional neural networks, create attention statistical pooling operators, and embed high-dimensional multi-channel abstraction of lithium battery. The loss function with metric feature interval is designed to achieve semi-supervisory learning of the network to capture the thermal runaway signs with high recognition and strong correlation.
[image: Figure 7]FIGURE 7 | Intelligent fault diagnosis method based on big data analysis.
After the “thermal-mechanical-electrical-aging” multimodal dataset is successfully created, with the help of deep residual separable convolution and attention statistical pooling network, the thermal runaway fault diagnosis of lithium-ion battery can be carried out. The source domain dataset consists of experimental test thermal runaway signs, and the target domain dataset consists of a small number of actual operational thermal runaway signs are created. The loss function with the maximum mean difference index is designed to reduce the distribution difference between the source and target data features, and to realize the migration from the source to the target data features. Based on the same distribution of fault features after migration, the bi-directional long- and short-term neural network is used to realize the multi-fault diagnosis of thermal runaway such as aging, overcharging/discharging and internal short circuit of Li-ion battery under actual operating conditions. The detailed implementation of the fault diagnosis method is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Implementation of the AI-enhanced fault diagnosis.
Universal Application Architecture of Proposed Collaborative Design and Modularized Assembly Scheme for Cabin-Type Energy Storage System
With intrinsic safety enhancement as the core objective of the modularized design of prefabricated cabin type energy storage, this section discusses the requirements of hardware and software modules of prefabricated chambers based on the key technologies proposed previously, forming a generalized technical solution for the collaborative design.
Safety Design of Cabin-Type Energy Storage
The first task for the practical application of cabin-type energy storage is the safety design for inspection and installation. For the optimal design, the selection principles and guidance for the overall structure, internal layout and facility foundation design of the prefabricated module are proposed for the classification of the application scenarios on site. The protection standards for the prefabricated module, the battery cluster, the control cabinet and the monitoring system are proposed to match the guidelines according to the application needs. Further, the installation process and process guidance for the energy storage prefabricated module are developed to ensure the safe handover of the energy storage system. The detailed process for the design and selection of the prefabricated module body are shown in Figure 9.
[image: Figure 9]FIGURE 9 | Schematic diagram of the safety design of cabin-type energy storage system.
The design of battery module integration also needs to be carried out, which mainly includes the condition sensor module, thermal management module and monitoring software module. The condition monitoring module is mainly evaluating BMS management, whereas thermal management module is mainly evaluating heat flow detection and thermal field detection analysis. The optimization of the thermal balance design of the battery module is one of the key technologies for thermal management. It is proposed to study the relationship between the forced convection control means and the overall temperature difference, to improve the homogenization of the battery temperature and to avoid the rapid ageing caused by the difference in working conditions due to the large temperature difference and thus the imbalance of the battery working conditions.
Eventually, modularized design is achieved. Based on intrinsic safety, prefabricated cabin design module plan is proposed, including the design ideas of electrochemistry, structure, thermal management, BMS, safety, application system and other necessary modules. Classification of the designs is conducted based on the application requirements and application scenarios of the energy storage system. The selection principles and typical integration schemes of the hardware composition, coordination system, interface standard and other modules of the energy storage system are carried out, finally the generalized design scheme is formed. The preliminary idea of the module design is shown in Figure 10.
[image: Figure 10]FIGURE 10 | Modularized design framework of cabin-type energy storage.
Prefabricated Cabin Safety Design Performance Test and Safety Assessment
Prior to practical application of the novel design of prefabricated cabin type energy storage, a series of performance tests need to be carried out, which include optimization of the operating system, routine tests of equipment and system circuits of the battery management system, checking the measurement accuracy and analysis capabilities of electrical signals such as voltage, charge and discharge status. In addition, a thermal management test system is also necessary including reasonably distributed temperature sensing devices, with the ability to sense, detect, analyze and process the temperature in the cabin. A humidity control system is embedded with reasonably arranged humidity sensors and dehumidification devices. Various abnormal signs of gas contents before and after the battery burns are monitored continually with a corresponding gas and smoke detection and analysis platform, particularly carbon dioxide, organic solvents, and solid particles need to be investigated. An optical sensing system by using advanced flame sensors with high sensitivity to weak lights and open flames is also established. Through the analysis and comparison of the above technologies for key signal parameters such as electricity, temperature, gas, humidity, and optics, the relationship and complementarity between those parameters can be clarified, and eventually a safety evaluation system for prefabricated cabin performance testing with strong complementarity, high precision and good stability can be proposed, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | Inspection test scheme for cabin-type energy storage system.
The constant performance of BMS is the guarantee for cabin-type energy storage system safety assessment. This paper establishes an advanced BMS test platform, as shown in Figure 12, which includes installation test bench, constant current source, constant voltage source, control cabinet, simulated battery, monitoring station and other components. The hardware, software, function, and reliability of the BMS can be checked through simulation of different temperature, humidity, charge and discharge conditions. It is also able to check the actual working conditions of the BMS in the prefabricated cabin by using high-precision electrical sensors to measure the voltage, current, resistance, capacity and other electrical signals of some cells in the prefabricated cabin, and compare them with the prefabricated cabin BMS test results. By judging the detection sensitivity and accuracy of BMS; use some “questionable cells” to replace the batteries in the prefabricated cabin, and observe the fault detection and responding abilities of BMS when these “questionable cells” are used under abnormal conditions such as overcharging and overheating. The detection effect of the prefabricated cabin BMS on each cell is also tested, and serve as an important criterion for judging the performance of the BMS. The analysis results of the above two aspects are used as the main criteria for evaluating the performance of the prefabricated cabin BMS, and a reasonable and complete BMS evaluation system is established to provide a good guarantee for the safety of the prefabricated cabin storage system.
[image: Figure 12]FIGURE 12 | Inspection test scheme of battery management system (BMS).
In practical, a big data monitoring system based on multi-tier microservice architecture is also proposed for cabin-type energy storage, as shown in Figure 13. For precision fault detection and diagnosis and efficient and reliable full-life cycle hierarchical warning needs of ESBS, big data monitoring system for Megawatt-hour-level energy storage based on multi-layer microservice is constructed. The research is based on multi-layer cloud, multi-source heterogeneous industrial big data integration mode, and the construction of multi-process data collection and transmission network based on iot communication gateway and time-sensitive network, to realize standardization of multi-protocol, multi-source heterogeneous and time-sensitive lithium-ion battery data. Eventually the modular on-demand reuse of data and functions and real-time fusion interaction is achieved.
[image: Figure 13]FIGURE 13 | Big data monitoring system based on multi-tier microservice architecture.
CONCLUSION
In order to solve the key technical problems that existing in large-capacity prefabricated cabin type energy storage, and meet the grid energy storage requirements in terms of process, technology and quality, a collaborative design and modularized assembly for the cabin-type energy storage is proposed to improve the intrinsic safety of cabin-type energy storage devices, and theoretical analysis is used to aid design optimization. Eventually a safety-centric modular and universal energy storage prefabricated cabin integration technology is achieved. The main contributions of this article are presented as the following.
The dynamic evolution time sequence mechanism of thermal trigger, thermal diffusion and thermal spread of full-size lithium-ion battery system is figured out, under the accident process of energy storage power plant. The graded hazard evaluation technology of multi-time scale heat accumulation causing disaster is developed, comprehensively improving the analysis method of energy storage battery system safety performance level, and proposing the concept of inherent battery safety design.
Battery thermal runaway spreading mechanism, efficient thermal barrier materials and technologies are proposed, which improves battery active safety from thermal spreading level, improves energy storage battery system safety through battery thermal management, as well as achieves electrical topology optimization and structure optimization, and achieves comprehensive improvement of full-size battery, which is upgraded from passive safety to active safety and system safety.
An automatic machine learning and “thermal-mechanical-electrical-aging” multimodal data-based lithium-ion battery life-cycle fault diagnosis and hierarchical early warning method can be realized in the design, which can discover the signs of thermal runaway fault in lithium-ion battery with long and short-term dependence on time series, and reveal its fault characterization evolution and hierarchical early warning mechanism at the big data level.
The risk modeling and evaluation method of energy storage battery system is proposed in this paper, which can significantly improve the inherent safety design concept of the battery. The system is designed to improve the inherent battery safety design concept, rehearse hypothetical battery accidents, set up targeted preventive measures, and implement a “risk aware” energy storage system reliability control system.
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INTRODUCTION
The modern energy system has undergone great changes compared with traditional energy systems. The first is the rapid deployment of renewable energy, which has become an important source of modern energy systems. The global goal of reducing carbon emissions is the fundamental reason for countries to develop renewable energy. On the source side, we use wind power, photovoltaic generation, hydrogen energy, and natural gas to replace fossil energy; on the demand side, we use electric vehicles instead of fuel vehicles. Considering that natural gas power generation is more controllable than wind power and photovoltaic, natural gas has become a key issue of national energy security. As a green, low-carbon secondary energy, the potential development of hydrogen energy is pending the cost reducing. Zhang et al. presented a cutting-edge technology for hydrogen production by electrolysis renewable energy sources, and the economy and low carbon of the energy system have been improved (Zhang et al., 2021). The second is the application of artificial intelligence (AI) technology in the energy system. With the rapid improvement of computing power and large-capacity data storage technology, the energy system has the engineering conditions for the application of AI technology. The integration of photovoltaic and wind power turbines has brought uncertainty problems to the operation and planning of power networks. Statistical machine learning has become an effective method to deal with the characteristics of variability and uncertainty of renewable energy systems (Fu et al., 2020a). Last but not least, wireless communication technology has changed the operation and management mode of energy systems, and a remarkable phenomenon is the emergence of the concept of the energy Internet (Hussain et al., 2020). Energy Internet technology promotes the deep integration of energy and communication infrastructure and creates an open and shared Internet ecosystem. The energy Internet theory has been not only applied to the industrial field but also developed to be used in the agricultural field (Fu and Yang, 2022). The smart grid communication standard has been established (Bush et al., 2013), and the emerging technology of smart grid communication became a research hotspot in the field of smart grids. A worrying problem is that cyberattacks may undermine the security of the power grid. The dispatching system adopts optical fiber communication systems for ensuring the safety and stability of energy systems, while the billing services and island areas still adopt wireless communications. Fu et al. concluded that both communication and energy systems required safety technology to prevent cyberattacks (Fu et al., 2020b). Hence, strengthening the security infrastructure construction of energy information and communication system is the key to the realization of an energy Internet. Applications of 5G technology in energy systems are novel and important, and low-delay grid control business is a good application scenario.
SMART GRID COMMUNICATIONS
Advanced Wireless Communications
The Energy Internet is a typical information physics system. Smart grid communications provide fast, secure, and reliable communications for energy Internet, which enables energy system intelligence, security, and load balancing. Its architecture contains a variety of wireless and powerline communications. The communication network includes the optical fiber backbone network and distribution communication network, which is an important infrastructure supporting energy network control. It should be noted that users who are not connected to the energy network have wireless communication needs. Electric vehicle drivers, residential users, new energy operators, and other prosumers interact with the power grid through mobile phones to control their energy consumption or production, so as to complete demand-side response or power market transactions, as shown in Figure 1. Considering that, in an energy Internet, thousands of prosumers interact with the power grid, and the count of communication terminals will be particularly huge. Large-scale machine communication is a new application scenario of multiple access technology in an energy Internet. The number of machine terminals is particularly huge, which will be hundreds of times higher than that of 5G mobile communications. The business type of power communication terminals is mainly information reporting, which is obviously different from human-oriented interactive communication.
[image: Figure 1]FIGURE 1 | Architecture of an energy Internet communication network.
Advantage Feature
Different from the existing connection states in 4G mobile communications, the low-delay large-scale access of mass terminals requires a class connection state with simple bearing function, low maintenance cost, and fast establishment on demands. The 5G wireless communication network adopts orthogonal multiple access schemes, including frequency division multiple access, time division multiple access, code division multiple access, and orthogonal frequency division multiple access. It should be noted that the count of communication terminals in the energy Internet will increase tens of times compared with that in the traditional power grid. 6G wireless communication network schemes such as multi-user superposition coding, multi-user share access, pattern division multiple access, and sparse code multiple access have potential advantages in meeting the requirements of massive machine-type communications in an energy Internet. The class connection state of 6G is quickly established on demand, and this is conducive to the rapid transmission of data with quality of service guarantee and further reducing the transmission delay and access delay. The advantages of establishing a fast connection state can be included as follows: 1) Potential large-scale access user identification design and allocation and acquisition methods break through the bottleneck of extreme underdetermination of user orthogonal representation, and they realize the low-dimensional representation of high-dimensional users. 2) The potential terminal asynchronous random-access technology supports a reliable and fast transmission under the condition of limited timing information. 3) It provides random access with low-rate data transmission.
Application Scenario
5G can achieve full coverage of application scenarios in an energy Internet by virtue of its technical characteristics, such as ultra-high bandwidth, ultra-low delay, and large-scale connection (Priya and Malhotra, 2020). Advanced wireless communication technology can be applied to the energy sources, networks, and demand-side in an energy Internet. First, it can be applied to differential protection. By using the 5G ultra-low time delay characteristic, one can replace optical fiber with advanced wireless communications on some occasions. Thus, the deployment of optical fibers can be greatly reduced, and the difficulty and cost of the communication infrastructure for energy Internet deployment can be reduced. Second, it can be applied to unmanned patrol inspection. Taking advantage of the 5G large bandwidth characteristics, which might get up to Gbps, the use of 5G can return a high-definition video in real-time in scenes of substation robot patrol inspection. Unmanned patrol inspection can greatly improve the efficiency of patrol inspection while reducing labor costs and safety risks. Third, it can be applied to advanced metering. The 5G large connection feature can be used to connect a large number of smart meters to provide users with personalized services such as demand-side management.
DISCUSSION
6G Mobile Communications
Random access and data transmission are the basic processes of mobile communication system. Its design idea is to make a compromise between implementation complexity and transmission efficiency. In terms of 5G mobile communications, orthogonal frequency division multiple access and multiple input multiple outputs are core technologies of the large-capacity and high-speed data transmission (Zhang et al., 2020a). Multiple access technology includes random access and multiple access transmission, which, respectively, serve the initial access process and data transmission process in wireless communication. In terms of 6G mobile communications, it is believed that the multiple access technology scheme may be a solution. Multiple access technology can play an important role in an energy Internet. Through this technology, a larger number of energy consumer communication devices can be connected to the wireless network at the same time, which effectively ensures the capacity of wireless communication systems. For the communication control requirements of a large number of consumers in the energy Internet, multiple access technology needs to be further evolved in the 6G mobile communications. Non-orthogonal multiple access technology and its corresponding enhancement technology can be adopted to improve the use dimension of air interface resources and effectively improve the success rate of access and transmission (Zhang et al., 2020b).
Cyberattacks
The number of global cyberattacks against the energy sector has soared. Power grids have become a victim of cyberattacks. In the environment of energy Internet, the safe operation of energy networks largely depends on the correctness of monitoring commands. These command channels can be attacked by the hacker, and then power outages may occur (Chakrabarty and Sikdar, 2022). The attack of wireless networks is easier to achieve than that of optical fibers. The transmission environment of the wireless communication network is easily affected by the external environments, and the transmission channel is unstable with the spatial and the temporal variation of users. The instability of the traditional wireless channel results in poor signal quality, and communication interruption may occur from time to time. The outage probability of the wireless network seriously affects the safe operation and control of an energy Internet. Hackers are familiar with the wireless communication transmission protocol, so can steal the information of energy users and inject false data. At present, there are two different ways to deal with cyberattacks. The first is proposed by energy scholars, and the second is proposed by communication scholars. Power scholars believe that, on the premise of protecting some communication nodes, the model established by power system knowledge can be used to identify false data. Instead of establishing an energy model, scholars in information technology have proposed a series of communication security measures, including network isolation, identity authentication, transmission encryption, and permission control. Advanced wireless communication technology makes the energy system more intelligent than before, but it also brings security risks such as network attacks.
CONCLUSION
Wireless communication technology has played a great role in the energy Internet and improved the intelligent level of energy network control. The major functions of wireless communication equipment include convenience, positioning, remote communication, and control. Wireless communication can improve the efficiency of power grid operation and maintenance. With the wireless communication system for energy, the transmission lines and distribution facilities can be monitored through ultra-high-definition cameras, so as to find hidden faults in time and save manpower and material resources for on-site inspection. The characteristics of advanced wireless communication systems with large bandwidth, low delay, wide connection, and high reliability fully meet the communication needs of an energy Internet. When the sixth generation of mobile communication is applied to electric robots, unmanned aerial vehicles, intelligent patrol inspection, and accurate load sharing control, the interconnection ability of energy systems will be drastically improved. Energy Internet brings development opportunities for communication energy. One can make full use of wireless communication technology to develop new solutions, which can meet customer needs successfully in energy networks with high penetration of prosumers.
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With the large-scale access of distributed resources to distribution network operation, there are more and more prosumers on the user side. It forms the basis of load prediction and demand-side management to identify different power consumption patterns and establish a typical load characteristic database according to the load data of prosumers. Therefore, a method to build a prosumer load characteristic database based on a deep convolutional autoencoder is proposed. First, the autoencoder network was used to extract the features of the load data collected to reduce the data dimension. Then, the density weight canopy algorithm was used to precluster the data after dimensionality reduction to obtain the initial clustering center and the optimal clustering number K value. The pre-clustering results were combined with the k-means algorithm for clustering, and the typical load characteristic database of prosumers was obtained. Finally, the comparison between the clustering index and the traditional k-means clustering algorithm and the improved k-means direct clustering algorithm proves that the method can effectively improve the accuracy of clustering results.
Keywords: prosumer, convolutional autoencoder, load classification, dimensionality reduction clustering, neural network
1 INTRODUCTION
In recent years, with the worsening of environmental pollution, energy crisis, and climate change worldwide, distributed energy has gradually become the mainstream trend of energy utilization due to its clean characteristics. At the same time, rooftop photovoltaic, electric vehicles, energy storage technology, and other technologies have been booming, and prosumer groups have been growing (Huang S. et al., 2021). Prosumers are emerging special consumers, which have two characteristics of power supply and electricity consumption, and have good frequency regulation characteristics. Analyzing consumers' electricity consumption characteristics can help to deeply understand consumers' electricity consumption behavior patterns and provide decision support for demand-side lean management. Under the condition of a smart grid, various advanced metering devices, such as sensors and smart meters, are increasingly installed in the distribution network to monitor, control, and predict the use of electric energy (Song et al., 2013). The daily consumption data of transformers or power users collected at different time intervals constitute the daily load curve of each monitoring point. The analysis of daily load of monitoring points can detect power theft by power users and protect the legitimate rights and interests of power enterprises (Chen et al., 2021). In addition, this accurate and detailed power consumption information also provides a basis for power distribution enterprises to obtain load patterns through a specialized analysis (Zhao et al., 2014).
As an unsupervised machine learning algorithm, clustering can be used to cluster data sets. There are high degrees of similarity among the data in the cluster and some differences among the data in the cluster, which has a wide range of applications in the field of data mining. The clustering of load curves can be divided into direct clustering and indirect clustering. Direct clustering refers to the clustering of power load data directly by using the algorithm without processing (Jiang et al., 2018). In the literature study by Zhang and Zhao, (2017), the initial clustering center was selected according to the principle of the sample density and relatively far distance between sample sets, and then, the optimal clustering number K value was obtained by the sum of error squares, but the time complexity was high. Literature studies by Kwac J et al. (2014) and Wang et al. (2020) solved the problem of manual determination of K value in the traditional clustering algorithm by combining the adaptive learning theory and evaluation calculation of clustering validity function, but the clustering accuracy is low. However, with the increase in the dimension of prosumer load data, direct clustering is confronted with dual challenges of storage and computation in processing high-dimension data. Indirect clustering can solve this problem. Indirect clustering is used to extract the characteristics of the power load data of prosumers first, reduce the dimension of the load data, and then perform the sequence clustering analysis after dimensionality reduction. In the literature study by (Chen et al. (2018), singular value decomposition was used to transform the data, that is, in a new coordinate system, the coordinates on each coordinate axis were dimension reduction indicators, and then, the improved k-means algorithm was used to cluster the load curve. In the literature (Zhong and Tam (2015), discrete Fourier transform was used to reduce the dimension of load data and extract features, and then, load curves were clustered. In the literature (Zhang B et al. (2015) and Li Y et al. (2018), Sammon mapping, principal component analysis, and other dimensionality reduction algorithms were used to reduce the dimension of load data, and then, different clustering methods were used for clustering, and effective clustering curve results were obtained.
In this study, a power load clustering method based on the deep convolutional autoencoder (DCAE) is proposed, which uses the DCAE to extract and reduce the characteristics of the load data of prosumers, and then adopts the density weight canopy algorithm to precluster the data after dimensionality reduction. The initial clustering center and the optimal clustering number K value were obtained. The pre-clustering results were clustered using the k-means algorithm, and the clustering effectiveness index was compared and analyzed with other traditional methods, in order to improve the clustering efficiency of the power load and the accuracy of clustering results, and the typical load characteristic database of prosumers was obtained.
2 ONE-DIMENSIONAL DEEP CONVOLUTION AUTOENCODER
Autoencoders efficiently learn raw input data without supervision. A single-layer autoencoder contains an input layer, a hidden layer, and an output layer. The convolutional autoencoder replaces the fully connected neural network with a convolutional network. Compared with the fully connected network, the advantage of a convolutional network is that it adopts the method of local connection, weight sharing, and multiple convolution kernels. Local connection greatly reduces the computation of the network, weight sharing greatly reduces the complexity of the network, and multiple convolution kernels help to extract multiple features. Therefore, the convolutional neural network can effectively avoid the complexity of data reconstruction in feature extraction and classification. The one-dimensional convolutional autoencoder is introduced in load clustering research, and its good reconstruction ability can be used to extract the time series features of load data and obtain effective representation of data. Moreover, the non-linear relationship of high-dimensional data can be mined through the convolutional neural network to effectively reduce data dimension and improve the clustering efficiency. The load sequence feature extraction method of the 1D-DCAE network model was used to remove the clustering part from Figure 1. The model is divided into an encoder and a decoder. The encoder passes through three convolution layers, flattening layer, and embedding layer in turn to obtain the deep feature sequence of the daily load curve after dimensionality reduction. The decoder reconstructs the features after dimensionality reduction through the full connection layer, remodeling layer, and three deconvolution layers to obtain the reconstruction curve similar to the input. Codecs are trained together to minimize the reconstruction error to obtain the best model. It is assumed that [image: image] ([image: image] represents the normalized load value at time i, and n represents the length of time series) is the input daily load time series data after normalization, and its coding process is expressed as follows:
[image: image]
where [image: image] represents the time series; n is the length of the time series; ∗ is the one-dimensional convolution operator; [image: image] and [image: image] are the one-dimensional convolution kernel and bias in the coding process, respectively; [image: image] is the data after convolution; [image: image] is the activation function; and the Relu function is selected as the activation function because some neurons will be 0, which leads to the sparsity of the network and reduces the interdependence between parameters and alleviates the overfitting problem.
[image: Figure 1]FIGURE 1 | DCEC-1D overall network framework.
Its decoding process is expressed as follows:
[image: image]
where [image: image] and [image: image] represent one-dimensional convolution kernel and bias in the decoding process, respectively; y is the reconstructed data of input x; [image: image] is the activation function in the decoder; and the sigmoid function is selected in this study.
After training, the loss function minimization constantly adjusts the optimization. The objective of the model is to minimize the mean square error of the loss function [image: image] and to make the reconstructed daily load data y close to the original input data x so as to extract accurate time series features. The loss function is shown in Formula 3, asfollows:
[image: image]
The gradient descent method is used to solve the optimization problem [image: image] and obtain the optimal network parameters of the autoencoder so as to realize one-dimensional convolutional autoencoder construction.
3 K-MEANS CLUSTERING ALGORITHM BASED ON DENSITY WEIGHT CANOPY
3.1 Traditional K-Means Clustering Algorithm
The k-means algorithm is a clustering algorithm that belongs to the classification method. Usually, the Euclidean distance is used as an evaluation index for similarity degree of two samples. Its basic idea is as follows: K points in the data set were randomly selected as the initial clustering center, which was classified into the class with the smallest distance according to the distance between each sample in the data set and k centers. Then, the average value of all samples in each class was calculated, and each class center was updated until the square error criterion function stabilized at the minimum value.
It is assumed that the object set [image: image] and [image: image]. The Euclidean distance between sample [image: image] and sample [image: image] is calculated as follows:
[image: image]
where [image: image] and [image: image] represent the i-th and j-th samples; [image: image] are the n-dimensional data of the sample [image: image]; and [image: image] are the n-dimensional data of the sample [image: image].
The square criterion error function is as follows:
[image: image]
where k is the number of clustering, [image: image] is the number of samples in class i, and [image: image] is the mean of the sample in class i.
3.2 Improved K-Means Clustering Algorithm
In order to solve the problem that the traditional k-means algorithm cannot effectively process high-dimensional data and the artificial clustering number K value and the random selection of the initial clustering center are easy to converge to the local optimal, an improved k-means algorithm of density weight canopy is proposed to cluster the power load data after dimensionality reduction.
The improved algorithm performs pre-clustering on the data after dimensionality reduction through the density weight canopy algorithm so as to obtain the initial clustering center and the appropriate number of clustering. The pre-clustering results are combined with the k-means algorithm for clustering.
Density [image: image] of the i data point [image: image] in the data set D is as follows:
[image: image]
In Formula 6, [image: image] is the Euclidean distance between sample points i and j; [image: image]; [image: image] is the average distance of all sample elements in data set D, and its expression is as follows:
[image: image]
According to Eq. 6, the physical meaning of [image: image] is as follows: in data set D, the distance between sample i and other samples is less than the number of sample elements of [image: image].
The average distance of samples in the cluster [image: image] can be expressed as follows:
[image: image]
The distance between clusters [image: image] can be expressed as follows:
[image: image]
where [image: image] and [image: image]is the density of the j data point [image: image]; [image: image] is the Euclidean distance between sample points i and j.
According to Formula 9, the physical meaning of the distance between clusters [image: image] is as follows: if the local density of the sample element i is the largest, the distance between it and the sample element farthest away from it is [image: image], namely, [image: image]; otherwise, the distance from the nearest sample element is [image: image], namely, [image: image].
The weight product [image: image] is calculated by the following formula:
[image: image]
The maximum weight product method is composed of sample density [image: image], the average distance between samples in the cluster [image: image], and the distance between clusters [image: image] in some form of product, which can effectively reflect the central features so that the data point, that is, the maximum weight product is the next initial cluster center. The flow chart of the improved k-means algorithm is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flow chart of improved K-means algorithm.
The steps of the improved k-means algorithm are as follows.
Step 1: For the data set D after dimensionality reduction, Formula 5 is used to calculate the density values of all sample elements in D. The first clustering center C1 selects the point with the maximum density value, and then, the set C of the clustering center changes to C = {C1}. Meanwhile, the points in D whose distance from C1 is less than the average distance MeanDis(D) of sample elements are removed.
Step 2: The ρ(i), a(i), and s(i) of the remaining sample data in D were calculated according to Eqs 5, 7, 8 and were substituted into Eq 9 to calculate the weight product W. The maximum weight product point of the second clustering center c2 was selected, and the set C of the clustering center changed to C = {c1, c2}. Meanwhile, the points in D whose distance from c2 is less than the mean distance MeanDis(D) of sample elements are removed.
Step 3: Step 2 is repeated until the data set D after dimensionality reduction is empty, so C = {c1, c2, …, ck}.
Step 4: The initial clustering center and K value obtained in the aforementioned steps are combined with the k-means algorithm to cluster D and update the clustering center. When there is no change between the new clustering center and the initial clustering center, the clustering result is output.
4 CLUSTERING ANALYSIS OF POWER LOAD BASED ON 1D-DCAE DIMENSIONALITY REDUCTION
4.1 Data Preprocessing
With the continuous development of energy Internet, the difficulty of obtaining massive basic power load data is gradually reduced (Zhou et al., 2018). However, in the process of data collection, there are still missing data and abnormal data in load data due to terminal acquisition equipment failure, data transmission and communication error, loss of human factors, and other problems (Zeng H, 2017). During data cleaning, load curve data with large data missing are removed, and load data without serious data missing are filled by multi-order Lagrange interpolation, as shown in Eq. 10. If the load data change rate of a load curve at time T is significantly different from that at the previous time, or it is beyond the preset threshold, it is called abnormal data. Gaussian filtering can be used to eliminate noise, or multi-order Lagrange interpolation can be used to correct a small amount of abnormal load curve data.
[image: image]
where [image: image] is the modified value of the abnormal sample point [image: image]; [image: image] and [image: image] are the sample points taken forward and backward, respectively, generally 4–6; a and b are the number of sample points taken forward and backward.
In order to conduct 1D-DCAE neural network training, the feature data should be normalized first, which can accelerate the speed of obtaining the optimal solution in gradient descent training and possibly improve the calculation accuracy. In this study, StandardScaler standardization is carried out for load data, and mean removal and variance normalization are carried out for each characteristic dimension of the sample to eliminate the influence of load data dimension on subsequent clustering and ensure comparability between data. The z-score standardization formula is adopted as follows:
[image: image]
where x is the load data after cleaning; [image: image] is standardized load data; and [image: image] are the mean and standard deviations of sample data, respectively.
4.2 Overall Algorithm Process
The overall algorithm includes preprocessing load data, dimensionality reduction of load data, determination of the initial cluster center and K value, clustering of data set, and performance evaluation. The overall algorithm flow chart is shown in Figure 3. The detailed process is described as follows.
1) Data cleaning, standardization, and preprocessing of load data are carried out through data correction and data completion technologies.
2) The 1D-DCAE technology is used to extract low-dimensional features of load data, reduce the dimension of load data, realize lossless compression of original data, and improve the speed and accuracy of subsequent clustering.
3) The density weight canopy algorithm is used to perform pre-clustering on the load data after dimensionality reduction so as to obtain the initial cluster center and the appropriate number of clusters.
4) The pre-clustering results are combined with the k-means algorithm for clustering, to output the clustering results, and make a comparative analysis with other traditional methods through clustering effectiveness indicators.
[image: Figure 3]FIGURE 3 | Overall algorithm flow chart.
5 EXAMPLE ANALYSIS
The actual electricity consumption data of 70 distribution users at 48 points per day in 2019 were selected for experimental data. After data pretreatment, 3,500 daily load data were reserved for cluster analysis.
5.1 Convolutional Autoencoder Network Structure and Parameter Setting
The main parameter settings of the 1D-CAE model are shown in Table 1, especially including the size, quantity, step size, flattening layer, and hidden layer parameter settings of the convolution kernel.
TABLE 1 | Network structure of 1D-CAE.
[image: Table 1]The input is 48× 1-dimensional load sequence, which is passed through three convolution layers with the number of convolution kernels being 32, 64, and 128,; the size of convolution kernels being 3, and step size being 2; and then through the flattened layer. The obtained results are flattened into a one-dimensional sequence, and then, through the hidden layer, the 6-dimensional sequence is output. After that the sequence is restored to the one before the flatten layer through dense layer and reshape layer. In the end, it passes through three layers of deconvolution whose nuclear number is 64, 32 and 1 respectively, the convolution kernel size is 3, and the step length is 2. Then the input sequence is reconstructed. The training loss is shown in Figure 4. The reconstruction loss ended up around 0.0105.
[image: Figure 4]FIGURE 4 | The training loss.
The input data can extract the features of the original data in the coding part, obtain the dimensionality reduction data, and then reconstruct the original data through the decoding part. As the number of iterations increases, the MSE loss function between the original data and the output data decreases continuously, and the loss value is stable at about 0.01, indicating that the dimensionality reduction data can effectively characterize the original data.
5.2 Typical Load Signature Database
The 1D-DCAE + k-means clustering method is used to conduct clustering simulation on daily load curves of distribution substation users and extract typical load curves. The simulation results are shown in Figure 5. The algorithm divides 3,500 daily load curves into six categories.
[image: Figure 5]FIGURE 5 | The results of clustering.
The user load curve of type 0 is a single peak curve, and the peak appears from 10 a.m. to 3 p.m. On the whole, the load in the afternoon is larger than that in the morning, so this kind of load may have a large proportion of commercial and civil air conditioning load. The first type of the user load curve is a two-step curve. The step appears at 7 a.m. and remains relatively stable on the whole. Therefore, this type of load may belong to the tertiary industry business park or two-shift industrial load. The second type of the user load curve has no peak value and is generally stable with a low value. Therefore, this type of load may belong to the residential load or distributed pv with energy storage regulation connected to a certain proportion. The third type of the user load curve is a double peak load curve, with the first peak appearing at 7 a.m. and the second peak at 8 p.m. Therefore, this type of load may be distributed pv without energy storage access. Due to the energy storage output at noon, the load is small at noon. The fourth type of the user load curve is a single peak load curve; the peak appears at 7 pm, and the overall load is relatively stable, so this type of load may be connected to some energy storage devices. The fifth type of the user load curve is a single peak load curve, and the peak appears at 0 to 6 o’clock in the morning. Due to the influence of electricity price incentive, users will choose to charge EV in the early morning, so EV charging pile load will increase at night. Since this load is large at night, this type of load may have a significant share of EV charging pile load.
5.3 Cluster Performance Analysis
In order to verify the superiority of the model proposed in this study, cluster indicators DBI (Davies–Bouldin Index), CHI (Calinski–Harabasz Index), and silhouette coefficient (SC) are selected for quantitative analysis. The higher the SC value, the better is the clustering result. The smaller the DBI value, the better is the clustering effect. The higher the CHI value, the better is the clustering effect. Four clustering methods k-means, PCA + k-means, deep embedded clustering based on local structure retention (IDEC), and 1D-DCAE + k-means were compared and analyzed with the same set of data. The analysis results are shown in Table 2.
TABLE 2 | Comparative analysis of cluster indexes.
[image: Table 2]It can be seen from Table 2 that dimension reduction can improve the clustering effect. Using k-means clustering after dimensionality reduction through PCA is better than using k-means clustering directly; with the DBI index reduced by about 0.29, the CHI index increased by about 459.03, and the SC index increased by about 0.04. By comparing the IDEC method with the k-means method and the PCA + k-means method, the DBI index decreased by 1.57 and 1.28, respectively, while the CHI index increased by 16690.18 and 16231.15, respectively. The SC index increased by 0.5173 and 0.4729, respectively. Compared with IDEC, the 1D-DCAE + k-means method proposed in this study improved DBI, CHI, and SC indexes by about 0.15, 19384.92, and 0.10, respectively, and all three indexes were better, indicating that the 1D-DCAE + k-means method had significantly improved the feature extraction and clustering effect.
6 CONCLUSION
In this study, a power load clustering method based on the deep convolutional autoencoder (DCAE) is proposed, which uses DCAE to extract and reduce the characteristics of the load data of prosumers, and then adopts the density weight canopy algorithm to cluster the data after dimensionality reduction. Load curve dimensionality reduction and clustering are realized to generate the typical load characteristic database of prosumers. Taking the daily load data of local distribution substation users as an example, the typical load characteristic database of prosumers is established, which verifies the effectiveness and practicability of the method. The results are compared with other traditional dimensional-reduction clustering methods. The DBI index of this method is lower, the CHI index is greatly improved, and the SC index is also improved, thus improving the clustering quality. At the same time, through the clustering analysis of the consumption data of prosumers, the consumption level can be divided and obtained, which is helpful to understand the consumption pattern of prosumers and master the consumption level of prosumers. Power supply companies can also formulate demand-side management schemes for prosumers through clustering results so as to avoid the peak consumption of the power grid and move the peak to fill the valley, thus relieving users from avoiding peak consumption and moving the peak to fill the valley and relieving the pressure caused by tight power supply during peak consumption.
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INTRODUCTION
With the continuous advancement of renewable energy grid-connected technology, wind power plays an important role in it due to its mature technology and is developing rapidly around the world (Rezaei et al., 2020; Tian et al., 2017). The safe operation of the systems will be affected by randomness, intermittency, and volatility after large-scale wind farms are connected to the grid, among which impact on relay protection is the most significant (Telukunta et al., 2017; Xi et al., 2016). There are many differences in fault characteristics after large-scale wind farms are connected to the grid compared with traditional power grids (Yang et al., 2016). These differences are mainly reflected in frequency offset, weak feed, and high harmonics, which cause problems such as incorrect operation and decreased sensitivity when traditional power frequency protection is used in large-scale wind farms (Niknezhad and Sadesh, 2021; Ma et al., 2020). A large-scale wind farms system, the current waveform on the wind farm after a three-phase short-circuit, and the protection coordination scheme of the transmission line are shown in Figure 1.
[image: Figure 1]FIGURE 1 | Large-scale wind farms system, short-circuit current waveform, and protection coordination scheme of the transmission line.
With the continuous rise of global energy consumption and changes in load demand (Yang et al., 2020a; Sun and Yang, 2020), the performance of relay protection is required to develop towards higher-speed operation due to the nonlinearity and fragility of electronic power equipment (Yang et al., 2020b). After a fault, rich fault information is available in high-frequency transients, and the time window required for transient protection is short (Chen et al., 2019). The rapidity of transient protection action is more in line with the requirements of modern power systems. Therefore, the study of transient protection is a current developmental trend in relay protection. The idea of relay protection based on transient is that the transmission line is protected at high speed through fault transient information. In recent years, research based on the principle of transient protection mainly includes time-domain distance protection, protection based on double-ended waveform comparison, and protection based on fault traveling waves. In this paper, the current transient protection methods for large-scale wind farms are summarized. The advantages and disadvantages of each type of method are discussed. The latest progress and challenges of transient protection for large-scale wind farms are summarized.
Fault Transient Characteristics in Large-Scale Wind Farms
Intermittency and randomness of wind power have an impact on fault characteristics and analysis of transient characteristics after a fault is a basis for studying the transient protection of wind power systems. At present, in the research of relay protection of wind farms, wind farms with equivalent characteristics of a wind turbine are often used instead of detailed modeling of wind turbines, which is to reduce the complexity of fault characteristic analysis. There are many hardware devices such as crowbars in wind farms, which are used for low-voltage ride-through of wind turbines and will make transient waveform after a fault more complicated (Chang et al., 2018). Relevant studies have shown that when a fault occurs, short-circuit current increases. At this time, under the control of wind turbines, increased short-circuit current is suppressed. The waveform is controlled and contains harmonics. Fault current waveform is an attenuated non-power frequency sine wave and a non-power frequency sine wave with volatility (Ma et al., 2018). It can be seen from Figure 1 that the control strategy of converter devices for wind turbines has an impact on the short-circuit current characteristics (Yin, 2021).
Wind power system contains a large amount of electronic power equipment and transient characteristics after a fault will be affected by control strategy in the converter, topology of the system, and grid-connected capacity. Grid connection of large-scale wind farms makes the transient process more complicated and there will be problems such as harmonic oscillation. However, if a transient component is analyzed based on the traditional power grid that only contains synchronous generators, there will be many problems in identifying faults (Liu S. et al., 2021). The time window required for transient protection is short, and generally only sampling data within a few milliseconds is required. It is less affected by the control of the converters in wind farms. Therefore, it is necessary to study protection suitable for large-scale wind farms.
Time-Domain Distance Protection Based on Transients
Time-domain distance protection is an algorithm in which transient voltages and transient currents are used to solve differential equations.
Zhang et al. (2017) changed distance protection based on FFT to protection based on the RL model by transient component and a notch filter is applied to the algorithm. Saber (2020) proposed a new method based on one-end current measurements. Fan et al. (2020) proposed a time-domain distance protection that is not affected by transition resistances. Zhang et al. (2021) used waveform correlation analysis in time-domain distance protection.
The protection does not involve frequency domain information and will not be affected by the frequency offset of wind farms. It is not affected by how the system operates. However, when a centralized parameter is used as the model, the influence of distributed capacitance on the transmission line is not considered. When the transmission line is long, the influence of distributed capacitance is greater, which may affect the algorithm. It is also influenced by high-frequency components. The problem of inaccurate calculation may occur for near-end fault.
Transient Protection Based on Double-Ended Waveform Comparison
Protection based on the comparison of double-ended waveforms refers to the difference in the waveforms of transient current and voltage at both ends of transmission line under internal faults and external faults. According to characteristics of grid-connected renewable energy, when an external fault occurs, there is a penetrating current in the transmission line, and the difference in short-circuit current waveform on both sides is very small. However, when an internal fault occurs, short-circuit current on wind farm presents non-power frequency characteristics. Short-circuit current waveform on the grid is a sinusoidal waveform dominated by power frequency. The protection judgment is formed according to the above differences.
Chen et al. (2018) proposed an improved Hausdorff distance algorithm for fast identification of a fault. Lv et al. (2019) adopted the differential current within 5 ms after a fault and used the least-squares curve fitting to extract the main frequency of the transient current waveform. The fault phase is judged according to this criterion. Zheng et al. (2020) proposed a new protection scheme by correlation analysis of fault current component based on a multi-agent system. Zhao et al. (2020) used a clustering algorithm to characterize class attributes of historical samples for fault current under different operating conditions. The distance similarity criterion is used to determine a fault. Yang Q. et al. (2020) proposed a new protection method based on the time-domain waveform, which is applied to large-scale wind farms. Jia et al. (2021) used Spearman’s rank correlation coefficient to identify faults. Zheng et al. (2022) proposed new protection based on cosine similarity. The protection device has been installed and put into operation in the wind farm in Inner Mongolia, China.
The protection principle is clear and a higher sampling rate is not required. It is suitable for a weak output of renewable energy. However, errors of double-ended data synchronization, errors of current transformer transmission, and influence of time window length need to be considered.
Transient Protection Based on Fault Traveling Wave
Transient protection based on fault traveling wave refers to protection in which polarity, amplitude, and other information of initial fault traveling wave are utilized. Generally, polarity and amplitude of double-ended current traveling waves are used to construct the protection criterion.
Mahfouz and El-Sayed. (2020) proposed a one-ended protection method based on cross-alienation methodology, which can be applied to the protection of offshore wind power HVDC transmission cables. Biswas and Nayak. (2021) used magnitude change of positive-sequence current traveling wave for fault detection. Liu Y. et al. (2021) proposed a protection method suitable for offshore wind power, whose traveling wave direction protection at both ends of the transmission line is used to determine fault direction. Khalili et al. (2021) used game theory to identify fault traveling waves, which can be used for mixed transmission forms of overhead lines and cables.
The protection is suitable for transmission lines that are greatly affected by distributed capacitance currents and are not affected by current transformer saturation. However, sampling frequency above 100 kHz in traveling wave protection, so higher sampling frequencies are required. It is affected by electromagnetic transient signals such as lightning waves and operating waves. It is also susceptible to harmonic interference. The problem of inaccurate calculation may occur for near-end fault.
CONCLUSION

1) For time-domain distance protection, transient voltage and transient current are used to solve differential equations, which do not involve frequency domain information of signal and are not affected by the operating mode of the system. However, there may be a dead zone for near-end fault. It is affected by distributed capacitance of a long transmission line.
2) Transient protection based on double-ended waveform comparison is less affected by transition resistance and noise. It does not require a high sampling frequency and is suitable for wind farms with weak output. However, there may be errors in the synchronization of double-ended data and it is affected by transmission errors of the current transformer.
3) Transient protection based on fault traveling wave is not affected by transient distributed capacitance current and is less affected by the transition resistances. However, if the sampling frequency is high, there will be a problem with threshold setting. There may be a dead zone for near-end fault.
Challenges of transient protection for wind farms in the future also include: with the construction of AC and DC hybrid systems, it is necessary to explore time limit and threshold coordination of low voltage ride through, high voltage ride through, and low and high voltage cascading faults and transient protection for large-scale wind farms. Converter control adjustment acts on the whole process after a fault. On the basis of ensuring the realization of control, according to principles of simplification and order reduction, dynamic factors that have an important impact on transient wind turbines are fully considered. In addition, the design requirements of wind turbines for onshore and offshore wind farms are very different, mainly affected by the environment and technology. Transient characteristics These differences will be affected by these differences. Therefore, it is necessary to carry out corresponding transient protection research for different wind power systems.
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1 INTRODUCTION
Since the 21st century, the global economy has developed rapidly, global energy resources have been decreasing and environmental problems have become increasingly prominent (Wang et al., 2020). Solar energy has become the most promising renewable energy source due to its abundant resources and wide distribution (Xi et al., 2016). Therefore, the development and utilization of solar photovoltaic technology is one of the important measures to achieve carbon peaking and carbon neutrality (Yang et al., 2020a). In particular, photovoltaic (PV) system has the characteristics of no danger of depletion, no need to consume fuel, high energy quality and short construction period, which has attracted widespread attention around the world (Yang et al., 2020b). However, PV system has highly nonlinear properties. Therefore, in order to achieve accurate modeling of PV systems, it is crucial to improve the accuracy of PV system parameter identification. So far, meta-heuristic-based parameter identification strategies for PV systems have been widely used. However, there are still many challenges to improve the accuracy of PV system parameter identification (Sun and Yang, 2020). In the current published literature, strategies to improve the identification accuracy of PV system parameters have not been fully considered, and the potential risks it brings are worth considering. This paper clarifies the above problems and puts forward some views on the problems existing in the identification of PV system parameters.
2 BASIC INTRODUCTION OF PHOTOVOLTAIC MODEL TYPES
At present, the accuracy of PV system parameter identification is improved by studying the dynamic behavior and output characteristics of different types of PV cell models under different operating states. So as to achieve accurate performance analysis, optimize design and improve the accuracy of PV system parameter identification. Among them, the most common models of PV cells are single diode model (SDM) (Sun and Yang, 2020; Yang et al., 2020c), double diode model (DDM) (Sun and Yang, 2020) and three diode model (TDM) (Kalyan and Rao, 2021). As can be seen from Table 1, the structures of these three PV models are basically similar, and what they have in common is that they all consist of a series resistor, a shunt resistor, and an ideal current source (Liu et al., 2021). In addition, the number of parallel diodes in the photovoltaic cell determines the model of the photovoltaic cell. Among them, the identified parameters of SDM are [image: image], [image: image], [image: image], [image: image], and [image: image], the identified parameters of DDM are [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image], and the identified parameters of TDM is [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image]. It is easy to find that the more complex the structure of PV system, the higher the complexity of modeling (Ma et al., 2014).
TABLE 1 | Three photovoltaic cell types.
[image: Table 1]In addition, Table 1 provides the identification parameters, model drawing and output I-V equation of the three PV cell models, where K represents the Boltzmann constant; [image: image] denotes the shunt resistor; [image: image] represents the current flowing through the shunt resistor; T denotes PV cell operating temperature; and [image: image] means the thermal voltage, the formula is as follows (Hejri et al., 2014):
[image: image]
where [image: image] refers to the number of photovoltaic cells in the photovoltaic panel; [image: image] means the electron charge, and [image: image].
Moreover, the advantages of SDM are low circuit structure complexity, simple control structure, easy hardware application, and low cost (Yang et al., 2020d). The disadvantages of SDM are the non-uniform output characteristics of this model, lack of stable performance under partial shading condition (PSC), and low efficiency in replicating accurate I-V curves (Gomes et al., 2017; Qais et al., 2019). Therefore, SDM is the most widely used PV model due to its simple structure and easy application, which is suitable for PV systems that require fast response and low manufacturing cost. In addition, the advantages of DDM are that the fit of the I-V curve is high, satisfactory performance under standard test condition and simple hardware implementation (Rajasekar et al., 2013). The disadvantage of DDM is that the circuit complexity and implementation cost are slightly higher (SudhakarBabu et al., 2016), and it is necessary to ensure the normal operation of the model in a standard test condition (Askarzadeh and Rezazadeh, 2012). Therefore, in practical applications of DDM, the model has strict requirements on environmental changes, and needs to output the I-V characteristics curves accurately at low irradiation levels. Finally, the advantages of TDM are that the I-V curve fits the best among the three PV cell models (Kler et al., 2017), and it can clearly determine the current components of the PV cell (Ayodele et al., 2016). The disadvantage of TDM is that the modeling is complex, the operation and maintenance costs are high, and the hardware implementation is complex (Liu et al., 2020). In particular, TDM can be used to describe the complex physical behavior of polycrystalline silicon solar cells, which is suitable for studying the output I-V characteristics of large-area industrial silicon solar cells.
3 PARAMETER IDENTIFICATION BASED ON META-HEURISTIC ALGORITHMS
Meta-heuristic algorithm is a method inspired by the operating laws of nature or the experience and rules oriented to specific problems (Chen et al., 2018). In addition, Meta-heuristic algorithms have been widely used due to the large amount of computation of Meta-heuristic algorithms, with the development of computer technology (Xiong et al., 2021). In particular, PV system parameter identification is a multi-variable, multi-peak nonlinear function optimization problem. Thus, the Meta-heuristic algorithm has the advantages of improving the calculation accuracy, reducing the amount of calculation, fast convergence, and obtaining high-quality optimal solutions, which can make up for the above shortcomings to a great extent. So far, a variety of meta-heuristic algorithms have been applied to the parameter identification of PV systems (Erdiwansyah and Husin, 2021), e.g., biogeography based optimization (BBO) (Padhy and Panda, 2021), improved antlion optimizer (IAIO) algorithm (Muniappan, 2021), artificial bee swarm optimization (ABSO) (Niu et al., 2014a), bird mating optimization (BMO) algorithm (Wu et al., 2017), flower pollination algorithm (FPA) (Askarzadeh and Rezazadeh, 2013a), artificial immune system (AIS) algorithm (Askarzadeh and Rezazadeh, 2013b), Lozi map-based chaotic optimization algorithm (LCOA) (Alam et al., 2015).
In addition, the currently used meta-heuristic algorithms still have some shortcomings in terms of operation time and convergence accuracy, and are prone to fall into local optimum (Diabat et al., 2013). Therefore, a series of improved meta-heuristics are proposed to avoid getting stuck in local optimization and improve the convergence accuracy (Pourmousa et al., 2019). References (Muniappan, 2021), (Muhsen et al., 2015) developed an antlion optimizer (ALO) algorithm imitates the intelligent behavior of ants when hunting ants in nature, avoids local optima, and requires fewer control parameters with simplicity (Moshksar and Ghanbari, 2017). In addition, in order to improve the search efficiency of the algorithm and avoid premature convergence, an improved antlion optimizer (IAIO) algorithm was proposed (Silva et al., 2016). Compared with the original ALO algorithm, the chaotic sequence and position update formula of the particle swarm algorithm are introduced into the ant-lion optimization algorithm (Zagrouba et al., 2010). In work (Askarzadeh and Rezazadeh, 2013a), (Thanh and Pora, 2016) studied a flower pollination algorithm (FPA) mainly imitates the pollination process of flowers in nature, and iteratively executes the two operators of cross-pollination and self-pollination until the convergence conditions are met (Zagrouba et al., 2010). However, there are problems such as poor local depth search ability, slow convergence in the later stage, and low optimization accuracy. In order to solve the above problems, a new hybrid bee pollinator FPA (BPFPA) was proposed in the literature (Dizqah et al., 2014). The unique crossover between bee search algorithms, resulting in randomness to control variables, and the mutation process in local search add greater search capabilities to the BFFPA (Fathy and Rezk, 2017). References (Ismail et al., 2013), (Patel et al., 2014) adopted the teaching-learning-based optimization (TLBO) is a population-based heuristic random group intelligent algorithm (Niu et al., 2014b). Compared with other algorithms, the main advantages of the teaching optimization algorithm lie in the advantages of simple concept, small amount of hyperparameters, and fast convergence, but the initial solution set will change during the search process, and the population diversity cannot be well maintained. It will lead to unstable results and insufficient global search ability (Kumari and Geethanjali, 2017). Therefore, an improved TLBO (STLBO) algorithm (Muhsenab et al., 2015) is proposed to address the above problems. A semi-exponential step size (SESS) is adopted in STLBO, which focuses on small λ, which improves the optimization ability of the algorithm.
However, the meta-heuristic algorithm has certain defects, because the optimal solution will be affected by the number of iterations and the number of populations, so it has a certain randomness (Muangkote et al., 2019). Therefore, artificial neural network (ANN) can be considered to improve the accuracy of PV system parameter identification. In particular, there are many types of artificial neural networks. For example, Bayesian regularized neural network (BRNN), deep belief network (DBN), hidden semi-Mark model (HSMM) and Levenberg-Marquardt backpropagation (LMBP) algorithm have been successfully used to improve the parameter identification accuracy of fuel cells (Han and Ghadimi, 2022). Besides, it is necessary to fully consider the influence of noise in the experimental environment on the experimental data. The influence of noise data on the accuracy of parameter identification is unavoidable, which will greatly reduce the convergence accuracy. Therefore, it is possible to take full advantage of the combination of neural network and meta-heuristic algorithm. In addition, BRNN can be used to denoise the experimental data, and by filtering the noise data in the experimental data, the phenomenon of overfitting can be effectively prevented. Then, the processed experimental data is substituted into the meta-heuristic algorithm for optimization calculation, and finally the accurate modeling of the PV system is realized, thereby improving the parameter identification accuracy of the PV system. In addition, the influence of the temperature and pressure of the experimental environment on the parameter identification accuracy should also be considered in the parameter identification of the photovoltaic system. Therefore, the experimental temperature and pressure can be classified and studied, e.g., 1) low pressure high temperature (LPHT), 2) medium pressure medium temperature (MPMT) and 3) high pressure low temperature (HPLT), making the experimental results more convincing.
4 DISCUSSION AND CONCLUSION
In order to analyze and study the power generation efficiency of the PV system more accurately, it is necessary to accurately model the system to facilitate the study. In particular, parameter identification is required to process related parameters when modeling the PV system. Therefore, the accuracy of parameter identification directly affects the accurate modeling of the PV system. At present, there are still some problems in the convergence accuracy and practicability of the meta-heuristic algorithm widely used in parameter identification, as follows:
Only using the meta-heuristic algorithm will cause the optimization results to be highly random and prone to overfitting. And the convergence speed and accuracy of such algorithms are greatly affected by the amount of experimental data. Therefore, the artificial neural network can be considered in the parameter identification, and the experimental data can be expanded through the artificial neural network training data. In addition, when acquiring experimental data, noise data will inevitably be generated, which will affect the accuracy of parameter identification. Therefore, by combining artificial neural network and meta-heuristic algorithm, a neural network model with good generalization ability can be established first, the experimental data can be denoised, and then the processed data can be substituted into the meta-heuristic algorithm for searching. Optimized processing, thereby improving the parameter identification accuracy of the PV system. At the same time, similar to the parameter identification of fuel cells, the influence of different temperatures and pressures on the accuracy of parameter identification under experimental conditions can be fully considered. Therefore, the next task for the researchers involved is to test the feasibility of the proposed ideas in practice.
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A precise and reliable proton exchange membrane fuel cell (PEMFC) parameter identification performs an essential function in simulation analysis, optimal control, and performance research of actual PEMFC systems. Unfortunately, achieving an accurate, efficient, and stable parameter identification can sometimes be problematic for traditional optimization methods, owing to its strong coupling, inherent nonlinear, and multi-variable characteristics. Therefore, an advanced bald eagle search (BES) algorithm is designed to dependably identify the unknown parameters of the electrochemical PEMFC model in this work. For evaluating and analyzing the overall optimization performance of the BES comprehensively, it is compared with the genetic algorithm (GA) based on MATLAB under three cases. According to the simulation results, the optimum root mean square error (RMSE) achieved by BES is 96.27% less than that achieved by GA in parameter identification, which fully indicates that the precision, accuracy, and stability of the optimization results can be remarkably improved via the application of BES.
Keywords: proton exchange membrane fuel cell, parameter identification, bald eagle search algorithm, metaheuristic algorithm, MATLAB
1 INTRODUCTION
Nowadays, in the context of the ever-increasing energy demand and dwindling fuel reserves (Sun et al., 2020; Liu et al., 2020; Noman et al., 2021), the transformation of traditional fossil energy (Iqbal et al., 2021; Bakeer et al., 2021; Erdiwansyah et al., 2021) and utilization of renewable energy have been brought to global researchers’ attention (Kalyan and Rao, 2021; Liu et al., 2021; Yang et al., 2020a). The exploitation of renewable energy (Zhang et al., 2019; Murty and Kumar, 2020; Zhang et al., 2021) has been proven as a significant measure for energy structure optimization (Huang et al., 2021; Liu et al., 2020; Chen et al., 2018), environmental governance, and ecologic protection (Yao et al., 2015). Meanwhile, proton exchange membrane fuel cell (PEMFC) (Ahmed et al., 2020) is born out as efficient alternative energy, in light of its ability to convert hydrogen (chemical energy) into electricity, with water as the sole by-product.
By virtue of the distinctive superiority of the low operating temperature, high power density, and easy maintenance, PEMFC has obtained a growingly widespread practice in multiple engineering fields, such as distributed generation, portable electronic applications, and transportation fields. For analyzing the characteristics of PEMFC with better accuracy and reliability, a variety of modeling techniques have been presented, such as isothermal one-dimensional mathematical model (Kalyan and Rao, 2021), mechanistic modeling (Liu et al., 2021; Giner et al., 2018), equivalent electrical circuit (Yang et al., 2020a), and steady-state electrochemical model (Zhang et al., 2019). In addition, the steady-state electrochemical model based on the electrochemical reaction mechanism can exceptionally demonstrate the voltage-current (V-I) characteristic under different operating conditions, in which some unknown yet significant parameters are required to estimate accurately and reliably.
Due to the highly nonlinear, multiply variable, and strong coupling characteristics of PEMFC, conventional deterministic optimization methods are restricted to obtaining satisfactory parameter identification results. Over the years, with the rapid advancement of emerging algorithm/soft computing, meta-heuristic algorithms with high adaptability and strong robustness have been universally applied in the field of nonlinear optimization systems. Hence, the parameter identification of PEMFC is achieved via various meta-heuristic algorithms. For instance, the genetic algorithm (GA) was adopted for fitting the Nexa 1.2kW PEMFC real data to obtain an exact identification of PEMFC parameters (Murty and Kumar, 2020). Zhang et al. (2021) applied grey wolf optimization (GWO) to achieve PEMFC parameter identification based on experimental data, which verifies the practicability of the proposed algorithm in simulating the electrical function of commercial PEMFC. Particle swarm optimization (PSO) is utilized to identify the off-line parameters of the Nexa 1.2kW PEMFC system at varying loads (Salim et al., 2015). Meanwhile, other excellent meta-heuristic algorithms were designed to be a useful tool to achieve optimal parameters, that is, artificial bee colony (ABC) (Liu et al., 2020), antlion optimization algorithm (ALO) (Chen et al., 2018), slap swarm optimizer (SSO) (Yao et al., 2015), flower pollination algorithm (FPA) (Ahmed et al., 2020), and improved version of monarch butterfly optimization (IMBO) (Giner-Sanz et al., 2018).
Many meta-heuristic algorithms with terrific effects are adopted to identify unknown parameters of PEMFC despite the complication of certain algorithms’ operation mechanisms and the ideal solutions, which are difficult to obtain with high precision and good stability. What is more, there are still many possibilities to attempt new ones. By simulating the actual operation of the cell in multi-functional environments, this work proposes bald eagle search optimization (BES) (Atlam and Dndar, 2021) to gain the optimum result of parameters in Amphlett’s model (PEMFC model) and tackle the aforementioned defects.
The main objectives and novelties of this study can be summarized as follows:
• A new optimization algorithm using BES is discussed for unknown parameter identification of the PEMFC electrochemical model;
• BES is a simple optimization technique, in which fewer parameters are required to be applied in the calculation process owing to the conciseness of its operation mechanism;
• Compared with GA, BES designed in this work presents a faster practical convergence speed in PEMFC parameters identification;
• Experimental results indicate that BES can efficiently identify parameters with fast convergence speed, high accuracy, and robustness owing to its strong ability to escape from the local optimum of Ballard-Mark-V PEMFC.
The rest of this article is organized as follows: the steady-state electrochemical model of PEMFC and objective function are described in Section 2. Besides, Section 3 thoroughly illustrates the execution mechanism and parameter identification of BES. Section 4 provides the simulation and analysis results in comprehensive cases. Lastly, Section 5 summarizes several conclusions along with future perspectives.
2 PROTON EXCHANGE MEMBRANE FUEL CELL MODELING
2.1 Electrochemical Reaction Mechanism of Proton Exchange Membrane Fuel Cell
A typical PEMFC includes two electrodes (cathode and anode) and a proton exchange membrane (PEM), while electrodes are mainly composed of a gas diffusion layer and a platinum-based alloy catalyst layer. Hydrogen is decomposed into hydrogen ions H+ and electrons e− through catalytic reaction after passing through the anode catalytic layer. Subsequently, oxygen provided by the cathode catalytic layer integrates with electrons and hydrogen ions to generate water and heat. Figure 1 describes the structure of the reaction mechanism diagram, a single PEMFC, and a PEMFC stack of PEMFC. The electrochemical reaction mechanism in PEMFC is expressed as follows:
[image: Figure 1]FIGURE 1 | Structure of PEMFC. (A) Electrochemical mechanism of PEMFC; (B) single PEMFC, and (C) PEMFC stack.
At anode,
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At cathode,
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Overall chemical reaction,
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2.2 Mathematical Modeling
The net output voltage of the electrochemical model is affected by three kinds of polarization, namely, activation, ohmic, and concentration polarization, while the voltage characteristic function of electrochemical can be written as (Amphlett et al., 1995)
[image: image]
where [image: image] indicates the open-circuit voltage (V); [image: image] means the activation voltage drop (V); [image: image] denotes the ohmic voltage drop (V); and [image: image] represents the concentration voltage drop (V).
In addition, [image: image] calculated from the Nernst equation can be determined by (Ariza et al., 2018)
[image: image]
where [image: image] is the increment in Gibbs free energy (J/mol); [image: image] indicates Faraday’s constant (96,487 C/mol); [image: image] means the increment of entropy (J/mol); R denotes the universal gas constant [8.314 J/(K mol)]; [image: image] represent the operation ambient and reference temperature (K), respectively; [image: image] and [image: image] stand for the partial pressures of hydrogen and oxygen, respectively (atm), which are formulated as (Ali et al., 2017)
[image: image]
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where RHa and RHc, respectively, denote the relative humidity of vapor at anode and cathode (atm); Pa and Pc are the inlet pressures of anode and cathode (atm), respectively; and [image: image] represents the saturation pressure of water vapor (atm), which is defined as (Ali et al., 2017)
[image: image]
[image: image]
Moreover, the activation voltage [image: image] demonstrates the slowness of the reaction occurring on the electrode surface, which can be given as follows (Ariza et al., 2018):
[image: image]
where [image: image] (i = 1,2,3,4) indicates the semi-empirical coefficients and [image: image] is the oxygen concentration (mol/ [image: image]), which is determined by (Ali et al., 2017)
[image: image]
Ohmic voltage drop [image: image] is mathematically expressed as follows (Ali et al., 2017):
[image: image]
where Rc is the equivalent contact resistance (Ω) and Rm represents the equivalent resistance provided to PEM conduction (Ω), which can be defined by
[image: image]
where l means the membrane thickness ([image: image]), A is the effective electrode area (cm2), and [image: image] stands for the specific membrane resistance ([image: image] cm) described by (Amphlett et al., 1995)
[image: image]
where [image: image] stands for an empirical parameter.
Furthermore, concentration voltage loss [image: image] influenced by the concentration can be formulated as (Ariza et al., 2018)
[image: image]
where b means the parametric coefficient (V), [image: image] is the actual current density, and [image: image] defines the upper bound current density ([image: image]).
On the whole, after referring to the mentioned Eqs 4–15 for PEMFC, there are seven crucial parameters demand to be identified: [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image].
2.3 Objective Function
To precisely build a mathematical model of PEMFC based on the aforementioned unknown parameters, it is crucial to utilize an objective function to reliably evaluate parameter identification. In addition, the objection function based on the root mean square error (RMSE) can commendably mirror the deviation between the actual and estimated values.
Consequently, RMSE is accounted as the objective function given by
[image: image]
where N indicates the total quantity of actual datasets, Vactual is the actual voltage, and Vestimate denotes the estimated voltage.
Additionally, the restraints of crucial parameters can be written as
[image: image]
3 BALD EAGLE SEARCH ALGORITHM
3.1 Optimization Mechanism
The BES algorithm (Atlam and Dndar, 2021) is an innovative meta-heuristic algorithm enlightened by biological activities in nature. Individual search strategies can be established through their own mobile or global experience in the group random optimization process to optimize complex problems in the real world. In particular, the self-search and exploration of individuals in the search space are performed by simulating the predation behavior of bald eagles (e.g., prey on salmon living in a specific area). The bald eagles have a specific predation strategy, which can help them consume the least energy while maximizing the probability of predation success.
The bald eagle’s predation strategy has three major aspects: selecting the appropriate search domain, searching in the selected space, and the best chance to swoop on the prey.
In the select stage, the selected search space is related to the last movement of the bald eagle, which can be expressed as
[image: image]
where [image: image] means optimal spatial search position, [image: image] is parameters affecting location update, 1.5 ≤ [image: image] ≤ 2, [image: image] denotes a random number between 0 and 1, [image: image] indicates average distribution position of the bald eagle after the previous search.
After determining the search space, the bald eagle will search the space that flies spirally to search for prey and find the best-accelerated dive position. The change of the search position is expressed in polar coordinates as follows (Salim et al., 2015):
[image: image]
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where [image: image] and [image: image] are values between 0 and 1 for determining the positions of the bald eagle on the corresponding polar axis, respectively; [image: image] and [image: image] denote the polar diameter and polar angle of the spiral flight in polar coordinates, respectively; [image: image] indicates a parameter that takes a value from 5 to 10; R represents a parameter that controls the search period, between 0.2 and 2; and rand is a random number in [0,1].
In the swooping stage, the bald eagle swoops to the prey at the optimal position, while other bald eagles in the population also move to the best position and dive down to attack the prey. The position updates during the swooping are expressed in polar coordinates as (Oliva et al., 2014)
[image: image]
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where [image: image] and [image: image], respectively, stand for moving velocities toward the optimal and central positions and are both between 1 and 2.
3.2 Overall Optimization Procedure
On the basis of the BES algorithm, Figure 2 illustrates the flowchart of PEMFC overall parameter identification. Firstly, it is vital to determine which parameters in the steady-state electrochemical model are identified. After that, the output voltage and current data selected as the actual PEMFC will be regarded as the inputs of BES, while the data are transformed into the objective function according to Eq. 16. Furthermore, BES is employed to identify the parameters in accordance with the built model. Finally, the optimal parameter identification results of PEMFC are output after multiple iterations.
[image: Figure 2]FIGURE 2 | Overall flowchart of BES-based PEMFC parameter identification.
4 CASE STUDIES
In this section, simulation experiments are performed on PEMFC under three different temperatures and relative humidity of vapor to identify seven crucial parameters (i.e., [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image]) which are in comparison with those of BES and GA, respectively. Additionally, under two conditions Tk = 333.15K, RHa = 50%, and RHc = 50% and Tk = 313.15K, RHa = 75%, and RHc = 75%, along with Tk = 353.15K, RHa = 100%, RHc = 100%, 25 pairs of V-I data are extracted from Ballard-Mark-V PEMFC, where film thickness is 178 [image: image]m and effective area is 50.6 [image: image]. What is more, the boundary conditions of seven unknown parameters are illustrated in Table 1.
TABLE 1 | Range of PEMFC parameters for identification.
[image: Table 1]For a fair comparison between two meta-heuristic algorithms, each algorithm runs independently 10 times to obtain results, while their maximum iteration number is chosen as kmax = 500, and the population size is set to be identical psize = 40. The simulations are executed on MATLAB 2019b through a personal computer with IntelR CoreTM i5 CPU at 2.9 GHz and 16 GB of RAM.
4.1 Case 1 (Tk = 333.15K, RHa = 50%, and RHc = 50%)
When the experimental condition is set as Tk = 333.15K, RHa = 75%, and RHc = 75%, the simulation values of seven unknown parameters are generated by BES and GA algorithms. The satisfactory results of parameter identification and minimum RMSE of the PEMFC model are illustrated in Table 2. Particularly, RMSE acquired by BES is 94.11% lower than those acquired by GA, respectively. Hence, the advisable performance of BES is significantly greater than that of GA, which can be attributed to its consideration of accuracy, reliability, and high efficiency.
TABLE 2 | PEMFC parameter identification results.
[image: Table 2]What is more, Figure 3A depicts the average RMSE acquired by the two algorithms under 10 independent runs. It is transparent that the accuracy of BES is significantly higher than that of GA, which fully demonstrates BES’s superior performance. Given that the average RMSEs of BES and GA algorithms hardly consist in the same order of magnitude, and the value of GA is about 12 times higher than that of BES, the BES’s effect of the actual data approximation is much better than GA.
[image: Figure 3]FIGURE 3 | Comprehensive analysis of BES and GA under case 1. (A) Average RMSE. (B) Boxplot of RMSE. (C) Convergence curves. (D) Comparison of model datasets by BES with experiment datasets.
Figure 3B shows a boxplot of BES and GA, demonstrating the distribution range and upper/lower bounds of simulation explicitly and comprehensively. It can be seen from the chart that the error fluctuation interval and average RMSE of BES are far less than that of GA. Thus, the BES algorithm has accurate searching ability in PEMFC parameter identification and significant global searching ability.
Meanwhile, convergence graphs of the two algorithms are depicted in Figure 3C, while BES attains a stable optimal solution rapidly in approximately 60 iterations based on a global search.
As a single individual optimization and group cooperation mechanism, BES performs excellent local exploitation and global exploration, by which the accuracy and efficiency of parameter identification can be drastically improved.
Figure 3D describes the output V-I fitting curve on the basis of global optimal parameters identification by BES, upon which one can readily discover that the model curve achieved from BES approximates the experimental data to a great extent. It is undeniable that BES has superb performance in PEMFC parameter identification due to superior optimization ability and effectiveness.
4.2 Case 2 (Tk = 313.15K, RHa = 75%, and RHc = 75%)
When the simulation is in the condition of Tk = 313.15K, RHa = 75%, and RHc = 75%, the statistical results of seven unknown parameters and RMSE based on BES and GA are shown in Table 3. In particular, RMSE obtained by BES is significantly smaller than GA, while BES is 96.27% smaller than the RMSE of GA. Upon them, it is obvious that BES can considerably improve the accuracy of PEMFC model parameter identification.
TABLE 3 | PEMFC parameter identification results.
[image: Table 3]Figure 4A presents the average RMSE obtained by BES and GA, illustrating that BES can acquire a lower average RMSE under 10 independent runs. Thus, BES has better accuracy and stability in the unknown parameter identification of PEMFC.
[image: Figure 4]FIGURE 4 | Comprehensive analysis of BES and GA under case 2. (A) Average RMSE. (B) Boxplot of RMSE. (C) Convergence curves. (D) Comparison of model datasets by BES with experiment datasets.
In addition, the RMSE boxplot obtained by BES and GA is depicted in Figure 4B, upon which the distribution range and upper/lower bound of BES are lower than those of GA. One can easily observe that the balance between global exploration and local exploitation of BES is better than that of GA.
In the meantime, convergence curves of BES and GA are shown in Figure 4C, where BES has about 55 iterations to achieve convergence, while GA needs 200 iterations to achieve convergence stability. Besides, RMSE after BES convergence is smaller than that of GA, while it can be perceived that BES identifies the unknown parameters of the PEMFC model with more accuracy and efficiency.
Figure 4D demonstrates the output V-I fitting curve obtained by the optimal results of BES, where data via BES are highly fitted with experiment data. The result efficiently reflects that BES has a superior ability for PEMFC parameter identification.
4.2 Case 3 (Tk = 353.15K, RHa = 50%, and RHc = 50%)
Table 4 illustrates the best PEMFC electrochemical model parameters and minimum RMSE under the condition of Tk = 353.15K, RHa = 50%, and RHc = 50% through BES and GA algorithm. In light of the result, BES represents the optimal performance owing that the minimum RMSE value acquired by BES is 46.13% lower than GA, which can accomplish parameter identification tasks in PEMFC with higher quality and accuracy.
TABLE 4 | PEMFC parameter identification results.
[image: Table 4]The average RMSE obtained by BES and GA under 10 independent runs is shown in Figure 5A, while the value of the former is about one-quarter of the latter in the case of multiple operations, which is a lot smaller. Hence, BES outperforms GA in parameter identification and shows good stability and global optimization ability.
[image: Figure 5]FIGURE 5 | Comprehensive analysis of BES and GA under case 3. (A) Average RMSE. (B) Boxplot of RMSE. (C) Convergence curves. (D) Comparison of model datasets by BES with experiment datasets.
As is depicted in Figure 5B, it can be observed from the boxplot of BES and GA that the fluctuation range and average value of RMSE optimized by BES are lower than those of GA with 10 independent runs, which, from the perspective of either its stability or accuracy, effectively confirms the outstanding performance of BES in identifying the accuracy of PEMFC parameters. Moreover, Figure 5C presents the convergence curve of the two algorithms. BES converges at about 90 iterations, while GA does not reach a stable value until 480 iterations. After iterating 270 to 480 times, GA falls into a locally optimal solution and results in low efficiency and reduced accuracy. In general, BES is superior in convergence stability and precision for its exceptional global optimization ability.
In the end, Figure 5D describes convergence graphs of BES algorithms, which indicates that, in the case of parameter identification of BES, the experimental data and model fitting data are highly coincident, while the error is extremely small due to superior accuracy.
5 CONCLUSION
For the precise and reliable parameter identification of the PEMFC model, a meta-algorithm BES with superior performance is applied in this work, which includes three main contributions/novelties:
• BES is employed to obtain an accurate and credible parameter identification of PEMFC for the first time;
• In line with the simulation results, BES represents significant stability, faster convergence speed, and higher accuracy compared with the GA algorithm under two operation stations;
• Three common case studies (e.g., Tk = 333.15K, RHa = 50%, and RHc = 50%; Tk = 313.15K, RHa = 75%, and RHc = 75%; and Tk = 353.15K, RHa = 100%, and RHc = 100%) are emulated, which can validate that BES holds tremendous potential in PEMFC parameter identification, converging to the optimal stable solution rapidly because of the dynamic and proper balance between local exploitation and global exploration. Especially, the errors of BES convergence are significantly reduced by 94.11%, 96.27%, and 46.13%, respectively, in three cases of parameter identification compared with GA.
Future studies will be undertaken as follows:
• BES is proposed as a promising optimization method that remarkably improves the accuracy of the solution in PEMFC parameter identification. It also has the merits of universality and versatility in the meantime, contributing to the realization of parameter identification of more complex models or other FCs;
• In addition, it is worthwhile to perform online identification of PEMFC parameters, while the actual response speed and optimization capability of BES need to be further improved.
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ABC artificial bee colony
ALO antlion optimization algorithm
BES bald eagle search
FC fuel cell
FPA flower pollination algorithm
GA genetic algorithm
GWO grey wolf optimization
PEMFC proton exchange membrane fuel cell
PEM proton exchange membrane
SSO slap swarm optimizer
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Due to the unique features of metro central air conditioning systems’ architectural design and application scenarios, systems demand a greater degree of energy-savings than standard buildings. The central air conditioning system is the major energy user in metro stations, with the cooling source system accounting for a substantial portion. As a consequence, enhancing the energy efficiency of the cold source system is critical for optimizing the energy efficiency of the central air conditioning system. After analyzing the potential for energy-savings, we propose an energy-saving control technique for cold source systems based on the PCA-ANN data model. Firstly, an operating condition simulation was performed using operational data and cold source system equipment specifications. The effective operating data in the operational data-base was then filtered using the simulation data. Additionally, principal component analysis was used to examine the chosen dates. Finally, the fitted and calibrated data model was utilized to optimize the functioning of the cold source system. August’s revised approach resulted in a 10.5 percent decrease in system energy consumption. In comparison to using non-optimized energy parameters, the suggested technique provides a variety of energy efficiency advantages.
Keywords: PCA-ANN, air conditioning system, energy saving, data modle, optimization
1 INTRODUCTION
The metro station serves as the primary location for staff distribution and equipment storage across the metro system. The major construction of the station is often located underground, where it is somewhat contained and immune to external weather variations. Metro stations operate in a dynamic environment, with a high passenger traffic and a high energy consumption of the air conditioning system. During metro operation, the air conditioning system consumes the majority of the station’s energy, accounting for 40–50% of total power consumption (Feng and Lu, 2017). The air conditioning system at the metro station consumes a lot of energy owing to its lengthy operation. The energy consumption of station air conditioning systems is inextricably tied to the dynamic nature of the station’s loads and the optimal management of the system (Liu, 2012).
The metro central air conditioning system is a typical nonlinear system with a high inertia, significant hysteresis, time variable behavior, and strong coupling. The refrigeration and cooling systems of the metro central air conditioning unit are intricately connected and subject to distinct limitations (Zhang, 2016). Additionally, the central air conditioner’s working parameters vary dynamically in response to variations in load rate and outside climatic circumstances. As a result, the real time dynamic control of the central air conditioning system is challenging to accomplish, as is system operation optimization.
Literature (Wenzhuo et al., 2021) proposed a real time optimal control strategy adopting a multiagent based distributed optimization method for multi zone variable air volume (VAV) air conditioning systems. The proposed strategy consists of three novel schemes. The technique successfully balances thermal comfort, IAQ, and energy utilization while decreasing programming problems. Distributed optimization may provide nearly ideal results as centralized optimization. Literature (Yu et al., 2021) suggested a new iterative optimization algorithm based on a novel distributed control architecture and an alternating direction method of multipliers (ADMM) with regular term to address the problem of dynamic hydraulic balance regulation of chilled water pipe networks in central air conditioning systems. The suggested distributed optimization approach is highly accurate, stable, and efficient in terms of energy consumption. The proposed technology has the potential to save 28.54 percent of energy while preserving the pipe network’s dynamic hydraulic equilibrium. The literature (Ning et al., 2017) developed a multi objective optimization methodology dubbed TOPSIS method for evaluating the task/ambient conditioning system’s integrated performance and the optimal functioning was attained. According to the literature (Zhang et al., 2016), an energy consumption model for each component of the refrigeration system was presented, and the model was solved using methods such as surrogate lagrangian relaxation (SLR) and sequential quadratic programming (SQP). When compared to a baseline utilizing existing methodologies, numerical testing demonstrates that our approach results in considerable power consumption reduction, with the largest savings being roughly 18 percent in a partial load state at the maximum efficiency. The numerically modelled system’s energy efficiency is higher under partial load (Diakaki et al., 2010). By examining an endless number of different metrics, the multi objective choice approach provided below seeks to circumvent this problem. These criteria are optimized using compromise programming, a well established multi objective solution paradigm. A simple case study is presented to show the decision model’s functioning. The findings validate the approach’s practicality, suggesting refinements and expansions. There exists in the scientific literature (Thangavelu et al., 2017) a technique for energy optimization that uses building thermal load and weather conditions to determine optimal operating choices for a chiller plant. Case study scenarios with various chiller plant layouts are used to evaluate the advantages of the suggested energy optimization technique. The results of the case studies revealed that energy-savings of up to 40% for medium sized chiller plants and about 20% for small chiller plants may be realized via better operations, resulting in lower energy costs and greenhouse gas emissions. The testing (Pisello et al., 2016) findings indicate that this technique of energy optimization is effective for medium sized central air conditioning equipment. This research reveals how historic buildings might create unfavorable interior environmental conditions for artwork preservation, inhabitant comfort, and building maintenance. This study proposes a numerical experimental approach to a historic building. The study may help building operators and service managers evaluate and optimize interior environmental conditions for art preservation. Literature (Wang and Burnnet, 2001) established a simulation model for estimating a system’s energy efficiency based on air conditioners physical properties. Online control optimizes the speed of variable speed condenser cooling water pumps. This allows you to optimize pressure management by changing your anticipated total power derivative. Adaptive control recognizes and adapts to changes in system characteristics. The literature (Meng et al., 2015) developed a control system that employed evolutionary algorithms to optimize air conditioner operating settings. Theoretically, all closed loop signals are constrained by Lyapunov synthesis.
However, mechanistic modeling of the circulation system can only restore the operating characteristics of some system components and cannot fully depict the relationship between each system component during operation; meanwhile, accurate modeling based on parameters also faces difficulties with convergence and operation speed during iterative calculation.
Numerous technologies, such as defect prediction and performance analysis, have benefited from the widespread use of deep learning and data mining methods. The operational data associated with central air conditioning systems are gaining increasing attention. Data mining methods are used to examine large amounts of equipment operating data and identify correlations between pieces of equipment as a foundation for system energy-savings. The present study is mostly focused on central air conditioning system diagnostics and is still in the research stage of energy-saving optimum operation.
The literature (Rasel et al., 2021) discusses the state of the art theory and application of the most widely used computational intelligence (CI) techniques, including the genetic algorithm (GA), particle swarm optimization (PSO), simulated annealing algorithm (SA), differential evolutionary algorithm (DE), chemical reaction optimization (CRO), multi objective genetic algorithm (MOGA), and non dominated sorting genetic algorithm II (NSGA II), for telecommunications. This holistic approach is well suited to the foresight of different forms of sustainable energy. Research (Daxin et al., 2021) talked about how to improve the automation level of a refrigeration plant and get the most out of energy-savings by using a group control system optimization strategy and a refrigeration plant model. This is what happened: The group control system could save 9.42 percent of its energy after it was optimized to run more efficiently. It could also save 5.67 percent after it was optimized to run more efficiently. An algorithm based on self adaptive differential evolution (SADE) is presented in literature (Dehao et al., 2021) as a global optimization technique for the vapor compression refrigeration system (VCRS) to decrease system energy consumption while meeting interior cooling needs. The global optimization problem is solved using the SADE method, and the optimum variable settings are found. By simulating the suggested global optimization technique, it has been shown that it is capable of increasing the VCRS energy efficiency over time while still meeting cooling needs. On a normal testing day, an average energy-savings of 15.57 percent may be realized. Additionally, partial cooling loads may save a lot of energy in the morning and at night. It is also shown that, in comparison to DE and PSO algorithms, the suggested SADE method can greatly cut computation time and prevent local minima, thereby proving its usefulness. This study provides a viable way for reducing air conditioning system energy use. According to the literature (Robert et al., 2020), the construction of a model for the refrigeration plant used to store mangoes that is capable of simulating both the chamber and the fruit temperatures is being considered. The model is capable of properly predicting the temperature profiles in the chamber, but it is more sensitive when modeling the temperature of the fruit. By using a fuzzy controller, you may attain the set point more precisely and in a shorter amount of time than you could with an on/off controller, while also saving energy in the process. According to the literature (Ning and Zaheeruddin, 2010), an optimal supervisory operation strategy based on neural networks was proposed in order to find the optimal set points for chilled water supply temperature, discharge air temperature, and VAV system fan static pressure so that the indoor environment can be maintained with the least amount of chiller and fan energy consumption. Simulated outcomes reveal that, as compared to the typical night reset operating scheme, the optimum operation strategy saves about 10% more power at maximum capacity under full load circumstances and 19% more power at reduced capacity under partial load situations. According to the literature (Chen and Chang, 2014), a neural network model of chiller energy consumption was developed, and a technique for finding the optimal chiller load distribution with the goal function of minimizing energy consumption was presented, which was based on the particle swarm algorithm. According to the literature (Le et al., 2019), the experimental data were compared to the results of the linear regression equal load allocation approach, which resulted in savings of 12.68 percent and 17.63 percent, respectively, as compared to the baseline. Literature (Li et al., 2017; Yabin et al., 2017) examined the energy consumption patterns of air conditioning system component loads using cluster analysis and association rule mining and discovered three unique energy consumption patterns. Fu and Fan. (2014) and Tronchoni et al. (2010) revealed significant operational patterns in historical building operation data by doing cluster analysis on historical building operation data.
It is difficult to determine the operational features of a refrigeration system via data analysis, and there is a great deal of uncertainty in dynamically constructing matched control methods based on the operating data. There is no equivalent study approach for assessing central air conditioning operational data due to the amount of time necessary to obtain and filter complete operational data. Data mining technology’s effective acquisition, which is a vital component of the technology, will severely limit the unit’s ability to work dynamically and optimally.
2 DATA COMPANION MODEL
Metro central air conditioning equipment is selected based on its ability to withstand the rigors of the work environment. Equipment operation and dynamic changes in external conditions cause the mechanism based equipment model to inaccurately depict the real operational characteristics and process changes of the equipment throughout the refrigeration cycle, resulting in equipment failure. The dynamic response of the system to its operational features based only on the gathered operating data, followed by the application of the appropriate control mechanism, resulting in a large number of uncertain data connections between the system components. The equipment settings for the central air energy-saving conditioning’s optimization control plan, which is based on the simulation model, cannot be adjusted in order to account for the error caused by equipment performance loss in the simulation model. In addition, since the data-base based optimal control approach cannot entirely describe the system’s operation al state, and because the data collection and accumulation time is inadequate, it is difficult to accurately depict the system’s dynamic changes. To speed the optimization process for various combinations of central air conditioning systems, we recommend that we employ field operation and maintenance data, as well as system composition, to collect data from the field. It is discussed in the article how to implement an energy-saving control strategy for central air conditioning that is database based and integrates a dual-model verification operation approach that is based on both mechanism and data modeling. In order to achieve this, it is necessary to increase the energy efficiency of the central air conditioning system under all operating conditions, optimize the system’s operating parameters, and forecast and optimize the simulation computation for the central air conditioning unit model, among other things. The operation of a central air conditioner accumulates a large amount of data, and a large data set with multiple variables will undoubtedly provide a wealth of information for research and application. In many situations, the correlation that exists between variables may add complexity to the analysis of the problem. If each indicator is been analyzed separately, the analysis is often isolated and cannot fully utilize the information in the data, so blindly reducing the indicators can lose a lot of useful information and thus generate wrong conclusions. Therefore, it is necessary to propose a method to reduce the dimensionality of high dimensional feature data, keeping some of the most important features under the high dimensional data and removing the noise and unimportant features to achieve the purpose of improving the data processing speed.
PCA (Principal Component Analysis), the principal component analysis method, is one of the most widely used algorithms for data dimensionality reduction. The main idea of PCA is to map n dimensional features to k dimensions, which are brand new orthogonal features also called principal components, and are reconstructed k dimensional features based on the original n dimensional features. The work of PCA is to find a set of mutually orthogonal axes from the selection of new axes closely related to the data itself. This is equivalent to retaining only the dimension features containing most of the variance, while ignoring the feature dimensions containing almost 0 variance, so as to realize the dimensionality reduction processing of data features. Any change in form can be mathematically abstracted into a function. The mathematical expression of PCA was calculated using Eq. 1:
[image: image]
where X is the original data matrix and each row denotes an eigenvector of a sample. That is, matrix Xm × n contains m samples, each of which has n eigenvalues. As a result, PCA was employed to decrease the number of n.
The correlation distribution weights between the data are calculated during the correlation analysis. The data model’s reference data will be validated by the features of the central air conditioning cycle. An artificial neural network (ANN) is a complicated network composed of a large number of basic components linked in a nonlinear fashion, capable of performing complex logical operations and implementing systems with nonlinear relational realizations. When dealing with huge quantities of valid data, modeling using ANNs is an efficient approach. The following Eq. 2 expresses the simple formula for ANN.
[image: image]
In the preceding equation, x signifies the input feature vector, and w denotes the weight assigned to each input feature, which indicates the feature’s relevance. b signifies the influence threshold on the prediction outcome. y denotes the projected outcome. In the formula, the dot() function represents the vector multiplication of w and x.
Although the operation of a central air conditioning cold source system conforms to the operating characteristics of a refrigeration cycle system, the operating characteristics of the system may be influenced by a variety of other operational parameters. The cold source system’s operational characteristics may be modeled as a sophisticated continuous function. Theoretically, neural networks may approximate any preset continuous function with arbitrary precision. The neural network approach to central air conditioning operation enables the system to efficiently adapt to the huge quantity of data generated during operation. In general, the neural network methodology necessitates the use of statistical approaches to reduce the dimensionality. Data driven modeling techniques include the investigation of the unique patterns found in historical data throughout the mining process. Data driven methods are based on multivariate statistical techniques such as principle element analysis, principal regression, partial least squares, typical correlation analysis, Fischer discriminant analysis, and Hidden Markov Models. In our paper, we used PCA to reduce the data dimensionality of neural networks. As a result, we integrate PCA and ANN efficiently and propose a PCA-ANN based model for central air conditioning performance data.
In the actual application, we successfully integrated the data driven PCA-ANN model with the mechanism based simulation model to enhance the simulation process. The PCA-ANN model’s data processing procedure is depicted in Figure 1. The central air conditioning system’s simulation model structure is divided into two parts: the control system and the simulation system, with the simulation system consisting of the simulation-processing unit and the simulation system for the dual-model. The simulation-processing unit is utilized to combine the findings of the PCA-ANN and cyclic simulation models, which are subsequently used to control the system. Figure 2 illustrates the simulation model framework of a central air conditioning system. Figure 3 illustrates the unique physical simulation flow architecture for the data companion model of the central air conditioning system. The calculation flow is sequential and is divided into three major components: parameter input, system computation, and data analysis. The next section explains the refrigeration simulation system’s simulation procedure for the portion of Figure 3.
[image: Figure 1]FIGURE 1 | The data processing process of PCA-ANN model.
[image: Figure 2]FIGURE 2 | The central air conditioning system’s simulation model structure.
[image: Figure 3]FIGURE 3 | Simulation calculation flow chart.
3 DATA COMPANION MODEL OPERATION STEPS
The computation of the data companion model simulation is split into three stages: parameter specification, system calculation, data analysis and storage, with the following particular process steps. Step 1 is parameter input, Step 2 is parameter conversion, Step 3 is intermediate parameter calculation, Step 4 is power consumption calculation, Step 5 is calculation result output, Step 6 is data filtering, Step 7 is data storage, Step 8 is data comparison, Step 9 is optimal operation results, and Step 10 is output operation parameters. Where Step2–Step7 is the procedure of calculating numerous cycles.
3.1 Step1–2 Parameter Definition
The parameter definition is divided into two sections: the definition of system external parameters and the definition of system rated parameters. Among them, the specification of system external parameters includes ambient dry bulb temperature and relative humidity, which can be collected in real time through the weather API, and the corresponding ambient wet bulb temperature may be calculated. Along with the unit’s equipment parameters and external environmental parameters, the indoor dry and wet bulb temperatures and load rate are calculated as functions of the load limits, and in the event that other load limits are required, both the indoor environmental variables and the load rate must be dynamically adjusted to meet the demand, as illustrated in Figure 4. The time period for parameter adjustment in the figure is T, where T = T1 + T2, with the T1 time period devoted to dynamic adjustment of equipment related adjustable parameters and the T2 time period devoted to equipment related adjustable parameters operating at the lowest possible power consumption.
[image: Figure 4]FIGURE 4 | Load limiting control strategy.
3.2 Step3–6 System Calculation
The system calculation section is divided into two sections: the calculation of intermediate parameters and the computation of host parameters.
The system calculation section makes use of a method for modifying the parameter cycle computation. Heat exchangers are used to conduct heat exchange between water and refrigerant. In general, the same heat exchange, the greater the temperature differential between the heat exchange surfaces, the smaller the water flow, and the lower the pump’s power consumption. To provide the most effective control approach, the temperature differential between the two sides of the heat exchanger is designed to fluctuate between (2–10°C) with a 0.1°C step. As with the cooling tower fan and pump, the cooling tower approximation is used to calculate heat transfer, with the approximation changing between (2–6°C) in 0.1°C increments. When calculating the temperature difference, it is essential to take into account both the pump’s and cooling tower fan’s frequency variations within an acceptable range (20–50 Hz), as well as the system’s change in energy efficiency under a variety of configurations. Naturally, the calculation volume varies according on the operating conditions. In practice, all combination methods require that the cooling system have a specific amount of cooling capacity and be able to function, and throughout the cycle calculation process, some constraints on the range of combination methods for the pump host and cooling tower must be imposed. Additionally, keep in mind that the calculation of rationality may not match the real application requirements; thus, a single calculation on the water temperature must be back-calculated to see if it can meet the end of the need for chilled water temperature.
In the intermediate parameter calculation section, the calculation procedure must take into account not only the number of pumps and their frequency of operation on the effect of water flow, but also the matching heat transfer efficiency of the heat exchanger’s real form. At this stage, the weighting coefficients for heat exchange on both sides are included for a more precise computation.
The host parameters are calculated using the heat transfer correlation of the unit’s performance, which is typically linearly fitted using the equipment’s operating curve and actual observed data. The system heat exchange is estimated using the pressure enthalpy diagram’s enthalpy difference as a function of the refrigeration cycle’s parameter changes. However, modeling of the cycle computation needs knowledge of the equipment manufacturer’s selection criteria and experimental data, as well as the installation of numerous measurement sites on the refrigeration system. Simultaneously, since the system is in the non-two-phase zone on the suction side, multiple back calculations are needed to obtain the enthalpy value used in the simulation calculation, resulting in a significant amount of computation. It is essential to compute the system heat exchange in combination with the actual operating needs and the equipment’s operational characteristics during the simulation calculation procedure. Suction with liquid may efficiently decrease the exhaust temperature and improve energy efficiency in central air conditioning systems operating at high loads. The system computation section establishes a simulation model based on the system cycle using the equipment composition parameters. The model is primarily used to evaluate the features of the equipment at startup and to forecast optimum performance; it is not directly engaged in the equipment’s optimal operation control logic. At the start of the computation, the model is iterated repeatedly using finite and cyclic adjustable variables, and the optimum operation result under the operating circumstances is obtained using the gradient descent technique, as shown in Figure 5. Additionally, the load limit in the simulation computation has an effect on the calculation process of the host energy consumption. The upper limit of the data is computed in a single calculation based on the parameter adjustment time period, and the output energy consumption is calculated in conjunction with the prior dynamic regulation technique.
[image: Figure 5]FIGURE 5 | Optimized logic of system calculation part.
3.3 Step7–10 Data Analysis and Storage
The simulation results are saved in the database as arrays, and two primary activities, data comparison and data analysis, are conducted. The comparison of data is used to generate the operating strategy, while the analysis of data is utilized to improve the simulation computation.
3.3.1 Data Processing
After a specific quantity of data has been collected, it will be evaluated and computed. The control strategy and host energy consumption calculation parameters will be adjusted via analysis of the calculated and measured data. During the system simulation calculation process, a simulation model based on the system cycle is created using the characteristics of the equipment composition. The model is primarily used to evaluate the features of the equipment at startup and to forecast optimum operation; it is not directly engaged in the optimal operation of the equipment control logic. The model’s calculation procedure is based on finite adjustable variables and cyclic adjustable variables for iterative computation; the gradient descent approach is used to find the optimum operating outcomes for single working circumstances. Simultaneously, the load continues to have an effect on the computation of the mainframe’s energy consumption. The data upper limit is restricted based on the time period of the parameters and coupled with the dynamic regulation technique to compute the output energy consumption in a single calculation.
The data analysis of the central air conditioner uses a dual-model design concept, as shown in Figure 6. At the start of the equipment’s operation, the operation control strategy is mostly based on the simulation findings from the cycle-based simulation. Simultaneously, we revise the cycle model parameters in accordance with actual field measurement data, and we evaluate the system’s performance in relation to the COP and SCOP calculated by the system in order to make it more suitable for actual operation. The system’s COP and SCOP calculation formulae are shown in Eqs 3, 4. The SCOP of a cooling system is the ratio of the cooling system’s cooling capacity to its overall power consumption. The cooling system’s overall power consumption is comprised of the refrigeration host, chilled water pump, cooling water pump, and cooling tower. The operation of the equipment creates a large amount of data on the system’s operation. By comparing simulation and real measurement data, it is possible to quickly filter out and capture the optimal operation data in the form of an array including the operating conditions and operational parameters. After a specific quantity of data has been accumulated, the system operating data will be processed efficiently. To begin, the data were analyzed using the PCA method in order to identify the connection between the optimum energy efficiency and the system operating parameter data, as well as the correlation distribution weights between the data. The data’s significance was successfully filtered using the refrigeration cycle’s rules and utilized as input variables for the data model. Second, we select an ANN neuron network to process the refrigeration system’s model and create an efficient input-output model based on the system’s characteristic characteristics and performance. The data model may be used to develop an efficient optimum operation control strategy for this goal. Simultaneously, the dual-model structure was refined and enhanced constantly via continuous examination of operating data.
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[image: Figure 6]FIGURE 6 | Data processing part control logic.
The dual-model of the central air conditioning cooling system is intended to enhance the system’s simulation computation. For optimal simulation results, tailored design is essential during model construction. The cold source system’s mechanism model must be built using the equipment’s characteristics, but the equipment’s mechanism model requires several modifications based on real test results, and model accuracy is difficult to achieve in the early stage. To achieve more accurate simulation results and to guide real operation, it is often essential to run continuously for an extended length of time, and the dual-model’s operating side rate is inefficient. However, such a design is essential in order to control the cold source system’s whole life cycle.
3.3.2 Data Analysis
The data processing procedure necessitates data filtering based on the operating parameters of the system. As shown in Figure 7, valid data will be culled from the enormous data for further data processing.
[image: Figure 7]FIGURE 7 | Data analysis running process.
Data analysis is the act of establishing a mathematical connection between the desired and controlled variables within each category. After calculating the refrigeration system’s steady state performance, a restricted search for locally optimum solutions is performed using the gradient descent technique or an extremum search algorithm. From the perspective of the system’s steady state functioning, simulation calculations may effectively provide the system’s correlation equation. Online correction of the simulation process is needed during the calculation process, based on the comparison of real operation data with simulation data under the equipment’s operating circumstances. Following data analysis, operational dates are examined to create a database of system operating efficiency and system operating characteristics. When the operational circumstances replicate the database values or encounter an error, the system is controlled using the variable parameters specified in the data; when missing values occur, the system may be fitted using interpolation, with the values fitted using practical experience.
Following an analysis of the data processing process, the main stages involved in the process and implementation of the sampled data in the central air conditioning simulation system are detailed. The data simulation procedure for the central air conditioning system is shown in Figure 8. The central air conditioning simulation system is split into three levels: the database, static simulation data, and dynamic simulation data. External operation data and cumulative database of the central air conditioning system are divided into two sections: external environment prediction data and equipment operation data-base, which are used to generate alerting and dynamic simulation data, respectively.
[image: Figure 8]FIGURE 8 | Data simulation process of central air conditioning system.
In the static simulation section, the air conditioning system load prediction forecasts the system’s potential load situation at this moment based on external environment and operation data, while the cooling source system model performance parameters are calibrated using the equipment’s operation data. The air conditioning system’s compound prediction process comprises the computation of the compound prediction using machine learning, the selection of the input parameters for the compound prediction, and the variables affecting the load prediction. Calibration of the cold source system models include establishing an optimum performance operation model, correcting the cooling water pump model using the corrected pipe network, and correcting the cooling unit operation model using the mechanism. In the dynamic simulation section, the simulation process of the dual-model offers advice on the air conditioning system’s potential operating circumstances. The exchange of data and online transmission enables the cooling system to be controlled optimally. Air conditioning feedforward control consists of a centralized optimum control method, a control simulation based on load prediction, and an air conditioning system simulation based on load prediction. The optimum control of cold source systems related to feedforward control is implemented using fuzzy optimal control based on load zones, particle swarm optimal solution, and cold source system optimal control model, respectively.
4 DISCUSSION
To validate the aforementioned algorithm’s efficacy, a collection of real world central air conditioning systems was simulated and operated; the system composition is given in Table 1. The simulation system has been put online, and Figure 9 illustrates the structure of its data collection and control operation.
TABLE 1 | Central air conditioning system components.
[image: Table 1][image: Figure 9]FIGURE 9 | The structure of data acquisition and control operation.
The online simulation system employs a two-level space structure, one for the physical environment and another for the simulation area. The physical space is defined as the central air conditioning control system, which consists primarily of data collection, central air conditioning, and control systems. The physical space is primarily responsible for the real functioning of the central air conditioning system and serves as the simulation system’s execution component. The simulation space is comprised of three components: the data processing system, the data management system, and the operation simulation system. When the central air conditioning control system in the physical area receives operation data, it must first analyse it in order to accomplish redundant data rejection and abnormal data analysis and rejection. The processed data will next be statistically analysed and fitted to enhance the databased model of central air conditioning functioning. Finally, the data will be handled further by the data management system, which will include model refinement, data storage, and database updates. The valid data will be further analysed to determine the energy consumption of the system, to verify the system model, to improve the control logic, and to evaluate the equipment characteristics in the operation simulation system.
Thirty sets of operation parameters were optimized in this research during a typical summer cooling day at a Guangzhou Metro station with air conditioning equipment running from 7:00 to 23:00. The environmental characteristics associated with each operating state are shown in Figure 10, when the cooling load in the metro station is between 50 and 95% of its rated capacity and both chillers are operational.
[image: Figure 10]FIGURE 10 | The environmental parameters. (A) Cooling capacity and outdoor temperature; (B) Outdoor relative humidity.
The mathematical correlation equation for the central air conditioning operating load was designed based on the equipment selection parameters and the metro station’s operating parameters. The set total parameter method was used to calculate the central air conditioning system’s energy consumption under various operating conditions. The mechanism based simulation model’s operating conditions are calculated using Python 3.8, and the system’s operating energy efficiency is calculated using known environmental parameters and load rates. The PCA-ANN based data model is constructed using cumulative operational data from the metro central air conditioning system for data analysis, and the data processing is performed in the order depicted in Figure 1, in combination with the real data accumulation process. To begin, the accumulated operation data must be processed, which is mostly utilized to identify legitimate data sets within the operation data. After rejecting bad values, the screening process is based on the environmental working condition data and load rate as a known function, and the system energy consumption rate as a result of the target function for data screening, with the criteria for data screening being the data columns containing the optimal values of energy efficiency for the same working condition under the target function. The screened data are then processed using PCA, which can convert high dimensional variables with linear correlation into linearly uncorrelated low dimensional variables, while retaining as many variables as possible from the original data. This allows the high dimensional data set to be mapped to the low dimensional space while retaining as many variables as possible. The PCA method makes use of a third-party Python 3.8 library named Sklearn. The PCA process is intended to lower the computing intensity of the future ANN and the computational time required to do real-time data processing. The reduced dimensional data set will be utilized to process the ANN model. To speed up the processing, we employ the standard BP-ANN approach for training the neuron model of acquisition variables running efficiency, and all computations are performed in Matlab 2018b’s neuron module. After comparing the effect of parameter selection on model accuracy, we determined the ANN model structure to be 8-24-1, where 8 bits represent the input variables, 24 represents the number of hidden layers, and one represents the output variables. The specific implementation criteria are listed in Table 2.
TABLE 2 | Parameter setting of neural network.
[image: Table 2]The 30 sets of data collected during the actual procedure are analysed. The measured data are the energy consumption values derived from the working condition values, the projected data are the working condition values simulated using the mechanism based model, and the optimized data are the working condition values simulated using the du al model feedback system. All statistics on energy usage are shown in Figure 11. The comparison demonstrates a substantial reduction in the energy usage of the improved cooling water pump. However, the decrease in chilled water pump energy consumption is not apparent, since chilled water energy consumption is related to interior comfort, and user comfort is a critical factor in the simulation process. Although the cooling tower’s energy consumption has been decreased, due to the cooling tower’s modest energy consumption, it was not regarded as the primary energy-saving item during the simulation optimization. As the chiller system’s primary energy consumer, it is essential to minimize its energy usage. As can be observed from the simulation results, when combined with the cooling system’s energy control, its energy consumption decrease trend is more apparent. The chiller system’s total performance is integrated, and we see a substantial decrease in data following simulation system optimization (Figure 12). By comparing data from 30 different workgroups, we can determine that the average energy-savings rate for the chilled water host is 8.2 percent, the average energy-savings rate for the chiller system is 10.5 percent, and the energy-savings rate for each component of the chiller system is as shown in Table 3.
[image: Figure 11]FIGURE 11 | Equipment energy consumption before and after optimization. (A) Optimized, predicted and actual energy consumption data for the cooling mainframe; (B) Optimized, predicted and actual energy consumption data for chilled water pump; (C) Optimized, predicted and actual energy consumption data for cooling water pump; (D) Optimized, pre dicted and actual energy consumption data for cooling tower.
[image: Figure 12]FIGURE 12 | Optimization, forecasting and actual energy consumption data for cold source system.
TABLE 3 | Central air conditioning system components energy-saving rate.
[image: Table 3]5 CONCLUSION
The purpose of this article is to present an energy-saving control strategy based on PCA-ANN and mechanism simulation for the purpose of optimizing the operation of central air conditioning systems. The approach offers a novel control concept based on dual-models calibrated against one another for energy efficient central air conditioning control. The strategy’s viability is confirmed by simulation computations, and the full findings are presented in the article.
1) Model parameter correction procedures are incorporated into the central air conditioning system modeling process, and the air conditioning system’s model variables are validated and corrected using operational data. Then the problems of performance degradation and matching deterioration that occur during air conditioning equipment operation will be satisfactorily resolved. Along with the physical model based simulation system, the system’s simulation process incorporates a data-based operating model, which is calibrated and enhanced via a data exchange mechanism. A model structure of this type can greatly minimize the amount of time required to improve the data model. This system, however, necessitates frequent manual screening and maintenance. The accuracy of a dual-model simulation system is dependent on the availability of accurate data, and a certain quantity of data must be acquired before the simulation model may be optimized for equipment performance. However, the data collecting and filtering processes are frequently lengthy and imprecise due to factors such as sensor and operation. Even yet, in order to obtain reliable data for complete operating conditions, it is required to prepare the equipment prior to installation and commissioning, as well as to ensure that the entire central air conditioning system’s components are capable of adapting to different operating conditions.
2) PCA approaches can be used to establish a correlation between operational data and the best performance of central air conditioning. Once a substantial amount of reliable data has been accumulated, the PCA method can be utilized to connect variable values for weight analysis. ANN networks can be successfully utilized to model data. The PCA algorithm and ANN approaches are coupled to build a PCA-ANN modeling scheme capable of successfully modeling a central air conditioning system with a small amount of data. To complete the simulation process using the currently utilized PCA-ANN model, interface communication via separate software is required, and the interface communication influences the computing rate due to the operating system’s non real time nature. Improved integration of subsequent computational processes may result in an increase in computational efficiency.
3) We have developed the optimum sexual operation strategy in the face of limitations. The system has been guaranteed to function optimally within defined limitations while maintaining stable refrigeration operating conditions. For this reason, the PWM operating strategy, in conjunction with the hysteresis characteristics of the refrigeration sys tem, may satisfy the user’s requirements for periodic control. By integrating the operation al data from the metro stations, the system’s energy-savings rate after simulation is 10.5 percent, which achieves the effective energy-savings of the air conditioning system while meeting the user’s demand.
4) As an expanded idea, the dual-model research concept might be applied to different industrial domains. Many scholars have conducted previous studies for the simulation of mechanism models in various industries, and fruitful results have been obtained. Industry 4.0 has presented new challenges to many industries, and a lot of research has been conducted by many scholars in previous studies for the simulation of mechanism models in various industries, and fruitful results have been obtained. Data models have been applied to a wide range of practical applications as digital technology has progressed, and there are numerous successful examples. However, more research is needed to examine if the research subjects’ research solutions can be transferred to industrial practical applications more quickly and successfully. It is possible to successfully combine current research results, and combining the outcomes of mechanism based model simulation and data-based computation will be an effective measure.
5) In our study, we discovered that the energy savings of central air conditioning cooling sources based on the PCA-ANN algorithm are mostly focused on the energy saving management of the cooling water pump and cooling tower. Because the cooling side of the subway central air conditioning system normally uses the design demand of maximum load supply cooling, the energy saving impact on the cooling side is smaller than the effect on the heating side of the subway central air conditioning system. Current study is focused on typical metro load rates, which we are now performing. The findings of the simulation utilizing PCA-ANN, on the other hand, reveal that the cooling source system can save up to 10% of its energy consumption on average.
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INTRODUCTION
Renewable energy has become an important source of power because of the benefits of a low-carbon economy. Hydrogen is a clean fuel and has also aroused great concern around the world. Renewable energy can be used to produce hydrogen energy. Zhang et al. presented a novel approach to coordinated control of renewable energy and hydrogen production, and the operation economics of hydrogen fueling stations and the energy system had been improved (Zhang et al., 2022). Much work, so far, has focused on renewable energy systems and energy internet (Zhang, 2018). Notably, photovoltaic (PV) technologies have always been a hotspot in renewable energy systems. There is an urgent need, but it is still a significant challenge to control PV systems in an uncertain environment. A two-stage PV structure was investigated by Fu et al. (2019), who presented an effective technique for PV power integration using μ theory. Li et al. presented a maximum power point tracking method, which can ensure stable PV power generation under partially shaded conditions (Li et al., 2021). With the increase of PV capacity in renewable energy systems, the grid-connected configuration is changing the operation mode of energy networks (Eftekharnejad et al., 2015). To reduce the cost of a PV generation system with battery storage, Hao al. presented a bi-level control method, which also ensured stable PV power generation (Hao et al., 2021). It is worthwhile mentioning that solar PV projects will play an important role in the economy of future electric generation portfolios (Vithayasrichareon et al., 2015). One of the great challenges is that uncertainty in PV modules makes distributed generation planning extra hard in distribution networks. It is generally accepted that statistical machine learning is an effective technology for modeling uncertainties in PV power (Fu et al., 2020). In terms of a distribution network with PV generation, we often need to configure reactive power devices to improve the performance of the energy networks (Fu, 2022). Fu et al. presented an adaptive reactive power control strategy to balance the trade-off between power quality and power loss, and the method enhanced the friendliness of the utility connection for a PV solar system (Fu et al., 2015). In terms of a centralized PV power generation, power factor control and voltage control are the key technologies of PV-grid connection. Awadhi and Moursi invented a novel controller for a centralized PV plant to avoid voltage imbalance, and the transient response was also enhanced (Awadhi and Moursi, 2017). Emmanuel et al. presented a power factor control method based on wavelet variability, and they reported the analysis results of the influence of power factor on the output of centralized photovoltaic power station (Emmanuel et al., 2017).
Scholars have performed a lot of research work on deploying and controlling distributed PV, but they pay little attention to the relationship between distributed and centralized PV power generation. However, due to a decrease in capacity installations, the reliability of operation of power systems may be affected by the superposition of distributed and centralized PV power generation. The components of distributed and centralized PV power generation are the same, and solar panel is made of polycrystalline silicon or thin-film. Distributed PV panels are always installed on the roofs of farm houses and greenhouses, and then the project is mainly concentrated in North and South China. Centralized PV power generation is mainly installed in the Gobi deserts, which spreads on Ningxia, Gansu, Xinjiang, Qinghai, Northwest China.
NUMERICAL POWER BALANCE
Solution Framework
As shown in Figure 1, we proposed a solution framework for analyzing the power balance of a regional power system with distributed and centralized PV power generation. Four modules are given to realize different functions. With respect to the first module, a scenario simulation model of distributed PV generation should be developed for making day-ahead forecasts. The predicted PV power generation results are provided to the dispatching center. We deal with the uncertainty of distributed PV power generation in two ways. Demand-side energy management is given priority to balance the output of distributed PV generation, so as to improve the consumption of local distributed PV generation and prevent the reverse power flow from the PV generation to the distribution networks. With respect to the second module, the aim of acquisition of operation scheduling model is to estimate the electricity supply-demand gap, and the power plant should meet the demands of residential electricity, industrial electricity, and so on.
[image: Figure 1]FIGURE 1 | Framework for multi-time-scale power balance considering centralized PV generation. (A) Scenario simulation of distributed PV generation. (B) Acquisition of operation scheduling model. (C) Analysis on the balance ability of distributed resources. (D) Multi-time-scale analysis of power balance.
The day-ahead balance scheme mainly provides support for economic operation. Relying on the day-ahead prediction data, the day-ahead generation schedules are given. The day-ahead balance scheme is passed to the intraday balance analysis, and the day-ahead balance scheme is further adjusted according to the ultra-short-term PV generation forecast to improve both economy and security. The real-time balancing scheme takes security as the sole purpose and provides an absolutely safe balancing scheme for real-time scheduling.
Key Technologies
We address three key technologies for multi-time-scale power balance considering coordination between distributed and centralized PV power generation. 1) It is generally accepted that energy storage technology offers significant benefits for the multi-time-scale power balance in a power system with a high proportion of PV power generation. However, the project-oriented economic performance is a difficult one to improve the potential for the expansion of PV plus storage systems. We can assume that regardless of the project-oriented economic performance, no one can deny that energy storage is the most effective way to deal with the uncertainty in PV power. 2) There is thereby an urgent need but it is still a significant challenge to accurately predict the power generation amount from PV for integration with power systems. The forecast results of PV power for the next day can never be completely right, no matter how good the algorithm is. However, an accurate PV power generation prediction will significantly reduce the percentage of reserve capacity or the amount of PV power generation abandoned. 3) Optimization under uncertainty is critical for the analysis of power balance considering coordination between distributed and centralized PV power generation. In terms of deterministic generation and demand, power balance surplus is deterministic. In terms of the power grid with high penetration PV power generation, power balance surplus is uncertain due to the volatility and randomness of the PV power generation, and this was such a big challenge for power balance measures. When the power balance measures are too conservative, the economic performance of the economic dispatch scheme for the power balance will be greatly reduced. On the contrary, power balance measures with better economic performance often bring security risks to the safe operation of energy networks with high proportion of PV power generation. Therefore, the power balance scheme must balance a trade-off between the security level and economic performance, and stochastic programming provides a framework to obtain the optimal balance scheme.
DISCUSSION
Difference Analysis
The existing literature talks more about distributed and centralized PV power generation and less about centralized PV power generation. Therefore, we are here to discuss the difference between distributed and centralized PV power generation. First, distributed and centralized PV plants are under different grid voltage conditions. Usually, 380 V is regarded as the grid-connected voltage of distributed PV plants, and the specific grid-connected voltage of a centralized PV power generation shall be 35 or 110 kV. In terms of a PV central power station above 30 MW, a main transformer is necessary to connect 110 kV transmission lines. Second, a centralized PV power generation has a long distance power transmission, while the distributed PV power generation is consumed by local demands. Third, distributed and centralized PV plants have different requirements in electricity power generation. The number of equipment for centralized PV generation is greater than that of distributed PV generation. The primary equipment for a centralized PV generation should include a station transformer, switch cabinets, various mutual inductors, arc suppression coil, and main transformer. The secondary equipment for a centralized PV generation should include microcomputer protection, watt hour meters, and dispatch screen. In terms of a distributed PV power station, a wall-mounted solar inverter is necessary and its size is small. Finally, the environmental factors of the installation site also make characteristics of distributed and centralized PV power vary greatly.
Difficulty Analysis
The centralized PV power generation model and regional dispatching model are easy to obtain, and these models are accurate. The difficulty of power balance analysis is that distributed PV power generation is difficult to predict accurately. The real problem is not only the difficulty of modeling distributed PV power, but also the lack of historical data and even the lack of power data. The variability of micro meteorology makes a single distributed PV power generation uncertain. The overall impact of all distributed PV plants in a region poses a great challenge to the power balance, and the result is that the local utility should use more controllable resources to deal with uncertainty. In view of the aforementioned difficulties, the authors put forward a feasible scheme. First, the region is divided into small spaces, and the models of distributed PV power generation in different spaces are established respectively. Second, the installation of distributed PV measuring devices does not need to achieve full coverage of each household, but we can select typical households for the deployment of measuring devices in each space. Advanced machine learning algorithms can be used to simulate distributed PV data of those without a measuring device, and the inputs of machine learning algorithms are weather data and PV power generation data of neighbors having installed with measuring devices. The proposed method can greatly reduce the purchase cost of PV measuring devices. Third, the comprehensive impacts of time, space, and weather are considered to help make short-term and ultra-short-term predictions of a distributed PV power generation in a space. Finally, a power flow model based on the spatiotemporal correlation theory can be built to analyze the overall impact of distributed PV power generation in different regions on the power balance of the whole region.
CONCLUSION
With the high proportion of distributed PV generation access, the traditional centralized energy management and scheduling operation will inevitably face many new problems, such as high communication cost, low optimization efficiency, frequent changes in operating conditions, and so on. Coordinated control of a large number of uncontrollable distributed PV generations will significantly increase the difficulty and safety risk of power grid dispatch. Through the multi-time-scale analysis of power balance considering coordination between distributed and centralized PV power generation, it is conducive to fully tap the safety and stability to support the ability of PV power generation to the power grid. Establishing a multi-time-scale dynamic aggregation model of distributed PV power generation in the whole region is the key to realize the power balance analysis under different operation scenarios. Power balance analysis provides a decision-making basis for day-ahead scheduling and real-time dispatching.
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INTRODUCTION
With the deepening of the reform of the electric power system in China, infrastructure planning of the power grid, as a complex project, will face greater challenges. As a matter of course, the internal and external uncertain factors, such as the imperfection of the structure of the power grid and the transformation of policy conditions, lead to the increasingly severe and complicated investment environment of power grid enterprises (Santos et al., 2017; Dai et al., 2018; Chen et al., 2020). On the one hand, the level of electrification for residents has gradually improved, and the demand for electricity in the whole society has continued to rise because of the rapid growth of the economy. Thus, the amount of investment in the power grid will gradually increase (Tavares and Soares, 2020; Zhang et al., 2022). On the other hand, due to the independence of transmission and distribution, the profit pattern of enterprises has changed, so the investment plan needs to be adjusted accordingly. Some factors fail to be considered in the existing investment allocation method, such as the distribution network status and investment benefit, resulting in unreasonable investment allocation (Liu et al., 2019; Yang et al., 2021). Therefore, a distribution network investment allocation method, which comprehensively takes the distribution network status and investment benefit evaluation index system into account, is proposed in this article to achieve high precision of investment allocation.
INVESTMENT RATIO BASED ON EVALUATION OF DISTRIBUTION NETWORK STATUS
Indicator System
The indicator system to evaluate the distribution network status is based on systematic, scientific, objective, and practical principles to guide the investment orientation for the power network. The indicator system is constructed from four aspects: network structure, power supply level, electric power equipment level, and economic benefit (Chai et al., 2020; Ming et al., 2020; Ning et al., 2021). The weights of the four first-level indicators are 0.2, 0.3, 0.3, and 0.2, respectively. Moreover, 20 typical evaluation indicators are selected, which can be seen in the following figure.
Investment Ratio Calculation
According to the distribution network status assessment, the difference between the score of each region and the total score is calculated, and the full score of the distribution network evaluation is 100 points. The results are normalized to obtain the ratio of investment allocation. The formula is as follows:
[image: image]
[image: image] refers to the first-level index weight, [image: image] refers to the next level index weight, [image: image] is the second-level index score, m is the number of the second-level indicators under each first-level indicator, and q is the number of the first-level indicators:
[image: image]
[image: image] is the investment ratio of the ith area, [image: image] is the score of the status of the distribution network of the ith area, and n is the number of the planning areas.
INVESTMENT RATIO BASED ON EVALUATION OF INVESTMENT BENEFIT
Indicator System
In view of the systematic, comprehensive, and long-term characteristics of the investment benefit analysis of power grid projects, the evaluation indicator system, based on identifying the factors affecting the investment benefit, contains these parts: production service benefits, production and operation benefits, investment economic benefits, and social and environmental benefits. The indexes selected are enumerated in Figure 1.
[image: Figure 1]FIGURE 1 | Investment allocation indicator system for distribution network planning.
Indicator Weight Calculation
The indicator system to evaluate investment benefit includes subjective and objective indicators so that the assessment of investment benefit can be more persuasive. The set-valued iterative method is a subjective weighting method, which can reflect experts’ opinions concentratedly. The objective weight can be obtained by the entropy method, and the weight is modified through entropy weight calculation to make the weight scientific, objective, and feasible (Li et al., 2016; Li et al., 2019; Ge et al., 2021). Based on moment estimation theory, this study combines the results of the above two methods to obtain a comprehensive weight.
Considering the thought of moment estimation theory, it follows that the expected values of subjective and objective weight are the actual value of each indicator (Liu et al., 2019; Sakthivel and Sathya, 2021).
The coefficients of colligation of the subjective and objective weight vector can be calculated using the actual value of each indicator, as shown in the following formula:
[image: image]
[image: image] refers to the subjective weight vector’s coefficient of colligation, [image: image] refers to the objective weight vector’s coefficient of colligation, and [image: image] and [image: image] refer to the jth index’s subjective and objective weight, respectively.
Suppose the indicators are extracted from two sample systems. The coefficients of colligation of the total subjective and objective weight vectors, derived from the moment estimation theory, can be calculated in the following formula:
[image: image]
[image: image]
[image: image] is the coefficient of colligation of the overall subjective weight vector, [image: image] is the coefficient of colligation of the overall objective weight vector, and n is the number of indicators.
A single-objective optimization model is constructed to minimize the deviation between the comprehensive weight and the subjective and objective weight (He et al., 2018; Zhang et al., 2018; Lai et al., 2019) as follows:
[image: image]
[image: image] refers to the jth index’s comprehensive weight.
Comprehensive Evaluation Result
The TOPSIS method can get the closeness of each scheme to the optimal scheme. Based on the combined weight derived from the above weight methods, a TOPSIS evaluation model for investment benefit is established, assessing the pros and cons of the schemes (Zou et al., 2017). The key steps to calculate the comprehensive evaluation value of distribution network investment benefit based on the TOPSIS method are as follows:
1) Multi-objective decision matrix:
Suppose the index set is [image: image], the plan set is [image: image], and the evaluation value of scheme [image: image] to index [image: image] is [image: image]. Then, the matrix [image: image] of evaluation values is constructed as follows:
[image: image]
2) Positive and negative ideal solution calculation:
[image: image]
[image: image] is the positive ideal solution vector, [image: image] is the negative ideal solution vector, and [image: image] refers to the ideal solution vector of the ith indicator.
3) Relative distance calculation:
[image: image]
[image: image]
[image: image] is the difference between the jth scheme and the positive ideal solution, and [image: image] is the difference between the jth scheme and the negative ideal solution.
4) Comprehensive evaluation value:
[image: image]
[image: image] refers to the comprehensive evaluation value of the jth scheme.
Investment Ratio Calculation
According to the comprehensive evaluation value of investment benefit, the result is normalized, and the investment distribution ratio of each region can be obtained as follows:
[image: image]
[image: image] is the investment ratio, [image: image] is the comprehensive evaluation value, and n refers to the amount of the planning regions.
INVESTMENT ALLOCATION
After obtaining the investment ratios for the distribution network status assessment and investment benefit assessment, the final investment ratio can be obtained by weighted summation (Mohtashami et al., 2017; Ehsan and Yang, 2019). The calculation formula is as follows:
[image: image]
where [image: image] is the final investment proportion of the ith region, [image: image] represents the investment proportion of the ith planning area for the distribution network status assessment, [image: image] is the investment proportion of the ith planning area for investment benefit assessment, and [image: image] and [image: image] are the proportion coefficients of [image: image] and [image: image], respectively.
In this article, comprehensively considering the network status and investment benefit assessment, the investment in the distribution network can be allocated reasonably. A district’s investment allocation proportion of the network is estimated. When calculating the investment proportion for the distribution network status assessment, the investment proportion is lower for the regions with a higher score of the status of the distribution network. Otherwise, the investment should be increased. When calculating the investment proportion based on the evaluation of investment benefit, the region with a higher score of investment benefit should increase more investment. Otherwise, the investment should be reduced. The estimated investment allocation ratios are reasonable and conform to the above laws. In the end, the investment proportion, which considers the development status of the distribution network and investment benefit, is calculated. A region with a high score of the status of the distribution network has a low investment ratio. After considering the investment benefit, when the investment benefit is excellent, the final investment proportion will be increased. Compared with the methods in the current research, which only consider the status of the distribution network or investment benefit, this method is more reasonable, and the results of investment distribution match the network development trend.
DISCUSSION AND CONCLUSION
The dimension of the existing investment allocation indicator system for the distribution network is single. It is difficult to achieve high precision of investment distribution. Therefore, this study studies a precise method of investment allocation based on the network status and investment benefit assessment system. Firstly, the distribution network status is evaluated and the investment proportion can be obtained through normalization. Then, an investment calculation model based on the assessment of investment benefit is constructed, and the investment distribution ratio is estimated by normalizing the comprehensive evaluation value of investment benefit. Finally, an investment forecast model of the distribution network is built by balancing the influence of the status of the distribution network and investment benefit on investment allocation. Applying the research results to the decision-making of the investment distribution in a certain area has a guiding significance for investment allocation of the distribution network. In future studies, it is necessary to increase the hierarchy and diversity of the investment allocation indicator system to achieve a more ideal effect of investment distribution.
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INTRODUCTION
With the swift development of economy, traditional energy resources have been exposed to problems such as decreasing reserves, environmental pollution, and health hazards of human beings (Yang et al., 2020a; Yang et al., 2021a). Nowadays, renewable energy resources (RESs) have been given great importance by the public and achieved significant development under the support of government policies (Sun and Yang, 2020; Mahidin et al., 2021). Among a variety of RESs, wind energy resources are abundant, cheap to develop, have high conversion efficiency, and are environmentally friendly (Guchhait and Banerjee, 2020; Li et al., 2020). As a result, wind farms have sprung up all over the country. However, with the gradually increasing proportion of wind turbine commitment in the grid, the severe effects of randomness and intermittency of wind farms on the grid cannot be ignored (Xi et al., 2016).
In order to settle the above issues, wind forecasting technology is proposed (Sachdeva and Verma, 2008), whose contribution is mainly reflected in the following three aspects: 1) optimize the scheduling of grid and provide conditions for wind power bidding on-grid; 2) easy maintenance and overhaul of wind turbines; and 3) reduce reserve capacity and operating cost. In general, the classification of wind speed and power prediction is mainly carried out from two views, as shown in Table 1. Wind speed and power forecasting technologies are classified as long-term forecasting, medium-term forecasting, short-term forecasting, and ultra-short-term forecasting on the basis of the time scale. Based on the prediction model, these research techniques are classified as physical approaches, statistical approaches, and learning approaches.
TABLE 1 | Prediction approaches on time/model horizon.
[image: Table 1]DATA PRE-PROCESSING
It is particularly crucial for accurate wind speed and power prediction to pre-process data, which is mainly reflected in avoiding the adverse impact of redundant invalid data, data denoising, and making up missing data. In literature (Cui et al., 2012), the atomic decomposition technique is used to eliminate wavelet coefficients of noises for every subseries based on wavelet function and dissolution levels. In addition, the atomic decomposition technique is easy to execute and takes less consumption time (Yang et al., 2021b). Singular spectrum analysis (SSA) is introduced to identify noise, and trend, periodic oscillation of original signals with the merits of fewer parameters. But phase shift phenomenon takes place during the denoising process by SSA (Jung and Broadwater, 2014). In general, decomposition-based denoising methods containing the former two approaches remove the noises of the divisional subseries (Qian et al., 2019). Moreover, decomposition-based denoising methods have the advantage of clear configuration but may weaken prediction accuracy (Yang et al., 2021b).
In terms of data completion, there are some relatively simple methods, including the continuous method, adjacent fan method, and linear regression method. Literature (Barbara and Richard, 1984) states that the values of adjacent points on a continuous curve are the same, so when the sampling interval is small, the nearest data point can be used to supplement the missing data, which is called the persistence model. The adjacent fan method finds the power generation relation between the two wind generators with high spatial correlation so as to complete data completion (Ji et al., 2014). Based on the spatial-temporal characteristics of wind generator distribution, the literature (Ma et al., 2013) uses the linear regression method to complete the missing data in three dimensions, but this method is not applicable to nonlinear cases. Adaptive network-based fuzzy inference system (ANFIS) is proposed in reference (Yang et al., 2014), which integrates the merits and application range of various methods and can take different data completion measures according to specific situations. It has been proved that the effect of ANFIS is more satisfactory than that of the linear regression method.
PHYSICAL PREDICTION APPROACHES
The essence of the physical forecasting method is to make the best of all pivotal physical parameters of wind generators, among which meteorological information is the most important parameter (Zhao et al., 2011). First, the meteorological information, including temperature, barometric pressure, and wind speed and direction, are collected from the meteorological platform; meanwhile, the surrounding parameters of the wind turbine are recorded. Then the actual values of wind speed and direction around the wind generator hub are calculated by combining these two sets of data. Then the wind power output of corresponding parameters is obtained by comparing the wind turbine power curve provided by the manufacturer. The physical method relies on the accuracy of the prediction model, so the physical parameter information around the wind generator is very critical, which could bring bias to wind speed values (Tascikaraoglu and Uzunoglu, 2014). In addition, the update speed of meteorological forecasts is low; hence, the data collected from meteorological departments often fail to meet the requirements of forecasting models. Back in the 1990s, Landberg predicted the wind output power through a wind turbine power curve with the wind speed information based on numerical weather prediction (NWP). The process of wind speed and power forecasting based on the physical model is demonstrated in Figure 1.
[image: Figure 1]FIGURE 1 | Process of the wind speed and power prediction based on physical model.
STATISTICAL PREDICTION APPROACHES
The purpose of the statistical method is to establish the mapping functions, mainly linear, between various factors affecting power output or historical power output data series and output data (wind speed or power). Statistical method owns early formed theory and the mature application experience, which includes the time sequence approach, exponential smoothing method, Kalman filter, grey prediction method, and regression analysis technique.
Time sequence method, a classical, mature, and earlier developed load or power prediction method, takes historical wind generator output data series collected according to fixed time as time sequences. In addition, this method establishes an accurate time sequence statistical model based on the historical power data and the power prediction expression. According to the established time sequence statistical model and power prediction expression, wind speed and power prediction are carried out. According to the types of linear filters, the time sequence method is further classified as follows: generalized autoregressive conditional heteroskedasticity (GARCH) (Zhou et al., 2011), GARCH in mean (GARCH-M) (Chen et al., 2013), component GARCH-M (CGARCH-M) (Chen et al., 2015), autoregressive moving average (ARMA) (Torres et al., 2005), autoregressive integrated moving average (ARIMA) (Yatiyana et al., 2017), and fractional ARIMA (Kavasseri and Seetharaman, 2009). Component GARCH-M model is presented in reference (Chen et al., 2015) to execute power forecasting by decomposing the volatility configuration to the everlasting and transient component. ARIMA method is applied to develop a statistical model for forecasting both wind speed and direction and attains good precision with an error of less than 5% for wind speed (Yatiyana et al., 2017).
Kalman filter prediction is another statistical method commonly used to predict wind speed and direction. Although the wind prediction model established by the time series method owns the superiority of time sequence and autocorrelation, without the need to analyze the background and conditions of signal series, it still has the demerits of poor forecasting precision for low-order model. The Kalman filter prediction method makes up for the above shortcomings due to its ability to dynamically modify the prediction weight. The Kalman filter prediction method can obtain high precision by predicting recursive equations. In literature (Babazadeh et al., 2012), a Gauss–Markov based Kalman filter is applied in forecasting the wind speed of a single wind farm an hour ahead. An unscented Kalman filter is proposed in the literature (Chen and Yu, 2014) to predict the wind speed of a single wind turbine which has stable dependability and robustness. In addition, the Kalman filter prediction method has difficulty in establishing the Kalman equation of state and measurement equation. To overcome this drawback, Tian et al. (2014) developed the adaptive Kalman filter which is simple to acquire Kalman state and measurement equations. In addition, the case studies on single wind power stations verify that the adaptive Kalman filter decreases the error and time delay of predicted wind speed.
Regression analysis, a statistical mathematical method, starting with the transformation law reflected by historical data, explores the relationship between input variables and output variables which is implied in the transformation law. When applied to wind power prediction, the regression analysis method can predict the wind power value in the future according to the historical wind power data, whose basic expression is as follows:
[image: image]
where [image: image] is the wind power value at time [image: image]; [image: image] represent the related factors; [image: image] means the noises; and [image: image] are regression coefficients.
LEARNING PREDICTION APPROACHES
Nowadays, wind speed and power prediction based on the learning method is a research hotspot thanks to its pre-eminent nonlinear processing capability. Learning methods, characterized by artificial intelligence methods, derive the mapping between input and output through training of a large number of samples. Different from the statistical methods, learning methods establish nonlinear models, which cannot be simply expressed by a mathematical formula. At present, the main learning methods include wavelet analysis, support vector machine (SVM), and neural network.
Higher-order SVM based on Gaussian can enhance the prediction precision of wind speed (Mohandes et al., 2004; Yang et al., 2020b). Moreover, the combined model of the least square method and SVM can achieve high accuracy and generalization ability with faster computing speed and fewer factors (Maria et al., 2014; Chen et al., 2021). In recent years, variants of SVM are also developed, such as convolutional SVM (Mi et al., 2019; Yang et al., 2020c), SVM-enhanced Markov model (Yang et al., 2015), and SVM based on multi-variable regression (Park and Hur, 2017). In literature (Li and Shi, 2010), three artificial neural networks, feed-forward BP, radial basis function, and ADALINE neural network, are applied to wind speed prediction and compared with each other. The case studies reveal that the prediction precision relies on the quality of inputs data, and the combined performance of those three neural networks is similar. However, the original neural network sometimes makes failed feature identification under complex conditions. Hence, some wind prediction models based on deep learning algorithms are developed, such as transfer learning (Lin et al., 2017), convolutional neural network (Hu et al., 2016), recurrent neural network (Cheng et al., 2018), structural learning (Mi and Zhao, 2020), and long short-term memory (Liu et al., 2018).
DISCUSSION AND CONCLUSIONS
Wind forecasting technique can effectively alleviate the impact of large-scale wind generator grid-connected and requires further studies (Desai and Makwana, 2021; Xu et al., 2021). Several perspectives for future researches are proposed as follows:
1) Offshore wind resources are more abundant, so more research on offshore wind speed and power prediction should be carried out;
2) The combination of a data-driven neural network and physical model is a promising method for wind forecasting;
3) The structure of neural networks has a significant influence on the accuracy of a prediction model. Therefore, a more stable and efficient heuristic algorithm should be used to improve the structure of neural networks.
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INTRODUCTION
Owing to environment deterioration (Xi et al., 2016), fossil energy depletion, and air contamination, the reform of the energy structure and the development (Yang et al., 2020a; Sun and Yang 2020) of sustainable ecological (Kalyan and Rao 2021) are imminent in recent years, in which various renewable energy technologies (Yang et al., 2020b; Noman et al., 2021) as efficient alternative energy, for example, wind, solar (Iqbal et al., 2021), and hydropower, have attracted extensive focus. Particularly, as a decisive form of solar energy exploitation and utilization, photovoltaic (PV) systems (Bakeer et al., 2021) possess enormous social and economic benefits. Thus, the applications of maximum power point tracking (MPPT) technologies (Yang et al., 2020c) are extremely crucial for PV systems owing to multiple local maximum power points (LMPPs) and a global maximum power point (GMPP) under partial shading conditions (PSCs) (Zhao et al., 2021). However, due to the high nonlinearity of power and voltage (P-V) characteristics resulting in power loss and hot spot effect under PSCs, the exploration of effective MPPT technology is hindered. For the purpose of obtaining MPPT technologies with better tracking accuracy and efficiency in PV systems, a large number of scholars have carried out extensive discussion and research, while the practical relevance of MPPT techniques faces several challenges. The first is that most of the existing research focuses on simulation, rather than the actual experiment. In addition, the subsequent research not only pursues the tracking accuracy but also explores the appropriate MPPT technology (Zhao et al., 2021) after fully considering the balance between the tracker cost and additional power income. This article clarifies the aforementioned matters and raises certain perceptive on multiple PV MPPT technologies.
UNIFORM SOLAR IRRADIATION
When PV systems work normally, the internal resistance of the PV cell will change with a change in solar irradiance and temperature. Based on the same solar irradiance and temperature, PV cells output various voltages, while only maximum power can be achieved at a certain voltage, which is called the maximum power point (MPP) (Liu et al., 2016). It is obvious that the essence of MPPT is self-optimized, which is realized by adjusting the output voltage of the PV cells (i.e., matching the P-V operating point with a relevant power converter). Especially, the PV systems can obtain a single GMPP under uniform irradiation, which is called a single peak characteristic (Ishaque and Salam 2013). The traditional MPPT technologies under uniform irradiation are extremely critical to the single-peak power extraction of PV systems. In addition, multitudinous MPPT technologies of PV systems have been advanced composed of two categories (Yang et al., 2019a; Yang et al., 2019b), that is, the conventional technology, namely, the perturb and observe (P&O), incremental conductance (INC), and the hill climbing (HC), and the improved conventional technology.
The conventional technologies obtained under uniform irradiation have excellent power enhancement performance of PV systems. In one cycle, P&O (Ahmed and Salam 2015; Alik and Jusoh 2018) adds a preset voltage increment (ΔV), causing disturbance to the PV cell voltage, while the output power before and after the disturbances is calculated and compared to determine the direction of the next disturbance. P&O is extensively adopted for engineering practicability, while the more complicated oscillation delay of P&O is an obstacle, leading to increased power loss and decreased stability. In addition, INC is a classical algorithm to fulfill the MPPT (Zakzouk et al., 2016; Harrag and Messalti 2019), whose principle is to change the PV control signal by comparing the derivative of the output power to the output voltage of the PV cell. There is no doubt that the voltage oscillation range of INC is smaller than that of P&O, but the hardware requirements of INC are higher according to the difficulty of calculating. Furthermore, HC applies for duty cycle disturbance (Lasheen and Abdel-Salam 2018), instead of voltage increment disturbance, which is inconsistent with P&O. Due to the limitation of step size and long calculation time (Lasheen and Abdel-Salam 2018), the aforementioned technologies are unobtainable to track the real-time GMPP.
For tackling these defects, the quantities of scholars have concentrated on satisfactory variant technologies achieved through different optimizations. Ahmed and Salam (2015) illustrated an adaptive variable step size strategy, which can intelligently convert the size of voltage disturbance by the adaptive mechanism to minimize the steady-state oscillation. In Ali and Mohamed (2022), a robust modified P&O based on an open-circuit voltage estimation is designed, upon which the GMPP is quickly tracked by subdividing the working area of the PV cell’s P-V curve. In Belkaid et al. (2016), the improved INC technology avoids divergences of MPP of the PV system by fine-tuning the duty cycle of the DC/DC converter, while it is the slow time response at the startup compared to other methods.
Both conventional technology and variant conventional technology have an inherent defect, that is, MPPT can only be performed on the PV system where only one MPP exists in the P-V curve under uniform irradiance (Belhachat and Larbes 2018; Yang et al., 2020d). This enormous defect leads to greater restrictions on its application in more practical engineering fields (Li et al., 2018). Therefore, researchers should focus on more advanced multi-peak MPPT strategies in the future, where all PV cells in the same module and all modules in the same string are exposed to different solar irradiation and temperatures.
PARTIAL SHADING CONDITION
In fact, when PV systems are affected by PSCs (Sangwongwanich and Blaabjerg 2019), their P-V characteristics will become nonlinear. Concretely, since the large-scale PV system will inevitably be obscured by passing clouds, building shadows, bird droppings, dust, etc., the irradiance and temperature of these parts are different from those of the other parts, which will engender multiple LMPPs and only one GMPP on the P-V curve. Distinctively, Figure 1 depicts the P-V characteristic curves of PV systems under uniform solar irradiation and PSCs, upon which the differences between the GMPP and LMPPs can be reflected intuitively. Furthermore, a series of problems such as output power losses, hot spot effects, and security and dependability issues also appear in the PV systems under PSCs. At present, the technological progress related to MPP subject has grown tremendously (Ahmad et al., 2019), upon which meta-heuristic algorithms (MhAs), artificial neural network (ANN), deep learning technologies, and so forth are explored and applied in PV systems.
[image: Figure 1]FIGURE 1 | P-V characteristic curves of PV systems.
The remarkable advantage of MhAs is that their efficiency is higher than that of blind search methods, which obtain an optimal solution in a short time due to no complex gradient information, uncomplicated operation mechanism, and easy modification. The classical meta-heuristic algorithms such as genetic algorithm (GA) (Hua and Zhan 2021), particle swarm optimization (PSO) (Alshareef et al., 2019), gray wolf optimization (GWO) (Pai and Tseng 2019), moth flame optimization (MFO) (Shi et al., 2019), and ant colony optimization (ACO) (Sundareswaran et al., 2020) have been applied for GMPP tracking to opportunely escape LMPPs. Nowadays, in order to balance local exploitation and global exploration, significant MhAs with promising experimental performance are studied, while the aforementioned algorithms are usually regarded as competition algorithm to compare the tracking ability of the GMPP. For example, the duty cycle of the converter is controlled based on the bat algorithm (BA) (Seyedmahmoudian et al., 2018), so that MPPT can be performed faster, more efficiently, and more sustainably under distinct PSCs. In Fares et al. (2021), the problem of excessive randomness in the initial stage is effectively alleviated by the improved squirrel search algorithm (ISSA), so that high disturbance and power loss are fully reduced.
Although the pure single meta-algorithms (MhAs) have proposed a decent performance of getting rid of LMPPs, the intrinsic imperfections are inescapable due to premature convergence and many computing iterations. It is worth affirming that a variety of optimization strategies are mixed to avoid the defects and intensify the superiorities of pure single MhAs. Among these, the improvements of several hybrid MhAs are purposed, for example, differential evolutionary algorithm and PSO (DEPSO) (Seyedmahmoudian et al., 2015), hybrid Jaya algorithm and differential evolution (Jaya-DE) (Kumar et al., 2017), and salp swarm algorithm with GWO (SSA-GWO) (Wan et al., 2019), and so on. For example, using the hybrid conventional technologies and meta-heuristic algorithms, Senniappan and Umapathy (2021) devised an exceptional hybridized human psychology optimization-P&O (HPO-PO) to achieve the GMPP by adjusting the optimal duty cycle of the boost converter. In addition, there are other optimization algorithms of this type, such as artificial bee colony-integrated P&O (ABC-PO) (Pilakkat and Kanthalakshmi 2020), PSO-combined P&O (PSO-PO) (Sundareswaran et al., 2015), and hybrid GWO–P&O (GWO-PO) (Mohanty et al., 2017). The aforementioned hybrid algorithms can enhance the tracking speed, tracking accuracy, and stability to a certain extent, but they are still unqualified when dealing with more extreme datasets and higher accuracy requirements.
It is worth mentioning that abundant studies have deliberated on the application of artificial intelligence (AI) methods in MPPT of PV systems. The ANN with prediction is conceived as the estimator of MPPT after comprehensive training, such as the GA optimized ANN (GA-ANN) (Bollipo et al., 2021), hybrid shuffled frog leaping and pattern search (HSFL-PS) algorithm-based neural network (Jiang et al., 2021), and Bayesian network (BN) (Jiang et al., 2021). In addition, fuzzy logic control (FLC) (Hassan et al., 2020) is a brilliant method since it tracks the GMPP without considering the possibility of losing source information obtained under different PSCs. Because of its brilliant benefits, a number of improved and hybrid variants of FLC are proposed; for example, Al-Gizi et al. (2018) revealed that hybrid P&O and FLC (PO-FLC) shows better tracking GMPP results than the pure traditional FLC. In addition, the other AI methods, including sliding mode control (SMC), Fibonacci series, memetic reinforcement learning (MRL), and transfer reinforcement learning (TRL) are developed to efficiently enhance the optimal quality with satisfactory tracking speed and stability (Yang et al., 2020d). AI methods can accomplish low oscillation rate and high tracking speed at GMPP, while it is worth noting that these methods are applied in a variety of system simulation experiments, rather than practical engineering.
Ultimately, each of the aforementioned technologies has its own relative merits in terms of component cost, implementation complexity, parameter optimization, tracking accuracy, tracking speed, etc. Thus, engineering application factors such as cost, complexity of hardware implementation, and measurement error should be comprehensively considered, while the current research lacks more rationale and equitable evaluation criteria to make an explicit and integrated comparison of various MPPT methods. Furthermore, research is deficient on whether the proposed methods perform notably for PV plants of different levels and scales, which is considered as an indispensable matter to be solved in the application of PV system MPPT. In addition, these kinds of studies do not point out the concrete impact of the actual data noise (extreme datasets) on MPPT in PV systems, so that the feasibility and practicability in industrial production are reduced. For this purpose, anti-interference and robustness experiments of numerous methods should be realized based on various types of general data noise to ensure the efficiency of MPPT in the specific application environment.
CONCLUSION
Improving the power generation efficiency of PV systems has become the main driving force to promote the development of solar energy, while the research and development of multiple MPPT technologies can be further strengthened under the dynamic PSCs. MPPT technologies based on comprehensive consideration indexes such as tracking speed, output power quality, vibration, and implementation complexity are still insufficient, upon which main conclusions are contained as follows:
• More practical experiments should be carried out to further test the performance of various MPPT technologies since most technologies are evaluated only through simulation tests.
• Comprehensive evaluation of the cost, accuracy, complexity, and other indicators of MPPT technologies instead of tracking speed and power output should be carried out, so that the proposed technologies have satisfied operability and practicability.
• Whether the proposed technologies have satisfactory compatibility in all-scale PV power stations is also under discussion after considering the balance between the tracker cost and the extra power revenue.
• The impact of objectively existing data noise on the MPPT is worth exploring by selecting several reasonable types of data noise to simulate, while various positive methods are probed to eliminate their disturbance.
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In recent years, distributed photovoltaic facilities and distributed energy storage are widely connected to a low-voltage distribution network, which makes the topology of the low-voltage distribution network change faster, and the online identification and monitoring of the impedance of each branch are becoming more difficult. With the widespread installation of new distribution automation terminals and smart electricity meters, the technical gap of power data collection has been filled, the state perception ability of the distribution network has been improved, and the data support for further exploration of the topology and impedance of the distribution network has been provided. Therefore, the low-voltage distribution network topology and impedance identification method based on smart meter measurements, the physical topology model of distribution transformer-branch-meter box-user and the impedance exclusion model are proposed. Line loss and branch node power flow are calculated on the basis of the two models. Finally, the low-voltage distribution network topology recognition algorithm and power flow partition backtracking impedance estimation technology are developed based on the data mining method of distribution transformer terminal and smart meter. The example results show that the physical topology model of distribution transformer-branch-meter box-user and the impedance exclusion model proposed in this study can effectively identify the branch topology and impedance distribution in the low-voltage distribution network with a large amount of measurement information, realize the online perception of the distribution network, and provide the basis for the fine management of the power grid and line loss.
Keywords: low-voltage distribution network, line impedance identification, topology identification, distributed generation, smart meter measurements
INTRODUCTION
A distribution network is one of the main components of a power system. According to the voltage grade, it can be divided into a high-voltage distribution network, medium-voltage distribution network, and low-voltage distribution network. With the increasing complexity of the power grid structure and the gradual expansion of scale year by year, problems such as serious voltage fluctuations, unqualified power quality, and unclear topology of low-voltage distribution networks are becoming more severe. Meanwhile, distributed photovoltaic facilities and distributed energy storage are widely connected to a low-voltage distribution network, which makes the topology of the low-voltage distribution network change faster, and the online identification and monitoring of the impedance of each branch are becoming more difficult. Power researchers are committed to solving relevant problems. For example, a record-based topological identification method simplifies the communication process between the transformer terminal units and the topological equipment (Xu et al., 2020), and an automatic identification strategy combined with a neural algorithm enables topological identification and real-time dynamic update of distribution network topology (Zhang et al., 2020).
At the same time, using the node branch incidence matrix to represent network topology can improve the disadvantages of large amount of matrix calculation and a slow calculation speed (Zhang et al., 2017). In addition, Wu (2021) investigated finite time topological identification and verifies the effectiveness by designing state feedback controllers. Zhang et al. (2018) proposed a topological identification method based on a smart meter to determine the upstream and downstream relationship between customers. With the change of measured value uploaded by terminal intelligent device, how to give real-time decision to realize online estimation and monitoring of branch node power flow has become one of the problems that a large number of power workers and electrical engineers pay close attention to (Coutino et al., 2021).
This study presents the low-voltage distribution network topology and impedance identification method based on smart meter measurements. First, a simplified typical low-voltage distribution network model with smart meters is constructed, the voltage correlation coefficient matrix is formed based on the node voltage measurement data sequence, and the Kruskal minimum spanning tree algorithm was introduced to generate low-voltage distribution network topology. Second, the voltage drop model of the distribution network line is proposed and the impedance identification of the low-voltage distribution network is completed. Thus, the physical topology model of distribution transformer-branch-meter box-user and the impedance exclusion model are established. The line loss and branch node power flow are calculated on the basis of the two models. Finally, the low-voltage distribution network topology recognition algorithm and power flow partition backtracking impedance estimation technology are developed based on the data mining method of distribution transformer terminal and smart meter, the online power flow estimation and monitoring of branch nodes and the segmented calculation of hierarchical line loss are realized too.
TOPOLOGY IDENTIFICATION METHOD OF LOW-VOLTAGE DISTRIBUTION NETWORK BASED ON CORRELATION COEFFICIENT ANALYSIS
In the distribution network, the voltage often fluctuates due to the uncertainty of loads everywhere. The voltage fluctuation curves of the loads with relatively close electrical distance are more similar (high correlation), while the voltage fluctuation curves of the loads with relatively far electrical distance are less similar (low correlation) (Li et al., 2019). By comparing the correlation coefficient between voltage curves of smart electricity meters of power users at different nodes, the topological connection between two users is verified. Therefore, this study selects Kendall rank correlation coefficient and uses the classification technology based on similarity measurement in the field of data mining to solve the verification problem of topological connection relationship between distribution network users.
Kendall’s Tau as a coefficient is often used to describe the correlation coefficient of two sequences in mathematical statistics (Taiwo et al., 2017). Kendall rank correlation coefficient applies the difference between the probability of cooperative consistency and non-cooperative consistency of the two random variables X and Y to represent the correlation (Huang et al., 2016). Suppose that the random variables X and Y have two groups of samples (x1,y1) and (x2,y2). If the size relationship between the two samples of variable X is maintained on variable Y at the same time, that is, if (x1–x2) (y1–y2) >0, the two samples are said to be consistent. The Kendall rank correlation coefficient is defined as follows:
[image: image]
where distribution (Xm,Ym) and distribution (X,Y) obey the same distribution, and distribution (Xm,Ym) is the median of distribution (X,Y). In general, Kendall’s Tau coefficient ranges from −1 to 1 in a square contingency table with the same number of rows and columns.
The voltage sampling values of each node at different times of the day are defined as the node time series data vector set. Furthermore, after obtaining the Kendall rank correlation coefficient of each node in the vector set, the strength of voltage correlation between each node is described in the form of matrix. If n is the total number of nodes in the topology, the node voltage correlation matrix Mn×n can be written as follows:
[image: image]
where i, j∈{1, 2, ..., n}, and τij is the Kendall rank correlation coefficient of each node. Kendall correlation considers the rank correlation of variables, not the value of variables. Therefore, it is not sensitive to outliers, which makes the judgment result of correlation more reliable.
Aiming at the sparsity of node voltage correlation matrix, Kruskal algorithm is used to solve the minimum spanning tree with maximum node correlation (Yan et al., 2020). The minimum spanning tree is the spanning tree with the smallest sum of the weights of all edges. After simple modification, it can be changed to be the spanning tree with the largest sum of the weights of all edges to generate the topology with the largest sum of correlation in the network. The Kruskal algorithm is a machine learning algorithm for solving weighted sub networks (Kusuma et al., 2017). It first sorts all connection weights in descending order, selects the maximum connection weight, adds the two nodes corresponding to the maximum connection weight to the initial minimum spanning tree network, and then continues to add maximum spanning tree connection weight value to the constructed spanning tree until all n nodes are added to the sub network. As shown in Figure 1, (a) graph represents the topology generated according to the maximum connection weight; (b) graph is the adjacency matrix of the entire topology network, and the two subgraphs are correlated and corresponding to each other.
[image: Figure 1]FIGURE 1 | Topology identification based on node correlation. (A) Topology Generation. (B) Node Correlation Matrix.
LINE IMPEDANCE BACKTRACKING IDENTIFICATION METHOD OF LOW-VOLTAGE DISTRIBUTION NETWORK BASED ON VOLTAGE LINEAR REGRESSION
Line parameters are important information in the topology of power supply network and the basis of analysis and application of power supply network (Fernandez et al., 2018). Based on the variation of line impedance parameters, work such as line loss analysis, tide ebb calculation, and electric theft detection can be carried out, and the lean management level of operation and maintenance can be improved. With the installation and application of a large number of smart electricity meters, electric power companies have been provided with a large number of measured data with high frequency, wide coverage, and time stamps, which make it become possible to calculate the line impedance of low-voltage power supply network.
This chapter is on the basis of collecting time series data of voltage, active power and reactive power, and identifying network topology through voltage correlation to establish a mathematical model of line impedance estimation and estimate line impedance parameters in segments according to the line voltage drop equation. On the basis of ignoring the difference of voltage phase angle, the impedance backtracking identification method of the low-voltage distribution network based on voltage linear regression is established, and the voltage linear regression equation is established according to the physical topology model of the distribution transformer-branch-meter box-user of the low-voltage distribution network, so as to gradually improve the reliability of line impedance calculation.
Model of Single Power Supply Line Between Nodes
The low-voltage power supply networks in China are mostly radial and the actual topology is relatively complex. For the distribution system with urban tree structure and rural trunk structure, the line impedance is estimated by uniformly modeling the phase separation of single-phase line (Hasan et al., 2020). The equivalent circuit between any two connected nodes can be modeled as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Model of single power supply line between nodes. (A) Circuit Diagram. (B) Phasor Diagram.
The line voltage drop equation is as follows:
[image: image]
In the formula, angle marker b∈{1,2}, where angle markers 1 and 2 represent the electrical quantity at the head and end of the circuit, respectively. Considering the characteristics that X/R and reactive power of nodes are relatively small in low-voltage power supply lines, the difference of the voltage phase angle is ignored. So, the voltage drop in the circuit of adjacent nodes is approximately as follows:
[image: image]
where
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Model of Parent Node Parallel Circuit
This section considers the calculation of line parameters when some nodes in the power supply network are not equipped with measuring equipment. For example, in the circuit model shown in Figure 3, if the voltage U0 of the upstream node is unknown and the voltage, active power, and reactive power of the terminal parallel node can be measured, the measured data of the terminal node can be relied on.
[image: Figure 3]FIGURE 3 | Model of parent node parallel circuit.
Impedance Exclusion Model of Low-Voltage Distribution Network
A multiple linear regression equation is established by calculating the voltage drop at the head and end of the circuit, in which ε represents the error at both ends of Eq. 7.
[image: image]
In Eq. 6, U1, U2, IR1, IX1, IR2, and IX2 can be calculated from the measured value. At this time, R1, X1, R2, and X2 to be estimated in the parallel circuit can be regarded as the regression coefficients of the regression equation. By substituting the sampling values at different times in the time series into Eq. 6, the overdetermined equations are formed and solved by least square estimation. If the electrical quantity at the head end of the line is unknown, the regression equation could be constructed according to the measured data of the end parallel node to calculate the line impedance.
After calculating the impedance of the parallel line, the voltage value of the unknown upstream node can be further calculated, as shown in Eq. 8.
[image: image]
Finally, the mean square error between the estimated voltage and the real voltage is calculated to quantify the estimation effect of the voltage, and the calculation formula is shown in Eq. 9.
[image: image]
CASE ANALYSIS
In this study, the problems of topology identification and impedance identification under a low-voltage distribution network with limited measurement information are considered, and the physical topology model and impedance model of distribution transformer-branch-meter box-user are established according to the voltage, current, and phase information of all nodes. The establishment and calculation of the model used 64 bit Intel Core i7-8750 CPU@2.20 GHz, 16 GB memory computer, Windows 10 Pro, and Python 3.6 (64 bit).
This study uses a branch box wiring structure of an urban station area. The correlation between the voltage measurement data of any two user nodes is calculated by Eq. 1, and the node correlation matrix is formed. Then the topology of the low-voltage distribution network in the urban area can be reconstructed by the maximum spanning tree algorithm. In Figure 4, 1) is the original topology of the urban station area, and 2) is the topology formed after correlation calculation based on the measured data.
[image: Figure 4]FIGURE 4 | Topology of urban station area (A,B).
In order to test the sensitivity of the algorithm, we analyzed the data sets with different data lengths in different time periods to get the reconstructed topology, and then we compared it with the actual topology to get the distribution of sampling points by accuracy. From Figure 5, it can be seen that the method proposed in this study can better reconstruct the original topology when there have few measurement data points.
[image: Figure 5]FIGURE 5 | The distribution of sampling points.
On the basis of identifying the topology of the distribution network, the impedance backtracking identification is carried out according to the impedance exclusion model. After using the model algorithm to calculate the impedance value, we can get Figure 6. It can be seen that the estimated impedance value is similar to the real impedance value. The calculated RMSE value of the estimated impedance value and the real impedance value is 2.27, and the deviation between them is small. So, the proposed method has good estimation effect. Using the line impedance calculation method proposed in this study, the impedance estimation of the low-voltage distribution network can be updated continuously on the basis of calculating the unknown impedance of the line. Therefore, this method can help to realize the online estimation and monitoring of branch node power flow and the subsection calculation of hierarchical line loss.
[image: Figure 6]FIGURE 6 | Real impedance value and predicted impedance value.
To sum up, the prediction results of the physical topology model of distribution transformer-branch-meter box-user proposed in this study are closest to the actual results, and the topology identification results are relatively accurate and robust. The results show that the model can accurately identify the topology and impedance in the low-voltage distribution network with a large amount of measurement information. It realizes the online perception of the distribution network and provides the basis for the fine management of the power grid and the treatment of line loss. The flow chart of the overall algorithm is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Algorithm flow chart.
CONCLUSION
This study proposes a topology and impedance identification method of a low-voltage distribution network by establishing impedance exclusion and physical topology model based on smart meter measurements. First, a simplified typical low-voltage distribution network model with smart meters is constructed, then the voltage correlation coefficient matrix is formed based on the node voltage measurement data sequence, and the Kruskal minimum spanning tree algorithm was introduced to generate the low-voltage distribution network topology. Based on the generated topology structure, the voltage drop model of the distribution network line is proposed, and the impedance identification of the low-voltage distribution network is completed based on the voltage linear regression characteristics. The physical topology model of distribution transformer-branch-meter box-user and the impedance exclusion model are established, and the line loss and branch node power flow are calculated on the basis of the two models. Finally, the low-voltage distribution network topology recognition algorithm and power flow partition backtracking impedance estimation technology are developed based on the data mining method of the distribution transformer terminal and smart meter, online power flow estimation, and monitoring of branch nodes, and the segmented calculation of hierarchical line loss are realized too.
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1 INTRODUCTION
Prosumers refer to users who not only consume energy as a power load, but also share energy with the power grid or other energy consumers as a power source, extensively consisting in the power consumption side, such as distributed photovoltaic prosumers, electric vehicles (EV), etc (Rathnayaka et al., 2011). Power Prosumer Internet of Things (PPIoT) is the application of the Internet of Things (IoT) in the smart grid, as well as the result of the development of information and communication technology to a certain extend. It will effectively integrate the communication infrastructure resources and prosumers in power system, promoting the transformation from traditional power distribution and consumption network to digital smart power grids.
Investigations on the architecture of the PPIoT is a crucial crutch for the optimized and efficient operation of the PPIoT. Firstly, on account of being the terminal link of power system, as the window for prosumers to broadly access and participate in the interaction with the power grid, the operation status of the prosumer network is the most immediate and intense to the experience of prosumers, and its secure and efficient operation is the core to ensure the reliability of power supply and power consumption. Secondly, the low voltage level, short construction period, as well as the limited influence scope of any single device makes the prosumer network relatively suitable for new technologies and devices to pilot, and promote rapidly. Thirdly, the construction and development of the PPIoT is a significant support to actualize friendly interaction between the power grid and prosumers. Therefore, investigations on the architecture of the PPIoT is the crux to achieve the integration of the power system and the IoT, which is conducive to boost the application of new technologies in all links of the IoT and the prosumer network, and provide a powerful crutch for the development of competitive business of the power grid.
2 ARCHITECTURE OF PPIOT
Based on the intelligent terminal acquisition equipment, various types of data such as electrical information and environmental conditions can not only be analyzed, transmitted, and simply decision-making controlled locally, but also transmitted to remote platforms or even the internet through the PPIoT. Meanwhile, the data is deeply perceived and processed efficiently by the demand of prosumers to provide more high-quality value-added services and actualize the interaction between prosumers, equipment and the power grid. In terms of the characteristics of the PPIoT, its network layer can be divided into perception layer, network layer, platform layer and application layer, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Hierarchical architecture of PPIoT.
The perception layer is the sensing basis of the PPIoT, as well as the source of information and data of the network layer. The perception layer consists of terminal acquisition components, intelligent business terminals, local communication access, and edge IoT agents. On-site acquisition components measure and glean power facility data, congregate and upload data to the platform through intelligent business terminals. The production control data of the status operation data and metering data is connected to the business system through local communication, and the non-production control data is connected to the data platform through the edge IoT agent as demanded. The main technologies of the perception layer include intelligent perception technology (Bedi et al., 2018) and edge computing technology (Rusitschka et al., 2010).
The network layer realizes the transmission of gleaned information from the perception layer to the platform layer to ensure the effectiveness and security of information transmission. The network layer is comprised of wireless network, transport network, and core network. The wireless network provides the wireless link between the perception layer and the core network and allocates channel resources for service terminals. The transport network provides backhaul services from the base station to the core network as well as the transparent transmission services of point-to-point communication between any base stations. The core network achieves prosumer authentication, session management between the terminal and the core network, and terminal mobility management. The main technologies of the network layer include Wi-Fi technology (Srivastava et al., 2018) and WiMAX technology (Safak et al., 2007).
The platform completes the real-time collection and update of transmission data from the network layer, and provides cross-domain sharing of data resources to specific advanced application based on big data storage and analysis technology. It is logically divided into three parts: cloud infrastructure construction, IoT cloud platform, and business applications. The cloud infrastructure layer is required to realize the construction of cloud basic resources, including the basic resources of IaaS + PaaS layer. The IoT cloud platform includes IoT management platform, capability center, and capability open platform, realizing connection management, device management, application support, and network security (Wu, 2017), as well as the operation and maintenance management of the platform layer. The business applications are connected to the application layer based on the service interface provided by the capability open platform. The main technologies of the platform layer include big data storage and management technology (Huang et al., 2020a), prosumer identity management and access control technology (Sui and de Meer, 2020).
The application layer is the concentrated representation of prosumer business of the power grid, which is supposed to contain functions such as data services and business services. It is connected with the platform layer through the application service interface to realize the standardization of external data access for power distribution and consumption business applications. Various targeted application platforms are required to be constructed to achieve the interaction between the power grid, prosumers and integrated energy in accordance with the industry-specific business related to the production, operation and management of the enterprise, and the industry-public business such as residential electricity service (Onibonoje, 2021), distributed energy service (Slay and Bass, 2021), EV charging service (Kvisle and Myklebust, 2013).
3 APPLICATIONS OF PPIOT
The main application modes of the PPIoT include: intelligent perception and collection of information, environmental measurement and tracking, and intelligent control of equipment (Saleem et al., 2019). The power prosumer business involves power prosumer information acquisition, smart home service, power prosumer management, EV charging services, as well as coordinated operation of distributed power generation, and energy storage (He et al., 2018; Zeng et al., 2021). The application of IoT technology in the field of power prosumer is conducive to realize the sinking of the basic data connections, and the friendly interaction between power grid and prosumers.
Power prosumer information acquisition and equipment condition monitoring: the multi parameter sensing integration technology of the PPIoT is applied to deploy intelligent sensing terminal equipment such as intelligent electricity meter, which is capable to obtain more precise power equipment data (Chen et al., 2019). The gleaned data is utilized in the distributed data analysis infrastructure and different disaster recovery strategies can be effortlessly deployed or replaced in a plug-and-play manner to realize active awareness and rapid early warning of fault situation (Barbierato et al., 2019). The active collection of power generation data and load data of power prosumers is conducive to the flexible and collaborative regulation of distributed energy and active load.
Smart home management and power prosumer management: the local communication technology, intelligent data processing and edge computing technologies of the PPIoT can effectively improve the power prosumer management structure. A technology to process a large amount of information in a short time has been proposed, which generates power consumption trends and statistics from years of information storage, and then acquires the power demand of each distribution company (Correa et al., 2017). By deploying the edge computing layer near power prosumers and applying cloud edge collaboration technology, we can reduce the communication pressure between edge nodes and power grid dispatching center, and alleviate the problems of high real-time power grid operation, short data cycle and complicated tasks. Furthermore, a holistic energy management system has been proposed, which is jointly designed by microgrid and edge computing system and applied in smart home scenarios (Li et al., 2018).
EV charging services and household energy services: the application of low-power wireless communication technology and intelligent control terminal can fully obtain the diversified data of EV identity and battery status, which can be utilized to orderly charge electric vehicles and formulate active peak shaving charging management scheme (Huang et al., 2020b). The gleaned data of household energy system can be utilized to accurately formulate the power prosumer model and bring prosumer resources into the collaborative flexible control of power grid, providing prosumers with personalized services and diversified interactive modes such as optimizing contract energy management (Zhang et al., 2022) and power safety protection, and promoting the integrated development of source and load.
4 CHALLENGES
Although smart meters, wireless sensors, IoT computing platform and other advanced technologies of IoT have been applied in the aspects of household power information collection and power data processing, power equipment monitoring and management, the integration of power prosumer network and IoT is still in the initial stage, and the construction of PPIoT still needs to overcome several technical problems. The challenges faced by the development of PPIoT are put forward from two aspects as follows.
Insufficient coverage of power grid sensing terminal equipment: With the increasing coverage of distribution network and the increase of access equipment, the network becomes more sophisticated and heterogeneous. It is difficult to deploy massive sensors with different types and scattered locations. The measuring device faces problems such as large volume, high cost, high power consumption and difficult operation and maintenance, which makes the coverage of bottom terminal equipment insufficient and restricts the refinement of distribution system regulation. Therefore, it is urgent to improve the coverage of the bottom sensing terminal of the power grid and the robustness of the communication network.
Lack of unified data model and communication standards: The existing automation systems and communication information platforms promoted and applied in many pilot projects have diverse data specifications, therefore, the data cannot be effectively shared and managed, forming an information island. The construction of the future PPIoT should consider the seamless connection and information security interaction of multiple types of communication systems. It is requisite to consider the unification of data standards and models, system technical architecture and platform entrance, to achieve the connection, sharing and integration of data, improvement of data utilization, and interconnection between systems.
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During the black start, backup ac power sources such as diesel generators can offer line-side voltage reference for wind turbine and keep line-side converter of wind turbine work properly so that the dc-link capacitor voltage within converter can be established without overcharge. This study proposes a black start control strategy and line-side voltage establishment method for PMSG-based wind turbines with no ac power source. Unlike the traditional control strategy of full power grid-connected converters, the dc-link voltage within back-to-back full power converters of wind turbines can be controlled by generator-side converters, and the line-side voltage can be established by line-side converters with the help of fixed loads. The mechanical power can be balanced by pitch angle control, and the power unbalance between mechanical power and electrical power will be reflected in the rotor speed of PMSG. By this method, a single wind turbine can establish the line-side voltage with no extra backup ac power source, offering voltage reference for the other wind turbines during the black start of a wind power plant.
Keywords: black start, PMSG based, wind turbine, voltage establishment, power balance, voltage reference
1 INTRODUCTION
Black start is an inevitable starting procedure during the progress of grid restoration after a blackout happens (Chou et al., 2013; Erdiwansyah et al., 2021). Power sources with high reliability, such as thermal generators and hydro generators (Benato et al., 2019; Lindstrom, 1990), are usually used as backup power sources during black start. With the huge progress in virtual inertial control of wind power systems, wind turbines now can work as black start power sources (Pape and Kazerani, 2020). However, a complete black start scheme for wind turbines still requires reliable power supplies and stable voltage references, which are normally offered by backup diesel generators (Tang et al., 2017).
Generally, the first step of the black start procedure in a wind turbine is the startup of electrical subsystems. In order to boot up the electrical subsystems such as secondary circuits, pitch and yaw actuators, and cooling systems, the deployment of batteries or energy storage systems (Liu et al., 2021) is one of the best and most necessary solutions (Satpathy et al., 2014). After the startup of subsystems, the dc-link voltage must be established to make sure the power can be transferred from the generator to the line-side. The establishment of dc-link voltage is usually accomplished by a line-side converter or dc-link energy storage system. In the former case, the line-side voltage must be built by a backup motor before the grid line-converter can operate as expected, and a DFIG grid-forming technique using torque synchronization and voltage droop in the generator-side converter to form transient ac voltage has been proposed (Rodriguez-Amenedo et al., 2021), in which the dc-link voltage is maintained by the line-side converter; in the latter case, the capacity of energy storage system needs to be much larger since it will not only provide power to the subsystem but also help build the dc-link voltage (Xu et al., 2012; Deng et al., 2017; Sun et al., 2018).
When it comes to the circumstances with no extra back generators, a unique black start strategy for wind power plants using a centralized high-voltage dc-link converter has been proposed (Sakamuri et al., 2019; Saborío-Romano et al., 2019). By transmitting power from wind turbines to centralized high-voltage dc-link, the high centralized dc-link voltage can be established by the onshore high-voltage dc converter. However, the dc-link voltage of each single wind turbine which is supposed to be controlled by the generator-side converter in this study is considered constant. An active power-sharing method of wind turbine using the generator-side converter to control dc-link voltage and the grid-side converter to control active power is proposed (Fathabadi, 2017). The power balance is achieved between two wind turbines with the power-sharing strategy and one common local load, but the power flow between the grid and generator of one single turbine needs to be balanced during the effect of the power-sharing strategy with two turbines. A novel centralized control strategy based on the look-up table to ensure optimal power sharing is proposed (Alavi and Ghazi, 2022), using the optimal results from the centralized controller and data in the look-up table to achieve the optimal active power-sharing between multiple turbines. Though the optimal control command is obtained from the available wind power, it can still be a good reference when it comes to power balance with loads. In order to deal with the challenge caused by irregular, nonlinear, and nonstationary characteristics of wind power, an uncertainty modeling method based on the prediction of wind power is proposed (Yan et al., 2021), which, on the other hand, provides the possibility of grid-forming by wind power under variable wind speed and multiple loads.
From the recent research, two main challenges of black start control of wind turbines can be summarized: one is the establishment of dc and ac link voltage, and the other is the balance of power between generator and load. When a blackout happens with no backup generator, there is no grid line voltage, and dc-link voltage cannot be built by the line-side converter at the beginning. So, using the generator-side converter to build dc-link voltage is a better option. After the dc-link voltage rises and stays at a certain value, power begins to flow into the line-side converter, and the line-side voltage starts to rise on local load, which leads to the problem of grid voltage control. Since the volt-ampere characteristic on fixed load under certain power input is also fixed, the line-side voltage forming problem can be turned into a power control problem for wind turbines, which is the main idea of this study.
The main contribution of this study is as follows: instead of backup diesel generators, fixed three-phase local loads are used to establish line-side voltage, which is much better for costs; the proposed power balance method is proposed to maintain the power balance between mechanical power input and electrical power consumption; the first wind turbine using the proposed black start control strategy in this study can be used as line-side voltage reference during the black start of a wind power plant, and the black start of the whole wind power plant can be completed with no extra backup generator. However, the power supply of subsystems in the first turbine still needs to be satisfied by power storage or battery.
In the proposed black start method for wind turbines, the dc-link voltage is established by the generator-side converter, and the line-side voltage is built by the line-side converter with power balancing control of wind turbine and fixed load in ac line. The crowbar circuit is used to maintain the stability of rotor speed and dc-link voltage. By this method, the black start of a single wind turbine can be accomplished, and the line-side voltage can be established, offering voltage reference for the other wind turbines during the black start period of a wind power plant. The main content of this study is organized as follows. In Section 2, the main idea of this study and the topology of a wind turbine system during black start are briefly introduced. In Section 3, the black start control strategies of power converters and the power balance method in a wind turbine are detailed. In Section 4, 3 sets of simulations are carried out to testify to the validity of the proposed control strategy. In Section 5, the conclusion of the proposed method in this study is given and discussed.
2 SYSTEM DESCRIPTION
When a blackout happens, the line-side voltage falls to zero. The wind turbine needs to restart with no grid voltage reference, and the power from the generator needs to be consumed with the local load. The main topology of the wind turbine based on PMSG during the black start procedure is shown in Figure 1, the line-side converter is connected to the fixed load, and there is also an extra crowbar circuit within the dc-link.
[image: Figure 1]FIGURE 1 | Topology of the wind turbine during a black start.
Since there is no grid voltage during the whole black start procedure, the traditional MPPT control strategy of the full power converter is no longer suitable, the dc-link voltage can be controlled by the generator-side converter, and the line-side converter can be used to control the frequency, phase, and amplitude of the line-side voltage.
The local three-phase fixed load is designed for both power consumption and voltage establishment. With the exact information about the impedance characteristic of load and target amplitude and frequency of line-side voltage, the power demand of line-side voltage establishment can be calculated, which can be used to control the mechanical power capture of the wind turbine. During the black start, the wind turbine cannot operate at full power because the extra power cannot be absorbed by the grid. The power balance between the generator and load must be achieved by pitch angle control, as the pitch angle is the only controllable variable left to adjust mechanical power during black start. When the power balance is achieved steadily, the voltage of the line-side will be established and maintained at the designed value.
However, considering the power loss within the system, the power command calculated based on load and target line-side voltage cannot match the actual power need, which will cause the fluctuation in the rotor speed. In this study, the power command is designed higher than the calculated power, and the extra power is absorbed using the designed crowbar circuit to maintain the stability of rotor speed in a certain range.
3 MODELING AND CONTROL
In this section, the detailed model and control strategy of both the generator-side converter, the line-side converter, the wind turbine power capture method, and the crowbar circuit for a black start is presented.
3.1 System Modeling
As in Figure 1, the whole system contains a PMSG, a back-to-back full power converter, a crowbar circuit, an LCL filter, and a fixed load. The mathematical model of the system can be described based on Figure 1. The mechanical model of a PMSG-based wind turbine can be described as follows:
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In Eqs 1–4 (Li et al., 2012; Fathabadi, 2017), the variable [image: image] is the mechanical power input, [image: image] is the air density, [image: image]is the rotation area of a wind turbine, [image: image] is the wind speed, [image: image] is the wind power coefficient, [image: image] is the rotating speed of wind turbine and also can represent the rotor speed of PMSG, and [image: image] is the tip speed ratio and [image: image] is the pitch angle. The constant values from [image: image] to [image: image] are 0.5173, 116, 0.4, 5, and 21.
As described in equations (1)-(4), it is clear that wind power capture is related to the pitch angle and rotor speed.
The power flow within the wind power system can be written as
[image: image]
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In Equation 5, [image: image] is the inertial coefficient of PMSG.
During the black start, when dc-link voltage is stable, the electrical power [image: image] consists of load power [image: image] and power loss [image: image]. The power unbalance between [image: image] and [image: image] can be reflected on [image: image].
3.2 Control of Back-To-Back Converter
The stability of dc-link voltage is quite important during the operation of the wind turbine. As is mentioned above, the line-side converter is not capable of maintaining the dc-link voltage during the initial transient non-voltage state. Instead, the generator-side converter can be used to control the dc-link voltage, the current equation of PMSG is represented as follows (Li et al., 2012):
[image: image]
In Equation 8, [image: image] and [image: image] are the d-q axis inductance of PMSG, [image: image] and [image: image] are the d-q axis current component of PMSG, [image: image] is the electrical angle frequency, [image: image] and [image: image] are the d-q axis terminal voltage component , and [image: image] is the permanent magnet flux linkage of PMSG. Based on Equation 8, the control scheme of the generator-side converter is given in Figure 2.
[image: Figure 2]FIGURE 2 | Control strategy of the generator-side converter.
As shown in Figure 2, the generator-side converter uses a dc-link voltage outer loop and current inner loop to achieve the stability of dc-link voltage, the d-axis current component is controlled to 0 to achieve the maximum torque. The transfer diagram of the generator-side converter is shown in Figure 3. In Figure 3, [image: image] and [image: image] represent the gain of the PI controller, [image: image] is the gain of the generator-side converter which is normally regarded as an inertial link. [image: image] represents the stator winding, [image: image] represents the effect of permanent magnet flux linkage, and [image: image] represents the inertia coefficient of PMSG and wind turbine.
[image: Figure 3]FIGURE 3 | Transfer diagram of the generator-side converter.
The dc-link voltage in Figure 1 can be described as
[image: image]
From Equation 9 it is clear that the changes in dc-link voltage are related to the control of line-side and crowbar control. When the dc-link voltage is relatively stable, the power generated can flow into the line-side, and the power flow can be described using Eqs (5) and (6).
The line-side converter is used to control the frequency and amplitude of output voltage, offering voltage reference for the other turbines. The current equation is given as follows (Ashourianjozdani et al., 2018):
[image: image]
In Equation 10, [image: image] and [image: image] are the d-q axis line-side inductance, [image: image] and [image: image] are the d-q axis component of line-side output current, [image: image] is the line-side frequency which is controlled to 50Hz, [image: image] and [image: image] are the d-q axis component of the line-side terminal voltage, and the line-side voltage source [image: image] and [image: image] are set to 0 because there is no grid voltage during the whole black start procedure.
Based on Equation 10, the control diagram can be obtained in Figure 4. As in Figure 4, the line-side converter uses phase-to-ground voltage amplitude outer loop and current inner loop, the q-axis component is set to zero to improve the power factor. The transfer diagram of the line-side converter is shown in Figure 5.
[image: Figure 4]FIGURE 4 | Control strategy of the line-side converter.
[image: Figure 5]FIGURE 5 | Transfer diagram of the line-side converter.
In Figure 5, [image: image] and [image: image] represent the gain of PI controller, [image: image] is the transfer function of the grid-side converter which is also treated as an inertia link, [image: image] represents the power loss in line before the capacitor branch of LCL filter, and [image: image] is the fixed load designed for voltage establishment.
Ignoring the voltage of the filter capacitor, the transfer function of Figure 5 can be obtained as follows:
[image: image]
Eq. 11 can be regarded as a phase shift, and the amplitude of load voltage will be controlled as the command value. Because there is no line voltage reference, the PLL is no longer needed, and the phase signal [image: image] which is used to convert the coordinate is calculated based on the target frequency.
3.3 Voltage Establishment and Power Balance Control
With the control structure built by the back-to-back converter, the amplitude and frequency of voltage on load can be controlled to a certain designed value, which can offer voltage reference during the black start to multiple wind turbines. In order to maintain the voltage level on load, the mechanical power input must be high enough to make sure the power flow within the converter can satisfy the power demand on load. When the amplitude and frequency of load voltage are determined, the mathematical relationship between voltage, load, and three-phase power on load can be represented as
[image: image]
In Equation 12, [image: image] is the apparent power on load, [image: image] is the phase-to-ground voltage amplitude on load, and [image: image] is the impedance of the load. With a fixed resistive load, the power under a certain voltage level can be calculated as
[image: image]
Also, the space state equation of the line-side in Figure 4 can be obtained as
[image: image]
In Equation 14, [image: image] and [image: image] represent the [image: image] and [image: image] in Figure 4, the power loss of the line-side can be obtained from Equation 14 as
[image: image]
Unlike power loss of line-side, power loss that exists in the winding of PMSG is hard to quantify. In order to simplify the analysis in this study, the power loss in PMSG is symbolized by [image: image], therefore the power loss and electrical power can be described using the following equation:
[image: image]
The constant voltage on load means stable power consumption on the line-side. The load voltage can maintain stability as long as [image: image] can be supplied by the generator. The line-side voltage can be supported when [image: image] meets the need of [image: image] in Equation 16; otherwise, the rotor speed of PMSG will change because of the power unbalance until the system loses its control stability.
In order to make sure that [image: image] meets [image: image], the power capture of a wind turbine is the only controllable link left if there is no power storage. As in Eqs 1, 2, [image: image] can be controlled by pitch angle control and rotor speed control. If the power loss in PMSG can be ignored, the ideal power balance can be described with the following:
[image: image]
In Equation 17, the letter subscript [image: image] means the ideal situation. Under the ideal situation, the balance between [image: image] and [image: image] is achieved by pitch control of the wind turbine, the wind power coefficient [image: image] is used to describe [image: image] based on the wind speed [image: image], initial rotor speed [image: image], and the data in the look-up table in the theoretical analysis. The rotor speed [image: image] will maintain steady because there is no delay in pitch control under an ideal situation, and the power balance can be achieved as long as the system operates.
However, considering the power loss in PMSG and the delay in pitch control, it is difficult to maintain the power balance as the ideal situation, as a result [image: image] will fluctuate with power unbalance, damaging the stability of the system. In case of that, a power balance control strategy using pitch control and crowbar circuit to maintain the relative stability of rotor speed is proposed.
When wind speed reaches the cut-in speed, the brake of the wind turbine should be released to make sure there is enough rotational kinetic energy saved in the rotor, otherwise, the mechanical power will be smaller than electrical power, and the capacitor charging and load voltage establishment will not be completed. After the initial rotor kinetic energy satisfies the electrical power need, pitch angle control starts to react to the power command to make sure wind power captured in Equation 1 is higher than [image: image] in Equation 17. The updated [image: image] value is obtained based on the transient real-time rotor speed, tip speed ratio, and look-up table.
Based on Equation 5, the rotor speed will increase because of the power unbalance. A designed crowbar circuit is used to consume the extra power, the power consumed in the crowbar circuit can be described using the following equation:
[image: image]
the power of the crowbar circuit must satisfy the following constraint:
[image: image]
When the power flow satisfies Equation 19, the rotor speed can be stabled within a certain range. The control of the crowbar circuit based on the detected rotor speed is shown in Figure 6. In Figure 6, [image: image] and [image: image] are the threshold values.
[image: Figure 6]FIGURE 6 | Control strategy of the crowbar circuit.
When there is a sudden disturbance in the system, the pitch angle control reacts to the power disturbance at first. When the mechanical power input is adjusted by pitch control to balance with the electrical power, the crowbar circuit is then activated to adjust the rotor speed after the power balance is relatively accomplished. The change in rotor speed caused by power imbalance during power regulation by pitch control can be compensated by a crowbar. In other words, the crowbar circuit works as a secondary regulator. However, the crowbar circuit in this work is necessary because the change in rotor speed during the power regulation by pitch control must be regulated so that the control stability issues can be avoided.
4 RESULTS
4.1 Case 1: Wind Speed Fixed Situation
In this section, the simulation results in the wind turbine system shown in Figure 1 are given. The designed phase-to-phase line-side voltage RMS is 690 V, and the load value is fixed so that the power on the load changes with the designed load voltage. The results are obtained using the MATLAB/Simulink.
First, the dc-link voltage is set to 1100 V at t = 0s, 1200 V at t = 3 s, then back to 1100 V at t = 6 s to verify the control of generator-side. The result is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Change of the dc-link voltage.
As in Figure 7, the dc-link voltage can follow the control reference as expected. The wind speed is set to 10 m/s, the initial rotor speed of the wind turbine is set to 1.5 rad/s because in reality the brake of the wind turbine should be released and the initial rotor kinetic energy should be high enough to make sure the PMSG will not stall against the electrical power and lose the operation stability during black start. The dc-link voltage, line-side voltage, line-side frequency, and power are shown in Figure 8.
[image: Figure 8]FIGURE 8 | The dc-link voltage, line-side voltage, and frequency in case 1. (A) The dc-link voltage (B) Detailed three-phase line-side voltage (C) Line-side voltage amplitude (D) line-side frequency.
As in Figure 8A, the dc-link voltage is controlled to 1100 V, and the specifics of the line-side voltage are presented in Figure 8B–D. As in Figure 8C, the phase-to-ground voltage amplitude of load voltage is controlled to 563 V, and the frequency in Figure 8D is maintained as 50 Hz. When the crowbar circuit is activated, the power flow satisfies Equation 11 which causes the periodic fluctuation in electrical power.
The changes in the rotor speed and power are given in Figures 9A,B. During t = 0–0.3 s, [image: image] rises to a transient peak level and returns to stability very quickly because the line-side voltage and dc-link voltage are under control in a short time. The rotor speed increases at first and then decreases because the initial rotor speed of 1.5 rad/s is at the right side of the maximum power point so that [image: image] decreases when rotor speed increases. When [image: image] falls lower than[image: image], the rotor speed [image: image] will decrease until it is lower than the threshold values[image: image]. Then the crowbar circuit will start to work periodically. The status of the crowbar circuit is presented in Figure 9C. Because the rotor speed is higher than the trigger threshold value[image: image], the crowbar IGBT is kept open at the beginning till the rotor speed decreases to[image: image], which explains the reduction in [image: image] at about 1.9 s.
[image: Figure 9]FIGURE 9 | The rotor speed, electrical power, and crowbar status in case 1. (A) The rotor speed (B) Electrical power Pe (C) Crowbar status.
4.2 Case 2: Variable Line-Side Voltage
In this case, the reference value of phase-to-ground voltage amplitude of load is set to 563 V at t = 0 s, 600V at t = 5 s, and 500 V at t = 10 s. However, the mechanical power command is not adjusted with the change of line-side voltage so that the system dynamics can be shown more independently. The status of load phase-to-ground voltage is shown in Figure 10A, the changes in rotor speed and power are shown in Figures 10B,C, and the status of the crowbar circuit is given in Figure 10D. The crowbar circuit is not activated until about t = 5 s when the rotor speed is higher than the threshold. Then, [image: image] is higher than [image: image] after t = 5 s because the line-side voltage rises, which makes the rotor speed continue to drop and the crowbar circuit, therefore, is deactivated. At t = 10 s, the line-side voltage drops and [image: image] decreases, which makes the rotor speed rises till the crowbar circuit is activated periodically.
[image: Figure 10]FIGURE 10 | The line-side voltage amplitude, rotor speed, electrical power, and crowbar status in case 2. (A) Line-side voltage amplitude (B) Rotor speed (C) Electrical power Pe (D) Crowbar status.
4.3 Case 3: Change of Wind Speed
In this case, the wind speed changes from 10 m/s to 7 m/s at t = 3 s, and then changes back to 10 m/s at t = 6 s, the change of rotor speed is shown in Figure 11. As in Figure 11, when wind speed changes at t = 3 s and t = 6 s, the delay of pitch action causes a transient power gap between [image: image] and[image: image], thus rotor speed changes with power. After wind speed returns to 10 m/s, the crowbar circuit can still work as a rotor speed stabilizer.
[image: Figure 11]FIGURE 11 | Change of the rotor speed in case 3.
The dc-link voltage, line-side voltage, and power are presented in Figure 12. In Figure 12, it is clear that instead of changes in wind speed, the changes in [image: image] are directly related to the changes in [image: image] and [image: image], which improves that as long as the electrical power can be offered by the wind power input and rotor kinetic energy storage, the voltage of dc-link and line-side can be maintained by converter without being affected by change of rotor speed. Instead, the rotor speed can be treated as a variable of the state which reflects the power unbalance between [image: image] and [image: image].
[image: Figure 12]FIGURE 12 | The DC-link voltage, line-side voltage, power, and crowbar status in case 3. (A) The dc-link voltage (B) Detailed three-phase line-side voltage (C) Electrical power Pe (D) Crowbar status.
5 CONCLUSION
In this study, a control strategy of the black start and line-side voltage establishment for PMSG-based wind power system is proposed. The dc-link voltage is stabled using the generator-side converter, and the line-side voltage is controlled by the line-side converter. The pitch angle is used to balance mechanical power and electrical power, and an extra crowbar circuit is applied to maintain the rotor speed. The proposed black start control strategy and the line-side voltage establishment method should be carried out in the following order:
Step 1. Calculating the load power based on the desired line-side voltage level and local load configuration.
Step 2. Releasing the brake device of the wind turbine when wind speed reaches the cut-in speed, initiating the controller of the generator-side converter, the line-side converter, and the crowbar circuit after the rotor speed reaches a point under which the initial rotor kinetic energy can match the load power need in step 1.
Step 3. : Adjusting the pitch angle using a power closed loop to make sure the mechanical power input and the electrical power demand match the description in Eq. 19. At this point, the rotor speed will rise and then be controlled periodically by the crowbar circuit.
Step 4. When the line-side voltage reaches the designed value, the other wind turbines can follow up their procedures using the line-side voltage of the first wind turbine as a reference, which will be testified in our next work.By the proposed control strategy, the problems about the stability of the dc-link voltage and the establishment of line-side voltage can be solved. The simulation results show the validity of the proposed method, and rotor speed can be used to check the unbalance between the electrical power and mechanical power. Once the line-side voltage is established, more wind turbines can start up using the voltage reference built by the one using the proposed method in this study.
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Emergency voltage control provides a real-time online response to maintain the long-term voltage stability of a power system. Searching for an optimal emergency control solution is a hard combinatorial optimization problem because of the highly dynamic and nonlinear characteristics of power systems with discrete control variables. Additionally, real-time response is required. A new mode-matching–based adaptive voltage control is proposed in this article to achieve a fast response by exploring local voltage profile modes and the technique of similarity ranking. First, some typical emergencies are studied in advance, and their control knowledge is collected for preparation. The set of local voltage profile modes and their corresponding optimal control solutions are stored as knowledge for each emergency. Second, fast online control is realized and the control solution is configured according to a similarity ranking among local voltage profile modes. Furthermore, a learning process is applied to accumulate knowledge in case of unprepared situations. Thus, improved control performances in the future are ensured. This article depends on a new concept of local voltage profile mode with which knowledge preparation, emergency identification, configuration of control, and knowledge accumulation work together to perform an effective response. Simulations of the IEEE 39-bus system verify the outcomes of this voltage control scheme.
Keywords: emergency voltage control, learning control, local voltage profile mode, similarity ranking, adaptive control
INTRODUCTION
Modern power systems have become more complex with the interconnection of grids and the employment of new devices and techniques. Voltage stability depends on the ability of the combined generation and transmission systems to provide the power requested by loads (Hatziargyriou et al., 2020).
Toward low-carbon and economic operation of power systems, various renewable power generations, such as wind and PVs, have been integrated in a distributed manner (Guo et al., 2019; Li et al., 2020; Magnusson et al., 2020; Zhang et al., 2021). Voltage stability has been greatly challenged by the increasing penetration of distributed generation and intermittent renewable power sources. Researchers have paid close attention to voltage control to mitigate or avoid voltage instabilities (Yorino et al., 2015; Liu et al., 2017).
The common mechanism of long-term voltage instability is the progressive drop of bus voltages and even collapse after emergencies. An emergency control is the last safety enforcement measure to mitigate voltage instability, where control devices typically involve tap changers, switching capacitors, and load shedding. The research scope of this study is an emergency voltage control that concerns the optimization of coordinating various control devices.
Performing real-time optimization is difficult as power systems are extremely complex and dynamic. There are unpredictable uncertainties with operational point variations, structural changes, and even element failures. An adaptation is therefore necessary and adopted with voltage control that an adjustment mechanism is always applied to follow the changes or uncertainties of the controlled system.
Different from model-based adaptive control, data-driven adaptation techniques have attracted much attention (Zhang and Liu, 2008; Bu et al., 2017; Bu et al., 2018; Cai et al., 2020; Huang et al., 2020; Li et al., 2021). When the system models are complicated with exceedingly high order or high nonlinearity, a data-driven control can provide sufficiently good solutions in a reasonable time, based on a large amount of system data without involving the accurate system models. The consensus control of multi-agent systems is proposed to realize model-free adaptive control schemes (Bu et al., 2017; Bu et al., 2018). At the same time, many research efforts on model-free adaptive control techniques have been applied to achieve power system control. Intelligent learning control methods have been adopted to reveal the implicit features of system dynamics and find out the relationship between emergencies and controls (Huang et al., 2020; Li et al., 2021).
Applying data-driven adaptive schemes that are dependent on knowledge gathering, learning, and updating is possible with the development of computing and storing techniques. In terms of voltage control, knowledge may be gathered and accumulated explicitly by expert systems or fuzzy logic systems (Zhang and Liu, 2008) and implicitly by modern heuristic techniques and artificial neural networks. The principal component analysis is used to extract features, and then a map between the control solutions and system dynamics is established by a neural network (Cai et al., 2020).
With the increasing of system scales, there is a conflict between detecting and transferring full system information and a fast response speed. In this article, a new mode-matching–based adaptive voltage control (MMAVC) is proposed such that a fast online response is reached by means of local voltage profile modes (LVPM) and similarity ranking. In contrast to full system voltage profiles (Zhang and Liu, 2008; Cai et al., 2020), the LVPM only concerns local bus voltages for each control device. The aim is to present an algorithm that has reduced computation and is a good candidate for larger systems.
First, a part of the system knowledge is gathered and prepared off-line for typical emergencies with long-term global search. System knowledge is stored as LVPM of a set of emergencies and the corresponding optimal control solutions. LVPM are defined as the emergency mode and the associated controller mode which are used for emergency identification and control action identification, respectively. Second, according to the similarity between a saved emergency mode of LVPM to the current situation, the control action of each control device is reconfigured to form a new control solution and applied online with real-time response. A distance function is defined to measure the similarity between emergencies.
Besides, the stored knowledge is accumulated and updated online with a learning process such that the operational point variations and structural changes can be adaptively followed. For new cases, while no similar mode can be found, an online optimal search is used to obtain knowledge and is saved for future applications. With the process of preparation, configuration, and accumulation of knowledge, an efficient emergency voltage control is realized with a fast and gradually improved response.
As a data-driven–based adaptive control scheme, we have suggested an approach which shares the same control aim of an emergency control, but explores two main differences with present techniques:
1) The detection and perception of a voltage emergency are associated with control devices and their local voltage profiles. The monitored and concerned systems are thus narrowed down to a limited area. At the same time, a distributed control by which only local information is involved can be further developed based on this research.
2) In the previously mentioned data-driven–based works, researchers preferred to map controls and system states with machine learning techniques, thus the acquired knowledge is implicitly stored and hard to be adjusted. The technique of similarity ranking used in this study is an explicit exploration of knowledge that the distance between two faults is evaluated by a comparison between bus voltage profiles. The accumulation, adjustment, and updating of the knowledge base are thus performed in a much clear and easy way that no more training processes are required.
The rest of this article is organized as follows: the optimal coordinated voltage control (OCVC) is described in the Optimal Coordinated Voltage Control section. The section Mode-Matching Adaptive Voltage Control gives details of our MMAVC. A case study of the IEEE 39-bus power system tested is reported in the Simulation Results section. The conclusion is drawn in the Conclusion section.
OPTIMAL COORDINATED VOLTAGE CONTROL
Voltage stability refers to the ability of a power system to keep the voltage profiles of all buses within acceptable ranges after an emergency (Hatziargyriou et al., 2020). Thus, a set of optimal arrangements of voltage control devices with sequencing, timing, and tuning values for maintaining system voltage stability need to be provided by a coordinated voltage control scheme.
System Models and Simulation
A power system is an interconnected complex network. For voltage stability, the power system models can be expressed in the following hybrid differential–algebraic (DA) form (Hatziargyriou et al., 2020):
[image: image]
where [image: image] is the vector of dynamic state variables, and [image: image] is the vector of algebraic state variables that can change instantaneously because of the changes in [image: image] or [image: image]. [image: image] is a vector of discrete control variables that changes only at a fixed instant provided by a selected sample time.
In terms of voltage control, the discrete control variables are used to represent control devices, such as tap changers, switching capacitors, and load shedding, which can be adjusted at discrete times. The optimal program is used to achieve the appropriate scheduling and subsequent operation of these discrete control devices. As a result, the system output represented by [image: image] can be optimized.
Time-domain simulation is the main method to study the effectiveness of voltage controls, including dynamics. For long-term voltage instability, the quasi-steady-state (QSS) approximation is sufficient to capture the essential behavior of the system by neglecting the derivative terms in the generator mechanical and flux equations (Van Cutsem et al., 2006). In this article, the QSS simulation is performed to capture the dynamic process after an emergency, and the aggregate exponential recovery load model proposed by Hill (1993) is employed.
Model Predictive Control–Based Optimal Coordinated Voltage Control
Power systems are dynamic in the sense that the operational points and even the structure of the system may vary from time to time. An optimal control at one time instant might not be optimal at another time instant and is thus insufficient to follow the dynamic changes. In order to tackle these kinds of issues, model predictive control (MPC) (Larsson et al., 2002) is proposed, which is an advanced control scheme that has been widely applied in the process control of complex industrial systems.
The possible output is predicted after selecting the input from candidate control solutions depending on the current model and states of the dynamic system. After comparing the predicted outputs of a set of candidate control solutions, the optimal solution that meets the objectives is applied to the system for the incoming control interval. Then, the predictive control window is moved to the next control interval, and all the system models and states are reevaluated (Figure 1).
[image: Figure 1]FIGURE 1 | MPC-based coordinated voltage control.
For the study of voltage stability, the control target of the MPC is to keep the bus voltages at an expected level. The objective function can be defined as:
[image: image]
where [image: image] denotes the predicted voltage and [image: image] denotes the reference voltage at bus [image: image]. The voltages of the buses before an emergency are always considered as the reference values.
We consider a step at time k after an emergency event. With the objective of Eq. 2, the calculation steps of the MPC-based optimal coordinated voltage control are as follows:
Step a. Gathering input signals: the system information at time k is obtained as the input signal, including system parameters, operational values, and control device states.
Step b. Searching for optimal solution: the candidate control solutions, each of which contains a set of movements of a group of control devices, are generated. The predicted output of each candidate solution is simulated according to the system status, models, and input parameters with QSS approximate technique. Then, the control performance of the candidate control solutions is compared with their objective values [image: image], where [image: image] is the predicted output in the predicted horizon.
Step c. Applying control: the solution with the smallest value of [image: image] in Step b is the optimal one. Its control step of the first predicted control interval is then applied.
Step d. Waiting for the new incoming control interval and repeat from Step a.An emergency voltage control should meet all the search constraints and provide fast and effective controls within one control interval. A new adaptive control is proposed in this study, which continuously improves its control performance by accumulating the system knowledge from both off-line preparation and online learning.
MODE-MATCHING ADAPTIVE VOLTAGE CONTROL
As knowledge plays a key role in the data-driven adaptive voltage control, a new way of defining system knowledge in terms of modes is proposed. An adjustment mechanism works in adaptive control to provide adaptations that meet the uncertainties of a system. Thus, the technique of LVPM and the adjustment mechanism, which is realized by a learning scheme, are applied for real-time control and knowledge accumulation.
There are four basic functional parts of an MMAVC (Figure 2):
1) Knowledge preparation (off-line): a preparation for online control is applied to obtain a part of the knowledge. Some typical emergencies are triggered in the power system. An optimal control solution is searched and saved with its identification, i.e., a set of local voltage profile mode.
2) Mode matching (online): when voltage instability is detected in the power system, the LVPM are compared with the saved modes in the knowledge base. All the LVPM in the database are sequenced and ranked according to their closeness to the current mode.
3) Real-time control (online): a control solution is configured by combining the control actions from the controls of high-ranking modes. This step can be quickly realized and thus provides an instantaneous control to the system.
4) Learning for knowledge accumulation (online): a learning scheme is applied by an online optimal search to provide the adaptation to new situations and system dynamics. It is a global search guided by controls of high-ranking saved modes. After this learning search, the obtained optimal control is saved with its LVPM. Thus, the stored knowledge is updated and is gradually accumulated.
[image: Figure 2]FIGURE 2 | Functional structure of MMAVC.
The details are presented in the following subsections for each of the four functional parts and the definition of LVPM.
Knowledge Preparation
An off-line long-term search is applied to search for optimal solutions for MPC-based coordinated voltage control. Modern heuristic algorithms have been proved to be easily applied for combinatorial optimization problems. We use the genetic algorithms (GA) for advantages of visiting wide areas in the solution space.
Long-term voltage instability is always triggered by outage of transmission and/or generation equipment after fault clearing when the load dynamics attempts to restore power consumption beyond the maximum power transfer limit (Hatziargyriou et al., 2020). Thus, an abnormal increase of loads and failure of generators or transmission lines are collectively regarded as typical emergencies. The control knowledge of these types of emergencies is optimally searched and stored as the basic preparation for online control.
Each of the typical emergencies is triggered in a studied power system (Figure 3). The system models, states, and parameters after an emergency are the inputs for the optimizer. A global long-term search by GA is applied. The optimal solution searched is saved with its LVPM after the emergency. A trade-off happens between online performance and off-line calculation burdens. More off-line preparations are preferred to obtain good start-up control performance.
[image: Figure 3]FIGURE 3 | Knowledge preparation.
Standard GA is a well-developed technique. An integer encoding where all the control devices are involved is used for GA optimal search (Table 1). If there are r, s, and t on-load tap changers (OLTCs), capacitors, and load shedding, respectively, their movement steps of control are stored in integer numbers to form a chromosome. For OLTCs, the values of STEPLTCi can be –1, 0, and 1. The movement steps for capacitors and load shedding can be an integer from −Smax to Smax, where Smax is the maximum possible movement steps of a control device.
TABLE 1 | Encoding of a control solution.
[image: Table 1]After a search, the details concerning an emergency, specifically the LVPM and an optimal control solution, are obtained and can be formatted as off-line knowledge.
Local Voltage Profile Mode
With increasing system scales, it is time-consuming and even impossible to monitor and gather excessive system information. An emergency representation by which only the local voltage deviations to each control device are involved is studied to alleviate these issues.
The LVPM are defined by the voltage deviation of the neighborhood of control devices. A neighborhood includes buses that are geographically closed to the device. Without losing generality, a neighborhood is defined by buses that are directly connected to a control device in this study.
As in Table 2, a transformer is connected between two buses while the neighborhood has all the connected buses for capacitors and loads as they are located on one bus. The number of buses connected to the capacitors and loads is from k = 2 to k = 6 in most practical cases.
TABLE 2 | Emergency mode.
[image: Table 2]The value of voltage deviation is calculated by subtracting the bus voltage from its reference value.
[image: image]
where [image: image] is the voltage of bus i after an emergency happens, and [image: image] is the reference voltage and always equal to the bus voltage right before the emergency occurs.
The neighborhood can be extended to include more buses that cover a wide area of a power system. A trade-off happens between the covered area of a neighborhood and calculation complexities. More system voltage information can be involved by extending the neighborhood. However, the complexity of the storing structure, saving and extracting schemes, and online exploring strategies increases accordingly.
The LVPM surrounding a control device are referred to as the controller mode, which presents a shape of voltage changes among a set of connected buses of the device. Each column of Table 2 is a controller mode. Figure 4 shows four buses that are directly connected to bus i, where capacitor i is located. Before the emergency, the bus voltages are the references for mode calculation. Vci,ref and Vi1,ref to Vi4,ref are all the reference values of bus i and buses i1 to i4, respectively. Once an emergency occurs, a voltage deviation occurs and the differences between the current values to the reference values are marked in red dashed lines. These five deviation values are stored in the knowledge base as the controller mode of capacitor i.
[image: Figure 4]FIGURE 4 | Illustration of the controller mode.
A set of controller modes form an emergency mode and map to a voltage instability emergency. The emergency mode contains a set of controller modes of all control devices in a power system. It will be used to match and rank close emergencies, configure an online control solution, and provide guidance to the online learning process.
For each emergency studied off-line, the LVPM, i.e., emergency mode i, together with the optimal control solution acquired via search, control i, are the knowledge stored for online applications.
Mode Matching and Ranking
Mode matching compares two emergency modes and discovers similar controller mode pieces. A sequence of emergency modes and control solutions is thus ranked according to their similarities to the current situation.
Immediately after an emergency is detected and the bus voltages deviate from their original values, the LVPM can be obtained and compared with the stored knowledge. Mode matching aims to obtain the similarities between two situations and discover a sequence of emergency modes according to their distance from the current situation.
Considering the limited experiences saved in the knowledge base and the huge number of possible voltage profiles after emergencies, two emergency modes that are the same may not always exist. A voltage control should be active enough to ensure system stability while avoiding excessive action. A normalization is applied where the real number values of voltage deviation are transformed into integer values. A tolerance threshold is also suggested to ignore small turbulence and avoid excessive activation.
The setup of tolerance threshold and normalization can be chosen according to the control preferences of operators, or by referring to the learning outcomes of voltage instability criteria. If the voltage deviation is within the tolerance threshold, no matter whether it is higher or lower than its original value, the normalized value of voltage deviation is 0. If the deviation of a bus voltage is greater than the threshold, then it is normalized into integral values in [−Vint, Vint].
The values of Vint show a set of voltage ranges that reflect the confidence of knowledge preparation. At the initial stage when MMAVC is applied online, a normalization scheme with smaller ranges, e.g., Vint = 2 or Vint = 3, can be adopted because insufficient knowledge is available and the opportunity of using these saved experiences should not be missed. A simple normalization may set Vint = 1 (Table 3). After online running, further knowledge can be acquired. The normalization ranges should be expanded with a larger value of Vint by which a more accurate comparison can be reached.
TABLE 3 | Normalization of emergency mode.
[image: Table 3]We assume that there are n saved emergency modes, h control devices in the system, and kj buses connected to the control device j, j = 1, …, h. When an emergency occurs online, the emergency mode is normalized as:
[image: image]
where the emergency mode and controller mode are represented by a capital letter, [image: image], and lowercase letter, [image: image], respectively. [image: image] is the normalized controller mode of the control device j. [image: image] is the normalized value of voltage deviation on the l-th bus connected to the control device j.
The set of saved emergency modes is normalized as:
[image: image]
where [image: image] indicates the controller mode of the control device j. [image: image] is the normalized value of voltage deviation on the l-th connected bus of the control device j.
A comparison between the current situation, [image: image], and one of the saved emergency modes, [image: image], is defined by an index vector:
[image: image]
where [image: image] is the similarity measurement between the [image: image]-th controller modes of [image: image] and [image: image],
[image: image]
It is a summary of voltage deviations for all connected buses, [image: image], of the control device [image: image].
If [image: image] has one of the controller mode [image: image], the local voltage profile of the control device j is similar to the current situation. With a similarity measurement, the distance between the saved emergencies and the current situation can be evaluated and ranked as:
[image: image]
The one with the least value of [image: image] indicates the most similar saved emergency mode to the current situation because this saved emergency mode shares more similar control modes with the current situation. Thus, a ranking of 1 to [image: image] is obtained for all the saved emergency modes according to their values of [image: image], where the emergency mode with the smallest value of [image: image] has [image: image]. If two saved emergencies share the same value of [image: image], the geographically closer emergency to the current situation is chosen with a lower value of ranking.
After mode matching and ranking, the stored knowledge is sequenced according to their similarity to the current situation, and the same pieces of controller mode are identified in each saved emergency mode.
Real-Time Online Control
According to the ranks and the identified similar controller modes, an online control solution can be configured by combining the control pieces of the saved control solutions. It begins from the saved emergency mode which has [image: image]. All the controller modes with [image: image] are identified from the saved emergency mode. The control actions of these identified places in the control solution are adopted by the new control solution, whereas the remaining parts of the control solution are left unresolved.
If the control solution is not fully developed, then the next emergency mode and its control solution are considered. The control pieces are only used to fill in the blank places for the unresolved parts. As an example (Table 4), a total of five saved emergency modes are ranked according to their values [image: image]. For emergency mode M1 which is ranked as Rank = 1, a total of four similar controller modes are shared with the current emergency mode, which is highlighted in blue. The corresponding control actions of the saved solution are then adopted by the new control solution, i.e., C1, C2, C5, and C6.
TABLE 4 | Combining of control solution.
[image: Table 4]Due to the incompleteness of the emergency mode M1, the saved emergency mode M2 is then considered. Three controller modes, i.e., C6, C7, and C8, are identified similarly to the current situation. Only C7 and C8 of M2 are used because C6 is already occupied by the control piece from M1. Next, the control action of C4 and C10 are adopted by the new control solution. None of the control actions of M4 participate in this new control solution because C1 and C10 of the new control solution have already been fulfilled. Finally, if full control cannot be reached, e.g., in this case, the place of C9 does not obtain values from any of the ranked emergency modes, then the control action of this place is left blank with its original value.
The following steps constitute the process of configuring a control solution:
Step 1. Setting initial parameters: Nrank = 1 and a blank control solution, [image: image], are set with h positions, where h is the number of control devices of the power system.
Step 2. Obtaining knowledge: the set of LVPM and their control solutions are obtained from the knowledge base.
Step 3. Ranking emergency modes: the comparison index, [image: image], and the ranking value, [image: image], of each saved emergency mode are calculated. [image: image] is the number of saved emergencies. Rankings of the saved emergencies are calculated according to the value of [image: image].
Step 4. Identifying similar control modes: the similar control mode, which has [image: image], is identified for each of the saved emergency modes.
Step 5. Obtaining control action: the emergency mode with ranking = Nrank, and its control solution is selected. The control actions of the identified similar controller modes are adopted and saved into the corresponding places of [image: image] if the place is empty.
Step 6. Moving to next emergency mode: Nrank = Nrank + 1.
Step 7. Checking stopping criteria: if there are places in [image: image] which are empty and Nrank ≤ h, then back to Step 5; otherwise, Step 8 is performed.
Step 8. Obtaining full solution: if [image: image] is fully developed, Step 9is performed; otherwise, the empty places of [image: image] are checked and set to their original values.
Step 9. Applying control solution: the newly obtained control solution [image: image] is applied to the system. End.
Learning-Based Adaptation
To meet the dynamics of power systems, the stored knowledge should be accumulated and updated online. A learning scheme is adopted to provide the adaptation. After the control system is applied to provide online services, the learning process is triggered to acquire new knowledge and adjust knowledge from past experiences. Learning is applied when no identical emergency mode is found in the knowledge base. It allows more feasible solutions to be visited in an expanded area of solution space.
When an emergency happens, the LVPM, i.e., the ongoing emergency mode, are initially compared with emergency modes saved in the knowledge base. If no matching emergency mode, i.e., [image: image], is found, then the learning process begins.
The learning search is realized by the population-based modern heuristic optimization algorithms. The standard GA is utilized for knowledge preparation. Unlike random offline long-term search, the learning search depends on past experiences and attempts to obtain an improved knowledge base.
For GA optimal search, half of the population of the initial generation is obtained from the control solutions stored in the knowledge base. The percentage of the acquired knowledge usage is flexible and can be adjusted according to the confidence of knowledge. When more emergencies are studied and saved in the database, the use of acquired experiences increases accordingly.
The selection and employment of saved emergency modes are based on their ranks. The roulette wheel selection is used to pick up individuals of the initial population. More initial individuals are generated by the control solutions of the emergency mode with lower values of [image: image]. The remaining half of the initial population is randomly generated in the full solution space to avoid prematurity and maintain the possibility of exploring new solution areas.
Based on this initial generation, an optimal search by standard GA is applied. After one run of optimal search, the obtained optimal solution is saved into the knowledge based on the form of LVPM and an optimal control solution. As the learning search is only adopted for knowledge accumulation and runs a background operation, it can be a long-term search to reach a preferred result.
Generally, the novelty of the MMAVC lies in the improved searching, storage, and online exploring efficiency. First, the monitored area of the LVPM is narrowed down to controller buses and their neighboring buses for online real-time control. Second, each snapshot of an emergency is contributed to the knowledge base in terms of the LVPM that the mode matching and ranking can be applied directly to and does not require any further training processes.
SIMULATION RESULTS
The proposed MMAVC is demonstrated via an emergency voltage control in the New England 39-bus power system (Figure 5) (Ma et al., 2008). A total of 12 OLTCs and 19 load shedding are used. There are 17 capacitors arranged for each bus with load shedding except two generator buses. The OLTCs can be adjusted every 30 s and can move one step from the original position.
[image: Figure 5]FIGURE 5 | The IEEE 39-bus power system.
In practice, OLTCs and switching capacitors can be controlled such that the interval between two consecutive actions must be longer than the execution time. Load shedding is activated only when the required constraint cannot be satisfied by using any combination of the regular control devices.
The off-line knowledge preparation of an emergency is presented in the Knowledge Preparation section. The online real-time control of an unprepared emergency is described in the Online Control With Mode Matching section. For unprepared situations, online learning is activated, and the process of knowledge learning is demonstrated in the Learning for Knowledge Accumulation and Updating section.
Knowledge Preparation
For knowledge preparation, typical emergencies of abnormal increase of loads or failure of connected devices are considered. A total of four kinds of emergencies are gathered: 1) tripping of a generator; 2) tripping of a transmission line; 3) variation of a load; and 4) simultaneous variations of all loads.
A total of 9 generators, 46 transmission lines, and 19 loads comprise this system. The emergency of variation of one load is represented by a scaling parameter of 0.5 and 1.5 to simulate either decreasing or increasing loads, respectively. The simultaneous variations of all loads are set by multiplying the parameters of the loads ranging from 0.6 to 1.1 in a step size of 0.1. Tripping of Generator 31 is excluded because bus 31 is the swing bus for QSS simulation. The transmission lines with OLTCs are not involved because they are control devices waiting to be optimized. As a result, a total of 86 emergencies can be readily studied with an off-line long-term search.
Following the calculation steps in Figure 3, each emergency is activated in the IEEE 39-bus system. After 30 s of operation, one emergency is triggered. A detection time of 30 s is applied; an emergency control is started from 60 s. All the control devices are arranged with the same active time of 30 s. Thus, the possible activation times of the control devices are 60, 90, 120 s, and so on.
One emergency of tripping a generator is presented for demonstration in Figure 6. After the emergency of Tripping Generator 38 happens at 30 s, a blackout occurred for about 90 s.
[image: Figure 6]FIGURE 6 | Emergency control: Tripping Generator 38.
The emergency mode is normalized into integers in the range of [−2, 2], whereas the threshold is set as 0.01 p.u. Each emergency mode is presented as a color map. Dark blue, blue, green, yellow and red corespond to integer values of −2 to 2, respectively. The horizontal axes indicate the number of control devices, including OLTCs and capacitors. For a proof of concept presentation, the controller modes of load shedding are not listed as they are not triggered in this case.
An emergency mode is a snapshot of the voltage deviation profile of an emergency. With the increasing system scales, the involved control devices are sparse and not evenly distributed in the system. In most cases, load shedding is not involved in optimal searched control solutions. Instead of full system models and operation states, the captured emergency mode is in a reduced representation by which a limited area of the system is considered.
A long-term search by GA is applied for 10 times of running with a population size of 200 and the maximum generation of 200. For each emergency, the searching time is approximately 160 min by using MATLAB and an Intel 3.4-GHz processor for simulation. The control performances are as presented in Figure 6. Both the searched control solution and its LVPM are saved in a long-term knowledge base.
Online Control With Mode Matching
After an off-line knowledge preparation, the MMAVC is applied online for emergency voltage control. When a prepared situation happens, a saved emergency mode is then identified and its corresponding control is adopted and applied to the system with no delay. If it is not a prepared emergency, mode matching, ranking, and configuration of control need to be applied.
An emergency of simultaneously tripping two elements is used to demonstrate an unexpected situation. The testing scenario of an unexpected emergency is Tripping Generator 36 and Tripping Line 2, 3 together at 30 s. Voltage deviations are triggered, and a collapse occurs at approximately 700 s (Figure 7). The emergency mode after normalization is shown in a colormap.
[image: Figure 7]FIGURE 7 | Emergency control: Tripping Generator 36 and Tripping Lines 2, 3.
The processes of mode matching and ranking are applied according to the predicted system output. For the first control interval, three saved emergency modes contribute to constructing the new emergency mode. These emergencies are Tripping of Lines 2, 3, Tripping of Lines 19–16, and Tripping of Lines 22–21, respectively, which share 16, 16, and 9 same controller modes and have ranks of 1, 2, and 10 among all control devices. In this case, the emergency modes which are ranked from 3 to 9 are not adopted because the same controller modes are covered by the top two ranked emergency modes. Accordingly, a set of control pieces are identified and form a new control solution.
In this example, the control solution is simply composed of three saved controller modes. For voltage instability, an emergency is always triggered by a lack or imbalance of reactive power. To adjust the reactive power, a voltage control shows a localized characteristic. For knowledge preparation, possible emergencies within a wide area of the system had been studied. Thus, a geographically close emergency can always be obtained.
After 30 s of detection, the emergency controls are generated and applied at the time instants 60 and 90 s. The knowledge-based control requires two control intervals for voltage recovery. It has a faster system response within only 1 s.
Learning for Knowledge Accumulation and Updating
After an unexpected emergency is detected, a learning process is triggered simultaneously. The initial population for a learning search is partly generated from saved knowledge. A population of 100 and a maximum generation of 100 are used in this case. It takes 4 min for each run of search.
The testing scenario of learning control is designed in a way that an unexpected emergency of Tripping Generator 36 and Lines 2, 3 simultaneously happens twice at the time instants 30 and 1,230 s, respectively (Figure 8). The emergency at the time instant 30 s is cleared at 570 s.
[image: Figure 8]FIGURE 8 | System performance after learning control.
When the first emergency happens, i.e., Fault 1, the control solution is configured through mode matching and ranking within saved knowledge. It takes two intervals of control, Control 11, and Control 12, to recover system voltages. A learning process is completed before the second emergency happens, i.e., Fault 2. When the same emergency happens again at the 1,230 s, the control performance is improved that only one control interval is performed. The bus voltages are recovered in the first control interval by Control 21.
After an emergency happens the LVPM and newly searched control solution is saved directly to improve the knowledge base. There are no more training efforts needed. In this example case, a piece of knowledge can be explored and applied shortly after its first occurrence. This feature of MMAVC achieves the advantage of accumulating knowledge quickly.
CONCLUSION
A novel adaptive voltage control scheme for the power system, namely mode-matching–based adaptive voltage control (MMAVC) is proposed in this article. Emergencies are identified in terms of their local voltage profile, named as emergency mode and controller mode. First, some possible emergencies are studied off-line with long-term global search. Their emergency modes and optimal control solutions are stored for knowledge preparation. Second, an online control solution is formed by mode matching, ranking, and similarity measurement that provides fast control with good system performance. Furthermore, a learning search is used for knowledge accumulation and updating. The experiments show that the control performance can be gradually improved, which is demonstrated in the response to the control.
This MMAVC has the following features and may inspire future research:
1) The knowledge used in this study involves LVPM which only concerns local voltage profiles surrounding control devices and the searched optimal control solution. The stored knowledge base can be easily updated with newly tested cases, and no further training is required.
2) A novel mode-matching scheme was developed for instant control. It provides adaptations meeting structural changes and operating point variations.
3) An off-line long-term search scheme was used for control knowledge preparation, while an online control performance is improved gradually with the learning scheme.
4) An interesting direction of this study for the future may lie in the sensitivity of the covered area of LVPM, the seriousness of uncertainties, and even the arrangement and distribution of control devices. Starting from this point, it also warrants further study for a distributed voltage control scheme.
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As a large scale of renewable energy generation including wind energy generation is integrated into a power system, the system frequency stability becomes a challenge. The battery energy storage system (BESS) is a better option for enhancing the system frequency stability. This research suggests an improved frequency regulation scheme of the BESS to suppress the maximum frequency deviation and improve the maximum rate of change of the system frequency and the system frequency of the steady state. To this end, the droop control with the input of the system frequency excursions is employed into the controller of the BESS. To improve the frequency-supporting capability and prevent the over-discharging phenomenon, the control coefficient is defined as a proportional function of the instantaneous state of charge of the BESS and excursions of the system frequency. The contributions of the proposed frequency regulation scheme are investigated with various wind power penetration level conditions and disturbances. Results clearly indicate that the proposed frequency regulation scheme of the BESS is able to achieve objectives in terms of enhancing the maximum frequency excursion, the system frequency of the steady state, and the rate of change of the system frequency under various wind power penetration level conditions, initial SOCs, and disturbances.
Keywords: wind generation, frequency regulation, BESS, state of charge, power system control
INTRODUCTION
With the growing issues of air pollutants and energy shortage, a large amount of renewable energy generation including wind generation has been integrated into the electric power grid (Bevrani, 2014; Huang et al., 2022). Due to the advanced control characteristics, the most used type of wind generation is the variable-speed wind turbine generators (VSWTGs) interfaced with the power electronic devices (Xiong et al., 2020). However, the VSWTGs are unable to participate in frequency regulation due to the decoupled relationship between the rotor speed of the wind turbine and the synchronous generator (Kim et al., 2019a; Xiong et al., 2022). As the penetrations of renewable energy generator grow, the system frequency excursions, maximum rate of change of the system frequency, and the frequency of the steady state become severe (Yang et al., 2022; Keung et al., 2019); the power system should deploy more generators with rapid ramping capability to maintain the system frequency stability (Tto, 2010).
When modifying the control strategy of the VSWTGs, they are able to participate in frequency regulation by storing or releasing the power into or from the rotating masses including wind turbine, gearbox, and rotor of the generator (Kheshti et al., 2019; Yang et al., 2021). As in Lee et al. (2016), Dreidy and Mokhlis (2017), and Kim et al. (2019b), the rate of change of the system frequency and the frequency excursion control loops are employed to provide frequency regulation capability. The pitch angle controller of the doubly fed induction generator (DFIG) is implemented to provide frequency response by releasing the pitch angle (Ye et al., 2019). However, the frequent activations would increase mechanical fatigue and further reduce the lifetime of the DFIG.
The energy storage systems can be regarded as a better option for frequency regulation due to the fast response and advanced control capability (Zhao et al., 2015; Kim et al., 2019c). In (Mercier et al., 2009), a control scheme of a BESS providing frequency regulation is addressed with the aim of minimizing the use of the BESS. Several control strategies for the BESS are evaluated in Oudalov et al. (2007) and Stroe et al. (2017) for investigating the primary frequency regulation service. However, the fixed control coefficient is utilized so as to restrict the benefits for regulating frequency. Obaid et al. (2020) suggest a hierarchical control strategy of the BESS to provide frequency regulation capability. Five bands are divided according to the measured SOC. However, the control coefficient in each band is fixed so as to result in over-charging of the SOC. Meng et al. (2021) suggest that the SOC is used as the feedback variable of the control coefficient of the frequency regulation scheme. However, for a severe disturbance, the frequency regulation potential of the BESS is underutilized.
This research addresses a frequency regulation scheme of the BESS to suppress the maximum frequency deviations and improve the maximum rate of change of the system frequency and the system frequency of the steady state. To this end, the droop control with the input of the frequency deviation is implemented in the controller of the BESS. To improve the frequency supporting capability and prevent the over-discharging phenomenon, the control coefficient is defined as a proportional function of the state of charge and the system frequency excursions. The contributions of the proposed frequency regulation scheme are investigated with different wind power penetration level conditions, initial SOCs, and sizes of the disturbance based on the electromagnetic transient program restructured version (EMTP-RV).
CONTROL OF THE DFIG AND BESS
Figure 1 illustrates the vector control strategy of the rotor side converter and grid side converter. The stator flux vector oriented control strategy is applied in the rotor side converter, and the grid voltage vector oriented control strategy is applied in the grid side converter; as a result, the DFIG can achieve decoupled control of the active power and reactive power (Ye et al., 2008). As shown in Figure 1A, the rotor side converter employs dual-loop control technology (outer power controller and inner current controller). The active power and reactive power injected into the grid are controlled by regulating the rotor current components of the d-axis and q-axis, respectively (Fernandez et al., 2008). As illustrated in Figure 1B, the voltage of the dc-link is controlled by regulating the current component of the d-axis. The reference of the current component of the q-axis (igq) is set to a zero or non-zero value depending on the control objectives (Fernandez et al., 2008).
[image: Figure 1]FIGURE 1 | Typical vector control scheme of the rotor side and grid side converters of a DFIG. (A) Vector control strategy of the rotor side converter. (B) Vector control strategy of the grid side converter.
The maximum wind power can be extracted when the rotor speed of the wind turbine is controlled at the optimal rotor speed by regulating the tip-speed ratio. This process can be achieved in the top loop of the rotor side converter. The reference for MPPT of the DFIG is able to be expressed in (1) (Yang et al., 2018).
[image: image]
where ρ, vw, and cp represent the air density, the wind speed, and the power coefficient, respectively. ωr and R represent the rotor angular speed and the blade length, respectively. cP, max and λopt are the maximum cP and optimal tip-speed ratio, respectively.
As in (1), when performing the MPPT, the output power of the DFIG mainly relates to the rotor speed irrespective of the system frequency, so that the DFIGs are unable to provide frequency regulation service to the power grid.
The equivalent model of the BESS used in this research is illustrated in Figure 2, where EBESS is a nonlinear function of the following variables; E0 is the constant voltage; exp(s) is the exponential zone dynamics; sel(s) means the battery mode (“1” for charging mode and “0” for discharging mode); α is the polarization constant or polarization resistance; iref and ibatt are the low frequency current dynamics and batter current, respectively; Q is the maximum battery capacity; and A and B are the exponential voltage and exponential capacity, respectively (Wu et al., 2017).
[image: Figure 2]FIGURE 2 | Model of the BESS.
The equations of the charge and discharge modes for the BESS are written as:
Charging mode
[image: image]
Discharging mode
[image: image]
The grid voltage vector oriented control strategy is applied in the BESS (see in Figure 3). This implies that the d-axis of the synchronous frame aligns with the stator voltage vector. As a result, the grid voltage of the d-axis equals to the magnitude of stator voltage, and the voltage of the q-axis equals to zero (Serban and Marinescu, 2014). The current of the d-axis component (id) is responsible for regulation of the active power injecting into the grid and the current of the q-axis current component (iq) focuses on regulating the reactive power.
[image: Figure 3]FIGURE 3 | Control structure of the BESS.
As illustrated in Figures 1, 2, a phase-locked loop is implemented to detect the angle frequency and grid voltage for passively synchronizing the DFIG and BESS with the electric power grid.
The SOC is defined as the ratio of the instantaneous charge to the total charge in a fully charged state. When the BESS performs the frequency regulation, the power command and available SOC (frequency regulation potential) should be considered.
DROOP CONTROL STRATEGY
The droop control strategy for frequency regulation can be represented as:
[image: image]
where Gain is the coefficient of the droop control and means the slope; ΔP and Δf mean the power variation and system frequency excursion, respectively.
The characteristics of the droop control strategy are shown in Figure 4. As Δf increases, ΔP increases so as to improve the frequency regulation capability. The power variation depends upon the slope (gain). With the use of electronic devices, the regulating response becomes rapid; the dynamic control gains are suggested based on the operating conditions and system frequency regulation requirement.
[image: Figure 4]FIGURE 4 | Characteristics of the droop control strategy.
This droop control strategy can be utilized in synchronous generators, DFIG, PV, BESS, electric vehicles, and so on. However, some of these devices have different operating characteristics. This means that when designing the frequency regulation scheme using droop control, the considerations are different, for e.g., the mechanical component should be paid more attention, and the reserve power of PVs should be considered. In addition, due to the various response times and potential for the frequency regulation of the aforementioned devices, it should be designed in accordance with the frequency regulation strategies of the targeted research in detail.
The control coefficient of the droop control scheme can be regulated by adjusting the slope. However, difficulties raise in designing the control coefficients suitable for various SOC and disturbances.
PROPOSED FREQUENCY REGULATION SCHEME OF THE BESS
To enhance the system frequency stability, a frequency regulation strategy of the BESS is suggested. As illustrated in Figure 5, the control loop is the same as the droop control strategy, and the power reference of the BESS (PBESS) when performing frequency regulation is expressed as:
[image: image]
where K means the control coefficient of the frequency regulation.
[image: Figure 5]FIGURE 5 | Control concept of the proposed frequency regulation scheme of the BESS.
The power reference combined with the DFIG and BESS can be represented as follows:
[image: image]
In (6), it is evident that the BESS can compensate for the power deficit by decreasing the SOC. The benefit of the frequency regulation is mainly related to the control coefficient. To flexibly utilize the potential of the frequency regulation of the BESS while avoiding over-discharging of the BESS, the control coefficient is defined as in (7) and (8):
[image: image]
[image: image]
where SOCmeas, SOCmax, and SOCmin are the SOC, maximum SOC, and minimum SOC of the BESS, respectively. γ represents the adjustable factor for the frequency regulation.
To improve the frequency regulation capability and avoid the over-charging phenomenon under various disturbances, K is defined as (7), which is a linear function of the SOC and the system frequency excursions. The control coefficient includes two characteristics. The first characteristic is that K is a monotonic linear function of the SOC so that it reaches a great value with the increasing SOC and becomes zero to avoid over-discharging. The second characteristic is that K varies with the frequency deviation so that it adaptively is adjusted under various disturbances.
The injected power (PBESS) from the BESS to the frequency drop can be regarded as a negative load so that the power mismatch can be represented as:
[image: image]
where ΔP means the equivalent power mismatch considering the injected power from the BESS.
Based on Anderson and Mirheydar (1990) and Shi et al. (2018), the system frequency excursion [Δf(t)], the maximum rate of the change of frequency (ROCOFmax), and the system frequency of the steady state (Δfss) could be derived from the low-order system frequency response model, as in (10), (11), and (12):
[image: image]
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where D is load damping factor, R is the setting of the governor speed regulation, ∆PL is the active power mismatch, ωn means the natural oscillation frequency, ζ is the damping ratio, ωd is the damped frequency, α is the coefficient when deriving the frequency excursion, and Hsys indicates the inertia constant of the power grid provided by the synchronous generators.
In 10, t approaches to infinity, the component including exponential and sinusoidal functions becomes zero; thus, the system frequency in (10) is the same as in (12) and becomes the setting frequency without implementing secondary frequency control.
In (10), (11), and (12), once the BESS participates in frequency regulation following a disturbance, ΔP becomes small. Thus, the BESS can compensate for the power to the electric power grid so as to reduce the active power mismatch; consequently Δf(t), Δfss, and ROCOFmax can be enhanced. The large use of ΔP is able to enhance the frequency regulation capability.
MODEL SYSTEM
Figure 6 illustrates the modified IEEE 14-bus system, which is used to explore the performance of the proposed frequency regulation scheme of the BESS based on an EMTP-RV simulator. It includes an aggregated doubly fed induction generator (DFIG)-based wind power plant embedded with the BESS (which is connected to Bus 14), five traditional synchronous generators, and static loads.
[image: Figure 6]FIGURE 6 | Modified IEEE 14-bus system embedded with a DFIG-based wind power plant and BESS.
The droop gains for the primary frequency regulation of all of the traditional synchronous generators are set to 5%. All traditional synchronous generators are modeled as steam turbine generators by employing the IEEEG1 steam governor model (see in Figure 7). The total load is set to 600.0 MW and 57.4 MVAr.
[image: Figure 7]FIGURE 7 | Tandem-compound, single-reheat governor model.
Figure 8 shows the operating characteristics of the DFIG. The operating range of ωr of the DFIG ranges between 0.7 p.u. (ωmin) and 1.25 p.u. (ωmax). The rated, cut-in, and cut-out speeds of the DFIG are set to 11.0 m/s, 4.0 m/s, and 25.0 m/s, respectively.
[image: Figure 8]FIGURE 8 | Operating characteristics of the DFIG.
The capacity of the BESS is 5.0 MWh. The battery is connected to the terminal of the wind power plant by a 5-MW DC/AC inverter with the SOC of 50% and 30%. The terminal voltage is 13.8 kV. The SOCmax and SOCmin are set to 90% and 10%, respectively.
The performances of the proposed frequency regulation scheme under various wind power penetration level conditions and sizes of the disturbance are investigated. The performance of the proposed frequency regulation scheme with γ = 10 [proposed (10) represented in the simulation result] is compared to that of the no control scheme and the proposed frequency regulation scheme with γ = 5 [proposed (5) represented in the simulation result] in terms of the maximum frequency excursion, the system frequency of the steady state, and maximum rate of change of frequency.
In this section, since the system frequency indexes are related to the wind power penetrations, sizes of disturbance, and SOCs of the BESS, Case 1 and Case 2 are used to indicate the effectiveness of the proposed scheme under various disturbances. Case 1 and Case 3 are utilized to illustrate the effectiveness of the proposed scheme under various sizes of the disturbance. In addition, Case 1 and Case 4 are employed to show the effectiveness under various SOCs of the BESS.
Case 1: Wind Power Penetration Level of 15% and Disturbance of 50 MW
Figure 9 illustrates the simulation results of Case 1 with low wind power penetration level and small size of the disturbance.
[image: Figure 9]FIGURE 9 | Results for Case 1. (A) System frequency. (B) Output power of the BESS. (C) SOC of the BESS. (D) Output power of the DFIG. (E) Control coefficient.
As shown in Figure 9, the maximum frequency excursion, maximum ROCOF, and the system frequency of the steady state of no control scheme are 59.498 Hz, −0.297 Hz/s, and 59.838 Hz, respectively. In the proposed scheme with γ = 5, they are improved to 59.581 Hz, −0.288 Hz/s, and 59.825 Hz, respectively (see in Table 1). This is because the BESS generates amount of active power for compensating for the active power mismatch. In the proposed scheme with γ = 10, they are improved to 59.641 Hz, −0.268 Hz/s, and 59.838 Hz, respectively. This is because the BESS generates more active power to the electric power grid to compensate for the active power mismatch (see Figure 9B).
TABLE 1 | Summary of all cases.
[image: Table 1]As shown in Figure 9B, the peak values of the active power for the proposed scheme with γ = 10 and the proposed scheme with γ = 5 are 7.9 and 4.0 MW, respectively. In the steady state, the power generated to the grid for both schemes are 3.5 and 1.7 MW, respectively; this is the detailed reason that the improving performances of the system frequency stability in the proposed scheme with γ = 10 are better.
As shown in Figure 9C, the SOC of the proposed scheme decreases from 50. Due to the use of large control coefficient, the SOC of the proposed scheme with γ = 10 decreases more than that of the proposed scheme with γ = 5.
The output powers the DFIG for all schemes remain fixed due to the DFIG operates in MPPT operation, which is unable to participate in frequency regulation (see Figure 9D).
As shown in Figure 9E, the control coefficient of the proposed scheme with γ = 10 so that it is output power is more than that of γ = 5.
Case 2: Wind Power Penetration Level of 30% and Disturbance of 50 MW
Figure 10 illustrates the simulation results of Case 2 with a high wind power penetration level and small size of the disturbance.
[image: Figure 10]FIGURE 10 | Results for Case 2. (A) System frequency. (B) Output power of the BESS. (C) SOC of the BESS. (D) Output power of the DFIG. (E) Control coefficient.
Compared with Case 1, the maximum frequency excursion, maximum ROCOF, and the system frequency of the steady state of no control scheme decrease to 59.395 Hz, −0.364 Hz/s, and 59.773 Hz, respectively; this is due to the online inertial constant and primary frequency regulation capability. In the proposed scheme with γ = 5, compared with the no control scheme, the improvements of theses indices are 0.092 Hz, 0.027 Hz/s, and 0.016 Hz, respectively (see in Table 1). In the proposed scheme with γ = 10, compared with the no control scheme, the improvements of theses indices are 0.162 Hz, 0.055 Hz/s, and 0.034 Hz, respectively. This is because the BESS generates more active power to the electric power grid to compensate for the active power mismatch (see Figures 9B,E).
The improvements of the system frequency maximum excursion, the maximum rate of change of frequency, and the settling system frequency in the proposed frequency regulation schemes are more than those in Case 1 due to the large increase of the active power injection.
In Figure 10B, the peak values of the active power for the proposed scheme with γ = 10 and the proposed scheme with γ = 5 are 9.8 and 5.1 MW, respectively. In the steady state, the power generated to the grid for both schemes are 4.3 and 2.1 MW, respectively. This is because of the large control coefficient (see Figure 10E). As a result, due to the use of large control coefficient, the SOC of the proposed scheme with γ = 10 decreases more than that of the proposed scheme with γ = 5 (see Figure 10C).
Case 3: Wind Power Penetration Level of 15% and Disturbance of 80 MW
Figure 11 illustrates the simulation results of Case 3 with a low wind power penetration level and a large size of the disturbance.
[image: Figure 11]FIGURE 11 | Results for Case 3. (A) System frequency. (B) Output power of the BESS. (C) SOC of the BESS. (D) Control coefficient.
Compared with Case 1, the maximum frequency excursion, maximum ROCOF, and the system frequency of the steady state of no control scheme decrease to 59.196 Hz, −0.476 Hz/s, and 59.696 Hz, respectively; this is due to the large power deficit. Compared with the no control scheme, the proposed schemes (with γ = 5 and γ = 10) are able to improve the indices in terms of the maximum frequency excursion, rate of change of the system frequency, and the settling frequency.
The improvements of the system frequency maximum excursion, maximum rate of change of frequency, and the settling system frequency in the proposed frequency regulation schemes are more than those in Case 1 due to the large increase of the active power injection calculation by (6) (see Figure 11B).
Case 4: Wind Power Penetration Level of 15%, Disturbance of 80 MW, and Inertial SOC of 30%
Figure 12 illustrates the simulation results of Case 4 with a low wind power penetration level, large size of the disturbance, and low initial SOC of the BESS.
[image: Figure 12]FIGURE 12 | Results for Case 4. (A) System frequency. (B) Output power of the BESS. (C) SOC of the BESS. (D) Control coefficient.
Compared with Case 3, the indices of the maximum frequency excursion, maximum ROCOF, and the settling frequency of the proposed schemes with γ = 5 decrease to 59.292 Hz, −0.462 Hz/s, and 59.713 Hz, respectively; this is due to the less power injection from the BESS. The proposed scheme with γ = 10 is able to improve the indices in terms of the maximum frequency excursion, rate of change of the system frequency, the settling frequency due to the larger control coefficient (see Figure 12D).
Results of all the aforementioned cases represent that the proposed frequency regulation scheme of the BESS can enhance the maximum rate of change of the system frequency and the settling frequency, and suppress the maximum frequency excursion effectively under various disturbances and wind power penetration level. As the sizes of disturbances and wind power penetration level increase, the frequency excursion becomes severe; as a result, the benefits for improving the frequency regulation capability become better. The frequency regulation capability becomes worse in the case of a low initial SOC.
CONCLUSION
This research suggests a frequency regulation scheme of the BESS to improve the maximum frequency excursion, rate of change of the system frequency, and the settling frequency. To this end, the droop control with the input of the frequency deviation is implemented in the controller of the BESS. The performances of the proposed frequency regulation strategy are verified with various sizes of disturbance, various initial SOCs, and wind penetration levels based on the EMTP-RV simulator. The contributions of this proposed strategy are as follows:
1) The proposed frequency regulation coefficient is a function of the SOC. Thus, the proposed droop control scheme can adaptively adjust the frequency regulation capability while avoiding over-charging to the frequency drop based on the SOC.
2) The proposed frequency regulation coefficient is coupled with the frequency deviation which can reflect the size of the disturbance. Thus, the proposed frequency regulation strategy can adaptively adjust the frequency regulation capability under severe disturbances.
Simulations clearly indicate that the proposed frequency regulation scheme of the BESS can reduce the maximum rate of change of the system frequency and the settling frequency and suppress the maximum frequency excursion effectively under various disturbances and wind power penetration levels. With the increasing sizes of disturbance and wind power penetration levels, the frequency excursion becomes severe; consequently, the benefits for enhancing the frequency regulation capability grow better. The proposed frequency regulation strategy is conducive to integrating more wind power into the power grid.
In the future, the frequency regulation strategy would be designed to suppress the frequency excursions for a long time period under various wind speeds and load conditions in a realist power system.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusion of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
JH and DY conducted the back ground research of the project. DY proposed the methodology of the project. JH and DY completed the main theory and simulation content. JH and DY completed the writing of the paper. The work was supported by the fund of JH and DY.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Anderson, P. M., and Mirheydar, M. (1990). A Low-Order System Frequency Response Model. IEEE Trans. Power Syst. 5 (3), 720–729. doi:10.1109/59.65898
 Bevrani, H. (2014). Robust Power System Frequency Control. 2nd ed. New York, NY, USA: Springer. 
 Dreidy, M., and Mokhlis, H. (2017). Inertia Response and Frequency Control Techniques for Renewable Energy Sources: A Review. Rene. Sustain. Energy Rev. 69, 144. doi:10.1016/j.rser.2016.11.170
 Fernandez, L. M., Garcia, C. A., and Jurado, F. (2008). Comparative Study on the Performance of Control Systems for Doubly Fed Induction Generator (DFIG) Wind Turbines Operating with Power Regulation. Energy 33 (9), 1438–1452. doi:10.1016/j.energy.2008.05.006
 Huang, J., Zhang, L., Sang, S., Xue, X., Zhang, X., Sun, T., et al. (2022). Optimized Series Dynamic Braking Resistor for LVRT of Doubly-Fed Induction Generator with Uncertain Fault Scenarios. IEEE Access 10, 22533–22546. doi:10.1109/ACCESS.2022.3154042
 Keung, P.-K., Li, P., Banaka, r. H., and Ooi, B. T. (2019). Kinetic Energy of Wind-Turbine Generators for System Frequency Support. IEEE Trans. Power Syst. 24, 279. doi:10.1109/TPWRS.2008.2004827
 Kheshti, M., Ding, L., Nayeripour, M., Wang, X., and Terzijia, V. (2019). Active Power Support of Wind Turbines for Grid Frequency Events Using a Reliable Power Reference Scheme. Renew. Energy 139, 1421–1454. doi:10.1016/j.renene.2019.03.016
 Kim, J., Gevorgian, V., Luo, Y., Mohanpurkar, M., Koritarov, V., Hovsapian, R., et al. (2019). Supercapacitor to Provide Ancillary Services with Control Coordination. IEEE Trans. Ind. Appl. 55, 5119–5127. doi:10.1109/tia.2019.2924859
 Kim, J., Muljadi, E., Gevorgian, V., and Hoke, A. F. (2019a). Dynamic Capabilities of an Energy Storage-Embedded DFIG System. IEEE Trans. Ind. Appl. 55 (4), 4124–4134. doi:10.1109/TIA.2019.2904932
 Kim, J., Muljadi, E., Gevorgian, V., Mohanpurkar, M., Luo, Y., Hovsapian, R., et al. (2019b). Capability‐coordinated Frequency Control Scheme of a Virtual Power Plant with Renewable Energy Sources. IET Gener. Transm. Distrib. 13, 3642–3648. doi:10.1049/iet-gtd.2018.5828
 Lee, J., Jang, G., Muljadi, E., Blaabjerg, F., Chen, Z., and Cheol Kang, Y. (2016). Stable Short-Term Frequency Support Using Adaptive Gains for a DFIG-Based Wind Power Plant. IEEE Trans. Energy Convers. 31 (3), 1068–1079. doi:10.1109/tec.2016.2532366
 Meng, Y., Li, X., and Liu, X. (2021). A Control Strategy for Battery Energy Storage Systems Participating in Primary Frequency Control Considering the Disturbance Type. IEEE Access 9, 2169–3536. doi:10.1109/access.2021.3094309
 Mercier, P., Cherkaoui, R., and Oudalov, A. (2009). Optimizing a Battery Energy Storage System for Frequency Control Application in an Isolated Power System. IEEE Trans. Power Syst. 24 (3), 1469–1477. doi:10.1109/tpwrs.2009.2022997
 Obaid, Z. A., Cipcigan, L. M., Muhssin, M. T., and Sami, S. S. (2020). Control of a Population of Battery Energy Storage Systems for Frequency Response. Int. J. Electr. Power Energy Syst. 115, 1–8. doi:10.1016/j.ijepes.2019.105463
 Oudalov, A., Chartouni, D., and Ohler, C. (2007). Optimizing a Battery Energy Storage System for Primary Frequency Control. IEEE Trans. Power Syst. 22 (3), 1259–1266. doi:10.1109/tpwrs.2007.901459
 Ye, Y., Li, Y., Chen, Z., and Gao, Q., “Comparison of Transient Behaviors of Wind Turbines with DFIG Considering the Shaft Flexible Models,” in 2008 International Conference on Electrical Machines and Systems, 2008, 2585
 Serban, I., and Marinescu, C. (2014). Control Strategy of Three-phase Battery Energy Storage Systems for Frequency Support in Microgrids and with Uninterrupted Supply of Local Loads. IEEE Trans. Power Electron. 29 (9), 5010–5020. doi:10.1109/tpel.2013.2283298
 Shi, Q., Li, F., and Cui, H. (2018). Analytical Method to Aggregate Multi-Machine SFR Model with Applications in Power System Dynamic Studies. IEEE Trans. Power Syst. 33 (6), 6355–6367. doi:10.1109/tpwrs.2018.2824823
 Stroe, D.-I., Knap, V., Swierczynski, M., Stroe, A.-I., and Teodorescu, R. (2017). Operation of a Grid-Connected Lithium-Ion Battery Energy Storage System for Primary Frequency Regulation: A Battery Lifetime Perspective. IEEE Trans. Ind. Appl. 53, 430–438. doi:10.1109/tia.2016.2616319
 Tto, J. H. (2010). Use of Frequency Response Metrics to Assess the Planning and Operating Requirements for Reliable Integration of Variable Renewable GenerationTech. Rep. (Berkeley, CA, USA: Ernest Orlando Lawrence Berkeley National Laboratory). 
 Wu, Z., Gao, D. W., Zhang, H., Yan, S., and Wang, X. (2017). Coordinated Control Strategy of Battery Energy Storage System and PMSG-WTG to Enhance System Frequency Regulation Capability. IEEE Trans. Sustain. Energy 8 (3), 1330–1343. doi:10.1109/tste.2017.2679716
 Xiong, L., Liu, X., Liu, Y., and Zhuo, F. (2020). Modeling and Stability Issues of Voltage-Source Converter Dominated Power Systems: a Review. CSEE J. Power. Energy. Sys. doi:10.17775/CSEEJPES.2020.03590
 Xiong, L., Liu, X., Liu, H., and Liu, Y. (2022). Performance Comparison of Typical Frequency Response Strategies for Power Systems with High Penetration of Renewable Energy Sources. IEEE J. Emerg. Sel. Top. Circuits Syst. 12, 41–47. (Early Access). doi:10.1109/JETCAS.2022.3141691
 Yang, D., Jin, Z., and Zheng, T. (2022). An Adaptive Droop Control Strategy with Smooth Rotor Speed Recovery Capability for Type III Wind Turbine Generators. Int. J. Electr. Power. Energy Syst. 135, 2022. doi:10.1016/j.ijepes.2021.107532
 Yang, D., Kim, J., Kang, Y. C., Muljadi, E., Zhang, N., Hong, J., et al. (2018). Temporary Frequency Support of a DFIG for High Wind Power Penetration. IEEE Trans. Power Syst. 33 (3), 3428–3437. doi:10.1109/tpwrs.2018.2810841
 Yang, D., Sang, S., and Zhang, X. (2021). Two-Phase Short-Term Frequency Response Scheme of a DFIG-Based Wind Farm. Front. Energy Res. 9, 781989. doi:10.3389/fenrg.2021.781989
 Ye, Y., Qiao, Y., and Lu, Z. (2019). Revolution of Frequency Regulation in the Converter-Dominated Power System. Renew. Sustain. Energy Rev. 111, 145–156. doi:10.1016/j.rser.2019.04.066
 Zhao, H., Wu, Q., Hu, S., Xu, H., and Rasmussen, C. N. (2015). Review of Energy Storage System for Wind Power Integration Support. Appl. Energy 137, 545–553. doi:10.1016/j.apenergy.2014.04.103
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Huang and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		OPINION
published: 23 May 2022
doi: 10.3389/fenrg.2022.901906


[image: image2]
A Multi-Closed-Loop Assessment Mechanism for Development Level of Smart Grids
Haodong Xie1*, Zhenqiu Li2*, Qixiong Yang1, Zhihui Peng1 and Aohua Wu1
1College of Electrical and Information Engineering, Hunan University, Changsha, China
2State Grid Zhangjiajie Electric Power Supply Company, Zhangjiajie, China
Edited by:
Jian Zhao, Shanghai University of Electric Power, China
Reviewed by:
Xueqian Fu, China Agricultural University, China
Huaizhi Wang, Shenzhen University, China
* Correspondence: Zhenqiu Li, 284670802@qq.com; Haodong Xie, 1743465596@qq.com
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 22 March 2022
Accepted: 11 April 2022
Published: 23 May 2022
Citation: Xie H, Li Z, Yang Q, Peng Z and Wu A (2022) A Multi-Closed-Loop Assessment Mechanism for Development Level of Smart Grids. Front. Energy Res. 10:901906. doi: 10.3389/fenrg.2022.901906

Keywords: smart grid, renewable energy, generalized logistic growth model, dimension reduction algorithm, cost sharing
INTRODUCTION
A power grid enterprise, as often as not, which is closely related to economic development, is the core enterprise supporting regional economic development. In the field of infrastructure planning of a smart grid, the study of the excavation of development characteristics consolidates the theoretical basis for the formulation of distinguished source-network-load-storage cost-sharing mechanisms for power grids at different development levels (Hall and Foxon, 2014; Li et al., 2021). The existing models and standards of appraisal which are incommensurate to the key technical characteristics of the backbone planning framework of a smart grid with a reliable grid connection of a high percentage of renewable energy and power electronic equipment application, therefore, are in urgent need of being improved correspondingly (Falahati et al., 2012; Munshi and Mohamed, 2017). This paper proposes a multi-closed-loop assessment mechanism for the development level of smart grids with the growth potential of power demand, economic growth potential, and growth potential of renewable energy penetration as error correction procedures. Furthermore, some opinions on the existing assessment methods are put forward. Based on the result of assessment, some suggestions for distinguished infrastructure planning goals of a smart grid at disparate development levels are presented (Wang et al., 2014).
Considering the “periodical” and “saturated” characteristics during the evolution process of a smart grid, this paper forms a multi-closed-loop assessment mechanism for the development level of smart grids. The key contributions of this opinion are two-fold:
1) A multi-closed-loop assessment mechanism for the development level of smart grids is formulated. Data analysis methods such as correlation analysis of the time difference and a machine learning algorithm such as principal component analysis (PCA) are applied for an indicator which can comprehensively, objectively, and accurately evaluate the current development level of the power grid. The generalized logistic growth curve with excellent adaptability to data is applied to excavate the time sequence characteristics of smart grid development and clarify infrastructure planning objectives for each development level.
2) A calibration model of the multi-closed-loop assessment mechanism is proposed. Firstly, the general situation of the regional power grid and economic development is investigated to sort out regional energy endowment and a future development plan. Then, based on the infrastructure planning goals of the smart grid and considering the growth potential of power demand, regional economy, and new energy access, the calibration model of the assessment mechanism is constructed to verify the assessment results of the development level of the smart grid and improve the accuracy of smart grid development trend prediction.
COMPREHENSIVE ASSESSMENT INDICATOR OF DEVELOPMENT LEVEL OF SMART GRIDS
Single-Attribute Assessment Indicator
At present, most researchers evaluate the single attribute of a smart grid from the aspects of power grid economy, power grid development coordination, and power grid reliability. Time-sequential simulation was applied to analyzing the characteristics of curtailment and trend of power system in a previous work (Jia et al., 2019). The operation reliability under the influence of the sequential characteristics of austerity and shifting of a flexible reserve provider is evaluated. The sustainable evolution ability of the smart grid from the aspects of environmental protection and resource development level was evaluated in another study (Li et al., 2007), and took the sustainable development ability as a key indicator in which the development level of the power grid is incarnated. The research on the single attribute assessment of the power grid has a relatively thorough evaluation model and system, but it restrictedly concentrates on reflecting the development level of a certain aspect of the smart grid, lacks the comprehensive evaluation indicator, and the evaluation results lack objectivity and comprehensiveness, which does not provide high guidance for the goal of smart grid infrastructure planning.
Multi-Attribute Assessment Indicators
The multi-attribute comprehensive assessment methods need to select indicators highly related to the main business of the power grid. Generally speaking, these indicators have standardized statistical caliber, collection methods, and recording methods. The power grid enterprise has built a long-term data accumulation mechanism and data repository to further enhance the vertical and horizontal comparability of the same indicator data. Meanwhile, dynamic indicators have higher reference value, generally speaking, when solving infrastructure planning problems. An evaluation mechanism for the coordinated development of a renewable-dominated power grid considering the three dimensions of a power system, transmission, distribution, and power dispatching, was proposed in an earlier study (Dai et al., 2011). The comprehensive evaluation index system and method of a power grid considering the combination of macro and micro perspectives of medium and low voltage electrical networks was formulated in a previous work (Song et al., 2014). However, the variational process of smart grid characteristics in a dynamic environment with a high renewable energy penetration rate has not been studied. At present, most research findings on the multi-attribute assessment of a power grid can merely present the development status of the power grid statically which results in the lack of dynamic indicators with high timeliness in the model structures (Niu et al., 2013).
MULTI-CLOSED-LOOP ASSESSMENT MECHANISM FOR DEVELOPMENT LEVEL OF SMART GRIDS
In this paper, the highly accessible annual per capita electricity consumption is taken as the benchmark indicator, which excludes the influence of demographic change, has strong comparability, and skyscraping correlation with the main business of the power grid. Based on data analysis methods such as the correlation analysis of the time difference, the consistent indicators matching splendidly with the basic cycle of electricity consumption in the multi-dimensional attribute of the power grid is explored. In the field of machine learning, dimensionality reduction algorithms such as principal component analysis algorithms are applied for the purpose of reducing data dimensions and maximizing the retention of information from original data so as to provide accurate quantitative indicators for smart grid development trend prediction.
The logistic growth model is diffusely applied to researching the field of the growth process of social economy, business, science, and technology. The logistic growth model was used to predict urban saturation load in a previous work (Wang and Fang, 2012), and the calculation methods of each sub-model and boundary parameters are confirmed. In addition, from the perspective of life cycle, the identification model of development level of industrial parks based on the logistic growth model was structured and gave suggestions in an earlier study (Wang and Zhang, 2021). The current research achievements based on the logistic growth model universally lack the verification procedure for the development potential of the object of study when exploring the law of development. The logistic growth model, meanwhile, lacks a sufficient correction margin due to poor adaptability to data. By contrast, the generalized logistic growth model introduces the shape factor, which makes the model reflect the actual growth process of a power grid more accurately and objectively by adjusting the shape factor according to the variation trend of data.
This paper proposes a multi-closed-loop assessment mechanism for the development level of smart grids considering growth potential in electricity demand, regional economy, and renewable energy penetration. In the calibration sub-model, the power consumption elasticity coefficient and the growth rate of renewable energy penetration rate are used to determine the respective weights of power demand growth potential, economic growth potential, and renewable energy access growth potential. Parameter sensitivity analysis is required in the selection of error correction procedures, which is adjusted according to the physical truth. Furthermore, the subjective and objective combination weighting method is adopted to evaluate the growth potential of the three factors, and the results are matched with the partition of the acceleration curve. Iterative matching can be achieved by adjusting the saturation predicted value of the consistent index and benchmark index in the case of mismatching results. Input parameters should be adjusted within the adjacent range of the open-loop input parameters, and kept the same order of magnitude with the original parameters as far as possible. In addition, the physical significance of the model should be taken into consideration to reflect the adjustment potential of parameters practically. The multi-closed-loop assessment mechanism for the development level of smart grids is presented in Figure 1.
[image: Figure 1]FIGURE 1 | The multi-closed-loop assessment mechanism for the development level of smart grids.
At the initial development level, the structure of a smart grid will inevitably experience a process from scratch. At this time, the principal feature of the smart grid is the famine of capital, talents, and infrastructure, and the development space is relatively broad and the development speed is relatively slow. Therefore, combined with the advantages of regional development, considering the economic development conditions and regional development policies, the infrastructure projects of a power grid are vigorously promoted to expedite the evolution of grid structure to the rapid development level. At the benefit exploration phase, the infrastructure construction of a power grid presents explosive growth, and management technology and operation efficiency should be improved, so as to form a virtuous cycle with positive feedback characteristics between the advancement of the smart grid and regional economic development. At the undersaturated development level, the high percentage of renewable energy access and the extensive use of power electronic devices make the security and stability of the power grid become one of the core topics concerned by smart grid planning. It is necessary to constantly stimulate the innovation of the power grid in technology, management, service, and market. At the saturation development level, the risk of disconnection of the source network is in pressing need of researchers’ concern. At the same time, the barriers of inter-regional electricity trading should be broken, and the trans-regional electricity market trading system should be improved, so as to achieve the optimal allocation of electricity resources and promote the high-quality development of the economy (Zhang et al., 2010; Erdiwansyah et al., 2021).
DISCUSSION AND CONCLUSION
When facing a period of energy revolution, a high percentage of renewable energy connected to the smart grid is the strategic technology leading this revolution. Sticking with the consumption of renewable energy, as a matter of course, has become an inevitable problem. For the purpose of effective adaptation of centralized and distributed access, a smart grid with high toughness and high flexibility is a feasible option. Of course, the next thing issue would be the requirement of additional investment. Adhering to the principle of “who benefits, who pays”, therefore, according to distinguished development levels of a smart grid, formulating differentiated schemes to recover the costs triggered by the above investment from the source-network-load-storage is conducive to gradually realizing the fairness of transmission and distribution cost sharing result from access engineering, system flexibility transformation, and auxiliary services. The model proposed in this paper provides a feasible technical scheme for development level assessment for smart grids. With the unremitting advancement of smart grid construction, in the future, the amount of data generated in the field of development level assessment of smart grids will increase exponentially. Researchers should keep an open and optimistic attitude when dealing with advanced technologies such as artificial intelligence and data analysis methods, and constantly explore their effective application in different scenarios of smart grids (Ozay et al., 2016; Hossain et al., 2019; Xiao et al., 2020; Desai and Makwana, 2021; Veeramsetty, 2021; Zhang et al., 2022).
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With the application of advanced information and communication technology in building cluster energy system (BCES), energy management based on two-way interaction has become an effective method to improve its operation efficiency. BCES can quickly respond to the mismatch between supply and demand by adjusting flexible load and system operation strategy, which can improve operation reliability and reduce energy cost. This paper proposes an energy management and pricing framework of BCES based on two-Stage optimization method. First, on the basis of profit-seeking modeling of energy service provider (ESP) and building clusters (BCs), a dynamic pricing decision-making framework for energy management in a hierarchical energy market is proposed, which considers both ESP’s energy supply income and BCs’ comprehensive benefit. The dynamic pricing problem is formulated as a discrete finite Markov decision process (MDP), and Q-learning algorithm is adopted to solve the MDP problem. Moreover, an operation optimization model of the BCES based on the obtained optimal price decision is established, and the established model is solved by the alternating direction multiplier method algorithm (ADMM). Through numerical simulation case studies, it is demonstrated that the proposed method can achieve the optimal pricing decision-making closer to the psychological needs of ESP and BCs, and can significantly reduce the cost of BCs and improve the operational efficiency of BCES.
Keywords: building cluster energy system, two-stage optimization method, dynamic pricing, energy management, operation optimization
1 INTRODUCTION
1.1 Background and Motivation
With the rapid development of urban economy and the large-scale application of smart energy technology, Building Cluster Energy System (BCES) plays an increasingly important role in the construction of smart cities. On the one hand, with the increasing number of commercial and residential urban complexes, the energy demand of building energy system is also increasing, and its energy consumption accounts for more than 40% of the total urban energy consumption (Winkler et al., 2020). At the same time, it faces the problems that the energy structure of building system is unreasonable, and it is easy to increase the peak-valley difference of urban power grid load. On the other hand, the diversified energy supply mode and flexible terminal equipment of the BCES make it a smart energy body with strong flexibility and adjustability, which greatly increases its potential to participate in the energy management and regulation of urban energy systems. Therefore, the wide application of multi-energy coupling technology in buildings and the increasing demand for diversified energy use make the energy supply-demand relationship and energy management of BCES more complex (Li et al., 2021a; Lombardi et al., 2021).
BCES has great adjustable potential to participate in demand response (DR) programme and energy optimization of urban energy system due to its diversity of energy supply and flexibility of terminal equipment (Li et al., 2021a). Building clusters can strengthen the information interaction with external urban energy networks and optimize energy consumption mode, which can reduce the peak load of urban energy networks and realize building energy conservation. With the deepening of energy market reform and the transformation of urban energy consumption patterns, the emerging energy supply patterns are developing continuously. In 2015, the Rocky Mountain Research Institute put forward a more innovative energy service provider (ESP) model in the design process of net zero energy consumption urban comprehensive development zone in the United States. The innovative highlight of this model is that it uses a user-centered one-stop solution for resource integration and coordinated energy supply management. In this new mode of energy supply and management, ESP can not only aggregate and guide BCs to participate in the energy management of urban energy networks, but also directly participate in the energy supply of urban energy networks and building clusters as an energy supplier (Xie et al., 2018). In this process of energy interaction, the ultimate goal of BCs is to optimize the energy consumption mode and reduce the energy cost as much as possible while satisfying its own comfort. ESP seeks the maximum benefit between utility grid and BCs. The key to achieve this goal lies in the reasonable pricing strategy of ESP for BCs and the best operating conditions of energy supply equipment. Therefore, reasonable pricing strategy, optimal energy consumption mode and optimal equipment operation strategy are the key to realize the efficient and economic operation of urban energy system with the participation of building energy BCs and ESP.
1.2 Literature Review
To resolve the above-mentioned key problems, some scholars and institutions have conducted research on building cluster energy management from the aspects of building energy modeling, power grid optimization with BCES participation, demand response and so on. Literature (Mason and Grijalva, 2019) presents a model for energy management system of a building microgrid coupled with a battery energy storage. The model can be used to dispatch the battery as a flexible energy resource using a market-based setting. Energy management is one of the main challenges in Microgrids (MGs) applied to Smart Buildings (SBs). Literature (Antoniadou-Plytaria et al., 2020) proposes a novel energy management architecture model based on complete Supervisory Control and Data Acquisition system duties in an educational building. Literature (Kermani et al., 2021) presents a hardware testbed for testing the building energy management system based-on the multi agent system and the objective is to maximize user comfort while minimizing the energy extracted from the grid. Literature (Ma et al., 2019) put forwards an energy management method to optimally control the energy supply and the temperature settings of distributed heating and ventilation systems for residential buildings. Literature (Paul and Padhy, 2019) elaborates a real-time energy management strategy for a smart residential apartment building and designs a distributed energy management algorithm. Literature (Shakeri et al., 2020) introduces a trading energy management framework for the residential buildings to address grid overloading and building cost optimization problem.
In addition, with the application of data acquisition terminals and communication equipment in smart buildings, advanced technologies such as big data and artificial intelligence have been widely used in building energy system optimization and control. Data-driven method is one of the effective solutions used for control problems and has had many successful applications in the area of building energy management. Literature (Soetedjo et al., 2019) summarizes the application of reinforcement learning algorithm in building indoor environment control system, and analyzes application of multi-agent reinforcement learning algorithm in building comfort control. Literature (Nizami et al., 2020) prospects the application of machine learning algorithm in building thermal comfort prediction model, and puts forward the application of artificial intelligence algorithm in building thermal comfort control. Literature (Rezaei and Dagdougui, 2020) analyzes the application of artificial intelligence and big data technology in energy saving of commercial/residential building design and operation, and verifies that the combination of artificial intelligence and big data technology can improve building energy efficiency and cost-effectiveness.
The above research focuses on energy management method and the application of artificial intelligence in building energy system, but few studies consider the impact of pricing decision-making between ESP and BCs on energy management. Dynamic pricing is a business strategy that adjusts the energy price in time, to allocate the right service to the right customer at the right time. Exploring the principle of demand response pricing is the key for ESP to make reasonable price strategies and gain benefit. Literature (Zhong et al., 2021) presents a deep reinforcement learning framework for dynamic pricing demand response of regenerative electric heating. Literature (Taherian et al., 2021) studies the dynamic pricing of electricity service provider in the day-ahead spot market. Literature (Lu et al., 2018) presents a dynamic pricing DR algorithm using reinforcement learning in smart grid. From the perspective of residential users, Literature (Wang et al., 2021) establishes a residential user evaluation system by selecting indicators related to user characteristics and electricity consumption data, and as well proposes a new interactive real-time pricing mechanism. Literature (Lu et al., 2021) proposes a pricing method that combines long short-term memory networks and reinforcement learning to solve the pricing problem of service providers. Literature (Xu et al., 2020) establishes a decision system for end-user to choose electricity price schemes. Literature (Kong et al., 2020) presents data-driven-based dynamic pricing method for sharing rooftop photovoltaic energy in a single apartment building.
From the above-mentioned literatures, it can conclude that the focus of building cluster energy management is to find the balance of interests between ESP and BCs, which is the key point for ESP to participate in building cluster energy management and for BCs to actively respond to ESP energy management strategy. However, there are few studies on the dynamic pricing between ESP and BCs, and the related studies do not consider the influence of dynamic pricing and energy consumption characteristics of BCs on energy management effect.
1.3 Paper Contributions and Structure
To deal with the above-mentioned limitations, this paper proposes an energy management and pricing strategy of BCES based on two-Stage optimization method. The main contributions of this paper include the following:
1) Proposed a dynamic pricing method by Markov decision in a regional energy market composed of ESP and BCs. Reinforcement learning is used to illustrate the pricing decision-making framework, and Q-learning is adopted to solve this Markov decision-making problem.
2) Focusing on the energy interaction under the dynamic pricing mechanism, a building cluster energy management framework under the guidance of ESP is proposed, and a distributed scheduling strategy is formulated based on the alternating direction multiplier method (ADMM). The ESP and BCs sub-problems are solved by transferring a few parameters to update the operation state, so as to realize the energy optimal utilization, reduce the operational pressure of ESP and protect the privacy information of BCs.
The rest of this paper is organized as follows: Section 2 describes the framework and mechanism, Section 3 presents the model and research approach, Section 4 discusses simulation results, Section 5 presents the main conclusions of this paper.
2 SYSTEM FRAMEWORK AND ENERGY MANAGEMENT MECHANISM
2.1 System Architecture
In this paper, a typical thermal-electrical hybrid energy system structure of building cluster is constructed, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Energy system structure of building cluster.
The system includes two stakeholders: ESP and BCs. ESP is equipped with Combined Cooling Heating and Power (CCHP) units and distributed photovoltaics (PV, installed on residential roofs), which are responsible for supplying electricity and thermal energy to commercial and residential buildings in the BCES. Commercial buildings are generally installed with PV, but ESP is still needed to supply insufficient electricity, thermal and cooling demand. There is no energy generation equipment in residential building, and its energy demand is completely met by ESP.
2.2 Pricing and Energy Management Framework
As shown in Figure 1, ESP is the most important operating entity in BCES, and the effectiveness of its energy management scheme is directly affected by the price strategy. Figure 2 shows the pricing decision-making and energy management framework in the BCES.
[image: Figure 2]FIGURE 2 | Pricing and energy management framework.
As shown in Figure 2, the Utility Grid Operator (UGO) calculates and announces the wholesale electricity prices to the ESP though internal optimization algorithms, considering the procurement cost and electricity generation capacity. Upon the receipt of wholesale electricity prices from UGO, the ESP will launch the DR program to its enrolled BCs. In specific, the ESP will firstly collect the energy demand and private parameters from BCs at the precondition of taking actions on behalf of BCs (Step1). Then ESP will calculate the optimal retail electricity and thermal prices for BCs by maximizing energy sales revenue via reinforcement learning method. Once getting the optimal retail prices, the ESP will announce these prices to its BCs (Step2). At the same time, ESP will formulate the best operation strategy of equipment and report the energy consumption information to UGO in line with its maximum benefit (Step3), and BCs finally form the actual consumption strategy of electric-thermal energy.
It is important to note that in the second stage, the RL method can simulate the social behavior of ESP and BCs, and work out the transaction prices that meet the psychological expectations of both parties.
3 ENERGY COLLABORATIVE MANAGEMENT MODEL BASED ON MARKOV DECISION
3.1 Building Energy Cluster Model
3.1.1 Electrical Load Model
Electrical load profiles of BCs can be classified as critical and adjustable loads according to priorities (Yuan et al., 2021).
Critical load: it is very important that these electricity demands of BCs are met, such as consumption of electricity usage of fire control monitoring centers.
[image: image]
Here, [image: image] and [image: image] indicate the energy demand and energy consumption of nth BC at time t.
Adjustable load: Compared with critical load, electricity demands such as heating, ventilation and electric vehicles of BCs usually decrease as the electricity price increases, these loads are uniformly classified as adjustable load, including transferable load and reducible load. The adjustable load model established in this paper not only considers BC’s willingness to adjust energy consumption behavior due to demand response price, but also considers the negative impact of ESP’s low energy price strategy. The consumed energy of the adjustable load for nth BC at time t is defined as:
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Here, [image: image] and [image: image] indicate the transferable load after and before demand response of nth BC at time t. [image: image] indicates the reducible load. [image: image] indicates electric elasticity coefficient of nth BC at time t. [image: image] indicates the ESP electric selling price at time t. [image: image] indicates the UGO electric selling price at time t. [image: image] indicates the upper limit for reducible load at time t.
3.1.2 Thermal Load Model
Thermal load of BCs is defined as air heating or cooling load of commercial or office buildings in this paper. Thermal load profiles of BCs can be classified as critical and adjustable loads according to priorities (Liu et al., 2019).
Critical load: it is very important that these thermal demands of BCs are met. It is directly related to the living standards of BCs and generally cannot be affected.
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Here, [image: image] and [image: image] indicate the thermal demand and consumption of nth BC at time t.
Adjustable load: The load characteristics are closely related to ambient temperature and building characteristics.
[image: image]
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Here, [image: image] and [image: image] indicate the indoor and outdoor temperatures. [image: image] indicates the thermal resistance material. [image: image] indicates the specific heat capacity of air. [image: image] indicates the thermal power injected into the room at time slot t. [image: image] indicates total thermal power required to ensure temperature at time t. [image: image] indicates the number of users in BC. [image: image] indicates simultaneity factor. [image: image] indicates equipment temperature value set by user at time slot t.
In this paper, the thermal load of BCs is mainly used for indoor heating or cooling, which is non-transferable. In a certain range, changing the temperature of indoor heating or cooling has little impact on BCs. Therefore, the thermal load of BC can be scheduled by adjust heating or cooling power.
[image: image]
Here, [image: image] indicates the amount of thermal load demand response at time t. [image: image] indicates the ESP thermal selling price at time t. [image: image] indicates the UGO thermal selling price at time t. [image: image] indicates the upper limit for thermal load that nth BC can make adjustment at time t.
3.1.3 Comprehensive Benefit Model
The comprehensive benefit of BCs consists of utility function, satisfaction loss function and cost function (Wei et al., 2017; Li et al., 2021b). The utility of BCs is defined as the sum of satisfaction obtained by consuming various kinds of energy, which is commonly expressed by quadratic function.
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Here, [image: image] and [image: image] indicate the satisfaction coefficient of electric energy consuming for nth BC. [image: image] and [image: image] indicate the satisfaction coefficient of thermal energy consuming for nth BC.
The BCs has the most suitable energy consumption in each period, and it deviates from the most suitable energy consumption, there will be a loss of utility.
[image: image]
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Here, [image: image] and [image: image] indicate the utility loss for electric and thermal loads of nth BC at time t. [image: image] and [image: image] indicate the deviation for electric and thermal loads of nth BC at time t. [image: image] and [image: image] indicate the actual consumption for electric and thermal loads of BC n at time slot t. [image: image] and [image: image] indicate the loss coefficient of electric load utility for nth BC. [image: image] and [image: image] indicate the loss coefficient of thermal load utility for nth BC.
The energy cost of BCs mainly includes the cost of purchasing electricity and thermal from ESP.
[image: image]
Here, [image: image] indicates the energy cost of nth BC at time t.
To sum up, the interest pursuit of BCs can be expressed as the maximized comprehensive benefit function.
[image: image]
3.2 Energy Service Provider Model
3.2.1 Operating Condition Model
3.2.1.1 Distributed Photovoltaic
PV is an important renewable energy power generation unit in the BCES. The output power of PV depends on the illumination intensity and the temperature of photovoltaic module.
[image: image]
Here, [image: image] indicates the output power of PV at time slot t. [image: image] indicates the light intensity at time slot t. [image: image] indicates the maximum output power of PV under standard test conditions. [image: image] indicates the light intensity under standard test conditions. [image: image] indicates power temperature coefficient. [image: image] indicates the actual surface temperature of PV module. [image: image] indicates the rate temperature of PV module under standard test conditions.
3.2.1.2 Ice Storage Air Conditioner System [25]
ISAC is composed of refrigeration unit and storage tank. In the period of low power consumption and low electricity price, ISAC can make ice and store cold by electric power, and then melt ice flexibly to supply cooling, thus reducing the electric power consumption during the peak period. The mathematical model of its refrigeration unit is as follows.
[image: image]
Here, [image: image] and [image: image] indicate the electric power and cooling power of ISAC at time t. [image: image] indicates the rated energy efficiency ratio of ISAC system. [image: image] indicates the maximum cooling power of ISAC system. [image: image], [image: image] and [image: image] are the fitting coefficients of dynamic energy efficiency ratio of ISAC system.
3.2.1.3 Combined Cooling Heating and Power System
CCHP is a key energy production equipment, which burns natural gas to provide electricity energy, thermal energy and cooling energy at the same time. CCHP is mainly composed of micro gas turbine (MT), WHR and LBR. In this paper, we only consider the relationship between output power and fuel consumption of CCHP.
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[image: image]
Here, [image: image] and [image: image] indicate electrical and thermal power of MT at time t. [image: image] and [image: image] indicate operating efficiency and thermal loss coefficient of MT. [image: image] indicates the thermal power of WHR at time t. [image: image] indicates the thermal recovery efficiency of WHR. [image: image] indicates the natural gas consumption of MT. [image: image] indicates the low calorific value of natural gas.
LBR is a thermal-driven refrigeration equipment, and its main parameters are thermal consumption, cold output and coefficient of performance.
[image: image]
Here, [image: image] indicates the cooling power of LBR at time t. [image: image] indicates the coefficient of performance of LBR. [image: image] indicates the thermal energy input into LBR at time t.
3.2.2 Comprehensive Benefit Model
The comprehensive benefit of ESP consists of revenue function and cost function. ESP’s revenue is defined as the sales revenue of ESP supplying energy to BCs.
[image: image]
Here, [image: image] indicates the sales revenue of ESP at time t.
The cost of ESP mainly includes transaction cost with UGO, fuel cost, equipment operation cost and environmental cost.
[image: image]
Here, [image: image] indicates the total cost of ESP. [image: image] and [image: image] indicate the price at which ESP buys and sells electric energy from UGO. [image: image] indicates the exchange of power between ESP and UGO at time t. [image: image] indicates the nature gas price. [image: image] indicates the operating cost per unit power of equipment i. [image: image] indicates the power of equipment i. [image: image] indicates the emission cost per unit mass of pollutant m. [image: image] indicates the emissions of pollutant m produced by unit volume of natural gas.
Therefore, the interest pursuit of ESP can be expressed as the maximized comprehensive benefit function.
[image: image]
3.3 Pricing MDP Model Based on RL Algorithm
In this paper, the dynamic retail pricing problem is modeled as a discrete finite horizon Markov decision process (MDP). In this pricing decision-making MDP model for ESP, the reward and electricity and thermal energy consumption depend only on the energy demand and retail price at the corresponding time slot but not on the historical data. Figure 3 shows the framework and mechanism of the MDP dynamic pricing model.
[image: Figure 3]FIGURE 3 | Framework of the MDP dynamic pricing model.
As shown in the Figure 3, where the price-energy interaction process between ESP and BCs constitutes an environment for reinforcement learning agent. ESP pricing strategy denotes the action that the ESP sends to the BCs, the load information of the BCs represent the state, and the comprehensive benefit of ESP and BCs indicate the reward.
MDP is usually described by state space S, action space A, reward function R and state transition rate P (Zhang et al., 2019; Lu et al., 2021). According to the MDP pricing model between ESP and BCs discussed in this paper, the main elements are modeled as follows.
3.3.1 Selection of State Space
For the state space [image: image] in this paper, it mainly includes the power consumption of electrical load of BCs, the power consumption of thermal load of BCs, and the adjustment of electric load and thermal load. For BCs, the state space [image: image] at sampling time [image: image] can be defined as:
[image: image]
At each transaction time, BCs will formulate load response strategy and load consumption strategy according to the ESP pricing information and the operation state information such as energy demand collected and reported by each BC, and then update the whole state space.
3.3.2 Selection of Action Strategy Set
In the process of energy trading between ESP and BCs, ESP is always in a dominant position, and is willing to gain the maximum benefit for itself by adjusting the energy price strategy. For ESP, the action strategy space [image: image] at sampling time [image: image] can be defined as:
[image: image]
However, the advantages of ESP are not unlimited. Energy pricing strategy is also limited to some extent:
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Here, [image: image] and [image: image] indicate minimum and maximum value of UGO wholesale electricity price. [image: image] indicates the maximum value of UGO thermal wholesale price. [image: image] and [image: image] indicate the ESP average electric and thermal selling price.
At each transaction moment, ESP will update the pricing strategy and action space. Then agent calculate the current transaction reward value and cumulative reward value.
3.3.3 Selection of Reward Function
It is precisely because the energy trading behavior between ESP and BCs is similar to a price game behavior, and the benefits generated by both sides should be considered in the pricing decision-making process. Therefore, we consider both ESP’s benefit and BCs’ benefit as the components of reward function (Rajaei et al., 2021).
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Here, [image: image] indicates the weighting factor of relative importance between ESP’s benefit and BCs’ benefit.
3.3.4 MDP Process Based on RL Algorithm
In most cases, the state transition rate is difficult to estimate, and the traditional model-based methods such as dynamic programming are difficult to solve. In particular, the energy consumption behavior of BCs is regarded as the environment of ESP pricing decision-making, which cannot be modeled, because the BCs energy consumption behavior is integrated with information, society and physics, and it cannot be accurately described by mathematical model.
Therefore, this paper adopts the model-free reinforcement learning method, which can effectively deal with model-free problems and does not need information such as state transition rate. In this paper, a model-free Q-learning algorithm is chosen to solve the MDP problem and basic theory of Q-learning algorithm can be referred to (Lu et al., 2021). Table 1 shows the flowchart for implementing the Q-learning mechanism.
TABLE 1 | Flowchart for implementing the Q-learning mechanism.
[image: Table 1]3.4 Optimized Scheduling Model Based on ADMM Algorithm
3.4.1 Distributed Solution Mechanism of Energy Management Problem for ESP and BCs
The core of energy management problem between ESP and BSs is that two sides form optimal operation strategy and energy consumption strategy driven by interests. Mechanism of ESP and BCs energy management problems is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Mechanism of ESP and BCs energy management problems.
ESP and BCs have their own virtual computing centers, ESP will upload its current policy parameters to the computing center, and the computing center will issue ESP energy supply strategy and update the parameters according to the solution results. The calculation centers of both sides will transfer the calculated shared variable values to each other, and update the shared variable values and energy supply and demand.
In order to avoid the problems of complex model and excessive traffic, this paper uses ADMM algorithm to solve the energy management problem between ESP and BCs. The ADMM algorithm has the characteristics of fast convergence and good convergence performance, which has been widely applied in the field of energy system optimization. The basic principle of ADMM algorithm can be referenced to (Wang et al., 2019).
Based on this solution mechanism, the transmission power at the junction of ESP and BCs is selected as the shared variable, which is the energy supply power at ESP side and the energy demand power at BCs side. Equation 28 is used to characterize the coupling relationship between the two subjects.
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Here, [image: image] and [image: image] indicate the electric and thermal demand of BCs. [image: image] and [image: image] indicate the electric and thermal supply of ESP.
3.4.2 Distributed Optimization of BCES Based on ADMM
According to the ADMM algorithm, the energy management problem is decomposed into two sub-problems: ESP optimal operation and BCs optimal consumption. Each sub-problem aims at the maximum benefit. Then the energy management model of the whole BCES is solved, and the optimal energy management strategy is obtained. The energy management problem between ESP and BCs is deduced as the standard form of ADMM.
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Considering the physical boundary of system energy management, the related variables should not only satisfy the constraints in Part A and Part B, but also satisfy the power balance constraints of system.
[image: image]
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Constraints 31) and 32) ensure that the actual electricity and thermal supply of ESP are equal to the expected energy consumption of BCs, so as to minimize the total operating cost. According to the principle of ADMM algorithm, the iterative form of each sub-problem can be deduced.
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Here, [image: image] indicates the penalty coefficient. [image: image] indicates the iterations. [image: image] indicates the Lagrange multiplier vector in the iteration [image: image].
According to the solving rules of ADMM algorithm, original residual [image: image] and dual residual [image: image] are taken as the convergence conditions.
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Here, [image: image] and [image: image] indicate the set value of convergence error corresponding to the original residual and the dual residual.
In the process of optimization, BCs performs optimization scheduling to obtain the electricity consumption of each user, the electric energy and thermal energy that BCs expect ESP to provide, and upload the optimized expected energy supply to ESP. Secondly, considering the expected value of BCs, ESP performs distributed iteration on the cost, optimizes equipment output and broadcasts it to BCs, while the Lagrange multipliers are updated independently by ESP and BCs. Table 2 shows the solution flow of ADMM algorithm in optimal scheduling stage.
TABLE 2 | Solution flow of ADMM algorithm in optimal scheduling stage.
[image: Table 2]4 CASE STUDY
4.1 Basic Data
In this paper, a BCES comprising of one commercial building, one residential building and one hotel building is selected as the study case. All the load data are collected from the smart meters of buildings in Guangzhou, China in summer. Considering that the energy system studied in this paper involves power system, thermal system and gas system, and different systems operate in different dynamic processes and time scales. In this paper, the optimization time scale is set to 1 h ().
The daily load curves of these buildings are shown in Figure 5. The ESP is responsible for the energy supply, and it has distributed PV (Installed on the residential roof) and CCHP systems. The equipment attribution and load demand of the BCES system are shown in Table 3. Figure 6 shows the rated photovoltaic output at different installation positions.
[image: Figure 5]FIGURE 5 | Energy demand profile of three building clusters.
TABLE 3 | Equipment capacity and energy demand.
[image: Table 3][image: Figure 6]FIGURE 6 | Rated photovoltaic output at different installation positions.
It can be seen from the physical characteristics of the system in Table 3 that ESP has an absolute dominant advantage in this BCES. Nevertheless, ESP’s pricing strategy still needs to be influenced and restricted by UGO. Table 4 shows the wholesale prices of UGO on a typical day.
TABLE 4 | UGO wholesale prices on a typical day CNY/kWh.
[image: Table 4]Table 5 shows the load preference parameters of different BCs, and Table 6 shows the electrical load elastic coefficient [image: image] for different BCs. Table 7 shows the equipment parameters.
TABLE 5 | Load preference parameters of BCs.
[image: Table 5]TABLE 6 | Electrical load elastic coefficient for different BCs.
[image: Table 6]TABLE 7 | Equipment parameters in the BCES.
[image: Table 7]4.2 Simulation Results
4.2.1 ESP and BCs Pricing Results
This section presents numerical simulation results to assess the performance of the proposed pricing decision-making MDP model according to the algorithm flow shown in Table 1. And the parameters required are shown in Section 3.1.
In the simulation of this section, the value of weighting factor [image: image] (Relative importance between ESP’s benefit and BCs’ benefit) is taken as 0.5. Figures 7–9 show the pricing decision-making and load adjustment willingness results of commercial building, residential building and hotel building respectively.
[image: Figure 7]FIGURE 7 | Pricing decision-making results of Commercial building cluster.
[image: Figure 8]FIGURE 8 | Pricing decision-making results of residential building cluster.
[image: Figure 9]FIGURE 9 | Pricing decision-making results of hotel building cluster.
The wholesale price of UGO is a widely known information for both ESP and BCs. For BC, it will evaluate its own energy consumption behavior under the influence of such open information, which leads to BC’s willingness to adjust its own load according to the wholesale energy price in the market, namely BC’s load adjustable capacity. This willingness is constrained by BC’s own electricity consumption behavior and comfort, which can be represented by load elastic coefficient. In order to increase income, ESP will guide BCs to adjust energy consumption behavior by setting energy prices, whose average value is less than the UGO wholesale price, and the ESP prices curve can be seen from the Figures 7–9.
The above factors will lead to some unusual phenomena in the MDP pricing stage of ESP and BCs, and BCs will weaken the willingness of load reduction due to the wholesale price of the market driven by the psychology of interest balance. In this phenomenon, the psychological desires of ESP and BCs will be satisfied. Due to the above reasons, the actual load adjustment of commercial cluster, residential cluster and building cluster is less than the expected adjustable capacity, as shown in the Figures 7–9.
In this stage of interaction, ESP and BCs made energy transaction pricing decisions under influence of profit-seeking psychology. ESP gives BCs the acceptable energy price within its own profit range, and BCs feeds back the actual energy consumption demand that can satisfy profit-seeking psychology of ESP. In a word, the real transaction intention between ESP and BCs is solved by the established MDP pricing model.
4.2.2 Optimal Scheduling Results of BCES
In this section, the energy management of BCES is carried out through the established optimal scheduling model on the basis of obtaining the trading willingness of both parties. Figures 10, 11 show the real energy consumption curves of three building clusters, and Figure 12 shows the electro-thermal equipment operating conditions of ESP.
[image: Figure 10]FIGURE 10 | Energy consumption curves of commercial BC.
[image: Figure 11]FIGURE 11 | Real energy consumption curves of other BCs.
[image: Figure 12]FIGURE 12 | Equipment operating conditions of ESP.
As shown in Figure 10, the commercial building reduced the electrical load and refrigeration load greatly from 10: 00–20: 00. In this period, commercial building is in the business stage, and the gap between ESP price and UGO wholesale price is small. Therefore, the commercial building has carried out load adjustment in a way close to the maximum load reduction intention. However, the energy demand of commercial building is relatively small in other periods, and the lower energy price of ESP does not affect its energy consumption behavior.
Compared with commercial building, residents building and hotel building show different energy consumption behaviors, which are caused by their operating habits and ESP price stimulation.
For the resident building, ESP gives an energy price far lower than the wholesale price from 8: 00–13: 00, which makes the resident building give up the original load reduction plan (As shown in the figure, the load curve of the resident building is hardly adjusted in this period). In other periods, ESP electricity price is almost close to wholesale price, and resident building is not active in changing its plan. Similarly, hotel building shows similar behavior to resident building, because their operating habits are similar.
Figure 12 shows the best operation strategy of ESP equipment under the condition of meeting the electricity and cooling demands of 3 BCs. ESP gives priority to dispatching CCHP and PV in the system to supply the power demand of BCs and ISAC. However, the gas turbine is constrained by the operating cost and environmental emissions, and the power output by the gas turbine and PV cannot meet all the power demands, and the insufficient power is obtained by trading with UGO. It can be seen from Figure 12 that ESP buys a large amount of electricity from UGO during the period of low wholesale price at 1: 00–8: 00 and 22: 00–24: 00. At the same time, the refrigeration demand in the system is preferentially met by CCHP system, and the insufficient part is provided by ISAC.
4.3 Discussion and Analysis
As mentioned earlier, this paper makes pricing decision and system operation optimization in BCES system in order to improve the operation efficiency of ESP and BCs. The economic results of energy management are shown in Table 8 and Figure 13.
TABLE 8 | Optimal results of the ESP.
[image: Table 8][image: Figure 13]FIGURE 13 | Cost composition and hourly benefit of ESP.
As shown in Table 8, ESP can obtain a total benefit of 1429.08 CNY in the optimization of a typical day. The benefit of ESP is the remaining part of energy supply income obtained from BCs excluding the total operating cost. Figure 13 shows the cost composition and hourly benefit of ESP.
Figure 13 shows in detail the change trend of ESP benefit in 1 day. During 1:00–10:00 and 22:00–24:00, ESP is in a state of benefit loss. During these periods, the electricity and refrigeration demand of BCs are small. ESP shut down CCHP in order to avoid the gas turbine running under a low load state. As a result, the energy supply in the system must depend on UGO, which makes ESP have to pay high electricity bills and ISAC operating expenses. This benefit trend of ESP is consistent with the operating conditions of the electric-thermal unit shown in Figure 12.
In addition, from Figure 13, we can clearly observe the daily cost composition of ESP, in which fuel cost and electricity purchase cost account for almost 90% of the total cost. At the same time, commercial building, resident building and hotel building need to pay 20,611.39 CNY, 4382.92 CNY and 4354.75.77CNY energy costs respectively. Compared with direct acquisition of electric energy and thermal energy from UGO, their energy costs have been reduced by 2.11, 24.71 and 10.86%, respectively.
The above-mentioned economic dispatching results of ESP and BCs are obtained when the reward weight factor [image: image] in MDP is 0.5, in which case ESP and BCs have equal importance in pricing decision-making. However, in the actual energy trading market, each trading subject has different positions, which leads to the fact that this weighting factor is not necessarily fair to all parties. Figure 14 shows the impact of reward weight factor in MDP on economic dispatch results.
[image: Figure 14]FIGURE 14 | Impact of reward weight factor on economic dispatch results.
From Figure 14, we can observe that an increase in [image: image] from 0 to 1 lead to a decrease of the ESP benefit and the BCs’ energy cost. The reason is obvious: as weight factor increases, the BCs’ costs become more important compared to the ESP benefit. In particular, in the case when [image: image] = 1, the system tends to minimize the BCs’ costs, and the ESP chooses relatively low energy prices to the BCs. On the contrary, when [image: image] = 0, the ESP aims at maximizing its own benefit that does not consider the BCs’ costs. Hence, the ESP chooses relatively high retail prices. The above-mentioned reward weight factor finally leads to the trend shown by the curve in the Figure 14 as the ESP benefit and BCs cost change with the reward weight factor in the system operation optimization stage.
In addition, it can be seen from the Figure 14 that when the reward weight factor changes in the range of 0.3–0.6, the system economic dispatching result fluctuates less, while in other ranges, it will change greatly. However, even in the extreme case where the reward weight factor is 1 or 0, the optimization result is still strictly constrained. For example, when the reward weight factor is 0, it can still ensure that the energy cost of BCs is not higher than the cost of purchasing energy from UGO. Moreover, when the reward weight factor is 1, ESP can still be guaranteed to be profitable. This is because the strategies of ESP and BCs are clearly and reasonably constrained in the pricing decision-making stage.
5 CONCLUSION
In this paper, a dynamic pricing decision-making and energy management framework is proposed for BCES with ESP and different BCs based on two-Stage optimization method. First, this paper establishes the comprehensive benefit models that can reflect the characteristics and profit-seeking psychology of ESP and BCs, and put forward a dynamic pricing decision-making method between ESP and BCs in a hierarchical energy market, wherein the ESP can adaptively decide the retail energy price using the data driven methodology according to the BCs’ benefit and the UGO wholesale prices. Then, an operation optimization model of the BCES is established to optimize the energy consumption behavior of BCs and formulate best operation strategy of ESP’ equipment, and put forward a distributed solution framework, in which ADMM algorithm is used to solve the operation optimization problem.
The simulation cases have shown the benefits of the dynamic pricing decision-making and energy management framework of the BCES. In the stage of pricing decision-making, the pricing decision-making simulation process constructed by reinforcement learning method can make energy prices that not only meet the energy consumption habits and consumption psychology of commercial building, resident building and hotel building, but also meet the operation interest needs of ESP. In the operation optimization stage, the optimization model based on ADMM algorithm can realize the economical and efficient operation of the system and minimize the energy cost of BCs. Compared with directly obtaining energy from UGO, BCs’ costs have been reduced by 2.11, 24.71 and 10.86%, respectively. In addition, through numerical analysis, we also find the relationship between energy management results and the reward weight factors in MDP, and the economic boundary of system energy management in some extreme cases.
The pricing strategy proposed in this paper mainly focuses on electricity price and thermal price. With the gradual implementation of the carbon trading mechanism in the energy market, the trading and pricing of carbon emission quota will become the key factor in the future energy trading market. Therefore, in the future research, we will consider the carbon trading prices into the multi-energy pricing strategy.(Du et al., 2017).
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With the construction of new power systems, distributed power sources are connected in large numbers and the possibility of faults increases. The optimal allocation of repair resources is important to improve the fault management efficiency and the quality of power supply services in the producer–consumer community. Using a large number of historical fault resources accumulated in the producer–consumer community, we first preprocess the fault information by the rough set theory, then establish an optimal allocation model that minimizes the total fault loss, consider fault risk classification and repair response capability, and finally use the improved gray wolf optimization algorithm to perform the optimal calculation. To address the problems of the traditional gray wolf algorithm, tent mapping is introduced in the generation of the initial population to enhance the uniformity of the initial population. The cooperative competition mechanism is introduced to improve the utilization of effective information among individuals. Finally, the feasibility and superiority of the algorithm are verified through the analysis of calculation cases. Finally, the feasibility of this configuration method is verified through the analysis of arithmetic cases.
Keywords: production and consumption community, fault risk classification, emergency response capability, optimal configuration, improved gray wolf algorithm
1 INTRODUCTION
With the deepening reform of China’s energy market and the development context of the transformation of the power system to low carbon, a large number of decentralized and small-scale distributed energy sources are bound to appear in the future distribution network (Bo et al., 2015; Mu et al., 2021). In recent years, under the pressure of climate change, people have become increasingly concerned about new energy sources, and with the steady construction of new power systems, the form of zonal autonomy among producer–consumer communities has become more and more obvious (Zhang et al., 2021). Variability and uncertainty, important characteristics of distributed renewable energy, will directly affect the possibility of fault occurrence within the producer–consumer community. Moreover, transformer–customer relationship management has become one of the latest challenges due to the large number of end customers in the low-voltage distribution system and the lack of measurement equipment (Zhao et al., 2021). This also makes it more difficult for the producer–consumer community to perform emergency repairs. When encountering power outages, customers are more concerned about service indicators such as “promptness of arrival,” “speed of repair,” and “satisfaction of service,” which put forward higher requirements for emergency repair resource allocation strategies. However, although a large amount of historical fault data resources is stored in the distribution system, they are not utilized. Therefore, it is necessary to improve the fault risk classification and repair response capability and to study the optimal allocation technology of repair resources for the producer–consumer community under the power resource-sharing mode.
Since DG is not able to support the stable operation of the load for a long time, the study of the fault rescue strategy is particularly important (Lu et al., 2018). The literature (Zhang et al., 2008) investigates the multi-objective rescue strategy in the case of multiple faults and proposes a genetic topology hybrid algorithm to optimize the rescue strategy by determining the distribution network fault information through the topology analysis method. In the literature (Lu et al., 2011), a multi-objective mathematical model of multi-team repair is used for rapid restoration of faulty distribution networks, and the switching operation variables and repair control variables in the model are combined to obtain repair strategies using an optimized multi-objective bacterial population convergence algorithm, which improves the repair efficiency. In the literature (Deng et al., 2017), a two-layer decision model was established, with the maximum efficiency of the emergency repair grid as the goal in the upper layer and the minimum scheduling cost as the goal in the lower layer. The KKT (Karush–Kuhn–Tucker) condition was used to convert the two-layer model into a single layer, and the model was solved by an optimized genetic algorithm. Fault recovery and fault repair are two phases, and some scholars have jointly optimized the two phases (Huang et al., 2014; Yang et al., 2016). In the literature (Huang et al., 2014), a simple joint model of fault and repair was developed, and the repair path was obtained by the enumeration method. In the literature (Yang et al., 2016), the maximum restoration value and the minimum economic loss are the inner and outer objective functions in the repair and restoration phase, respectively, and the minimum network loss and the minimum repair time are the inner and outer objective functions in the repair and grid restoration phases, respectively, to restore the lost load using DG and emergency generators, etc. Most of the existing studies combine fault recovery and fault repair into two phases, without considering the load fluctuation during the repair process, ignoring the synergistic optimization of fault recovery and fault repair and reducing the recovery efficiency.
In this study, we propose an optimal allocation method for emergency repair resources in a producer–consumer community considering fault risk classification and emergency repair response capability. The simulation results show that the optimal allocation of repair resources can significantly improve the reliability of power supply services and reduce potential fault losses.
2 PREPROCESSING OF FAULT INFORMATION BASED ON THE ROUGH SET THEORY
Fault information data are the information source for fault risk assessment and the basic component of the in-depth knowledge mining process (Chen et al., 2021). In order to solve the problems of diversity, noise, and incompleteness of the original data in fault information, discovering the characteristic attributes and classification knowledge from a large amount of sample data and performing attribute simplification, data preprocessing such as data cleaning and integration, incomplete data completion, and data discretization are required (Tian et al., 2016).
2.1 Fault Data Cleaning and Integration
As one of the most important attributes of fault information, the time of fault occurrence and power restoration can be extracted from the data recorded in the original ledger. This time information includes year, quarter, month, day, and hour. of this time point, which can be used for statistical analysis of fault time properties in different depths in all aspects, and also indirectly to obtain information such as fault duration to test the self-healing, repairability, and timeliness of maintenance personnel after the damage occurred in this grid. As one of the most important attributes of fault information, the time of fault occurrence and restoration of power can be extracted from the data recorded in the original ledger. The time information includes year, quarter, month, day, and hour, which can be used to analyze the temporal characteristics of the fault in different depths, and also to indirectly obtain information such as the duration of the fault, in order to test the self-healing, repairability, and timeliness of maintenance after the damage of the power grid here.
The cause of the outage is one of the most important risk factors affecting the results of the grid fault risk assessment, which is mainly extracted from the data recorded in the original ledger to describe the responsibility and cause of the grid outage.
The fault level mainly refers to three levels extracted from the data recorded in the original ledger based on the severity of the fault, i.e., I, II, and III level faults. This fault attribute represents the severity of the consequences of the fault that is important in risk assessment, i.e., the severity of the fault occurrence commonly used in the original risk assessment.
2.2 Incomplete Fault Data Patching
In this study, in order to improve the correctness of the algorithm and to obtain the most realistic complementary data that better fits the possibility of the system, we use the idea of clustering to select similar samples when selecting data samples. The smaller the distance, the higher the similarity. The formula for calculating the “distance” between the two samples is:
[image: image]
where [image: image] refers to the sample [image: image] on the attribute [image: image] on which the value is taken.
The ROUSTIDA method is based on the identifiable matrix in the rough set as an algorithm to reflect the invisible inner law embodied in the information system as much as possible, and its basic goal is to keep the incomplete object as much as possible with the same property law of similar objects in the original system, i.e., the value difference is as small as possible.
Let the information table system be [image: image] be the set of attributes, [image: image] is the thesis domain and [image: image] is the sample [image: image] on the attribute [image: image] which is the value of the sample on the attribute and [image: image] denotes the value of the sample after the expansion matrix in the [image: image] row [image: image] elements of the column, then the expanded identifiable matrix [image: image] can be defined as:
[image: image]
where [image: image] and [image: image] indicates omitted values.
Let the initial information system be [image: image], the set of objects is [image: image], and the corresponding extended difference matrix is [image: image], the object [image: image], the set of missing attributes [image: image], the set of undifferentiated objects [image: image] , and the information system [image: image] the set of missing objects of [image: image] are defined as:
[image: image]
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First, for randomly selected data, a simple discretization is performed.
1) Fault duration a1 [0 ∼ 1.5, 1.5 ∼ 5.0, 5.0 ∼ 15.0, and 15.0–506.4]
2) Fault level a2 [Class I failure, Class II failure, and Class III failure]
3) Faulty equipment a3 [Overhead lines and electric sin lines, transformers and busbars, equipment on column, and user equipment]
4) Cause of failure a4 [Problems with the equipment itself, external damage, weather, user impact, and system issues]
2.3 Fault Data Discretization
Since the fault frequency varies with the size of the selected sample base range, this study chooses to use the combination of the equal distance and equal frequency method and draws on the idea of “adjacent attribute value midpoint” to process the original data against the division of the original frequency range.
Let the equidistance division method be based on the number of intervals [image: image], the value domain of the numerical property interval [image: image] is divided into intervals whose widths are all [image: image] of [image: image]. The right end of the breakpoint on the interval can be expressed as [image: image].
Similarly, the equal frequency method divides the value domain of the numerical property interval [image: image] into an equal number of objects in the interval [image: image]. The right end of the breakpoint on the attribute is obtained as [image: image].
Let the equal distance and equal frequency correspond to the first [image: image]. The breakpoints at the right end of the interval are [image: image] and [image: image] , then the new breakpoint is [image: image]. Then, the first [image: image] range of the first interval is changed to [image: image].
3 EMERGENCY REPAIR RESOURCE OPTIMIZATION ALLOCATION MODEL
3.1 Objective Function
This study constructs an optimization model for the allocation of emergency repair resources in the producer–consumer community with the objective of minimizing the total potential fault loss. The objective function is as follows:
[image: image]
where W1 and W2 are the weight values of the fault risk classification and fault repair response capability, respectively. Si represents the fault subline classification of each producer and consumer, Li represents the distance between the repair station and each producer, and Vi represents the speed between the repair station and each producer.
3.2 Fault Risk Classification
In this study, two aspects, frequency and time, as well as percentage indicators, are selected to deal with the quantification of fault risk in the producer–consumer community in a certain way. Based on the fault attribute categories derived from the collation and with reference to the regulations, such as the “Power Supply Reliability Regulations for Power Supply Systems,” and combined with the assessment process, indicators such as the number of fault occurrences, the percentage of fault attributes, the average outage time of faults, and the probability of faults are selected.
In order to evaluate the risk of outage in the producer–consumer community, the risk calculation method presented in this study is to establish a fault benchmark risk index system, as shown in Figure 1 quantify the probability and consequence of fault occurrence to obtain the fault probability and consequence values, which initially reflect the risk value of fault outage and then consider the influence of the remaining fault attributes and other factors on the probability of fault occurrence and the consequence of fault, and perform the corresponding calculation to obtain the integrated fault probability value and integrated fault consequence value. The calculation is based on these values.
[image: Figure 1]FIGURE 1 | Fault risk indicator system framework diagram.
Based on the concepts related to risk assessment, the formula for the failure risk value can be derived:
[image: image]
Since the risk of failure in the producer–consumer community does not depend only on itself but also is influenced by factors related to the geographical area of the failure and the weather of the failure, etc., and the influence of the remaining attributes of the producer–consumer community indicator system on the main risk indicators is introducedas follows:
1) Number of failures, n
Within the statistical data information, the number of failures under different fault attributes is indicated by n, and the statistical unit is [times]. For example, the number of failures in different regions, the number of failures at different times, and the number of failures in different devices, etc.
2) Probability of failure properties, [image: image]
Within the statistical data message, the proportion of the number of counts of the lower-level attributes of a fault attribute value to the total number of this fault attribute, is expressed as [image: image], and the statistical units are expressed as decimal points. For example, in the fault attribute weather factor, the occurrence of high winds as a percentage of all fault causes is weather conditions.
[image: image]
3) Average power outage time for faults, [image: image]
Within the statistical data information, the average number of hours of outages for fault outages, in statistical units [h/time], is expressed in [image: image]. [image: image] is the fault outage time. [image: image] is the number of fault outages. For example, the average number of hours of fault outages in spring for urban faults in a region is as follows:
[image: image]
3.3 Fault Repair Response Capability
Based on the known geographical latitude and longitude information of the producer–consumer distribution, the distance between the producer–consumer and the ideal repair station is first calculated by applying the inverse half-positive sagittal function, then the time required to reach the repair location is calculated by considering the actual fault repair process, and finally the fault repair response capability is evaluated according to the required time.
1) Calculation of the distance between the producer and the ideal repair station
For any two points on the sphere, the semi-positive vector of the circular center angle can be calculated by the following equation:
[image: image]
where hav is an abbreviation for semi-positive vector function, d is the distance between two points, r is the radius of the ball, [image: image] is the latitude of point1 and the latitude of point2, measured in radians, and [image: image] is the longitude of the point1 and the longitude of the point2, measured in radians.
[image: image] can be solved by applying the inverse semi-sine function or by using the inverse sine function:
[image: image]
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Substitute to get
[image: image]
[image: image]
2) Calculation of the time required to rush to the repair site
Considering the fault repair process, the road congestion coefficient and road curvature coefficient can be set to [image: image] and [image: image], respectively, and the average speed of the vehicle in which the repair personnel are traveling is [image: image] and [image: image] is the repair station and [image: image] for the production and elimination of the person, which can be obtained in the time to the repair point [image: image] that can be calculated according to the following formula.
[image: image]
3) The calculation of the maximum time to repair the road
Assuming that the total time specified by the power company to reach the emergency repair site at the latest is [image: image]. The maximum time to reach the urban area is 40 min, i.e., [image: image], and the maximum time to reach the suburban area is 60 min, i.e., [image: image]. The time spent by the service center in processing work orders, the time spent by the dispatching layer in locating and handling faults, the time spent in preparing the repair vehicles before departure, and the time spent in searching for repair locations are set at [image: image], [image: image], [image: image], and [image: image]. The time required for the repair station to reach the feeder is [image: image]. Therefore, the formula for [image: image] can be expressed by the following equation:
[image: image]
Time constraint
[image: image]
The aforementioned equation is a time constraint on the time required to travel from the repair station to the point of failure.
The latitude and longitude of the repair station are greater than the minimum latitude and longitude of the producer and less than the maximum latitude and longitude.
4 IMPROVING GRAY WOLF OPTIMIZATION ALGORITHM
For the aforementioned model of optimal allocation of resources for the community of production and consumption consumers, this study uses a particle swarm-based improved gray wolf optimization algorithm to solve it. Its mathematical model is simple, with few parameters, and easy to operate (Taha and Elattar, 2018). The programming is easy to implement. By referring to the rank ordering of wolf packs and hunting techniques, respectively, each solution is graded and searched, until the optimal solution is found.
4.1 Population Initialization Based on Tent Mapping
The more uniformly the initial population is distributed in the search space, the better it is for improving the efficiency of the algorithm in finding the best solution and the accuracy of the solution. The initial gray wolf population of the traditional gray wolf optimization algorithm is randomly generated, which means it cannot guarantee that the initial population of individuals is uniformly distributed in the solution space. Chaotic sequences have better randomness, regularity, and traversal characteristics. Compared with other mappings, the tent mapping can generate a more balanced distribution of sequences, so the tent mapping is used to initialize the gray wolf population (Tian et al., 2021).
Tent mapping expressions
[image: image]
When [image: image], the most uniform distribution sequence can be produced, and the distribution density at this time is not sensitive to parameter changes. This belongs to the most typical tent mapping. At this time, the aforementioned equation can be changed to:
[image: image]
Based on the tent mapping, the population [image: image] is represented as:
[image: image]
where [image: image] and [image: image] are the [image: image] upper and lower bounds of the search.
4.2 Competition and Cooperation Mechanism
In the GWO algorithm, the individuals of the population follow [image: image] . The algorithm will have the disadvantages of slow convergence speed and low accuracy in finding the best, so the cooperative competition mechanism is introduced, and before the prey is rounded up, all wolves except [image: image], each wolf of [image: image] will randomly choose another wolf [image: image] for communication, and if [image: image] location is better than [image: image], then [image: image] move closer to [image: image]; [image: image] move according to Eqn. 3-6, i.e., [image: image] move away from [image: image] and then [image: image] move according to Eqn. 3-7; otherwise they perform the opposite operation.
[image: image]
[image: image]
where [image: image] and [image: image] are, respectively, the cooperative competition mechanism after the first [image: image]th individual and [image: image]th position of the first individual.
4.3 Adaptive Adjustment of Weighting Coefficients
In order to meet the requirements of the GWO algorithm in different iteration cycles for finding the best and to improve the convergence speed and the accuracy of finding the best, adaptive inertia weights are introduced in the position update [image: image]:
[image: image]
where [image: image] and [image: image] are the upper and lower bounds of the weighting coefficients, respectively. [image: image] is the number of iterations. [image: image] is the maximum number of iterations.
The value of [image: image] changes dynamically with the number of iterations, allowing the particles to continuously balance between global search and local search. The early iteration of the algorithm [image: image] is larger, which is beneficial to the global search of the algorithm; later iterations of [image: image] gradually decrease, so that the gray wolf can better find whether there is a better solution around the prey while updating its position, thus improving the local searchability of the algorithm.
The improved position equation is shown in Eqn. 3-7—Eqn. 3-9.
[image: image]
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The flow chart is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flow chart of the improved gray wolf optimization algorithm.
5 CASE STUDY
In this study, an optimization model with the objective of minimizing the total fault loss is developed considering the fault risk classification and the emergency response capability, and the model is solved Intel Core i5-8400 by invoking GUROBI8.0.1 software under the MATLAB 2018b platform through the YALMIP toolbox with the computer parameters of Intel Core i5-8400 CPU@2.80 GHz and 8 GB memory.
5.1 Basic Data Sources
The data are collected from the distribution network fault data provided by a city power company in the south for the year 2020–2021. In total, three randomly distributed producers and consumers in a square producer–consumer community with the same length and width are selected as the study case of the repair resource allocation optimization algorithm. The fault risk classification of the producers and consumers is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Fault risk classification chart.
By preprocessing the historical failure data of three randomly distributed producers and consumers in a square producer–consumer community with both length and width of 3 km, the failure risk value calculation formula is used to finally obtain the failure risk-grading map of producers and consumers shown in the aforementioned figure. From the information in the aforementioned figure, it can be seen that the failure risk level can be roughly divided into three categories: 0–0.5, 0.5–1.5, and 1.5 or more, among which the number of the first failure risk-level producers and consumers is the largest.
The distance between each producer and consumer is calculated using the latitude and longitude transformation method in 0.3 Section 2, and then the information of each point is displayed on the two-dimensional coordinate plane, and the producer–consumer configuration scenario shown as follows is obtained by combining the producer–consumer failure risk-grading situation as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Production and consumption of consumer configuration scenarios.
5.2 Optimization Results and Analysis
The convergence curve of the optimization process, the distance map of the optimized robotic stationing point, the comparison of the results of different algorithms, and the information of the optimal solution are shown in Figures 5, 6, Tables 1, 2, respectively.
[image: Figure 5]FIGURE 5 | Convergence curve of the optimization process.
[image: Figure 6]FIGURE 6 | Optimal emergency repair stationing distance map.
TABLE 1 | Comparison of optimization results of different algorithms.
[image: Table 1]TABLE 2 | Optimal solution information sheet.
[image: Table 2]The aforementioned figure shows the iterative process of the optimization model. At the beginning of the iteration, the algorithm adaptation is large and the change in the value of the objective function fluctuates; as the iteration proceeds, the corresponding total potential fault loss gradually decreases. After about 200 iterations, the optimization model adaptation consistency variable converges to the same value, i.e., the global optimal solution is obtained.
To further illustrate the performance of the algorithm proposed in this article, the algorithm is compared with the particle swarm algorithm and the traditional gray wolf optimization algorithm, and each algorithm is performed 20 times independently, and then the average value is calculated, and the calculation results are shown in Table 1.
As can be seen from Table 1, the optimal solution of this algorithm is better than that of the traditional gray wolf optimization algorithm and particle swarm algorithm. Also, the algorithm is improved by introducing tent mapping chaos initialization, introducing a cooperative competition mechanism, and introducing adaptive inertia weights in generating the initial population. The comparison of the average number of iterations and the average time consumed by the three algorithms shows that this algorithm can take into account both the global and local searchability. It is not only better than the other two methods in terms of the number of convergence iterations, but also the average number of iterations is around 143, and the convergence time is shorter. Compared with the traditional gray wolf optimization algorithm, the speed is improved by 30.76%.
As can be seen in Table 2, when the objective function of minimizing the total potential failure loss is taken into account, the weight values of the failure risk classification and the repair response capability of the producer and consumer are set to 0.6 and 0.4, respectively, based on which the optimal stationing point coordinates obtained by solving the optimization model are 1.772 and 1.433, respectively. The total potential failure loss is 0.8496, and the distance between the repair stationing point and each producer and consumer is shown in Figure 6.
Comparing the average distance and potential loss of fault between the stationing point and the producer and consumer before and after optimization, as shown in Table 3, the average distance is reduced by 10.21% after optimization; the potential loss of fault is reduced by 17.38% mainly because the optimized deployment of repair resources makes the repair resources closer to the high-risk fault in the region.
TABLE 3 | Comparison of results before and after optimization.
[image: Table 3]6 CONCLUSION
In this study, we propose an optimal allocation method for emergency repair resources in the producer–consumer community considering fault risk classification and emergency repair response capability. First, we preprocess the fault information by the rough set theory, then establish an optimal allocation model to minimize the total fault loss, consider fault risk classification and emergency repair response capability, and finally use the improved gray wolf optimization algorithm for the optimal search calculation. By improving the initial population generation, adaptive weight adjustment, and inter-individual information exchange, the ability of the algorithm to jump out of the local optimum and the efficiency of the optimization search are improved. Through the analysis of the optimization results, it is concluded that the proposed algorithm and the optimization strategy of repair resources are effective in reducing the potential fault loss and optimizing the repair station optimization, which have certain practical significance. In fact, the spatial correlation between the emergency repair resource allocation point and each producer and consumer is very complex and is not a simple straight-line distance. The model designed in this study does not consider the actual road distribution, and the subsequent research should first combine the real geographic information of GIS, then add the road influence factors into the model and give sufficient weights, and finally, build a more perfect resource allocation optimization model. The aforementioned problems can be studied in depth if necessary in the future.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusion of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
The authors’ individual contributions are as follows: DM: data collation, formal analysis, and methodology; JQ: supervision and writing (original manuscript). All authors have read and agreed to the published version of the manuscript.
FUNDING
The study was funded by the Research and Application of One-stop Operation and Inspection Technology for Distribution Network Based on Multi-model Identification project and Double Innovation Project of Zhejiang Electric Power Company C511JZ200000.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Bo, T., Chen, Q., Gao, Z., and Zhu, C. (2015). “Fuzzy Comprehensive Risk Assessment of Distribution Network Fault Based on Rough Set [C],” in IEEE PES Asia-Pacific Power and Energy Engincering Conference APPEEC,  (Brisbane, QLD, Australia, 15-18 Nov. 2015) ( IEEE). 
 Chen, G., Li, D., and Chen, X. (2021). A Low False Alarm Rate Power Theft Detection Method Based on Improved XGBoost Model[J]. Power Syst. Prot. Control 49 (23), 178–186. doi:10.19783/j.cnki.pspc.210094
 Deng, C., Liu, Y., Tan, Y., Yu, X., and Liu, J. (2017). A Method for scheduling power emergency resources considering the grid restoration process [J]. Power Grid. Tech 41 (11), 3582–3589. doi:10.13335/j.1000-3673.pst.2017.0688
 Huang, X, Yang, Y, and Fan, W (2014). Joint optimization model for multi-fault repair and power supply restoration in distribution networks[J]. Power Syst. Automation 38 (11), 68–73. doi:10.1109/ICAML51583.2020.00091
 Lu, ZG, Li, D, Lv, X, Zhao, S, and Hou, X (2018). Multi-fault repair strategy of distribution network under ice disaster containing distributed power supply[J]. J. Electrical Eng. Tech. 33 (02), 423–432. doi:10.19595/j.cnki.1000-6753.tces.160919
 Lu, ZG, Sun, B, Liu, Z, and Yang, L (2011). A Rush Repair Strategy for Distribution Networks Based on Improved Discrete Multi-Objective BCC Algorithm After Discretization. Power Syst. Automation 35 (11), 55–59. 
 Mu, C, Ding, T, Dong, J, Ning, K, Dong, X, He, Y, et al. (2021). Development of decentralized peer-to-peer multi-energy trading system based on private blockchain[J]. Chinese. J. Electrical Eng. 41 (03), 878–890. doi:10.13334/j.0258-8013.pcsee.200392
 Taha, I. B. M., and Elattar, E. E. (2018). Optimal reactive power resources sizing for power system operations enhancement based on improved grey wolf optimiser. IET Generation, Transmission &amp; Distribution 12 (14), 3421–3434. doi:10.1049/iet-gtd.2018.0053
 Tian, S, Liu, L, Shurong, W, Fu, Y, Yang, M, and Liu, S (2021). Dynamic reconfiguration of distribution network based on improved grey wolf optimization algorithm[J]. Power System Protection and Control 49 (16), 1–11. doi:10.19783/j.cnki.pspc.201356
 Yang, LJ, Lv, X, Li, D, Wang, M, Lu, ZG, and Yu, Q (2016). Optimization strategy for multi-fault rescue and recovery coordination in distribution networks containing distributed power sources[J]. Power Syst. Automation 40 (20), 13–19. doi:10.1016/j.energy.2015.03.101
 Zhang, J, Zhang, P, and Huang, S (2008). A multi-fault repair strategy for distribution networks based on genetic topology hybrid algorithm[J]. Power System Automation 22, 32–35+60. 
 Zhang, K., Zhou, B., Or, S. W., Li, C., Chung, C. Y., and Voropai, N. (2022). Optimal coordinated control of multi-renewable-to-hydrogen production system for hydrogen fueling stations. IEEE Trans. on Ind. Applicat. 58, 2728–2739. doi:10.1109/TIA.2021.3093841
 Zhao, J., Xu, M., Wang, X., Zhu, J., Xuan, Y., and Sun, Z. (2021). “Incidence Convolution Based Low-Voltage Distribution System Transformer-Customer Relationship Identification,” in IEEE Transactions on Power Delivery ( IEEE), 1. doi:10.1109/TPWRD.2021.3120625
Conflict of Interest: Authors DM and JQ were employed by State Grid Zhejiang Xinchang Electric Power Supply Co, Shaoxing, 312500, China.
The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest. 
Copyright © 2022 Mao and Qiu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 25 May 2022
doi: 10.3389/fenrg.2022.908361


[image: image2]
A State-of-Charge-Based Flexible Synthetic Inertial Control Strategy of Battery Energy Storage Systems
Feng You1, Xiuli Si1, Rong Dong1, Dong Lin1, Yien Xu2 and Yiming Xu2*
1Alpha ESS Co., Ltd., Nantong, China
2School of Electrical Engineering, Nantong University, Nantong, China
Edited by:
Liansong Xiong, Nanjing Institute of Technology (NJIT), China
Reviewed by:
Tingting Sun, Hefei University of Technology, China
Zongbo Li, Xi’an Jiaotong University, China
* Correspondence: Yiming Xu, yimingx@ntu.edu.cn
Specialty section: This article was submitted to Process and Energy Systems Engineering, a section of the journal Frontiers in Energy Research
Received: 30 March 2022
Accepted: 19 April 2022
Published: 25 May 2022
Citation: You F, Si X, Dong R, Lin D, Xu Y and Xu Y (2022) A State-of-Charge-Based Flexible Synthetic Inertial Control Strategy of Battery Energy Storage Systems. Front. Energy Res. 10:908361. doi: 10.3389/fenrg.2022.908361

Power systems would face issues in system frequency stability when high scales of variable renewable energy generation are integrated in them. Battery energy storage systems (BESSs) with advanced control capability and rapid control response have become a countermeasure to solve the issues in system frequency stability. This research addresses a flexible synthetic inertial control strategy of the BESS to enhance the dynamic system frequency indices including the frequency nadir, settling frequency, and rate of change of the system frequency. To this end, the control loops based on the frequency excursion and rate of change of the system frequency are implemented into the d-axis controller of the BESS. The adaptive control coefficient of both control loops could be adjusted according to the instantaneous state of charge (SOC) so that it can inject more power to the grid at a higher SOC. The benefits of the proposed combined inertial control strategy are investigated with various sizes of disturbance and SOCs of the BESSs. Results successfully illustrate that the proposed combined inertial control strategy of the BESS is capable of enhancing the system frequency stability so as to promote variable renewable energy accommodation.
Keywords: variable renewable energy, synthetic inertial control strategy, BESS, power system control, dynamic frequency indices
INTRODUCTION
As air pollutants and energy shortage have become significant around the world, variable renewable energy with characteristics such as sustainability and low/zero pollution, which includes wind power generation and photovoltaic power generation, is broadly applied to the electric power grid (Ackermann, 2012; Xiong et al., 2020). This growing trend, however, has raised security challenges on the power gird, e.g. frequency stability, voltage stability, and dynamic supporting capability issues (Xiong et al., 2022; Huang et al., 1109; Machowski et al., 2008). Variable renewable energy units connect to the electric power grid through power electronic devices in order to achieve advanced control capability such as maximum power point tracking operation (MPPTO) and decoupled control between the active power and reactive power (Ajjarapu et al., 2010; Yang et al., 2018). However, the units of variable renewable energy are limited in providing the dynamic frequency support capability including inertial response and primary frequency regulation (Kim et al., 2019a; Yang et al., 2022). This is because these units are decoupled to the system frequency and operate in MPPTO; as a result, the dynamic system frequency indices (DSFIs) including the frequency nadir, maximum rate of change of the system frequency, and settling frequency become worse (Lee et al., 2016; Dreidy et al., 2017). With increasing penetration levels of renewable power generation, this phenomenon becomes more severe that the underfrequency load shedding relays might be activated to avoid system frequency collapse due to the larger frequency nadir and maximum rate of change of the system frequency (Concordia et al., 1995; Ye et al., 2019). Frequency instability has become an issue that needs to be solved urgently.
The use of battery energy storage systems (BESSs) can be a feasible solution for enhancing the DSFIs because BESSs have rapid control response, advanced control capability, and bidirectional regulation capability (Zhao et al., 2015; Kim et al., 2019b). Mercier et al. (2009) suggested a control strategy of a BESS to provide frequency regulation with the purpose of minimizing the use of the BESS. In another study (Ma et al., 2017), the authors suggested that the SOC of the BESS should be retained within a stable range to avoid unexpected damage when performing frequency regulation. To address such limitations, an SOC feedback control strategy is suggested in the study by Stroe et al. (2017) and Shim et al. (2018) to avoid overcharging/discharging of the BESS. The authors of another study (Obaid et al., 2020) suggested a hierarchical control strategy of the BESS to provide frequency regulation capability; however, the control coefficient is fixed, which might limit the benefits of improving the DSFIs and result in overcharging of the SOC.
To solve the issue of reduction in the inertia time constant and capability of the primary frequency regulation when a large amount of renewable power generation is integrated in a power grid, this study addresses an SOC-based flexible synthetic inertial control strategy of the BESS with the aim of improving the DSFIs. To do this, the control loops based on the frequency excursion and df/dt are applied to the controller of the BESS. The adaptive control coefficient of both control loops is adjusted according to the instantaneous SOC so as to inject more active power to the grid at a higher SOC. Based on the EMTP-RV (electromagnetic transient program restructured version) simulator, the benefits of the proposed flexible synthetic inertial control strategy are explored under various sizes of disturbance and SOCs of the BESS.
FREQUENCY REGULATION OF A SYNCHRONOUS GENERATOR
If a severe disturbance happens in a power grid, the synchronous generators inherently release their rotational energy to counterbalance the power deficit as inertia response (IR) so that the system frequency declines. The system inertia time constant determines the initial df/dt (Kim et al., 2019c); after that, the synchronous generators with primary frequency regulation (PFR, governor response) increase their mechanical input power to arrest the frequency decay and stabilize the dynamic system frequency; the control coefficient of the PFR determines the frequency nadir (fnadir) and settling frequency (Tto, 2010); then, the synchronous generators with secondary frequency regulation (SFR) increase their mechanical input power further to remove the frequency error, as illustrated in Figure 1. The processes of the IR and PFR can be represented as in the following equations:
[image: image]
[image: image]
where Hsys, fsys, and RSG are the system inertial time constant, system frequency, and control coefficient of the PFR, respectively. ΔPin, SG and ΔPdroop, SG are the power variation of the synchronous generator during IR and PFR, respectively. Δf is the system frequency excursion.
[image: Figure 1]FIGURE 1 | Frequency regulation strategies of a synchronous generator (Tto, 2010).
CONTROL OF THE BESS
As illustrated in Figure 2, the grid voltage-oriented vector control scheme is implemented in the BESS to achieve decoupled control between the d-axis and q-axis by adjusting the currents of the d-axis and q-axis (Wu et al., 2017). The d-axis component and q-axis component focus on regulating the active power and reactive power injected to the electric power grid, respectively. The inertial control strategy generates the active power reference for the outer power controller of the d-axis. Furthermore, as shown in Figure 2, a phase-locked loop is used to detect the grid voltage and angle frequency in order to passively synchronize the BESS with the electric power grid.
[image: Figure 2]FIGURE 2 | Control system of the BESS.
PROPOSED COMBINED INERTIAL CONTROL STRATEGY OF THE BESS
Influences of the Large-Scale Variable Renewable Power Generation Penetrated Power System on the Dynamic System Frequency Indices
The inertia time constant of a synchronous generator can be represented as (Kundur, 1994).
[image: image]
where JSG and ωSG are the moment of inertia and rated rotational speed of the synchronous generator, respectively. HSG and SSG are the inertia time constant and capacity of the synchronous generator, respectively.
When large scales of variable renewable power generation (wind power and photovoltaic power) are integrated, the equivalent inertia time constant of the power system can be rewritten as
[image: image]
where JRE and ωRE are the moment of inertia and rated rotational speed of the variable renewable power generation, respectively. SRE is the capacity of the variable renewable power generation.
The control coefficient for the governor response of the synchronous generator is represented as
[image: image]
The control coefficient of the governor response in per unit (the base value is SSG) is represented as
[image: image]
In a large scale of variable renewable power generation integrated power system, the equivalent control coefficient of governor response with a base value of SSG + SRE can be expressed as
[image: image]
During the traditional control logic, the photovoltaic power generation and wind power generation units are operating in MPPTO, so they are unable to participate in inertia and governor responses. In Eq. 4, there are two components in the molecule, which are the components of the synchronous generators and variable renewable energy units, respectively. Once the variable renewable energy units are unable to provide inertia control and primary frequency responses, the molecule becomes small so that the equivalent inertia constant becomes weak. Similar to (4), the denominator of (7) becomes small so that the control coefficient becomes large, and furthermore, the primary frequency regulation capability becomes weak. As a result, the dynamic indices of the system frequency including maximum df/dt, frequency nadir, and settling frequency become worse. This phenomenon becomes severe with increasing penetration of the renewable power generation.
Inertial Control Strategy of the BESS
As mentioned above, the BESS has advanced control capability and rapid control response; due to the use of power electronic devices, it would become a countermeasure to solve the issues in system frequency stability. This implies that the BESS can inject additional power to the grid or absorb the power from the grid when the BESS is in the discharging mode or charging mode.
To strengthen the frequency stability, a combined inertial strategy including the rate of change of the system frequency (df/dt) control loop and frequency deviation (Δf) control loop is implemented in the d-axis of the BESS, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Combined inertial control strategy of the BESS.
As studied in by Hwang et al. (2016), in the initial period of disturbance, df/dt has the maximum value while Δf is almost zero, so the df/dt control loop is dominant for supporting the dynamic frequency; as time goes on, df/dt decays to zero and while Δf becomes maximum value at the frequency nadir, so the Δf control loop is dominant for supporting the DSFIs.
As shown in Figure 3, the output of the top control loop (ΔPin), which emulates the inertia response of the synchronous generator, is able to be written as
[image: image]
The output of the bottom control loop (ΔPdroop), which emulates the droop control of a synchronous generator, can be expressed as
[image: image]
where Δf and fnom are the system frequency excursion and the rated frequency represented in per unit, respectively.
During the inertial control period, the injected power (PBESS) from the BESS to the frequency drop can be represented as
[image: image]
There are two components in Eq. 10, which are the outputs of the df/dt control loop and frequency deviation control loop. The discharging mode is taken as an example; the signs of df/dt and frequency deviation are negative, so the negative sign is included in Eq. 10; the BESS can feed the power to the grid with a decreasing SOC, which is defined as the ratio of the instantaneous charge to the total charge in a fully charged state. The BESS retains the stable operation of the SOC, and this means that the SOC should be betweeen SOCmax and SOCmin (Ma et al., 2017). The incremental power of the BESS depends on the control coefficients (Kin and Kdroop) in Eq. 10. Thus, to improve the inertial control capability, when designing the control coefficients, the df/dt control loop and Δf control loop should be considered (See in Figure 4).
[image: image]
where SOC minus SOCmin means the potential for inertial control; K0 is the adjustable factor for the inertial control strategy of the BESS.
[image: Figure 4]FIGURE 4 | Proposed combined inertial control strategy of the BESS with an adaptive control coefficient.
In Eq. 11, there are two characteristics of the proposed control coefficient. The first characteristic is that the control coefficient increases with the SOC so as to flexibly utilize the capability of the BESS. The second characteristic is that the control coefficient decreases with the SOC; when SOC= SOCmin, the control coefficient is zero, so the BESS would not feed the active power to the power grid; thus, the SOC would not decrease below SOCmin and further prevent the BESS from overdischarging. The control coefficients in Eq. 11 can be used for the df/dt control loop and Δf control loop; thus, the proposed combined inertial control strategy of the BESS employing the adaptive control coefficient is able to improve the system frequency stability and prevent the BESS from overdischarging under low SOC conditions.
MODEL SYSTEM
Figure 5 illustrates the modified IEEE 14-bus system integrated with variable renewable energy generations, which is used to explore the benefits of the proposed combined inertial control strategy of the BESS based on an EMTP-RV simulator. It includes an aggregated doubly-fed induction generator (DFIG)-based wind farm, photovoltaic power plant, and BESS, five traditional synchronous generators, and static loads. The total static load for all buses is set to 600.0 MW and 57.4 MVAr. All traditional synchronous generators are modeled as steam turbine generators by employing the IEEEG1 steam governor model (type B) with a droop setting of 5% (see Figure 6) (Yang et al., 2021). The capacity of the BESS is 5.0 MWh when connected to the power grid by a 5 MW DC/AC inverter with SOCs of 50 and 25%. The SOCmax and SOCmin are set to 90 and 10%, respectively.
[image: Figure 5]FIGURE 5 | Modified IEEE 14-bus system embedded with a wind farm, photovoltaic power plant, and BESS.
[image: Figure 6]FIGURE 6 | Results for case 1. (A) System frequency. (B) Output power of the BESS. (C) SOC of the BESS. (D) Control coefficient for control loops.
The wind farm and photovoltaic power plant are in the maximum power point tracking operation, and as a result, only the BESS participates in the inertial control of the frequency drop.
The dynamic system frequency indices (frequency nadir, maximum df/dt, and settling frequency) of the proposed combined inertial control strategy with an adaptive control coefficient are compared to that of the inertial control strategy with fixed coefficients (20 and 50) and without a control strategy. They are represented as “proposed,” “fixed (50),” “fixed (20),” and “w/o control” in the following explanations. In this section, since the system frequency indexes are related to the sizes of disturbance and SOCs of the BESS, the effectiveness of the proposed scheme is indicated by using case 1 and case 2 with various disturbances. The effectiveness of the proposed scheme is presented under SOCs of the BESS using case 1 and case 3.
Case 1: Disturbance of 60 MW With an Initial SOC of 50%
As displayed in Figure 6A and Table 1, if there is no control scheme implemented in the BESS, the dynamic system frequency indices (maximum df/dt, frequency nadir, and settling frequency) are −0.364 Hz/s, 59.395 Hz, and 59.773 Hz, respectively. When the BESS implemented the inertial control strategy with fixed control coefficients (20 and 50), the dynamic system frequency indices are improved to −0.349 Hz/s, 59.432 Hz, and 59.778 Hz, and −0.340 Hz/s, 59.455 Hz, and 59.782 Hz, respectively. This is because the BESS could feed a certain amount of active power to the grid to counterbalance the disturbance. When the BESS implemented the proposed inertial control strategy with an adaptive control coefficient, they are improved to −0.315 Hz/s, 59.521 Hz, and 59.792 Hz, respectively, since more power is fed to the grid by employing the adaptive control coefficient in Eq. 11.
TABLE 1 | Summary of case 1 and case 2.
[image: Table 1]The peak values of the injected power from the BESS of the fixed control coefficients (20 and 50) are 1.1 and 2.7 MW, respectively. The values of the injected power from the BESS during the steady state are 0.5 and 0.9 MW, respectively (see Figure 6B). These are the reasons that the inertial control strategy with a fixed control coefficient can enhance the dynamic system frequency indices. With an increasing coefficient, the benefits of improving the dynamic frequency indices become better. In the proposed inertial control strategy with an adaptive coefficient, the peak value of the injected power and value during the steady state are 7.1 and 3.6 MW, respectively. As a result, the reduction in the SOC of the proposed inertial control strategy is larger than that of other strategies, as illustrated in Figure 6C.
Case 2: Disturbance of 120 MW With an Initial SOC of 50%
Compared with case 1, a severe disturbance is employed to explore the performance of the proposed inertial control strategy of the BESS.
The dynamic system frequency indices of “w/o” are −0.781 Hz/s, 58.771 Hz, and 59.524 Hz, respectively, which become worse due to the severe power deficient, as shown in Figure 7. When the BESS implemented the fixed control coefficient inertial control strategy, the injected powers of the BESS increase to 2.2 and 5.9 MW and then decrease to 0.9 and 2.0 MW; as a result, the dynamic system frequency indices are improved to −0.773 Hz/s, 58.808 Hz, and 59.529 Hz, and −0.735 Hz/s, and 58.861 Hz, and 59.537 Hz, respectively. When the BESS implemented the adaptive control coefficient inertial control strategy, the injected power of the BESS increases to 14.2 MW and then decreases to 5.6 MW; as a result, the dynamic system frequency indices are improved to −0.663 Hz/s, 59.007 Hz, and 59.559 Hz, respectively.
[image: Figure 7]FIGURE 7 | Results for case 2. (A) System frequency. (B) Injected power of the BESS. (C) SOC of the BESS.
Compared with those of case 1, the proposed synthetic inertial control strategy is able to improve the dynamic system frequency indices because of the increased df/dt and frequency excursion (see Table 1). Thus, the proposed synthetic inertial control is adaptive to the sizes of the disturbance.
Case 3: Initial SOC of 25%
Figure 8 and Figure 9 illustrate the simulation results when the BESS is with a low initial SOC of 25% under various sizes of disturbances. Compared to case 1 and case 2, due to the low initial SOC, even though the adaptive control coefficient become low compared to that of case 1 and case 2, the proposed inertial control strategy with an adaptive control coefficient could improve the dynamic system frequency indices. In a small disturbance, compared to the fixed control coefficient strategy, the indices are improved to −0.341 Hz/s, 59.474 Hz, and 59.785 Hz, respectively (see Figure 8). In addition, the dynamic indices are increased to −0.713 Hz/s, 58.900 Hz, and 59.540 Hz, respectively (see Figure 9). Consequently, the proposed synthetic inertial control strategy is able to improve the frequency stability even in a low initial SOC situation.
[image: Figure 8]FIGURE 8 | Results for case 3 with light disturbance. (A) System frequency. (B) Injected power.
[image: Figure 9]FIGURE 9 | Results for case 3 with severe disturbance. (A) Frequency. (B) Injected power.
CONCLUSION
To solve the frequency stability issue when a large amount of renewable power generation is integrated in a power grid, this study addresses an SOC-based flexible synthetic inertial control strategy of the BESS to improve the dynamic system frequency indices. To do this, the control loops based on the frequency excursion and df/dt are implemented into the controller of the BESS. The adaptive control coefficient of both control loops is adjusted according to the instantaneous SOC so as to inject more active power to the grid at a higher SOC. The control coefficient is a linear function of the SOC, which is easy to implement. The benefits of the proposed combined inertial control strategy are investigated with various sizes of disturbance and SOCs of the BESSs.
Simulations based on EMTP-RV clearly illustrate that the proposed synthetic inertial control strategy of the BESS is able to enhance the dynamic system frequency indices in terms of improving the maximum df/dt, frequency nadir, and settling frequency. With the increasing sizes of disturbance, the frequency excursion and df/dt become severe; consequently, the benefits for enhancing the dynamic frequency indices become better. In addition, the proposed synthetic inertial control strategy could enhance the dynamic frequency indices in a lower scenario.
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With the gradual increase in the deployment of distributed power sources and electric vehicles, the coordinated dispatch of clean power is of great significance to improve the economics of electricity consumption by prosumers and promote the consumption of renewable energy. On the basis of considering photovoltaic as a shared power resource, a low-voltage distribution network electric vehicle and distributed photovoltaic coordinated management and control strategy was proposed, and a day-ahead dispatch model of photovoltaic and electric vehicles for prosumers was established, which also considered the total cost of electricity consumption and two targets for photovoltaic consumption. The NSGA-2 algorithm is used to solve the model to obtain the Pareto optimal solution set, and the satisfaction evaluation method is used to select the optimal compromise solution. Based on the cloud-edge collaborative mechanism, the aforementioned technologies are deployed in the intelligent perception terminal device to execute downward computing, storage, and resource management strategies of the cloud station. A 24-period simulation calculation was performed on a low-voltage distribution network with 20 households. The results show that the proposed collaborative management and control strategy is beneficial to improve the economic efficiency of users’ electricity consumption and promote the consumption of clean energy.
Keywords: power resource sharing, prosumer, energy management, distributed generation, cloud-edge collaboration
1 INTRODUCTION
As the world’s energy structure is accelerating toward low-carbon evolution, distributed photovoltaics are developing rapidly. However, with the increase in the penetration rate of distributed photovoltaics, the intermittent impact of its output on the system cannot be ignored (Haque and Wolfs, 2016; Yao et al., 2019). In recent years, the sharing model has promoted the efficient use of resources. Households sharing photovoltaic power generation in the low-voltage distribution network can promote the consumption of clean energy and improve the economic efficiency of community power consumption (Zhou et al., 2015; Xiong et al., 2020). At the same time, the proportion of electric vehicle users is gradually increasing. In the context of distributed photovoltaic power generation access, reasonable control of the charging and discharging of electric vehicles can improve photovoltaic consumption and reduce electricity expenditure. Therefore, it is necessary to conduct research on collaborative management and control technologies such as distributed photovoltaics and electric vehicles in the low-voltage distribution network under the power resource sharing mode. On the other hand, low-voltage distribution terminals collect massive measurement data and act as the management center. It can form the operation management system of cloud-edge collaboration with cloud station. Based on cloud-edge collaborative architecture, data collection, status perception, and resource collaboration for low-voltage distribution systems can be achieved. It enables distributed intelligence and improves data edge utilization.
The low-voltage power distribution community realizes power dispatching processes including power purchase, power sharing, and demand response (DR), etc., through the intelligent perception device to meet the load demand of the residents (Zhao et al., 2020; Zhao et al., 2021). Erdinc et al. (2015) studied the operating strategies of smart homes with electric vehicles and energy storage under the guidance of real-time electricity prices. Zhong et al. (2018) established a smart community energy management system optimization scheduling model, which allows distributed power sources to smoothly connect to the grid by scheduling the flexible load working time of each user and the charging and discharging power of electric vehicles in each period. However, the aforementioned literature does not consider the impact of the power-sharing mode on the power consumption economy of the prosumers and the consumption of clean energy. Joo and Choi (2017) consider the power-sharing behavior between adjacent users, and Wu et al. (2018) consider the power sharing between smart buildings, but these literatures also only study the impact of power-sharing mode on the economics of the park, how to make it more comprehensive. Analyzing the effect of power-sharing mode on clean energy consumption requires further exploration.
This study proposes a coordinated management and control strategy for low-voltage distribution network electric vehicles and distributed photovoltaics (Zhang et al., 2021) and establishes a day-ahead dispatch model for photovoltaics and electric vehicles for prosumers, which also considers the total cost of residential electricity and the amount of clean energy consumption. The goal is to use the NSGA-2 algorithm to solve the model, obtain the Pareto optimal solution set, and use the satisfaction evaluation method to select the optimal compromise solution. Based on the cloud-edge collaborative mechanism, the previous technologies are deployed in the intelligent perception terminal device to receive and execute downward computing, storage, and resource management strategies of the cloud station. The simulation results show that the collaborative management and control of electric vehicles and distributed photovoltaics can significantly improve the economic efficiency of electricity consumption and promote the consumption of clean energy.
2 CLOUD-EDGE COLLABORATIVE MECHANISM
The devices in the power grid generate a large amount of data, which is uploaded to the cloud for processing, causing great pressure on the cloud. In order to share the pressure of the central cloud node, an intelligent perception terminal device set up in a low-voltage distribution network can be responsible for data calculation and storage within its own scope. At the same time, most of the data is not one-time data, and the processed data still needs to be gathered from terminal nodes to the central cloud. Cloud computing can do big data analysis and mining, data sharing, and training and upgrading of algorithm models. The cooperation and integration of the cloud and terminal are the cloud-edge collaborative mechanism. Based on the cloud-edge collaborative mechanism, the intelligent perception terminal device is set up in a low-voltage distribution network, which receives and executes the downbound computing and storage resource scheduling management strategies of the cloud station to meet the allocation of resources required for tasks and reduce energy consumption. The intelligent perception terminal device is responsible for formulating the day-ahead dispatching plan for the low-voltage power distribution network, monitoring and managing flexible loads, so as to reduce the cost of electricity and promote the consumption of clean energy. Each user in the low-voltage power distribution network has distributed photovoltaics, charging piles (support electric vehicle charging and discharging), and smart sockets. The energy flow and information flow in the power-sharing mode are shown in Figure 1. Specifically, households’ photovoltaic power generation prioritizes the use of their own household’s daily load, that is, the PV-to-house (PV2H) process; when the photovoltaic power generation is surplus, it can be shared with other households through the intelligent terminal perception device, that is, the PV-to-community (PV2C) process. After the electric vehicle with V2G function is used and connected to the charging pile, it uses the intelligent perception terminal device PS-CEMS to control the charge and discharge power to reduce the charging cost and promote the consumption of distributed photovoltaics.
[image: Figure 1]FIGURE 1 | Energy flow and information flow under power sharing mode.
3 COORDINATED MANAGEMENT AND CONTROL MODEL OF ELECTRIC VEHICLES AND DISTRIBUTED PHOTOVOLTAICS FOR USERS
3.1 Objective Function
In this study, with the goal of minimizing the total cost of residential electricity and maximizing the consumption of distributed photovoltaics, a multi-objective optimization model for the coordinated management and control of electric vehicles and distributed photovoltaics in the low-voltage distribution network is constructed.
3.1.1 Resident Electricity Costs
The goal was to minimize the total electricity cost of residents, that is, the minimum cost of purchasing electricity from the grid, as shown in the following equation:
[image: image]
In the formula, t and h are, respectively, time period and user number; T is the optimization period; N is the number of residents; Mb t is the electricity purchase price of each time period; and Pg h,t and Pev_g h, t are, respectively, the power purchased from the grid by household daily load and the power purchased from the grid by the EV.
3.1.2 Distributed Photovoltaic Consumption
With the maximum distributed photovoltaic absorption as the target, the objective function is shown as follows:
[image: image]
3.2 Constraint Condition

1) Constraints on household power balance
[image: image]
In the formula, [image: image] is the power obtained by household h from the power grid or other households; [image: image] is the power provided by the PV of household h to its own daily compliance, that is, the power transmitted in the PV2H process; L is the load of household h; and [image: image] is the power shared by other households to household h.
2) Constraints on sharing power balance between the low-voltage distribution system
[image: image]
In the formula, [image: image] is the power that family h shares with other households and [image: image] is the power of rooftop PV of household h to carry out the PV2C process.
3) Line constraint
[image: image]
In the formula, [image: image] is the maximum power the line can withstand and [image: image] is a 0-1 variable to ensure that the inflow and outflow of electric quantity are not carried out simultaneously.
4) Photovoltaic output constraint
According to the situation that photovoltaic power generation can be scheduled and considering the loss in the photovoltaic inverter process, the photovoltaic output balance constraint is as follows:
[image: image]
In the formula, [image: image] is the absorbed amount of photovoltaic power generation; [image: image] and [image: image] are the power transmitted in PV2H and PV2C processes, respectively. [image: image] is the predicted value of photovoltaic output; and ηdc-ac is the inverter efficiency.
5) EV charging and discharging constraints
[image: image]
In the formula, [image: image] and [image: image] are the charging and discharging power of EV, respectively; and ηac-dc is the AC-DC conversion efficiency.
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In the formula, [image: image] and [image: image] are 0-1 variables, respectively, representing the charging and discharging state of EV; [image: image] is the state of charge of EV; ηev_c and ηev_d are the charging and discharging efficiency of EV, respectively; Pev_c max and Pev_c min are the charging power of EV, respectively, upper and lower limits; Pev_d max and Pev_d min are the discharging power of EV, respectively, upper and lower limits; [image: image] and [image: image] are, respectively, the upper and lower limits of the EV state of charge; [image: image] is the initial value of the EV state of charge; [image: image] is the expected value of the EV state of charge to meet the travel needs of users; and [image: image] is the rated capacity of the EV.
4 NSGA-2 ALGORITHM FOR SOLVING MULTI-OBJECTIVE PROBLEMS
Aiming at the coordinated management and control model of electric vehicles and distributed photovoltaics in the low-voltage distribution network established earlier, this study needs to solve the multi-objective optimization problem. A multi-objective genetic algorithm (MGA) is an evolutionary algorithm used to analyze and solve multi-objective optimization problems. Its core is to coordinate the relationship between each objective function and find the optimal solution set that makes each objective function reach a relatively large (or relatively small) function value as much as possible. The NSGA2 algorithm is a multi-objective genetic algorithm with the largest influence and the widest application range among many objective optimization genetic algorithms. It is superior to the NSGA algorithm: it adopts a fast non-dominated sorting algorithm, and the computational complexity is greatly reduced compared with NSGA. Crowding degree and crowding degree comparison operators are used to replace shareQ, which needs to be specified, and are used as the winning criteria in the peer comparison after quick sorting so that the individuals in the quasi-Pareto domain can be extended to the whole Pareto domain and evenly distributed to maintain the diversity of the population. The elitist strategy is introduced to enlarge the sampling space, prevent the loss of the best individual, and improve the speed and robustness of the algorithm. It is suitable for application to complex and nonlinear multi-objective optimization problems. The algorithm flow can be found in the literature (Lei and Yan, 2019).
The multiple Pareto optimal solution sets are obtained by the NSGA-2 algorithm to solve the model, so multiple Pareto optimal solution sets need to be screened and compared to determine the optimal compromise solution and so as to determine the source-load interaction peak shaving optimal decision plan. The evaluation results of each objective function value are more than “satisfactory” and “unsatisfactory”. In the classical set, the eigenfunction can only take two values of 0 and 1, while in the fuzzy set, the value range of the eigenfunction expands from the set of two elements to the interval of (0,1). Therefore, this study uses the satisfaction evaluation method to select the optimal compromise solution. The fuzzy membership function is the satisfaction value of the objective function corresponding to each Pareto solution, and the optimal compromise solution is found by comparing the respective satisfaction. Therefore, this study uses the satisfaction evaluation method to select the optimal compromise solution (Tang et al., 2008; Kannan et al., 2009). The fuzzy membership function is the satisfaction value of the objective function corresponding to each Pareto solution, and the optimal compromise solution is found by comparing the respective satisfaction. The fuzzy membership function is:
[image: image]
In the formula, fi,k is the value of the ith objective function in the kth Pareto optimal solution; fi,max and fi,min are the maximum and minimum values of the ith objective function, respectively; when μi,k = 0, μi,k = 1, respectively, the value of the ith objective function is completely unsatisfactory and completely satisfied. Through the aforementioned method, multiple Pareto optimal solutions are obtained, and the standardized satisfaction value μk of these Pareto optimal solutions is obtained according to the following formula, and the maximum solution is the optimal compromise solution.
[image: image]
In the formula, m is the number of objective functions to be optimized; μk is the standardized satisfaction value of the kth Pareto optimal solution.
5 ANALYSIS OF COORDINATED CONTROL RESULTS OF ELECTRIC VEHICLES AND DISTRIBUTED PHOTOVOLTAIC IN THE LOW-VOLTAGE DISTRIBUTION NETWORK
This study takes into account the power-sharing between residents in the low-voltage distribution system and establishes a multi-objective optimization model with the goal of minimizing residential electricity costs and maximizing clean energy consumption. Under the MATLAB 2018b platform, the GUROBI8.0.1 software is called through the YALMIP toolbox to solve the problem, and the computer parameters are Intel Core i5-8400 CPU@2.80 GHz, 8 GB memory.
5.1 Basic Data
There are a total of 20 users in the power sharing low-voltage distribution system designed in this study, that is, N = 20; the optimization period is T = 24.8:00 a.m. to 9:00 a.m. is set as the first period and 7:00 a.m. to 8:00 a.m. is set as the 24th period on the second day. Conversion efficiency ηdc-ac = 95%, ηac-dc = 95%.
The photovoltaic output curve and load data are shown in Figure 2. The EV parameters of households are shown in Table 1. The price of electricity purchased by users from the grid adopts the time-of-use electricity price, which refers to the industrial electricity price, as shown in Table 2.
[image: Figure 2]FIGURE 2 | Residents’ load and photovoltaic forecast.
TABLE 1 | Parameters of EV.
[image: Table 1]TABLE 2 | Definition of time-of-use electricity price.
[image: Table 2]5.2 Sharing Mode Analysis
In the power-sharing mode, households’ photovoltaic power generation prioritizes the use of their own household’s daily load; when the photovoltaic power generation is surplus, it can be shared with other households through the intelligent terminal perception device. When the power sharing in the community is not considered, that is, in the traditional mode, the electricity generated by photovoltaic power generation is first consumed by the load in real time, and the surplus electricity can only be discarded. In order to verify the advantages of the sharing mode proposed in this study compared with the traditional mode, the results of multi-objective optimization under the two modes are analyzed separately.
As shown in Figure 3, the NSGA-2 algorithm is used to solve the coordination control model in both the sharing mode and the traditional mode. The steps of the NSGA-2 algorithm are as follows: First, an initial population of N size is randomly generated. After non-dominated sorting, the first generation of the offspring population is obtained through the selection, crossover, and mutation of the genetic algorithm. Second, starting from the second generation, the parent population was combined with the offspring population to carry out a rapid non-dominated sorting, and the crowding degree of individuals in each non-dominated layer was calculated. Suitable individuals were selected to form the new parent population according to the non-dominant relationship and the crowding degree of individuals. Finally, a new population of offspring is generated by the basic operation of the genetic algorithm and so on until the end-of-program condition is met (Deb et al., 2002; Xu et al., 2019). The algorithm parameters are selected as follows: the maximum number of iterations is 500, the population size is 300, the crossover probability is 0.9, and the mutation probability is 0.1. The results are shown in Table 3. Comparing the compromise solution data of the sharing mode and the traditional mode, it can be seen that the total electricity cost of low-voltage distribution network users in the sharing mode is reduced by 93 yuan compared with the traditional mode, and the consumption of clean energy has increased by 241 kW h. Furthermore, compare the electricity costs of users in the two modes as shown in Figure 3. It can be seen from the results in Figure 3 that compared with the traditional model, the electricity cost of the heavy-duty households (households 16–20) under the sharing mode has dropped significantly, while the electricity cost of the households with a lower load level has increased slightly. After energy sharing, the total cost of electricity consumption by users has decreased. Therefore, the power-sharing model effectively improves the economic efficiency of electricity consumption and the consumption of clean energy in the community.
[image: Figure 3]FIGURE 3 | Electricity charges for residents under the two modes.
TABLE 3 | Data of the compromise solution.
[image: Table 3]5.3 Analysis of the Charging and Discharging Process of EV
In the two modes, the SOC curves of EV are shown in Figures 4, 5. Electric vehicles are flexible loads with time-shift characteristics. In order to absorb the excess photovoltaic power generation in the system, the electric vehicle load will use electricity. The amount has shifted from the 20–24 period to the 12–16 period. Therefore, during the 12–16 period, the battery energy storage of some electric vehicle users also reached the upper limit of SOC, approaching 1.
[image: Figure 4]FIGURE 4 | SOC of electric vehicles before collaborative management and control.
[image: Figure 5]FIGURE 5 | SOC of electric vehicles after collaborative management and control.
6 CONCLUSION
This study proposes a coordinated management and control strategy for low-voltage distribution network electric vehicles and distributed photovoltaics and establishes a day-ahead dispatch model of photovoltaics and electric vehicles for prosumers, which considers the total cost of electricity consumption and the two goals of photovoltaic consumption. The NSGA-2 algorithm is used to obtain the Pareto optimal solution set, and finally, a compromise solution is given. The results show that the proposed multi-objective optimization model considers the total electricity cost of community residents and the consumption of clean energy at the same time, which is beneficial to comprehensively study the impact of the clean power-sharing mode from multiple aspects. After the sharing of clean energy, the total cost of electricity consumption by users has decreased. The coordinated management and control of electric vehicles and distributed photovoltaics can improve the economics of the system and increase the consumption of clean energy. In the next step, a more comprehensive collaborative management and control strategy will be considered; research and consideration will be given to adding electric vehicles to the sharing mode, and further simulation and application will be carried out.
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Clean and low-carbon electricity-gas integrated energy system (EGIES) is being developed rapidly in order to meet the dual-carbon target. Situation awareness can provide an early warning of operational risks to the EGIES, which is helpful for its promotion and application. In this paper, a data-driven situation awareness method of EGIES considering time series features is proposed. The state and deviation vectors of EGIES are solved at the situation perception level based on the state estimation. The recurrence plot (RP) is used at the situation comprehension level to extract the time series features of historical deviations, and the operating state of future deviations is encoded in the form of labels. A convolutional neural network (CNN) is established at the situation projection level to project the future operating state of the EGIES based on the RP of the historical deviations. A case study of EGIES coupling a 14-node power system with a 7-node gas system shows that the projection accuracy of the proposed method increases by 2.07 and 3.04% compared with the long-short term memory (LSTM) neural network and the support vector machine (SVM), respectively.
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1 INTRODUCTION
The steady advancement of carbon neutrality and carbon peaking goals has resulted in the concepts of energy conservation, emission reduction and low-carbon living gradually becoming a consensus in the development of the energy field (Zeng et al., 2014; Li et al., 2018; Cheng et al., 2020; Jiang et al., 2021; Zhang et al., 2021). The electricity-gas integrated energy system (EGIES) is a new energy system, which is environmentally friendly, low-carbon and clean. It not only promotes the transformation of the energy structure, but also provides a strong support for the dual-carbon goals (Clegg and Mancarella, 2016; Wang and Bu, 2020). However, the multi-source heterogeneity of EGIES affects the economy, efficiency, safety and reliability of system operations. Achieving efficient and accurate situation awareness of EGIES is of great significance to ensure safety and reliability of its operations.
Situation awareness originated from the aviation and military fields. It has been applied in the fields of transportation, network security, and power system in recent years (Panteli and Kirschen, 2015; Xu et al., 2017; Li et al., 2018; Zhu, 2020). In the power systems, it is mainly divided into three levels: situation perception, situation comprehension and situation projection (Panteli et al., 2013; Lin et al., 2016). Situation awareness is defined as “the perception of the elements in an environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future”. Situation perception represents the perception of information related to key elements of the system; situation comprehension is the understanding of what the perceived data means in relation to the projection objectives, and the mining of connections in perceived data; situation projection denotes the projection of the future state of the system based on the perceived data and comprehended information.
So far, research efforts have been devoted to different levels of situation awareness in the power systems (Sayed et al., 2020; Chen et al., 2021; Fang et al., 2021). However, only a small part of the existing research work linked the three levels of situation awareness, which caused a lack of interaction and progressive logical relationship. On the other hand, most studies on situation projection focused on quantitative regression forecasting, e.g., load forecasting and wind power forecasting (Sun et al., 2019; Chen and Wang, 2021). These studies did not consider qualitative forecasting of system operation trend, which could provide an intuitive and concise display for operation and maintenance personnel. Subject to the availability of diverse and sufficient data, it is a feasible method to qualitatively evaluate and project the operation state of the system by establishing a situation indicator system. However, there are industry barriers vis-a-vis the electricity and gas aspects of the EGIES, and it is difficult to share and interconnect a large amount of data or information involving commercial privacy and confidentiality in the whole EGIES. Therefore, it is considerably hard to establish a perfect situation indicator system for situation awareness.
Meanwhile, the EGIES is more complex and diverse than the power system in terms of energy flow, characteristic dimension and time scale, which results in the generation of massive and diverse measurement data (Wang et al., 2018). The effective use and mining of hidden information in these measurement data for situation awareness is one of the key directions that needs to be explored urgently. In recent years, data-driven theory has been widely used in the electric power field. It has become one of the important means to promote the development of power systems and integrated energy systems (Zhou et al., 2016; Fu et al., 2018; He et al., 2018). The end-to-end relationship between “historical state” and “future trend” can be automatically mined and obtained by collecting raw measurement data and combining data-driven technology. This can avoid complex mechanism analysis, which provides new ideas for the application of situation awareness in EGIES.
Hence, a data-driven situation awareness method of EGIES considering time series features is proposed in this paper, which can be divided into three stages. A state estimation model based on basic measurement data is established for situation perception. The recurrence plot (RP) is used to extract the time series features of the EGIES deviation vectors for situation comprehension. A convolutional neural network (CNN) model is built to project the operation trend of EGIES for situation projection.
The remainder of this paper is organized as follows. Section 2 introduces the state estimation model of EGIES. Section 3 explains the differential comprehension of the historical and future deviation vectors of EGIES. Section 4 establishes the EGIES projection model based on CNN. Section 5 uses a case study to verify the performance of the proposed method. Section 6 concludes the paper.
2 SITUATION PERCEPTION OF ELECTRICITY-GAS INTEGRATED ENERGY SYSTEM BASED ON STATE ESTIMATION
The key to situation perception lies in the collection of topology information and measurement data, thereby realizing the extraction of state and deviation vectors. Therefore, the first step for achieving situation perception is to obtain the physical topology of nodes and branches, and subsequently use the phasor measurement unit, wide area measurement system, pressure transmitter, turbine flowmeter and other measurement devices in EGIES for acquiring measurement vectors. The measurement vectors include voltage amplitude, voltage phase angle, power, pressure, pipeline flow, etc., (Chen et al., 2021).
The measurement vectors obtained directly from the measurement devices usually suffer from the problems of measurement noise and missing measurements, resulting in poor data accuracy and insufficient comprehensiveness. Thus, these measurements cannot meet the actual operation requirements of the EGIES. Using the state estimation to filter the measurement vectors can achieve the state vectors solution, and subsequently provide accurate information for the safe and reliable EGIES operation. The state vectors include voltage amplitude, voltage phase angle and pressure. Compared with the methods in (Chen et al., 2015; Zang et al., 2019), the weighted least square method is lacking in robustness, its calculation speed is faster and meets the timeliness requirements of situation awareness. Thus, the weighted least square method is adapted to the state estimation model of EGIES, which can be written as follows:
[image: image]
where ze and zg are the measurement vectors of power and gas systems, respectively, he and hg are the measurement functions of power and gas systems, respectively, which are given in (Du et al., 2019; Zhang et al., 2021), xe and xg are the state vectors of power and gas systems, respectively, Re and Rg are the weight matrices of power and gas systems, respectively, and c(x) is the zero equality constraint including power constraint, voltage constraint, gas flow constraint, etc., which is given in (Du et al., 2019; Zhang et al., 2021).
The state vectors are the direct mappings to the operation state of the EGIES. The most direct sign of the abnormality of operation state is the exceeding of threshold by the state vectors. Therefore, the power system voltage amplitude and the gas system pressure are selected as the key state vectors for per unit processing. The mean absolute percentage error is used to quantify the degree of operating deviation of the EGIES, which is given by
[image: image]
where d is the deviation vector of EGIES, ρ is the weight coefficient, Me and Mg are the numbers of nodes in the power and gas systems, respectively, Ui and Pj are the voltage amplitude of ith node in the power system and the pressure of jth node in the gas system, and UN and PN are the rated voltage of the power system and the rated pressure of the gas system, respectively.
3 SITUATION COMPREHENSION OF ELECTRICITY-GAS INTEGRATED ENERGY SYSTEM CONSIDERING TIME SERIES FEATURES
Based on the situation perception, the deviation vectors of the EGIES are obtained at time t during p∼f period, t denotes an intermediate timestamp and t∈(p, f). Assuming that p is a past moment, f is a future moment, and t is the current moment, then the p∼f period can be regarded as a time domain that includes the past and the future. Hence, in time domain, the deviation vectors dp∼t and dt∼f during the p∼t and t∼f periods, respectively, can be classified into historical information (historical state) and future information (future trend), respectively.
3.1 Comprehension of Historical Deviation
The historical deviation implies the characteristics of time series changes, which affect the future operation trend of the EGIES. The RP can convert one-dimensional time series into two-dimensional images, reveal the periodicity, chaos and non-stationarity of time series, and enhance its features. It is used to extract the time series features from deviation vectors and encode them in the image form (Amiri et al., 2022). The specific steps are as follows:
3.1.1 Normalization of the Deviation Vector dp∼t
The normalization of deviation vectors dp∼t used to scale the data within the range of [0, 1] is given by
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where di and [image: image] denote the deviation vector and normalized deviation vector at timestamp i, respectively, max (dp∼t) and min (dp∼t) are the maximum and minimum values of the deviation vector in the p∼t period, respectively, and i ∈(p, t).
3.1.2 Phase Space Reconstruction of the Deviation Vector dp∼t
For a one-dimensional time series [image: image] (i = 1, 2, ..., N) with a timestamp length of N, the phase space reconstruction for obtaining a high-dimensional phase space can be written as follows:
[image: image]
where τ is the delay time, k is the embedding dimension, and Nk = N-(k-1)·τ is the number of phase spaces. In this paper, the delay time is set to zero, i.e., N timestamps correspond to N phase spaces, which avoids the selection of embedding dimension and further enhances the feature comparison between timestamps.
3.1.3 Recurrence Plot Matrix Calculation
Improper threshold selection will cause the loss of important information of the RP. Therefore, the deviation obtained by the phase space reconstruction is used to calculate the non-threshold RP matrix. For vector [image: image] (i = 1, 2, ..., Nk) in phase space, the non-threshold RP matrix is defined in Eq. 5 as follows:
[image: image]
where Rij is the element of the ith row and the jth column of the RP matrix, and‖ [image: image] ‖represents the norm. In this paper, the 2-norm is chosen to define the elements of the RP matrix R by using the Euclidean distance between vectors in different phase spaces. The defined RP matrix R extracts the time and space characteristics of the deviation vector, and represents the recursive features of deviation vectors between timestamps.
3.1.4 Generation of Recurrence Plot
The RP matrix elements are encoded in the RGB color form, and subsequently the two-dimensional RP is plotted. Figure 1 shows the diagram of the RP encoding of the deviation vectors.
[image: Figure 1]FIGURE 1 | RP encoding of deviation vectors.
The recursion between the timestamps of the Cartesian coordinate in Figure 1 is mapped to the corresponding areas in the RP by different colors. As can be seen from Figure 1, when the Euclidean distance between the deviations of the two timestamps is farther, the color is closer to red; when the Euclidean distance between the deviations of the two timestamps is closer, the color is closer to blue. By using RP to encode and reconstruct the original one-dimensional deviation vectors, the time series features of the deviation vectors in the time domain are extracted. This step can improve the visual inspection and learning ability of the CNN model in situation projection.
3.2 Comprehension of Future Deviation
Although there is no clear definition of the operation state of the EGIES, it is closely related to the temporal change in deviation. Hence, according to the change of deviation, the operation state can be divided into four categories based on the quantitative and qualitative combined method: normal, recovery, critical and emergency.
The deviation is within the normal threshold in the normal state, whereas it is in the transition process from critical or emergency to normal in the recovery state. The deviation exceeds the normal state deviation threshold and is lower than the critical state deviation threshold in the critical state. Meanwhile, the system has a certain self-adjustment ability and it can slowly recover by itself after reaching the maximum deviation. The deviation exceeds the critical state deviation threshold in the emergency state, and consequently, the system fails and cannot recover to the normal state by itself.
Figure 2 shows the specific operation state classification process for the deviation vector dt∼f in the t∼f period. In the figure, dn is the normal state deviation threshold, dc is the critical state deviation threshold, dm is the maximum deviation in the period t∼f, Dc and Dd are the critical state fluctuation and the emergency state fluctuation thresholds, respectively, and Δt is the timestamp interval.
[image: Figure 2]FIGURE 2 | Classification of operation state.
4 DATA-DRIVEN SITUATION PROJECTION OF ELECTRICITY-GAS INTEGRATED ENERGY SYSTEM
4.1 Basic Theory of Convolutional Neural Network
The CNN improves the multi-level perceptron with respect to two features: reducing the number of weights that speeds up the training process, and lowering the risk of overfitting. The CNN is not limited to one-dimensional data input and can receive two-dimensional image data with a higher amount of complex feature information. Therefore, it has been widely used in natural language processing, image identification, computer vision, and other fields (Mei et al., 2017; Zheng et al., 2018; Du et al., 2019). The CNN is mainly composed of convolutional layers, pooling layers, fully connected layers, drop-out layers and activation functions. The function of each layer is explained as follows:
The convolution layer traverses the input image by sliding a convolution kernel and calculating the inner product between the kernel and the local pixel information of the image. It strengthens and filters the information features, and greatly reduces the computational burden. The convolution operation can be described as
[image: image]
where X is the input matrix of the convolution calculation, W denotes the convolution kernel of size M×N, Y is the output matrix of the convolution calculation, and b represents the bias.
The purpose of pooling layer is to reduce the size of the two-dimensional image as much as possible, and reduce the number of parameters to avoid overfitting the model. This layer normally uses max-pooling or average pooling operations.
The activation function is usually a nonlinear function. It can enhance the nonlinear fitting and representation ability of the CNN, and effectively adapt the model to the strong nonlinearity of the EGIES (Martínez-Ceseña and Mancarella, 2019). Common activation functions include Sigmoid, Tanh and ReLU. The calculation of the ReLU function saves the computational time as it does not contain any exponential term, and consequently, the calculation efficiency can be improved during the backpropagation calculation. Therefore, ReLU is selected as the activation function, that is, given by Eq. 7 as follows:
[image: image]
4.2 Situation Projection Model Based on Convolutional Neural Network
Using the deviation vectors data set over the p∼t period and the operation state label set over the corresponding t∼f period obtained by the situation comprehension in Section 3, the CNN can supervise the training and learning of RP, which can improve the classification and projection performance. In this paper, a CNN model with a total of ten layers (one input layer, two convolution layers, two activation layers, two pooling layers, one flattening layer, one fully connected layer and one output layer) is established for EGIES situation projection. Section 5 describes the selection of hyperparameters and Table 1 provides the parameters, operations, input and output of each layer of the model.
TABLE 1 | | Input, operation and output of CNN.
[image: Table 1]The input layer uses RP over the p∼t period and converts them into a RGB pixel matrix of size 32 × 32 × 3. Subsequently, 128 feature maps of size 5 × 5 are obtained through two convolution, activation and pooling operations. The ReLU is selected as the activation function, and the pooling layer uses the max-pooling method. The flattening layer F1 is used to compress the three-dimensional feature maps into a one-dimensional array with a length of 3,200. The information of the flattening layer is transmitted to the output layer through the fully connected layer, and the softmax classifier is used to obtain the projection result of the operation state over the t∼f period. In Table 1, k represents the size of the convolution kernels, f is the number of convolution kernels, and s is the stride.
5 CASE STUDIES
The measurement data used in this paper are collected from an EGIES, including voltage amplitude, voltage phase angle, active power, reactive power, gas pressure, and pipeline flow. As shown in Figure 3, the EGIES includes a 14-node power system and a 7-node gas system, where node 8 of the power system and node 6 of the gas system are connected by power to gas equipment, node 14 of the power system and node 7 of the gas system are connected by gas turbine. The time interval is 5 min, and the lengths of the p∼t and t∼f intervals are equal to 12 and 6, respectively. The operating conditions of different EGIES are different and, therefore, the appropriate p∼f interval value should be selected based on the historical data in applications. The measurement data include a total of 2000 groups of EGIES measurements within 90 min, where there are 500 groups each for normal, recovery, critical and emergency states, and the ratio between training and validation sets is 7:3. The training set is used to update the weight parameters of the CNN, and the validation set is used to optimize the model hyperparameters.
[image: Figure 3]FIGURE 3 | Topology of the EGIES
In order to realize the proposed situation awareness method, firstly, the measurement data is used for state estimation to obtain the state vectors and the deviation vectors; based on the comprehension of the deviation vectors, the RP sample set and the label sample set are obtained; finally, a CNN model is established, and the RP sample set is used as the input, and the label sample set is used as the output, then the situation projection model is obtained by training.
The simulated hardware platform is based on a personal computer, using an Intel (R) Core (TM) i7-9700K CPU @ 3.00 GHz processor with a memory of 16.0 GB. The CNN model is built using the Keras module in the Tensorflow framework.
5.1 Optimization of Hyperparameters
During the training process of the CNN model, it is necessary to optimize the hyperparameters to improve its performance in situation projection. The five hyperparameters: number of neurons in the convolution layer C1, number of neurons in the convolution layer C2, batch size, epoch and learning rate are optimized based on the accuracy results.
The number of neurons in the convolution layer determines the learning depth of the model and the ability to extract features from images. Batch size represents the number of samples selected for each training, which affects the optimization degree and speed of the model. Epoch is the number of times the sample set is trained, which affects the training time and fitting degree of the model. The learning rate is one of the most important hyperparameters, which controls the gradient convergence during training. An excessively large learning rate will hinder the convergence of the gradient, while an excessively small learning rate will slow down the convergence. Considering the time and calculation costs, the hyperparameters combination is optimized based on random search. Figure 4 shows the optimization of hyperparameters.
[image: Figure 4]FIGURE 4 | Optimization of hyperparameters.
A total of 48 combinations are used for the hyperparameter configurations. In order to compare the pros and cons of configurations, the accuracy rate and normalized accuracy rate of all configurations are color-coded and shown in Figure 4. It can be observed that when the learning rate is set to 0.001, the accuracy rates of the corresponding configurations are higher than 90%, which are better than those of the configurations where the learning rate is set to 0.01. The accuracy rates of the configurations when the epoch is set to 64 are also higher than those with 16 or 32 epochs. Therefore, the model has better predictive performance when the learning rate is set to 0.001 and the epoch is set to 64. An exhaustive comparison of 48 configurations gives the optimal hyperparameter configuration as [32, 128, 64, 64, 0.001]. In this configuration, the accuracy rate is 97.90%, and the cross-entropy loss is 0.0536. Figure 5 shows the loss function and accuracy values over different epochs. It can be seen that when the epoch reaches more than 50, the model can be considered convergent, the loss function is close to 0.05, and the accuracy rate remains around 95%.
[image: Figure 5]FIGURE 5 | Training accuracy and loss.
5.2 Analysis of Projection Results
In order to further analyze the performance of the proposed method, 400 groups of independent test set data are applied to the well-trained CNN model in order to achieve unbiased situation awareness. A total of 100 groups each are used for normal, recovery, critical and emergency states. Furthermore, the long-short term memory (LSTM) in deep learning and the support vector machine (SVM) in machine learning are adapted for comparison and verification. Before comparing, the parameters of LSTM and SVM are optimized. The inputs in LSTM and SVM are one-dimensional deviation vectors without RP transformation. The outputs in LSTM and SVM are the projection results of the future states.
The confusion matrix is used to visualize the results of classification projection on the test set (Chicco et al., 2021). The matrix divides the results into four categories: True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). In addition, four performance indicators of Accuracy Rate (AR), Precision Rate (PR), Recall Rate (RR) and Specificity Rate (SR) can be obtained based on the statistical results of the confusion matrices, which are calculated according to the following expressions:
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where TP represents the result that the sample belongs to a positive class and the model also recognizes it as belonging to the positive class, and TN represents the result that the sample belongs to a negative class and the model also recognizes it as belonging to the negative class. The FP represents the result that the sample belongs to a negative class but the model recognizes it as belonging to a positive class, and FN represents the result that the sample belongs to a positive class but the model recognizes it as belonging to a negative class. The projected classification results obtained by applying the three methods of CNN, LSTM and SVM on the test set are shown in Figures 6–8, respectively.
[image: Figure 6]FIGURE 6 | Projection results of CNN.
[image: Figure 7]FIGURE 7 | Projection results of LSTM.
[image: Figure 8]FIGURE 8 | Projection results of SVM.
When the future operation state of the EGIES is actually normal, the historical deviations are usually within the allowable deviation range. However, the time domain features are more complex and diverse, and do not follow a single law. The CNN can extract time series features through RP feature maps, while LSTM, as a variant of recurrent neural network, also has the ability to deal with the time series data. On the other hand, SVM, as a traditional machine learning method, has difficulty in comprehending and extracting the time series relationships. Although the CNN and LSTM are more capable of time series feature extraction than the SVM, the intricate features of deviation cause the differences in feature extraction by the three methods to have a minor effect on the projection results. Therefore, Figures 6–8 show that among the 100 groups of actual normal samples, the CNN, LSTM and SVM accurately project 98, 98 and 97 groups, respectively. Thus, the projection results are almost the same with the three methods.
When the EGIES is actually in the future operation state of recovery, the historical deviations show obvious decreasing trends. In addition, the corresponding mapping is also generated along the diagonal line on the RP. The significant difference in the deviation in the time domain makes the SVM, which cannot perceive the time series differences, have a good projection performance. Hence, the CNN, LSTM and SVM all achieve accurate projection for the 100 samples that are actually recovered.
When the future operation state of the EGIES is actually critical or emergency, the historical deviations exhibit both fluctuations and increase in values, and there are slight differences in the fluctuation range and the increasing gradient. The time series features of the historical deviations in critical and emergency states are similar. Consequently, the three methods make a certain degree of cross prediction, i.e., the actual critical state is projected as emergency or the actual emergency state is projected as critical. However, the CNN accurately captures and maps the differences in amplitude and gradient through RP, and the LSTM extracts the correlation of deviations by the memory characteristic. Figures 6–8 show that the CNN, LSTM and SVM make cross projections of 13, 25 and 31 groups, respectively. The number of cross projections of CNN is significantly smaller than those of the LSTM and SVM, which verifies the accuracy and effectiveness of the proposed method.
Based on the classification projection results shown in Figures 6–8, the AR, PR, RR and SR of the three methods can be calculated using Eq. 8–11. Table 2 shows the results of these four performance indicators.
TABLE 2 | Comparison of performance indicators for classification projection.
[image: Table 2]Table 2 shows that all three methods have good projection performance for the projection of normal state: the accuracy rates are maintained above 99.00%, and the differences of the same indicators between the three methods is maintained at about 1%. In the projection of recovery state, the AR, PR and SR of CNN and LSTM are higher than those of SVM. In the projection of critical and emergency states, the average AR of CNN is 96.51%, which is 4.01 and 5.96% higher than 92.50% of LSTM and 90.55% of SVM, respectively. The average AR of CNN for the projection of four operating states is 98.07%, which is 2.07 and 3.04% higher than those of LSTM and SVM, respectively. These results further verify the performance improvement of the proposed method compared with the LSTM and SVM in situation projection.
5.3 Analysis of Projection Results
There are differences in the number of historical samples provided by different EGIES. Furthermore, the performance of data-driven models depends on the size of the training data set. The model performance will change when the size of the data set changes. Therefore, the adaptability of the proposed method in different data environments is tested by changing the proportion of the training data set in the sample set. Figures 9, 10 compare the AR for the validation and test sets of the three methods under six different training set proportions of 30, 40, 50, 60, 70 and 80%.
[image: Figure 9]FIGURE 9 | Accuracy rate of validation set.
[image: Figure 10]FIGURE 10 | Accuracy rate of test set.
As Figure 9 shows, the average AR of the validation set with the CNN is 94.47% over the six different training set proportions, which is 4.58 and 4.20% higher than 90.27% of LSTM and 89.89% of SVM, respectively. Figure 10 shows that the average AR of the test set of CNN is 96.75%, which is 7.00 and 4.79% higher than 89.75% of LSTM and 91.96% of SVM, respectively. The proposed method has better projection performance under various training set proportions, which proves that it is more adaptable under different scenarios.
6 CONCLUSION
In this paper, a data-driven situation awareness method for EGIES operation risk warning considering time series features was proposed. The method could be divided into three levels: 1) situation perception based on state estimation, 2) situation comprehension considering time series features, 3) situation projection based on data-driven methodology. Simulation results showed that the proposed method could effectively extract the temporal features in the RP, hence its performance and situation awareness adaptability were better than those of LSTM and SVM. More importantly, the proposed method could qualitatively and intuitively display the future operation state of the EGIES, which would be helpful for the operators to comprehend the EGIES conditions and provide them guidance to make operation and maintenance decisions.
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In order to cope with the challenges of dispatching of power grids brought by large-scale distributed photovoltaic power generation related to production and consumers, a maximum expected sample weighted convolutional neural network (EM-WS-CNN) is proposed to forecast the distributed photovoltaic output. First, the distance correlation coefficient and the principal component analysis method are used to extract the comprehensive meteorological factors from the original meteorological data, and then the 6 statistical indexes of the comprehensive meteorological factors and historical power data are used as the clustering characteristics. The historical data are divided into different weather types by using the maximum expectation clustering, and the training samples are weighted based on the membership matrix. Finally, the weighted training data are used to construct the EM-WS-CNN model. In the experimental analysis, the above-mentioned method is compared with the CNN model, and the results show that the proposed method has higher accuracy and robustness.
Keywords: distributed generation, photovoltaic power generation forecast, EM-WS-CNN, neural network, prosumer
INTRODUCTION
In recent years, with the reduction of the cost of distributed photovoltaic power generation equipment, more application models of distributed photovoltaics for prosumers have come into being, and the photovoltaic assembly capacity of prosumers is also getting higher (Zhang et al., 2021). In order to improve photovoltaic consumption, accurate day-ahead power forecast of distributed photovoltaic power generation has become an increasingly important requirement (Zhou, 2019). At present, there are two main methods (Zhang et al., 2016) to realize photovoltaic power forecast: one is the traditional forecast method represented by time series modeling; the other has been widely used in the field of photovoltaic power forecast in recent years because of its good nonlinear expression ability and fault tolerance performance (Lin and Pai, 2016).
However, in order to achieve high forecast accuracy, the input of the meta-heuristic model should mostly contain irradiance data (Zhao et al., 2016), and the model should be more suitable for scenarios with sufficient data such as large-scale centralized photovoltaic power plants. Most of the distributed user photovoltaic systems with low capacity and few data are not installed with radiation forecasting equipment (Zameer et al., 2017), which greatly increases the difficulty of photovoltaic power forecasting.
In order to solve the problem of limited radiation forecast data, some studies have carried out classification and clustering of weather and fully mine the weather type information to improve the forecast accuracy (Alonso-Montesinos et al., 2015). In 2020, Chen et al. and Wang et al. (Chen et al., 2020; Wang et al., 2020) divided the original data by clustering the meteorological factors such as seasons and weather types and established a classification forecast model suitable for different weathers. A few scholars (Hai et al., 2015; Wang et al., 2017; Eseye et al., 2018) fully explored the characteristics of photovoltaic power and divided the day types based on power information clustering. In addition, considering the similarity between the PV power of the day to be forecast and the PV power of the historical days with the same meteorological conditions (Gaudereto de Freitas et al., 2020), some scholars proposed the concept of similar days (Lopes et al., 2018) The most basic method for selecting similar days is to use relevant meteorological factors to construct daily feature vectors to select similar days (Pang et al., 2020). In addition, some studies have effectively avoided the phenomenon of wrong selection by improving the similarity degree of the fuzzy clustering algorithm, considering seasonal differences (Hu et al., 2020), and using mutual information entropy weighting to consider correlation differences (Bi et al., 2016).
The weather type classification provides the basis for the classification training of the model, and the similar day search provides a reference for the input feature selection of the model. However, it can be seen from the above-mentioned analysis that weather classification and similar day search are usually separated into two different research fields and there is a lack of methods and model studies that combine the advantages of the two. In addition, in order to solve the problem of the small number of historical samples, some studies have integrated the historical data of multiple users. Different distributed users are geographically dispersed and have different models. The existing similar daily methods are all based on meteorological information and do not consider the implicit system internal information such as the actual output power of the distributed photovoltaic system and user power consumption data. This is a large error in the forecast scenario.
The above-mentioned mainstream forecast methods often only improve the model to varying degrees without considering the importance of different samples to the model during model training, resulting in low model accuracy. In addition, the time interval of distributed photovoltaic power forecast is usually 1 h, which cannot meet the higher precision scheduling requirements. In response to these problems, this paper proposes a model based on the maximum expected sample weighted convolutional neural network (EM-WS-CNN), which mines potential weather information from historical data and fully considers the similarity between historical power generation data and forecast days. The forecast time interval is 15 min, and the time granularity is finer, which provides more detailed forecast information for power grid scheduling.
INTRODUCTION OF DISTRIBUTED PHOTOVOLTAIC MODULES
Generally, the PV module uses toughened glass as the upper plate and Tedlar as the lower plate, and the three are bonded and encapsulated with ethylene vinyl acetate (EVA), with a size of 839 mm × 537 mm × 50 mm. Because the silicon material will reflect a part of the sunlight, a thin ARC layer (ARC) is added between the photovoltaic cell layer and the EVA layer, which is usually ignored. The structure of each layer of a typical producer consumer distributed photovoltaic module is shown in Figure 1.
[image: Figure 1]FIGURE 1 | PV module structure diagram.
When working outdoors, the environmental factors that affect photovoltaic behavior mainly include solar irradiance, ambient temperature, ambient wind speed, pressure gradient, air humidity, cloud height, and air quality. These factors vary in different geographical locations. The most crucial ones are solar irradiance, ambient temperature, and ambient wind speed. Since the radiation incident on the photovoltaic panel mainly includes beam radiation, diffuse radiation, and reflected radiation, the altitude and air quality will directly affect the ratio of beam radiation to diffuse radiation, that is, the solar irradiance includes altitude and air quality, two hidden variables.
Correlation Analysis of Meteorological Factors
The meteorological factors that affect the output power of photovoltaics mainly include irradiance, temperature, humidity, pressure, and wind speed. First, the correlation analysis is carried out on these influencing variables, and the main factors affecting the photovoltaic power output are screened out. The distance correlation coefficient (DCC) is a commonly used correlation measurement method, which can quantitatively analyze the correlation between different factors. The closer the correlation coefficient is to 1, the greater the correlation with the output power. Hence, this paper uses the DCC to weigh the correlation between output power and meteorological factors. The distance correlation coefficient between two random samples X and Y can be defined as
[image: image]
In the above-mentioned formula, when the denominator is 0, dCor = 0, where the X and Y distance covariances are defined as
[image: image]
Here, n is the length of the random variable, and k is the position of the variable.
The correlation analysis is carried out using the actual operation data of a photovoltaic power station, and the meteorological factors used are horizontal radiation, horizontal scattering, oblique radiation, oblique scattering, ambient temperature, relative humidity, wind speed, and rainfall. In order to display the analysis results more intuitively, the correlation coefficients are sorted in descending order. The correlation coefficient analysis results between the sorted photovoltaic output power and meteorological characteristics are shown in Table 1.
TABLE 1 | Results of DCC.
[image: Table 1]Among the meteorological factors affecting photovoltaic output power, horizontal radiation and oblique radiation have a strong correlation with photovoltaic power; second, ambient temperature, relative humidity, horizontal scattering, wind speed, and oblique scattering have a certain correlation, while rainfall has almost no correlation. This paper selects seven meteorological features with high correlation, namely, horizontal radiation, horizontal scattering, oblique radiation, oblique scattering, ambient temperature, relative humidity, and wind speed, as the main meteorological input parameters affecting photovoltaic power generation.
Principal Component Analysis Method to Extract Comprehensive Meteorological Factors
The principal component analysis (PCA) method is a commonly used and effective data dimensionality reduction method. Due to the redundancy between various meteorological factors, too much redundant information will affect the computational efficiency and reduce the accuracy of the model. Therefore, this paper uses the principal component analysis method to comprehensively analyze the seven main meteorological factors and extracts the comprehensive meteorological factors (CMFs) related to high output power. Experiments show that the extracted statistical indexes of output power and CMFs can reflect the fluctuation of photovoltaic output well.
A matrix composed of 7 important meteorological factors is set as an n × m matrix X, where n is the number of samples and m is the feature dimension, where m = 7. First, the average value is calculated for each dimension feature, and the calculation formula is shown as follows:
[image: image]
Then its covariance matrix C is calculated using the following formula:
[image: image]
Eigenvectors of C ei and eigenvalues of C λi = 1,2,…,m can be calculated as follows:
[image: image]
From this, the matrix after dimensionality reduction can be obtained as Z = XE, in which E = [e1,e2,…ek],k is the dimension after dimensionality reduction.
In order to determine the size of k, that is, the number of principal components in Z, the contribution rate of each principal component after feature reduction is calculated according to Eq. 6. λi is the eigenvalue of the eigenvector, and ri is the contribution rate of the ith eigenvalue.
[image: image]
Different k values (from 1 to 6) are taken to carry out PCA analysis on 7 main meteorological factors, and the data are divided according to the seasons—spring, summer, autumn, and winter. After calculation, the contribution rates of the six groups of principal components in different seasons and throughout the year are shown in Table 2. It can be seen that after the dimensionality reduction of meteorological features, the contribution rate of principal component 1 in spring, summer, and autumn reaches more than 97%, of which summer and autumn can reach more than 98%. In the whole year, principal component 1 can achieve a contribution rate higher than 97%, retaining most of the information in the original meteorological data, so principal component 1 is used as the extracted CMF feature.
TABLE 2 | Results of PCA.
[image: Table 2]Figure 2 shows the comprehensive meteorological factors extracted by PCA on a certain day in 2019 and the output power of that day. It can be seen that the changing trends of the output power and the comprehensive meteorological factors at the same time are roughly the same, which proves the validity of the extracted comprehensive meteorological factors.
[image: Figure 2]FIGURE 2 | CMF and output power.
EM-WS-CNN FORECAST MODEL
Overall Framework of the Model
The overall framework of the EM-WS-CNN model proposed in this paper is shown in Figure 3.
1) First, the original data are preprocessed, including processing of outliers. In daily units, values other than mean ± 3 × standard deviation are determined as outliers, and the values from the previous moment are used to fill in. The imputed data are then normalized.
2) A total of 7 main features with a greater correlation are selected by the distance correlation coefficient, namely, horizontal radiation, horizontal scattering, oblique radiation, oblique scattering, ambient temperature, relative temperature, and wind speed.
3) Based on the 7 main weather factors, principal component analysis is used to extract comprehensive meteorological factors to reflect the overall weather factors.
4) The historical power data and six statistical indexes of CMFs are extracted, and the maximum expectation algorithm is used to cluster the historical power data and divide them into sunny, cloudy, rainy, and extreme weather according to the weather type. The weather type to which the forecast day belongs is determined, and the historical days of the same weather type are considered as similar days. Then, the membership degree of each sample in similar days is determined as the weight of the sample; the greater the similarity, the greater the weight, and the greater the impact on the model forecast.
5) The convolutional neural network is used to train the weighted samples to highlight the importance of similar day samples in model training so that the model can acquire more useful knowledge from similar day samples during training. Using the weather data forecasted a few days ago, with the help of the powerful feature mapping capability of the CNN, the output power with a finer time interval of 15 min is forecasted.
[image: Figure 3]FIGURE 3 | EM-WS-CNN overall framework.
Model Input Matrix and Parameter Settings
Since the power generation at night is 0, it is considered to forecast the power from 07:00 to 19:00, with a time interval of 15 min and a total of 48 power points per day. The 48 power points are sequentially split into a 4 × 12 matrix as the input of the CNN model. In the training phase, the weighted similar day samples are sorted according to the membership degree, and the two adjacent days of the membership degree are used as the input and output of the training phase, respectively. The input is 4 × 12 power data, and the output is the 48 power points of the day. The forecast stage selects a day adjacent to the membership degree of the forecast day among the similar days as the input of the forecast stage, and the output is the 48 power points of the forecast day.
The CNN structure used in this paper is shown in Figure 4. The model consists of an input layer, two convolutional layers, a fully connected layer, and an output layer. The input layer of the CNN is a 4 × 12 matrix, and the convolution kernel dimensions of the two convolutional layers are 2 × 3 × 4 and 2 × 3 × 16, respectively. It can be seen that after the input data pass through two convolutional layers, a 4 × 12 × 16 three-dimensional matrix is obtained, and after the Flatten operation, a one-dimensional vector with a length of 768 is obtained as the input of the fully connected layer. The activation function of the fully connected layer uses the Relu function, and the output is 48 power points. Thanks to the powerful feature extraction capability of the CNN, all 48 power data for the 15 min time interval of the forecast day are finally obtained.
[image: Figure 4]FIGURE 4 | Structure of CNN.
CASE ANALYSIS
Considering the influence of different weather conditions on distributed photovoltaic power generation involving prosumers, this paper proposes a distributed photovoltaic power generation forecast method based on the EM-WS-CNN. The hardware environment of this paper is an Intel(R) CoreTM i7-7700 CPU @ 3.6 GHz, 16G DDR4 memory, and GeForce GTX 1050Ti (6 GB video memory) 64-bit computer. The software platform is Windows 10 professional edition operating system, Python 3.6 (64-bit), and TensorFlow 2.0 deep learning framework.
Data Description
This paper uses the actual load data of a certain area to verify the model. The total rated power of the distributed photovoltaic power generation of the prosumer is 5 kW, and the sample sampling interval is 15 min.
Evaluation Indicators
To evaluate the performance of the proposed forecasting model, this paper uses root mean square error (RMSE) and mean absolute percentage error (MAPE) to measure the forecasting accuracy of the model. The formulae are as follows:
[image: image]
[image: image]
Here, yi represents the actual power value, and ŷi represents the model forecasted value.
Analysis of Photovoltaic Output Forecast Results
In order to test the performance of the EM-WS-CNN forecast model, the sample data of different weather types in the test set were forecasted, and the EM-CNN model without sample weighting improvement and the original one were designed for sunny, cloudy, rainy, and extreme weather conditions. The CNN model is used as a comparative experiment to verify the effectiveness of the similar daily sample weighting method optimized by the EM algorithm proposed in this paper. One day was selected for each weather type for visual analysis.
Figure 5 shows the output power forecast results using the EM-WS-CNN model and the comparison model under three weather types. The abscissa is the forecasted data point, and the ordinate is the power value. It can be clearly seen from Figure 5 that the forecast based on the CNN model has large fluctuations and large errors and the EM-WS-CNN forecast is more accurate in comparison, so the method proposed in this paper can improve the distributed photovoltaic power generation of producers and sellers and improve forecast stability and accuracy.
[image: Figure 5]FIGURE 5 | Predict results for different weather types.
Table 3 shows the root mean square error (kW) and mean absolute error (%) of the two models for the forecast of four weather types. Under different weather conditions, the RMSE (kW) and MAPE (%) forecasted by the EM-WS-CNN model are better than those forecasted by the CNN model. The average RMSE is 0.437 kW, and the average MAPE reaches 3.835%. For the CNN model, the average RMSE is 0.358 kW, and the average MAPE score is 8.616%. Therefore, the weather clustering model using improved maximum expected clustering is better than the single convolutional neural network model forecast, which improves the anti-interference ability and stability of the model, thus verifying the effectiveness of the model proposed in this paper.
TABLE 3 |  RMSE and MAPE of four weather types.
[image: Table 3]The distributed forecast model involving prosumers proposed in this paper can be summed up as follows: the forecast results of the EM-WS-CNN model are the closest to the actual results, the error fluctuation of the PV power is the smallest, and the robustness is strong. It shows that the EM-WS-CNN model can more accurately reflect the PV power characteristics on the forecast day, provide more useful information for photovoltaic grid-connected scheduling, and provide a better forecast basis and research ideas for subsequent forecast research.
CONCLUSION
With the further increase in the penetration rate of photovoltaic grid connection, refined photovoltaic output forecast can enable the grid dispatching department to customize a more detailed dispatching plan, which is crucial to the stable and safe operation of the power grid. This paper proposes a distributed photovoltaic power forecast model involving prosumers, called the EM-WS-CNN model. First, the distance correlation coefficient was used to separate the main variables, and the principal component analysis method was used to extract the comprehensive meteorological factors. Second, the maximum expectation clustering is used to divide the historical data into four similar weather types. Different weather types can reflect the fluctuation difference in photovoltaic power, and the training samples are weighted according to the weather type of the forecast day. Finally, the EM-WS-CNN model is constructed using the training data. The example verification shows that the EM-WS-CNN model proposed in this paper is superior to the CNN model in both accuracy and stability. Therefore, the model can effectively coordinate the power sector to formulate power generation plans, reduce the impact of randomness of photovoltaic power generation on the power grid, and improve the economic benefits of prosumers.
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With the acceleration of energy reform, photovoltaic, energy storage, electric vehicles, and other new loads in low-voltage distribution networks have been rapidly developed. However, the distribution network with distributed power supply has some problems, such as imprecise power flow modeling and difficult coordination between various energy sources and loads, which bring challenges to the online optimization of the distribution network load curve. In this study, a multi-time scale online load optimal operation scheme of the distribution network is proposed by using the Bayesian online learning method. This scheme transforms the online power optimization of the distribution network into a Markov decision process. The output time of different energy sources is different, and the load with different user load characteristics is optimized. The scheme can track the state of the distribution network in real time and make the optimization scheme of multi-energy output online. Finally, an example is given to verify the effectiveness of the proposed method, which has theoretical significance for promoting the diversified development of low-voltage user-side load.
Keywords: online learning, user electrical characteristics, joint optimization, low voltage distribution system, markov decision process
INTRODUCTION
With the rapid development of energy, a large number of photovoltaic (PV), electric vehicles (EV), and energy storage systems appear in the low-voltage distribution system. The Photovoltaic cell is an integral part of the main power supply, energy storage system as backup power supply, the photovoltaic power output when there is strong electricity storage, for lack of photovoltaic power generation, the energy storage discharge, and the load of power supply such as electric cars. The energy storage system can alleviate the influence of the randomness and fluctuation of photovoltaic power generation on the whole system operation. PV systems and energy storage systems are preferentially used to charge EV loads, avoiding the strong impact on the power system caused by EV loads directly connected to the large power grid. It can not only increase the consumption of new energy but also use the energy storage system to cut peak load and fill the valley, saving the cost of power distribution and capacity increase. The green operation mode of multi-load coordinated support in a low-voltage distribution system has great development potential. Li et al. (2022)and Xiong et al. (2020) proposed modeling and stability issues of voltage-source converter-dominated power systems. Cao et al. (2017) proposed a charging station construction scheme that combines photovoltaic and energy storage, namely, integrated optical storage and charging power station. The main components of the system and how to manage the power supply side of the system are introduced. Zhou et al. (2016) and Wu et al. (2021) constructed the topological structure of a single-bus DC microgrid containing distributed photovoltaic, mixed energy storage, and EV loads from the microlevel and proposed the hierarchical control strategy of line voltage for coordinating the operation of microgrid. On the basis of meeting the charging needs of EV users, Lu et al. (2014) took residential charging stations as the research object and established an optimization model aiming at minimizing the peak–valley difference of load. Through the demand response model, the optimized peak–flat–valley electricity price and the corresponding user responsiveness are solved. Zhao et al. (2015) proposed the optimal configuration of optical storage and grid-connected microgrid considering demand side response. Yu et al. (2017) proposed an optimization control model of microgrid with electric vehicles based on the multi-agent method in automatic demand response mode, aiming at the microgrid with distributed power supply and energy storage system as the power side and conventional load and electric vehicle load as the user side. Zhang et al. (2021) proposed to use the hydrogen production system to realize the optimal coordinated control of energy. Ren et al. (2018) proposed an optimization method for multi-time scale active and reactive power coordinated dispatching in an active distribution network based on model predictive control; however, there are many problems in the aforementioned methods , such as heavy computation, heavy reliance on prediction data, and difficulty in online control. Therefore, it is necessary to actively explore the collaborative optimization of optical storage and charge in the low-voltage distribution system and design a reasonable optimized operation and scheduling scheme, which can not only meet the needs of the power grid but also adapt to dynamic load change and achieve the maximum benefit and efficiency.
Studies have shown that the learning algorithm can be used to realize the learning optimization of part of the observable system, independent of the predicted data, and the reward feedback mechanism can realize the online optimization of the system. F et al. (2020) proposed a conditional probability prediction model by the dynamic Bayes method. R et al. (2020) designed a distributed optimization method based on Q-learning algorithm. The results showed that the reinforcement learning algorithm can quickly adapt to the power grid tidal wave motion in learning. However, traditional model-based algorithms need constant adjustment during operation. L et al. (2016) proposed a new algorithm with the combination of opposition learning and adaptive cross-generation differential evolution algorithm.
A low-voltage distribution system is an important part of electricity consumption. Because of the large quantity and wide distribution of low-voltage power consumption, it is necessary to standardize the data of low-voltage station areas. There has been a lot written about user characteristics. In the low voltage distribution system, customers have similar power characteristics to adjacent. Zhao et al. (2020), put forward in view of the low-pressure area of topology identification, showed that under the same area the user has electric similarity. Luo et al. (2016) provided effective data support for demand response such as peak-time electricity price formulation, staggered peak management, and load regulation. So this study, from the perspective of power characteristics, studies new coordinated control in the low voltage-power distribution system load, using online Bayesian learning methods, under the time-sharing electricity price, which is established aiming at the peak–valley load cutting optimization model; the real-time tracking online load distribution network, at the same time, meets under the dynamic change of load distribution network optimization, to implement the dynamic coordinated control of the low-voltage power distribution system; the effectiveness of the proposed strategy is demonstrated by applying it to a typical low-voltage platform area.
MATHEMATIC MODEL
Photovoltaic Module
The generation power of the photovoltaic module at time t is closely related to the illumination intensity, and its output power is:
[image: image]
where [image: image] is the maximum output power of a photovoltaic module, kW; [image: image] is actual irradiance, kW/m2; [image: image] is irradiance under standard test conditions; [image: image] is the power temperature coefficient; [image: image] is the actual operating temperature of the PV module; and [image: image] is the temperature of the PV module under standard test conditions (temperature 25°C).
Energy Storage Battery
The state of charge (SOC) of the battery reflects the ratio of the remaining power of the battery to the total capacity, and the mathematical model of the charge and discharge state is:
[image: image]
where [image: image] and [image: image] are the charged state of the battery at the end of [image: image] period and [image: image] period, respectively; [image: image] is the self-discharge coefficient of the battery; [image: image] and [image: image] represent charging power and discharging power, respectively; [image: image] represents time intervals; and [image: image] represents battery capacity.
Electric Vehicles
EVs play a very important role in environmental protection and energy consumption reduction. They can be used not only as charging load in the microgrid but also as a reserve power source to release electric energy during peak load to maintain the energy balance and power supply reliability of the grid. Referring to the social survey data of family electric vehicle travel, it can be seen that the relationship between the driving distance and time of family electric vehicle travel basically corresponds to the lognormal distribution. Thus, the expression of its probability density function can be obtained through the calculation as follows:
[image: image]
where [image: image] means value, [image: image] = 0.32; and [image: image] means standard deviation, [image: image] = 0.88.
EVs in the peak load can release the power according to their range and set the initial state of the power battery charged state to the lowest power battery charged state. Assuming that the electric car is charged at night, at the end of the trip, the power battery charged state calculation as shown in the following type, orderly in the electric vehicle charging and discharging mode, generally chooses the load slack period:
[image: image]
where [image: image] represents the energy consumed per kilometer by the electric car, [image: image] represents the discharge efficiency of each vehicle, [image: image] represents the power battery capacity of each car, and [image: image] represents the daily mileage of each car.
LOAD OPTIMIZATION MODEL BASED ON THE ONLINE BAYESIAN LEARNING METHOD
Description of the Project
In the distribution network with multiple new loads, the output scheme of new loads is optimized with the goal of minimizing the electricity cost of users under the time-sharing price. In addition, real-time tracking of the distribution network status and updating of the optimization scheme can be achieved in the case that new load access of the system changes rapidly over time. Because different load output and electricity price have different time characteristics, this study designs a multi-time scale online optimization scheme. According to different time intervals, the day is divided into several periods, and the load output is dynamically optimized according to the different time-shared price in each period, so as to realize the dynamic cooperative control of the low-voltage distribution system.
Online Bayesian Learning
Online learning is a model training method of machine learning. It can adjust the model quickly in real time according to the changes of online data, so that the model can reflect the changes online in time and improve the accuracy of online prediction. The goal of online learning is to minimize the loss of the entire function. Online learning does not need to determine the training data set in advance. The training data arrive one by one in the training process. Every time a training sample comes, the model will be iterated according to the loss function value, objective function value, and gradient generated by the sample. The main flow of online learning includes: the prediction results of the model are presented to the user and then the feedback data of the user are collected, which are used to train the model and form a closed-loop system, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Flow chart of online learning training.
In a Bayesian neural network by using the Bayesian formula on the prior probability and posterior probability, the relationship between the prior probability and posterior probability, with the initial set of standard normal distribution, can be found as a posteriori probability as the independent variable changes, in order to find out a posteriori probability, points to the independent variable on the value space. In order to simplify the process, MCMC (Markov Chains Monte Carlo) sampling is considered here to approximate the integral of the denominator, so that the posterior probability of the training set can be calculated and the neural network model can be obtained.
The Bayesian method can naturally derive the training method of online learning given the parameter in prior, calculate a posteriori probability according to feedback, take it as the prior probability of the next prediction, and then calculate a posteriori probability according to feedback.
Objective Function
When the system is running islands, if the daily load curve of the peak load is too big, it can lead to a line load increase. Considering the randomness of the efforts of photovoltaic, PV power, and energy storage discharge maximum constraints, the system stability and reliability in operation possibly cannot meet the needs of all load condition, thus appearing in the system suspend operation state. When the peak–valley load difference is large, the operating cost of the photovoltaic system and energy storage system in the low-voltage distribution system will increase. Therefore, in order to avoid too high peak value and too large peak–valley difference, this chapter takes peak clipping and valley filling as the objective function. The optimization time is 24 h in a day, and the decision variable is the change of electricity price in each period. To be sure, the objective function is calculated by using the load curve after collaborative optimization, so it is simplified here. The modules involved in collaborative control can be restricted by relevant constraints. Then, the objective function can be expressed as:
[image: image]
[image: image]
where [image: image] is the load after time-shared electricity price response. The first objective function represents the minimum peak value of system load, and the second objective function represents the minimum peak–valley difference of intra-day load. The two goals belong to the same latitude, so this chapter adopts the method of the weight coefficient to transform the two goals into a single goal problem. The objective function after transformation is:
[image: image]
[image: image]
where [image: image] and [image: image] are weight coefficients. Both goals reflect the user’s impact on the system’s peak cutting and valley filling, so they can both be set to 0.5.
Constraint Conditions

1) Customer satisfaction with electricity:
Customer satisfaction constraints:
[image: image]
where [image: image] is the electric quantity change at moment t, [image: image] is the electric quantity consumption at moment t before implementing time-of-use electricity price, and A is the minimum satisfaction value of the electricity consumption mode.
2) Continuity constraint of energy storage state of charge:
[image: image]
where [image: image] and [image: image] correspond to the charge–discharge efficiency of BESS, respectively.
3) Charge/discharge state constraints:
[image: image] and [image: image] are 0–1 variables, where 1 represents the state of charge and 0 represents the state of discharge, satisfying the constraint.
[image: image]
4) Energy storage charge/discharge constraints:
During the operation of BESS, the power of each charge/discharge should not exceed its rated value, and the total discharge power should not exceed the rated power capacity of the energy storage:
[image: image]
5) Limit the total amount of battery charges and discharges
The life of the energy storage battery is mainly affected by the charge and discharge state transition, that is, the charge and discharge times of energy storage. According to relevant studies, energy storage life is closely related to the total amount of charge and discharge in a day. Therefore, in order to reduce the number of charge and discharge times of household energy storage, the total amount of charge and discharge in a day is constrained.
[image: image]
where [image: image] is the biggest power.
CASE ANALYSIS
Parameter Settings
In this study, according to the reference that users in the same low-voltage station area have similar electrical characteristics, users with similar electrical characteristics in a low-voltage station area are directly selected as the typical scenario in this case. Moreover, different time-shared price users have different power consumption characteristics, and the user load curve will also be different. Here, industrial users are taken as an example, and the load curve is as follows: the PV curve of the area is shown in Figure 2, and the time-of-use electricity price table is shown in Table 1.
[image: Figure 2]FIGURE 2 | The PV curve of the area.
TABLE 1 | Time-shared electricity price.
[image: Table 1]It is assumed that the actual price of electricity before the implementation of time-of-use electricity is 0.56 yuan/KWH. Since this study is only for research and analysis, the value of the elasticity coefficient matrix of electricity price in reference (Yu et al., 2017) is directly taken, as shown in the following formula:
[image: image]
The demand response charging electricity price is set, the user’s peak electricity price is 0.35 yuan/KWH, the normal electricity price is 0.85 yuan/KWH, and the parameters required by the energy storage system are shown in Table 1.
The genetic algorithm was used to solve the model. The number of population was set at 100, the maximum genetic algebra was set at 500, the crossover rate was 0.8, and the mutation rate was 0.05. The proportional coefficient was set at 0.25, and the result of selecting the minimum objective function value after multiple calculations was the final result.
The model established in this study is a mixed-integer programming model, which uses the commercial solution CPLEX12.8 to solve and uses MATLAB by Yong (2016) for graph drawing and data analysis.
Operation Result
The optimization results are shown in Figure 3. According to the analysis of the calculation results, the user’s load in multiple time scales will change with the change of the new load, and the load curve and peak–valley difference will also change accordingly without being affected by other constraints. By comparing the load curves obtained by online learning and offline learning, it can be found that when online learning is not adopted, the load curve obtained by users under the objective function has little change; but when online learning is adopted, the load curve obtained by users under the objective function is relatively smooth, and the effect of peak clipping and valley filling is more obvious. It shows that the model in this study can realize the coordination of various new loads, get a better optimization effect, and effectively improve the economy of the power grid operation.
[image: Figure 3]FIGURE 3 | Load contrast diagram.
CONCLUSION
In the new multi-load low-voltage distribution system, the goal of peak cutting and valley filling is realized through the cooperative management and control of user load on a multi-time scale. At the same time, online Bayesian learning can track the distribution network in real time, adapt to the change of new load, dynamically adjust the load distribution, and realize the optimal collaborative optimization strategy. The aforementioned example verifies the effectiveness of the strategy.
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Prosumers refer to the integration of production and consumption. Due to a large number of access to distributed power sources, electric vehicles, etc., which have a certain impact on power transformers, and increasing potential failures, transformers need to be monitored. In recent years, image recognition technology based on deep learning has been widely used in intelligent inspection image analysis. Aiming at the problem that the accuracy of appearance fault diagnosis in intelligent inspection images is limited by image quantity and quality, an image data set optimization method based on a seamless cloning algorithm and image cleaning is proposed. First, a sample generation method based on the seamless fusion algorithm is proposed, which seamlessly fuses the corroded texture of other power equipment into the transformer image to generate the rust transformer image. On this basis, an image quality evaluation and screening method based on the XGBoost algorithm is proposed to evaluate the image quality of the data set and clean the low-quality images. In addition, aiming at the limitation of a single diagnosis algorithm, an appearance diagnosis method based on heterogeneous model ensemble learning is proposed. By constructing multiple learning models and using a weighted voting strategy to fuse model outputs as final outputs, the accuracy of fault diagnosis is improved.
Keywords: prosumer, intelligent inspection, sample generation, image quality evaluation, heterogeneous model ensemble
1 INTRODUCTION
Prosumers in the power industry mainly use renewable energy to generate electricity, and the generated electricity can be used by itself and the excess electricity can be sold (Rathnayaka et al., 2011; Damisa and Nwulu, 2019). Transformers play an important role in the prosumer community and are used for power transmission and power conversion. At the same time, transformers have the functions of electrical isolation, suppression components, and matching voltage after distributed power sources are merged into the prosumer community (Wu et al., 2019). Fault monitoring of transformers in prosumers enables more efficient use of equipment, increases equipment utilization, and enables purposeful repairs, improving repair levels and making the entire prosumer community safer and more reliable. The transformer is exposed to outdoor operation for a long time. Due to severe weather and a damp environment, the transformer appears to rust and other appearance faults occur, affecting its safe and stable operation (Zhang et al., 2021). The monitoring of hidden danger areas is realized by using computers and sensors instead of manual inspection, which provides a new auxiliary method for diagnosing the transformer appearance state efficiently and reliably.
In the early application of image recognition in the power industry, feature extraction and matching of feature quantity need to be designed according to practical problems, which have a high threshold and poor universality. The designer is required to have a high level of mathematics and data sensitivity. A transmission wire foreign body method based on the linear segment detection algorithm and multi-constraint feature is proposed (Liang et al., 2022). A linear structuring aware point–point line fault detection algorithm used gradient operators in horizontal and vertical directions to detect linear objects (Wang et al., 2015). Lu et al. (2017) proposed a method to identify transformer oil leakage by using the relationship between saturation and intensity in the color space. There is a method that can detect whether the cable is damaged or not by comparing the difference between the cable contour in the image and the ideal cable contour (Ishino and Tsutsumi, 2004). Jiao and Wang (2016) used the frame difference method to mark foreign objects in the keyframes of aerial video and proposed the K-means algorithm cluster analysis ORB (Oriented FAST and Rotated BRIEF) operator to simplify feature points to improve the matching rate.
Although the method (Golightly and Jones, 2013) based on deep learning avoids artificial selection features and can adapt to the complex and changeable inspection image background relatively, the accuracy is often greatly affected by the number of images in the data set. The scarcity of samples is currently a major obstacle to introducing deep learning to the electrical industry. In practical application, it is difficult to collect a large number of annotated available data sets for specific power inspection application scenarios. (Goodfellow et al. (2020 proposed a generative adversarial network that converts parts of normal images into defective images for data enhancement, but this method is based on the learning of a large number of defective images, which we lack. From the perspective of image fusion, Dwibedi et al. (2017) proposed the use of image masks to fuse the target into the background image and reduce the dependence on image rendering. Gupta et al. (2016) explored the use of computer rendering to generate samples but the application scenario is mainly text recognition in images, which is quite different from the grid foreign object detection scenario. In addition, images are an important information source for parameter learning of deep learning algorithms and their quality plays a decisive role in the adequacy and accuracy of acquired information. It is difficult for the algorithm to learn effective and correct information because the main object of power equipment may be unclear and fuzzy in the images collected by the drone or inspection robot (Zhao et al., 2020).
The main contributions of this study are summarized as follows:
1) Aiming at the problem of sample scarcity, a sample generation method based on a seamless fusion algorithm is proposed. The method utilizes an adaptive gradient domain to seamlessly embed the rust texture into the transformer image to generate new rust samples.
2) To reduce the influence of low image quality on fault diagnosis, a quality evaluation and screening method based on the XGBoost algorithm is proposed. The method improves the accuracy and reliability of the information obtained by the fault diagnosis model from the data set by identifying and cleaning the low-quality images in the generated images.
3) To overcome the limitations of a single diagnosis algorithm, an appearance diagnosis method based on the ensemble learning of heterogeneous models is proposed. The method integrates the results of multiple diagnostic algorithms through a weighted voting strategy, balances the advantages and disadvantages of each algorithm, and improves diagnostic accuracy.
2 DATA SET OPTIMIZATION METHOD
2.1 Appearance Fault Sample Generation Method
2.1.1 The Algorithm Principle of Seamless Cloning
The seamless cloning algorithm (Perez et al., 2003) is mainly used for image mosaic and texture fusion. The algorithm solves the image fusion problem by minimizing the following formula:
[image: image]
where f represents the image region Ω after seamless cloning, ∇ represents the gradient operator, V represents the guidance gradient field of the target to be fused, and f* is the value of f on ∂Ω, with ∂Ω representing the boundary of Ω.
The solution of the aforementioned equation is the only solution of the following equation satisfying the Dirichlet boundary condition f|∂Ω = f*|∂Ω:
[image: image]
where Δ represents the Laplace operator and div represents the divergence operator.
For the image, Ω is a set composed of discrete points. Eq. 1 can be discretized to obtain Eq. 3, where all pixel points p∈∂Ω:
[image: image]
where p represents the pixels on the fused image, <p, q > represents a pixel pair satisfying q∈Np, with Np being the set of four adjacent pixels of pixel point p, fp is the value of f at pixel p, fq is the value of f at pixel q, and vp,q represents the projection of V ((p + q)/2) onto the vector [p, q].
The solution of Eq. 3 satisfies the following equation:
[image: image]
For the pixels inside Ω, Eq. 4 can be simplified into Eq. 5 without meeting the boundary conditions:
[image: image]
In use, first, we identify the four key elements of seamless cloning, that is, determine the source image Ω, the target image S, the boundary ∂Ω of Ω, and the guiding field V. As shown in Figure 1, we find the middle line of the overlapping area (defined as the bisector of the number of columns in the overlapping area), divide the overlapping area of image I2 into two parts, take the right part as the source image Ω, and define the overlapping area of image I1 as the target image S.
[image: Figure 1]FIGURE 1 | Seamless cloning algorithm.
Then, we initialize the parameters. S and Ω take the pixel value of the corresponding image, respectively, the upper and left boundary ∂Ω1 of Ω take the corresponding pixel value of image I1, and the lower and right boundary ∂Ω2 take the corresponding pixel value of image I2. When only horizontal displacement exists in the two images, the upper and lower boundary pixel values are directly zero. For the guidance field V of Ω, in this study, we use the mixed gradient to replace the source image gradient, so as to control the guidance degree of the source and target image gradients to the fusion image gradient.
When the gradient of a point on the target image is relatively large, this gradient value is considered to replace the gradient value of the source image. Therefore, for each point in the source image Ω, the larger gradient (absolute value) is selected as the guiding field guidance interpolation by comparing its gradient on the source and target graphs, and the formula for calculating the mixed gradient is as follows:
[image: image]
where f(x) and g(x) represent scalar functions on the target graph and source graph, respectively.
The discrete form of the mixed gradient is shown in Eq. 7:
[image: image]
Finally, we solve the unknown region. The color image is divided into R, G, and B channels for seamless cloning, and each pixel in the unknown region is solved using Eqs 4 and 5. The obtained equations are combined and converted into the form Ax = b, where A is the coefficient corresponding to Laplace convolution, x is the brightness of each point in the unknown region, and b is the mixed gradient. Finally, the conjugate gradient descent method is used to solve the equation to complete the fusion. The process of a seamless cloning algorithm is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Process of seamless cloning algorithm.
2.1.2 Appearance Fault Sample Generation Method
In practical applications, the performance of the appearance fault diagnosis model based on machine vision may be affected because there are too few defect samples that can be collected. Therefore, it is necessary to generate defect samples through algorithms to expand the data set.
A seamless cloning algorithm can freely select the areas that need to be fused with the corroded image in the transformer image and have much better performance for the fusion between the rusty area and the transformer image (Xi et al., 2018). In an actual substation inspection, although it is difficult to collect a sufficient number of appearance fault samples, many rust images of other equipment can be collected, and these rust samples have important texture information similar to rust images of a transformer. Figure 3 shows the appearance fault sample generation method for the transformer.
[image: Figure 3]FIGURE 3 | Transformer corrosion sample generation method based on seamless image editing algorithm.
2.2 Quality Evaluation Screening
2.2.1 Principle of XGB Algorithm
XGBoost is an optimized integrated tree model, improved and extended from the gradient ascending tree model. The ensemble model of the tree is as follows:
[image: image]
where z’i is the model-predicted value of the ith sample, K is the number of trees, F is the set space of the tree, di represents the feature vector of the ith data point, and fk corresponds to the structure q and leaf weight w of the kth independent tree.
The loss function L of the XGBoost model contains two parts:
[image: image]
where part 1 is the training error between the predicted value z’i and the target true value zi. The second part is the sum of the complexity of the tree, which is the regular term used to control the complexity of the model:
[image: image]
where μ and η represent the penalty coefficients for the model.
During the minimization of the sequence minimization, in Eq. 9, the incremental function ft(di) is added in each round to minimize the loss function as much as possible. The objective function of round t can be written as
[image: image]
2.2.2 Image Quality Evaluation Method
An image is an important information source for parameter learning of a deep learning algorithm and its quality plays a decisive role in the adequacy and accuracy of the information obtained by the algorithm. The main object of substation equipment is unclear and fuzzy in the images taken by inspection robots and other image acquisition devices, and some of the images generated by the image style transfer algorithm are not realistic. The aforementioned low-quality images cannot effectively reflect the image features of substation equipment, which is not conducive to the learning and training of appearance fault diagnosis algorithms and directly affects the accuracy of appearance fault diagnosis. Therefore, data cleaning is necessary.
Data cleaning usually involves the manual identification of data set images one by one and the deletion of low-quality images according to the requirements of the recognition task. There are many problems in the process, such as repeated workload and inconsistent judgment criteria. As shown in Figure 4, to conduct the automatic quality assessment and screening of the original substation equipment images and images generated based on the appearance fault sample generation method, a machine learning classification model is used to conduct image quality assessment and screening (Xi et al., 2020). First, the images in the data set are labeled as low quality and high quality according to their quality. Then, the quality evaluation and screening model based on the deep learning classification algorithm (Melgani and Bruzzone, 2004) is trained. Finally, the model is used to calculate the quality category of test images and delete the low-quality images. After the annotation and training, the model can be reused for image quality assessment and cleaning in the same recognition task.
[image: Figure 4]FIGURE 4 | Image quality assessment and cleaning process.
3 APPEARANCE FAULT DIAGNOSIS OF THE TRANSFORMER
3.1 Heterogeneous Model Ensemble
For supervised learning algorithms such as machine learning and deep learning, all kinds of learning models have their own advantages and disadvantages. Therefore, it is often difficult to get a model that can meet all aspects of practical application through learning data sets. Model ensemble (Shi and Zhang, 2019; Li et al., 2020; Liu et al., 2021) is a multi-algorithm fusion machine learning method based on statistical learning theory. The heterogeneous model ensemble is one of the model ensemble methods. By constructing several different learning models and using certain ensemble strategies to fuse the model outputs as the final output, the advantages and disadvantages of each learning model are balanced in order to obtain a better and more comprehensive model. In this method, when a wrong judgment occurs in one of the models, the wrong judgment can be corrected by the other models. Heterogeneous model ensemble learning not only achieves better generalization performance than a single learning model but also reduces the risk of falling into a local minimum by combining multiple individual models. In addition, during the training process, a single learning model can only learn a few important features, while the combination of different learning models can learn more important features (Chen et al., 2021).
The simple principle of heterogeneous model ensemble learning is shown in Figure 5, which includes three parts: data set, first-layer model, and second-layer model. Among them, the individual learning model in the first-layer model is trained independently. The results of these models are then processed as the final result based on some integration strategies.
[image: Figure 5]FIGURE 5 | Heterogeneous model ensemble learning principle.
3.2 Appearance Fault Diagnosis Method
Since appearance fault diagnosis is a classification task, the voting method is selected as a heterogeneous model ensemble strategy, and its mathematical expression is shown as follows:
[image: image]
where class(x) = 1 or −1, respectively, represent the two final recognition states of the input substation equipment image x by the integrated learning model. classifieri(x) represents the identification result of the individual learning model, with 1 or −1 states.
Since different models have different diagnosis veracities, the ensemble strategy based on the weighted voting method is adopted to improve the voting weight of the model with better diagnosis veracity and reduce the weight of the model with poor recognition ability. There are usually two methods for generating voting rights based on the accuracy index and F1 score index, as shown in Eqs 13 and 14, respectively.
[image: image]
[image: image]
where Ai is the recognition accuracy of the ith recognition model and Fi is the F1 score of the ith recognition model.
In addition, the ensemble strategy based on weighted voting is shown in Eq. 15:
[image: image]
where classifieri(x) represents the status of the transformer image x recognized by model i, and its value is 1 or −1. If the weighted sum of n single identification models is 0, the majority voting method will be adopted.
4 EVALUATION INDEX
The performance of the substation equipment state identification method is evaluated by calculating the F1 score and the accuracy rate (accuracy), as shown in the following formulas:
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where
[image: image]
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In the above equations, FTP indicates the number of images that are positive samples and are predicted to be positive samples, FFN indicates the number of images that are positive samples but are predicted to be negative samples, FFP indicates the number of images that are negative but are predicted to be positive, and FTN indicates the number of images that are negative samples and are predicted to be negative samples.
5 SIMULATION
In this article, experiments are conducted on a computer equipped with AMDRyzen73700X8-CoreCPU and NVIDIAGeForceRTX2060GPU, Windows 10, and the program running environment is TensorFlow1.13.1 and Python3.7.7. The hyperparameter settings of the various models in this study are as follows: the GoogLeNet v1 learning rate is set to 0.01, the learning rate decay rate to 0.96, the batch size to 32, the momentum to 0.9, and the weight decay rate to 0.0002. The learning rate of BP is set to 0.001 and the batch size to 100. The penalty coefficient C of the python version of SVM is set to 1.0, the radial basis function (rbf) is selected as the kernel function, and the gamma parameter is 0. The LeNet-5 learning rate is set to 0.8, the learning rate decay rate to 0.99, and the batch size to 32.
5.1 Synthetic Samples and Analysis of Results
As shown in Figure 6, it is the transformer appearance defect image that is generated based on the method proposed in this study. As shown in the figure, the method is able to expand the transformer appearance defect sample data set by seamless cloning rust textures in the transformer. The 500 images generated based on this method are evaluated for quality screening and quality statistics are shown in Table 1 . The low-quality images accounted for 30%, which shows that the rust texture appeared outside the transformer body, such as the sky and other backgrounds, and are unrealistic; the rust texture in some generated images is poorly integrated with the transformer. The high-quality images account for about 70%, and the images in this part are more realistic.
[image: Figure 6]FIGURE 6 | Generated sample example.
TABLE 1 | Quality statistics for composite images.
[image: Table 1]5.2 Diagnostic Results of Different Sample Proportions
The experiment uses the F1 score and the accuracy rate to judge the diagnosis results. In this section, by comparing the influence of the positive and negative sample ratios of different experiments on the diagnosis results, the appropriate ratio of positive and negative samples of the transformer is selected for the simulation experiment.
The transformer rust samples used in this section are 100, and the normal samples are 100, 200, 300, 400, and 500, respectively. This section is based on GoogLeNet (Szegedy et al., 2015) for training and testing, and the test set includes 100 rust images and 100 normal images. The test results are shown in Table 2. It can be seen that, in the test results, when the proportion of normal samples of the transformer increases, the F1 score and the accuracy rate increase. When the ratio is 1:3, there is a better effect. After that, with the increase of normal samples, the F1 score and accuracy rate decreased because there are too many normal samples in the training set, causing the model to over-learn the features of normal samples.
TABLE 2 | Diagnostic results of different sample proportions.
[image: Table 2]5.3 Feasibility Analysis of the Augmented Sample Training Model
As the experimental data set of this study, 600 transformer images were collected in a certain area. Among them, there are 200 rusted transformer images and 400 normal images. Also, 100 rust images and 100 normal images are used as the test set A. To study the feasibility of expanding the training set, in this study, the recognition results are compared based on the GoogLeNet, LeNet-5 (Lecun et al., 1998), and SVM (Cortes and Vapnik, 1995; Henz et al., 2015) model using the data set before and after the expansion. Training set A contains 100 rust images and 100 normal images were collected. The training set B contains 100 rusted images obtained based on the sample generation method in this study, and 100 normal images were collected. By merging training sets A and B, we get training set C. The trained model is tested on the same test set. The results are shown in Table 3. The three models of GoogLeNet, LeNet-5, and SVM (support vector machine) are trained using the three data sets A, B, and C, respectively, and then the transformer appearance fault diagnosis is performed based on test A. It can be seen that by adding the generated transformer fault images to the training samples, the diagnostic accuracy of all three models is improved. The results show that the images generated based on the method proposed in this study can effectively improve the accuracy of the appearance fault diagnosis model.
TABLE 3 | Model training results.
[image: Table 3]5.4 Validity Analysis of Image Quality Assessment Screening
Among the collected images, there are indistinct and blurred images of the main body of the transformer. In some generated images, the rust texture appears outside the transformer body, which is not realistic. These low-quality images require recognition cleaning. The training sets A, B, and C are, respectively, cleaned by the image quality evaluation and screening method proposed in this study, and the results are used as training sets D, E, and F. It is also based on the GoogLeNet (Szegedy et al., 2016), LeNet-5, and SVM model for training and testing. The test set is also test A. The results are shown in Table 3. Since the images in the training set A have been manually quality screened during the collection process, no low-quality images are detected after screening using the method proposed in this study. Therefore, the three models trained based on the training set D have no change in the diagnostic accuracy on the test set A compared to the previous ones. In addition, after data cleaning, the diagnostic accuracy of the models trained based on the other two data sets has been improved, which proves that the image quality assessment and the screening method proposed in this study have a good effect.
5.5 Heterogeneous Model Ensemble Validity Analysis
This study selects GoogLeNet, LeNet-5, BP (Back propagation), KNN (K-NearestNeighbor) (Hastie and Tibshirani, 1996), and SVM in the first layer of the heterogeneous model ensemble. After training the first-layer diagnostic models one by one using the training set F, the transformer images in the test set are diagnosed, and the recognition results of the six types of models are combined as the input of the second-layer recognition model. The diagnostic performance of a single model has an important impact on the performance of the model obtained by the final ensemble. Therefore, based on the diagnostic ability of a single model, in the second-layer model, the model with a recognition accuracy rate lower than 85% is deleted. The results are shown in Table 4. Compared with the single model, the ensemble model has higher appearance fault diagnosis accuracy.
TABLE 4 | Ensemble model training results.
[image: Table 4]6 CONCLUSION
The safe and stable operation of transformers is an important prerequisite for the safe operation of prosumer communities. Accurate fault monitoring and status identification of transformers can ensure the normal operation and economic benefits of prosumer communities. An intelligent inspection based on artificial intelligence algorithms can not only avoid the difficult working environment of manual inspection but also improve the efficiency of the inspection. This study presents an appearance fault diagnosis of the transformer method based on data set optimization and heterogeneous model ensemble and the following conclusions are obtained:
1) When the samples are insufficient, generating samples with the help of image seamless fusion technology can effectively improve the performance of the image diagnosis model.
2) The image cleaning method based on image quality assessment can identify and delete low-quality images in the data set that are not conducive to the diagnosis task, ensure the accuracy of the information obtained by the diagnosis model, and improve the performance of the diagnosis model.
3) The heterogeneous model ensemble algorithm can overcome the limitations of a single diagnostic model, balance the diagnostic results of each model, and improve the accuracy of the final diagnostic results.
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Driven by the rural revitalization strategy and the carbon neutrality goals, the grid-connected photovoltaic/biogas/energy-storage (PV/biogas/ES) system is increasingly widely used in rural China. In this paper, a coordinated operation and control strategy of grid-connected PV/biogas/ES system for rural ecological breeding is proposed. Biogas, ES, and controllable load can adjust their operation state based on meeting constraint conditions to prevent overload from affecting the distribution transformer service life. The line voltage and load can adjust the ES control strategy. The peak shaving and valley filling can be realized through orderly charge/discharge control, in normal operation. Based on virtual synchronous generator (VSG) control, the ES has a certain frequency modulation ability. Meanwhile, overcharge, and over discharge can be avoided by detecting the state of charge (SOC) and adjusting the output power. When the line voltage drops suddenly, VSG can be switched to reactive power compensation mode. The battery energy storage system (BESS) and grid-connected inverter constitute a STATCOM/BESS, which can provide continuous reactive current to the grid to raise the line voltage and improve the system reliability. The effectiveness of the proposed strategy is verified by MATLAB/Simulink simulation.
Keywords: ecological breeding, PV/biogas/ES system, overload prevention of distribution transformer, virtual synchronous machine, STATCOM/BESS
INTRODUCTION
Recently, due to the low-cost and high-revenue characteristics of the breeding industry and the support of relevant policies, the quantities, and scales of rural livestock farms are increasing rapidly (Sayed et al., 2020). However, the breeding industry helps farmers grow their income, and brings environmental problems such as soil, water, and air pollution, which hinders the sustainable development of rural economy and society (Mottet and Tempio, 2017). Using livestock manure to produce biogas for generation can effectively reduce pollution and fossil energy consumption and has been widely used on farms (Scarlat et al., 2018). Driven by the reform trend of the world energy industry, many PV/biogas/ES systems are connected to the grid, which has a broad application prospect in rural ecological breeding. Studying the energy management strategy and control strategy of grid-connected PV/biogas/ES system are significance (Colmenar-Santos et al., 2015; Deng et al., 2022).
The control strategy of PV/biogas/ES combined system for rural ecological breeding needs to consider two aspects, including the operation strategy in different conditions and the coordinated control strategy of each component (Bär et al., 2020; Li et al., 2022). Scholars from various countries have conducted studies on the above-mentioned aspects. In terms of the operation strategy of the hybrid generation system, literature (Al-Masri et al., 2022) introduces a power management method for the PV/biogas hybrid system. However, it does not consider the application of the ES in the system. Literature (Liu et al., 2019) designs a power allocation method for the AC/DC hybrid microgrid, which smooths renewable energy and load power fluctuation by formulating the DC side ES operation strategy. However, applying to a small rural capacity AC grid-connected system would be difficult. Literature (Vivas et al., 2017; Bhattacharjee et al., 2021) introduces the energy management strategy of a hybrid renewable energy grid-connected system, which switches the energy supply mode according to the changes in operating conditions to maintain the balance between supply and demand. Yet, it only focuses on the strategy in normal operation and does not explicitly consider the energy management strategy in abnormal conditions such as distribution transformer overload and grid voltage drop.
Regarding the grid-connected coordinated control strategy of renewable energy and ES hybrid system, literature (Gai et al., 2019; Merahi et al., 2021) introduce the control modes of the distributed generation and ES in the hybrid energy supply and consumption system. Among them, the AC/DC converter adopts P/Q control during the grid-connected operation and V/F control during island operation. It can supply power stably during the normal system operation, but it has a poor ability to participate in system fault regulation. Literature (Li and Yuan, 2020) proposes a grid connection control strategy for PV/ES systems based on VSG, which can realize the friendly grid connection of PV and ES. However, it only considers that the ES is connected in parallel on the DC side of the PV system and cannot be used to adjust biogas generation.
To sum up, the current research on the coordinated control of PV/biogas/ES system for rural ecological breeding can be improved in the following aspects:
(1) Operation strategy: it is necessary to comprehensively consider the different operation states such as normal and overload of the system and formulate the coordinated power management strategy of distribution source, load, and ES to maintain the balance between supply and demand.
(2) Coordinated control strategy: the ES can participate in power regulation by improving the control, and be used for voltage support to improve the reliability of the power supply system.
This paper proposes a multi-mode coordinated control strategy of a grid-connected PV/biogas/ES combined generation system for rural ecological breeding. Firstly, a multi-mode operation strategy is presented by analyzing the different operating system conditions and the constraint conditions of each component. Secondly, the flexible grid connection control strategy of the PV/biogas/ES system is proposed. Each unit can adjust the output power based on the multi-mode operation command to balance the supply and demand in the system. Then, considering the impact of failure, a voltage support control based on ES is proposed. Finally, a simulation model is built in MATLAB/Simulink to verify the reliability of the proposed strategy.
OPERATION ANALYSIS OF TYPICAL GRID-CONNECTED PV/BIOGAS/ES SYSTEM
Taking a rural pig farm in Jiangxi Province of China as the research object, its energy supply and consumption system are shown in Figure 1. The system includes PV, biogas and BESS, which cooperate with the grid to supply power to the AC loads in the pasture. In the figure, the load power of users and pig farms is the total power of all electric loads.
[image: Figure 1]FIGURE 1 | Typical grid-connected PV/biogas/ES system structure.
Operation Analysis of PV System
The equivalent model of PV generation can be expressed as Eq. 1 (Tang et al., 2016).
[image: image]
where IPV(t) and VPV(t) are the output current and voltage of the PV system at time t, respectively. Moreover, ISC(t) and VOC(t) express the system short-circuit current and open-circuit voltage at time t, in respect. Other parameters including, C1 and C2 are intermediate constants. To improve the energy efficiency, the PV system adopts the maximum power point tracking (MPPT) control to maximize the output of the system. If the output power tracked by MPPT is PMPPT, PV (PPV) power shall meet the condition Eq. 2
[image: image]
The PV system should generally work in MPPT mode to improve energy efficiency and reduce carbon emission. The mentioned mode is to maximize the system output and realize local accommodation of renewable energy as much as possible. Moreover, the excess electric energy shall be absorbed by ES or flow into the grid in MPPT mode. It is worth noting that once the output power is higher than the overall demand of the system, it should be reduced to avoid failure. As the PV capacity in the proposed scene is small, the system operation in MPPT mode will be considered later.
Operation Analysis of Biogas Generation
The biogas generation system is directly connected to the grid through a synchronous generator, regarded as a stable voltage source. It is put into operation during the peak load period to avoid overload of the distribution transformer. Moreover, it exits the operation during the low load period to store biogas for power generation. The power of biogas generation (PBG) can be expressed as Eq. 3
[image: image]
where bBG can be either 0 or 1, used to control the biogas generation to put into/out of operation. bBG = 0 means that it is closed, and bBG = 1 means that it is open. PBG,N is the rated power of biogas generation.
Assuming that the capacity of the biogas storage tank is CBS and the biogas reserve at time t is SBG(t), it shall meet the condition Eq. 4
[image: image]
where pBS,max, and pBS,min are the upper and lower boundaries of the proportion of biomass reserves, respectively. In Figure 1, the value of the proposed parameters are: CBS = 300kg, pBS,min = 0.2, pBS,max = 0.9.
Operation Analysis of ES
Due to the flexible and adjustable characteristics of ES, it can effectively improve the stability of a high proportion renewable energy system. The BESS includes a buck/boost converter for battery charging/discharging control. Its topology is shown in Figure 2 (Helling et al., 2019).
[image: Figure 2]FIGURE 2 | Structure of battery energy storage system.
Owing to the battery capacity constraints, its charge/discharge power shall not exceed the specified range in actual operation. In addition, to prevent the battery from overcharging or discharging, its state of charge (SOC) should be kept within a safe range. In the selected scene, the BESS should meet the constraints Eq. 5
[image: image]
where PES is the discharge power of BESS; PESc,max, and PESd,max are the maximum charging and discharging power allowed for BESS, respectively, and both values in this paper are 80kW. SOCb is the SOC of the battery; SOCbmax and SOCbmin are the upper and lower boundaries of the SOC, usually 80% and 20%, respectively.
Operation Analysis of Adjustable Load
According to the operation characteristics, the loads can be divided into adjustable and non-adjustable loads. It is regarded as a non-adjustable load because the user load is small and difficult to adjust. The adjustable load of the farm mainly includes warehouse handling equipment and a sewage system. It can be cut off when the distribution transformer is overloaded and put into operation outside the peak load period. The load distribution in the breeding plant is presented in Table 1, in which the adjustable load accounts for 6%. At time t, the adjustable load power of the system (Padj) can be expressed as Eq. 6
[image: image]
where bHE(t) and bSS(t) can be 0 or 1, which respectively represent the switching state of warehouse handling equipment and sewage system at time t. If the value is 0, it indicates the prohibited operation state. Otherwise, it indicates the allowed operation state. PHE and PSS are the rated power of warehouse handling equipment and sewage system, respectively.
TABLE 1 | Proportion and type of different loads.
[image: Table 1]FLEXIBLE RESOURCE OPERATION STRATEGY OF PV/BIOGAS/ES SYSTEM
The flexible resources of grid-connected PV/biogas/ES system include biogas generation, ES, and adjustable load. By formulating the operation strategy of flexible resources in different conditions, the orderly control of the system can be realized, which is vital for the stable operation of the system.
Operation Strategy of Biogas Generation
Typically, the amount of biogas storage restricts biogas generation. The biogas reserves decrease in the operation state of biogas generation, and they rise after exiting the operation. Therefore, the biogas storage data can be obtained for on/off control of biogas generation. Generally, when the transformer load rate reaches 80% of its capacity, it is called the overload operation state. In this condition, the transformer aging will accelerate, and the system operation will be at risk. Consequently, to prevent the power supply transformer from running in the overload state, reasonably controlling the state of biogas generation is necessary.
Based on whether the load power (Pload) reaches 75% of the capacity of the distribution transformer (ST), the biogas generation operation is divided into two modes, including normal operation and overload prevention modes. To prevent the biogas reserves (SBG) from exceeding the limit and reserve a certain amount of biogas for peak load, the biogas generator is set to operate when SBG>0.8pu and out of operation when SBG<0.6pu. In the overload prevention mode, the biogas generator is set to operate when SBG>0.3pu and out of operation when SBG<0.2pu. The operation strategy of biogas generation is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Operation strategy of biogas generation: (A) Normal operation mode (Pload<0.75ST); (B) Overload prevention mode (Pload≥0.75ST).
Operation Strategy of ES System
The ES operation process is mainly constrained by capacity and SOC of battery (SOCb). It is mainly used for peak shaving and valley filling, and grid fault response in this paper (Wu et al., 2021). During normal operation, the battery works in the peak shaving and valley filling mode, prioritizing discharge in the peak load period and charging in the low load period. Subsequently, when the grid voltage drops to the limit value, it switches to the reactive power compensation mode, and the BESS and VSC constitute a STATCOM/BESS to achieve voltage rise. The operation strategy of ES is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Operation strategy of user side energy storage.
To avoid the impact of voltage drop on the system, the reactive power compensation mode has higher priority with respect to the peak shaving and valley filling mode. When a fault is detected, the latter mode is activated immediately to provide reactive power to the grid. In normal conditions, the ES operation strategy is as follows:
(1) When Pload<50%ST, the ES prioritizes absorbing power from the grid. If 0.2 ≤ SOCb < 0.75, it is charged at the rated power. If 0.75 ≤ SOCb ≤ 0.8, it exits the charging mode and waits for operation. If SOCb < 0.2 or SOCb > 0.8, it would be out of operation.
(2) When 50%ST ≤ Pload≤70%ST, the ES is in the waiting operation state to prevent the overload of the transformer caused by the charging of the battery.
(3) When Pload>70%ST, the ES prioritizes output power to the grid. If 0.25 ≤ SOCb < 0.8, it is discharged at the rated power. If 0.2 ≤ SOCb ≤ 0.25, it exits the discharging mode and waits for operation. If SOCb < 0.2 or SOCb > 0.8, it would be out of operation.
Operation Strategy of Adjustable Load
When the distribution transformer is overloaded, it is necessary to cut off a part of the loads to prevent failure. Removing the adjustable load has the least loss to the system, so it is of great significance in participating in system power regulation. Therefore, the proposed strategy focuses on adjustable load, and non-adjustable load is not considered. The operation state of adjustable load can be realized by controlling binary variables bHE and bSS. In this case, if the transformer power (PT) is greater than 80%ST, bHE and bSS are set to 0, and if PT is less than 70%ST, bHE and bSS are set to 1. The operation strategy of adjustable load is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Operation strategy of adjustable load.
COORDINATED CONTROL STRATEGY OF PV/BIOGAS/ES SYSTEM
The coordinated control strategy is proposed to realize the stable operation of the PV/biogas/ES system based on the operation strategy. The flexible resources can adjust the operation mode according to the real-time control instructions to maintain the system reliability. Through the proposed coordinated operation and control strategy, the system can have the following functions:
(1) Maintain the balance between supply and demand of energy,
(2) Avoid long-term heavy load operation of distribution transformer,
(3) The system has reactive power compensation capability and certain frequency modulation capability.
Control Strategy of PV System
Generally, the capacity of a distributed PV system in a rural grid is small, and it only operates in the grid-connected state. Thus, it does not participate in the system power regulation. In this paper, MPPT and dq decoupling controls are used to realize the grid connection of the PV system (Hassaine et al., 2014; Jiang et al., 2021). The control strategy of the PV system is illustrated in Figure 6.
[image: Figure 6]FIGURE 6 | Photovoltaic grid control strategy.
Control Strategy of Biogas Generation
The biogas generation can provide constant and reliable power to the load when it operates stably. According to the analysis in Section 3.1, the state of biogas generation can be formulated based on the system operation. Therefore, its operating mode can be formulated by collecting real-time data on biogas reserve (SBG) and load power (Pload), as shown in Figure 7. In this figure, M1 represents the normal operation mode, and M2 represents the overload prevention mode. The output characteristics of the hysteresis comparator selected for control are: if SBG ≥ Son, bBG = 1, and if SBG ≤ Soff, bBG = 0.
[image: Figure 7]FIGURE 7 | State control strategy of biogas power generation.
Control Strategy of ES System
The control strategy of ES includes VSC control and charge/discharge control of the battery. According to different operating states, it can be divided into four working modes as:
(1) charging,
(2) discharging,
(3) waiting for an operation,
(4) reactive power compensation.
When the ES works in the charging or discharging mode, it absorbs or sends power to the grid at the rated power, respectively. In this situation, VSG control is used to realize the grid connection. Compared with traditional PQ control, the ES has a certain frequency and voltage regulation ability, which are helpful to improve the system stability. When the ES works in the waiting operation mode, it exits the current operation mode and waits for the following control command. When the ES works in reactive power compensation mode, ES operates as a STATCOM to provide reactive power to the grid. The control strategy of ES is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Control strategy of energy storage.
Control Strategy of Adjustable Load
Figure 9 depicts the control strategy of an adjustable load which is similar to biogas generation control. The PT is collected in real-time for the state control of the adjustable load. When PT is higher than the limit value, the control system leads the adjustable load to exit the operation and allows it to operate when it is lower than the set range.
[image: Figure 9]FIGURE 9 | Control strategy of adjustable load.
SIMULATION ANALYSIS
The grid-connected PV/biogas/ES system model is built in MATLAB/Simulink, as shown in Figure 1. Firstly, the operation processes of PV, biogas generation, and ES in different conditions are simulated. Then, the overall operation of the system is considered. The main parameters are shown in Table 2.
TABLE 2 | Simulation parameters.
[image: Table 2]Simulation of PV Generation
The PV system model is simulated based on Figure 6. Moreover, the sudden change of light intensity is modeled by setting a step change to verify the reliability of the grid connection strategy of the PV system. The simulation results are presented in Figure 10. The simulation results show that with the change of light intensity, MPPT can track the maximum power point and maximize the power output of the AC bus.
[image: Figure 10]FIGURE 10 | Simulation of PV generation: (A) Light intensity of PV; (B) Active power of PV; (C) Current of PV; (D) Voltage of PV.
Simulation of Biogas Generation
To simplify the biogas generation process, it is assumed that when biogas generation is out of operation, the biogas reserves (SBG) increase at the speed of 0.2pu/h. Furthermore, when the biogas generation is put into operation, it is reduced at the speed of 0.4pu/h. The initial amount of SBG is defined as 0.7pu, and the load power (Pload) increases with time, which reaches 80%ST in the 3rd hour. The simulation results are shown in Figure 11. As can be seen, when the Pload is lower than the limit, the biogas generation works in the normal operation mode to prevent the biogas reserves from exceeding the limit. When the load is higher than the limit, biogas generation works in the overload prevention mode, and biogas reserves are used to generate power to avoid the overload of the distribution transformer.
[image: Figure 11]FIGURE 11 | Simulation of biogas generation control: (A) Load power; (B) Biogas reserves; (C) Biogas generation power; (D) Mode of biogas generation.
Simulation of ES System
The operation process of the ES in different modes is simulated. In the reactive power compensation mode, the bus voltage must drop to 0.6pu at 0.1s. The compensation transient process can be observed when the ES system is set into operation at 0.2s. In the normal operation mode, the ES is set to discharge at rated power in 0–0.5s, charge at rated power in 0.5–1s, work in the waiting operation mode in 1–1.5s, and discharge at rated power in 1.5–3s. The system frequency drops to 49.8Hz at 2s and returns to 50Hz at 2.5s. The simulation results in the two modes are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Operation process of energy storage in different mode: (A) Bus voltage in reactive power compensation mode; (B) Converter current in reactive power compensation mode; (C) DC voltage in reactive power compensation mode; (D) AC bus voltage in normal operation mode; (E) Converter current in normal operation mode; (F) Active power of ES in different control.
Simulation of the Whole System
The output power of each component in different conditions can be obtained by simulating the change of PV power (PPV) and load power with time. The changes of PPV with time are as follows: PPV = 0kW in 0–0.5s, 10kW in 0.5–1s, 30kW in 1–1.5s, 50kW in 1.5–2s, 40kW in 2–2.5s, 20kW in 2.5–3s, and 5kW in 3–3.5s. The changes of Pload over the time are set to: Pload = 86kW in 0–0.5s, 186kW at 0.5–1.5s, 336kW at 1.5–2.5s, 500kW at 2.5–3.5s and 600kW at 3.5s. The output power of PV, load, biogas generation, ES, and transformer are shown in Figure 13. As can be seen in the results, the biogas generation, ES, and adjustable load can switch the working modes according to the operating conditions to prevent overloading of the distribution transformer due to the load increase.
[image: Figure 13]FIGURE 13 | Power output/consumption of each component.
CONCLUSION
In this paper, a multi-mode operation and coordinated control strategy of the PV/biogas/ES system was proposed to realize its orderly control, aiming at the energy supply and consumption system of a rural ecological breeding scene. The main conclusions are as follows:
(1) The biogas generation state can be adjusted according to the load condition to prevent the biogas reserves from exceeding the limit and leave a margin for operation during the peak load period. Using a hysteretic comparator can prevent the harm caused by frequent switching of the biogas generation.
(2) In terms of the operation and control strategy of the ES, two operation modes are set, including normal operation and reactive power compensation. During normal operation, the control method based on VSG and quasi-PR is adopted for considering a certain frequency modulation and voltage regulation ability in the ES. In case of bus voltage drop, it can operate as STATCOM/BESS to provide voltage support to the grid.
(3) The adjustable load can change its operation mode based on the load power to improve the power supply reliability of the system.
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The weak feeder and high harmonic characteristics of wind farms connected to the grid have an impact on the safe operation of the system, especially on the action selectivity and reliability of the traditional work-frequency quantity protection, which makes the transient protection of wind farms become a hot direction of wind power development and research. In this article, the key technologies of transient protection for offshore wind farm transmission lines are reviewed, including the analysis of the fault characteristics of wind farm transmission lines based on two types of wind turbines (i.e., doubly fed asynchronous wind turbines and direct-drive permanent magnet synchronous generators), while the comparison with the characteristics of ground faults and short-circuit faults in traditional synchronous power systems as well as the current status of research on transient protection for offshore wind farm transmission lines, upon which the protection of wind farm transmission lines is also discussed.
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INTRODUCTION
With the continuous advancement of renewable energy generation technology, wind power generation occupies a vital position with its mature technology and other privileges (O'Shaughnessy et al., 2021; Telukunta et al., 2017; Wang et al., 2022). Offshore wind farms are mainly connected to the grid by means of centralized access, while the random, intermittent, and fluctuating nature of wind power after grid connection can have an impact on the safe operation of the system with the most significant impact on relay protection (Gao et al., 2021). The fault characteristics of wind farms connected to the grid are more different than those of traditional power grids (Bi et al., 2014; Prasad et al., 2020; George and Ashok, 2021), which makes the traditional frequency quantity protection in wind farm grid-connected systems have problems such as misoperation and sensitivity degradation (Jia et al., 2018; Xu et al., 2021). In addition, related research points out that the data collected as the main protection of transmission lines in longitudinal differential protection, distance protection, and directional longitudinal protection are generally frequency voltage and current, while the phase extraction of frequency quantities based on the Fourier algorithm is no longer accurate (Swetapadma and Yadav, 2018; Guillen et al., 2020). The literature (Wang, 2016) shows through theoretical analysis and simulation that the protection based on the distance protection and the directional component of the positive sequence fault component is no longer applicable to large-scale wind farm transmission lines.
In addition, offshore wind farm transmission lines are high-voltage transmission lines. If it is not cut off in time after a fault, the system will operate with fault for a long time, which may lead to the expansion of the accident. Therefore, it must be quickly and reliably removed. Also, after the fault, the high-frequency transient volume contains rich information on the characteristics of the fault, while based on the transient volume of the protection, the required time window is short, good quick action. Thus, the study of transient protection schemes is the current trend in relay protection.
This article first introduces the main transient characteristics of wind farm delivery lines based on doubly fed wind turbines and direct-drive permanent magnet wind turbines after a fault, which summarizes the selection principle of transient protection for wind farm delivery lines. Moreover, it summarizes the current status of research on wind farm delivery lines based on transient protection, which analyses the characteristics of transient protection for wind farm lines. Finally, suggestions are made for future research on the transient protection of large-scale wind farm transmission lines.
FAULT TRANSIENT CHARACTERISTICS OF WIND FARM TRANSMISSION LINES
The intermittent and randomness of wind power make changes in its internal control system that have an impact on the fault characteristics (Li et al., 2018a; Alejandro and Joaquin, 2019), while the analysis of the transient characteristics after a fault is the basis for the study of transient quantity protection in wind power systems. The main renewable energy sources used in the market can be divided into doubly fed sources and inverter sources represented by permanent magnet direct-drive wind turbines (Haj-Ahmed et al., 2018). In particular, the following will analyze the transient characteristics after a transmission line fault of wind farms based on these two types of wind turbines.
Wind Farms Based on Doubly Fed Asynchronous Wind Turbines
Doubly fed asynchronous wind turbines do not have a separate excitation winding compared to conventional synchronous generators. Studies have shown (Chen, 2019) that the transient potential of a doubly fed wind turbine remains basically unchanged for a relatively short period of time after a fault, i.e., there is inertia in the transient potential of a doubly fed wind turbine for a short period of time after a fault, while the rotor magnetic chain satisfies the principle of magnetic chain conservation for a short period of time after a fault whose changes are slow. In practice, crowbar protection is usually put in after a delay of a few milliseconds (generally more than 5 ms) (Zheng et al., 2014), upon which after the fault is regulated by the doubly fed fan controller, there will be harmonics in the transient current after the fault as well as the waveform pattern is more complex (Li et al., 2020), while the duration of the transient equivalent potential inertia will be very short. Considering the delay of the rotor side converter of the doubly fed fan and the response time of the control system, it can be assumed that there is inertia in the doubly fed fan transient potential for 2 ms after the fault.
Wind Farms Based on Direct-Drive Permanent Magnet Synchronous Generators
Compared to doubly fed wind turbines, permanent magnet synchronous generators do not have a speed-boosting gearbox, so it avoids many adverse effects and improves the stability of the system. The short-circuit current characteristics of inverter-containing power supplies differ significantly from those of conventional synchronous generators (Biswas and Nayak, 2021; Dakic et al., 2021; Liu et al., 2021). After the three-phase fault occurs, the fault phase current presents the characteristics of superposition of non-frequency attenuated sine wave and non-frequency sine wave with volatility. The transient characteristics at the initial stage of the fault are related to the internal control after grid connection, while the fault characteristics after grid connection are mainly affected by the capacity of the wind farm connected to the power grid (Li et al., 2019; Zeng et al., 2019). Multiple resonant frequencies may appear in the AC network of an offshore wind farm, which results in the increase of harmonic loss of the power grid, so as to affect the transient characteristics after a system failure (Wang et al., 2020). When studying the influence of the characteristics of direct-drive wind turbines on the system transient process after connection to the grid, the transient model of direct-drive wind turbines is considered too complex with high order (Xu et al., 2015). The transient model of direct-drive wind turbines is generally simplified (Kunjumuhammed et al., 2017), while the converter is replaced by a controlled source to reduce the complexity of the analysis process due to reflecting the output characteristics of wind turbines more accurately.
In addition, for offshore wind power via the flexible straight converter station of the grid-connected system, the wind farm side and the network side are powered by electronic power, which results in the inability to provide a stable fundamental frequency fault current, while the internal control characteristics of the converter will determine its short-circuit characteristics after the fault. At this time, the wind power converter only provides a positive sequence current, while the fault current generally does not exceed the current withstand limit of the power electronic converter with limited amplitude, thus showing the characteristics of the current source. The short-circuit current provided by the flexible converter contains both positive and negative sequence components, and the short-circuit current provided by the wind power converter is included in the short-circuit current of the flexible converter. Therefore, in order to prevent the short-circuit current amplitude from exceeding the withstand capability of the power electronics, the flexible converter must have fast blocking capability, so the flexible converter shows the characteristics of a voltage source after a fault.
Summary
In summary, the transient characteristics of the wind farm transmission line based on the analysis of two wind turbines are the basis for the study of the protection of transient quantities after the wind power is connected to the grid. The wind power system contains a large number of power electronics, upon which the control strategy in the converter and the topology of the system as well as the grid connection capacity will affect the transient characteristics after the fault. Moreover, the access to the wind farm makes the electromagnetic transient process of the power system more complex, and there will be harmonic oscillation. According to the traditional power grid with only a synchronous generator, many problems will be faced when analyzing the electromagnetic transient and dividing the fault process.
CURRENT STATUS OF RESEARCH ON TRANSIENT VOLUME PROTECTION FOR OFFSHORE WIND FARM TRANSMISSION LINES
Offshore wind farm transmission methods mainly include high-voltage AC transmission (HVAC) methods and high-voltage DC transmission (conventional line-commuted converter (LCC-HVDC) and voltage source converter (VSC-HVDC)) methods (Lin and Chao, 2010; Li et al., 2018b; Chang et al., 2018), which are shown in Figure 1. Most types of equipment such as booster stations of offshore wind farms are unattended. At this time, the relay protection equipped with electrical equipment should quickly and reliably remove the fault so as to prevent it from expanding the fault range and causing a more serious impact.
[image: Figure 1]FIGURE 1 | Offshore wind farms with voltage source converter type (VSC-HVDC) and high voltage alternating current (HVAC) transmission methods.
AC Transmission and Grid Feed
All offshore wind farms in the UK currently use AC convergence and AC transmission to the grid, including the London Array, the largest offshore wind farm at 630 MW, and the Hornsea Project One (i.e., the world’s largest offshore wind farm under construction, which is fed via three AC 220 kV submarine cables with a length of 142 km). The first real offshore wind farm in China is the Dongtai offshore wind farm in Jiangsu with a capacity of 200 MW, which sends electricity from the offshore booster station to the central control center on the road via a 220 kV AC submarine cable. As can be seen, the AC cable is the main transmission line for the currently built offshore wind farms.
At present, most of the research on the protection of offshore wind power AC cables based on transient quantities is aimed at the protection of AC cables in collector systems, such as literature (Li et al., 2020) uses the singular value decomposition method for the protection of AC lines, which can quickly identify in-zone and out-zone faults, and the identification time is less than 5 ms. This method has implications for the protection of AC cable transmission lines, upon which there is also the use of the injection method to quickly obtain fault current for fault detection (Zheng et al., 2020). The protection of AC cable transmission lines for offshore wind power is less researched, which can be based on some of the research in offshore wind power AC cable location methods. For example, the submarine observation network fault location method based on the time difference of multi-terminal faults was proposed in a related study (Zheng et al., 2020), which uses the intelligent branch unit (BU) to determine the fault line by comparing the time difference matrix between the arrival of the wave heads before and after the fault. What is more, the method is simple to implement and accurate to locate, which provides a guarantee for the safe and reliable operation of the power system of the submarine observation network. In order to adapt to the grid connection of large-capacity offshore wind farms, compensation is often carried out by means of unified power flow controllers (UPFCs). The performance of traditional distance protection schemes is greatly affected by the nonlinear fluctuations of their output power in response to unpredictable wind speeds and the various operating modes of UPFCs, where the electrical quantities used are the transient currents of the three phases (Jia et al., 2019).
DC Transmission Grid Connection and Transmission
For offshore wind farms connected to the grid through DC transmission, the market share is 30%. Most of the offshore wind farms built in Germany use flexible DC transmission to connect to the grid. The real offshore wind power project in China is the Rudong offshore wind power flexible direct project under construction in 2021. When the offshore wind farm is sent through the flexible straight line, the fault characteristics of its converter show the characteristics of a controlled voltage source, and the rapid blocking of the DC converter will cause the fault current amplitude to be limited and the fundamental frequency characteristics to be short-lived, affecting the correct determination of the fault line by relay protection.
Considering the large distributed capacitance of cable lines in offshore wind power systems, the literature (Adetokun and Muriithi, 2021) uses a distribution parameter model with forward and reverse traveling wave amplitude ratios to determine the fault direction according to the transmission characteristics of traveling waves. The method is not only unaffected by the transient distributed capacitance current but is also applicable to offshore wind power transmission lines. For fault detection in offshore wind power access multi-terminal DC systems, a fault detection method based on transient current averaging is proposed in the literature (Cao et al., 2020), in which the transient equivalent model of the radiating multi-terminal DC system is improved, the fault analysis circuit for calculating the short-circuit current at the beginning of the fault is simplified, and the model has a high accuracy, based on which a protection scheme is implemented using transient averaging. The method requires a low sampling rate. This method requires a low sampling rate and is suitable for real-time calculations as only two addition, subtraction, multiplication, and division operations are required for each sampling point collected. When a fault occurs in an actual wind farm transmission through a DC line, the system generally requires fast action within a few milliseconds for reliable fault ride through but maybe disturbed by lightning strikes and other factors, so its reliability is yet to be verified.
Summary
For the offshore wind farm transmission line, whether it is an AC cable or DC cable transmission method, there is less research on the relevant transient quantity protection. With the development of new energy grid connection technology, the relevant grid connection technology for onshore wind power has been improved, while the grid connection technology for offshore wind power is still immature. For offshore wind power, wind farms are more affected by the environment than onshore, and the installed capacity is larger, and the volatility of the short-circuit current after a fault is also larger. As can be seen, for offshore wind power grid connection, modeling analysis is needed for the actual operating mode of the offshore and the characteristics of its turbines, etc.
CONCLUSION
This article summarizes the transient quantity protection for offshore wind farm send-out lines, including the transient characteristics of wind farms based on doubly fed wind turbines and direct-drive permanent magnet wind turbines after grid-connected faults. Based on the progress of the existing research on transient protection for wind farm feeder lines, an outlook on the protection of large-scale wind farm feeder lines is given, and suggestions for relevant research directions are given, providing a reference for the research on relay protection technology after wind power is connected to the grid.
The protection of transient quantities of wind farms connected to the grid needs further research, and future research can be carried out in the following areas:
1) With the increasing capacity of wind farms, the increasing length of the transmission lines, and the influence of factors such as the physical geography, attention needs to be paid to the non-linear, multi-timescale characteristics of the converters in power electronics and the threat to the stable operation of the system and to the protection of the line transients from lightning disturbances caused by the wideband oscillation problems they cause when disturbed.
2) Furthermore, improving the control technology research of flexible DC or multi-terminal flexible DC transmission. The input of flexible transmission devices is the medium to achieve long-distance transmission and reliable and flexible control technology is to achieve the premise of the line protection; control response under the fault current characteristics and control strategy are closely related. Explore the short-circuit current transient characteristics of wind turbine converter control strategy and DC control technology under the influence of each other, use the transient information in the whole process of fault, and then develop new principles to meet the rapid protection of the line.
3) To investigate the full process of converter control and regulation after a fault and to ensure that the control is achieved based on the principles of simplification and step-down, considering the dynamic factors in the wind turbine that have a significant impact on the electromagnetic transients. The establishment of a more accurate transient model will be a difficult task in future studies of transient protection, so it is particularly important to build a more detailed and realistic simulation model to illustrate the reliability of the protection scheme used.
4) Wind farms can be studied by retrofitting integrated protection criteria based on transient quantity protection devices and improving existing protection. Wide-area measurement technology, multi-agent technology, and intelligent algorithms can be used as applications in the field of complex grid protection. Additional pilot studies are needed to put the developed protection prototypes into field trial operation when conditions are right. In addition, issues related to wind power feeder lines with shunt reactors and the impact of reactive power compensation devices with different performance on the recovery voltage and potential supply current of the faulty phase need to be considered in order to study fault identification schemes applicable to wind power feeder lines (Wang et al., 2018).
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In order to improve the operational safety and market operation efficiency of the prosumer energy community, to achieve comprehensive monitoring of abnormalities, fault alarms, and intelligent control and maintenance, to reduce the risk of information security, and to address the many types of operational testing and metering equipment in the prosumer community, the duplication of functions and hardware composition was performed, resulting in the waste of resources of monitoring and metering equipment. In the meantime, we proposed an intelligent perception device-based IoT platform architecture for power distribution communities by integrating the software and hardware of the original operation monitoring and metering equipment of the prosumer-integrated communities. The intelligent perception device for community IoT sensing was first introduced, and then, the operation monitoring and metering equipment in the distribution station area was integrated and optimized to enhance the panoramic state sensing capability of the intelligent terminal; the expansion application direction of data-driven distribution IoT was proposed from the typical application scenario of the terminal.
Keywords: fusion terminal, distribution IoT, energy management, distributed generation, prosumer
1 INTRODUCTION
In the context of the era of energy structure change, low-carbon transformation of electricity, and the sweeping digital wave (Bedi et al., 2018), the distribution network will enter a new development stage of integrated energy multi-energy complementarity (Bera et al., 2015) and deep information-physical integration (Zhao et al., 2020). The explosive growth of power information requires a more lightweight data management framework (Moness and Moustafa, 2016); the rapid expansion of emerging businesses requires a more open application structure (Huang et al., 2021), and the real-time complementarity of spatial-temporal energy requires decentralized coordination means (Chan et al., 2017). All the aforementioned applications rely on the completeness of panoramic data sensing capability (Primadianto and Lu, 2017).
Due to the rapid expansion of prosumer clusters, the planning and operation issues of prosumer energy systems have been increasingly raised (Huang et al., 2019). In view of the urgent demand for energy infrastructure and energy management in the producer–consumer energy community and in order to make full use of the capabilities of the producer-consumer, this study proposes an IoT platform architecture scheme based on smart fusion terminals for producer–consumer status data monitoring, energy management, and control (Pineda and Morales, 2019).
The cloud center is responsible for data mining and advanced business processing, and the edge computing terminal is responsible for data collection and local processing to meet the real-time requirements of business, and the cloud-edge collaboration mechanism provides an effective solution for in-depth analysis of power big data (Ciavarella et al., 2016). The low-voltage distribution community actively carries out applications such as station operation status monitoring, camping and distribution data interaction, and new energy coordination and control through station area intelligent perception devices based on real-time status data collection to achieve observable and controllable operation status of the low-voltage distribution network, which provides strong support for lean control of the distribution network (Wen et al., 2019).
2 INTELLIGENT PERCEPTION DEVICE
The intelligent perception device is a secondary device integrating electricity consumption information collection, equipment operation status monitoring, intelligent control, and communication, which meets the requirements of basic operation information monitoring and analysis, power quality monitoring, station area demand-side management, low-voltage distribution network operation and maintenance control, information model standardization, multi-master station terminal cooperative control, information security, and operation and maintenance of low-voltage station areas. The intelligent distribution station area is based on the intelligent perception device as the core, supporting intelligent low-voltage equipment in order to support the new energy cooperative control business requirements of low-voltage distribution (Gunduz and Jayaweera, 2018).
The intelligent perception device needs to be designed with the following functions:
1) It should meet the concentrator metering accuracy and security requirements.
2) It should realize the management and operation and maintenance of distribution transformers, especially including electrical monitoring and data statistical analysis of distribution transformers, and provide data for the distribution automation system to realize transformer management and operation and maintenance.
3) Implementation of station area status information monitoring: status detection of station area main equipment such as distribution transformers and intelligent distribution units, equipment fault prediction, and intelligent station area operation and maintenance.
4) Monitoring and fault judgment of low-voltage lines in the station area: electrical measurement of low-voltage lines in the station area; low-voltage line topology management; voltage line loss analysis; low-voltage line fault judgment and fault self-healing to improve power supply reliability; and technical support for low-voltage line fault detection, fault operation, and maintenance.
The intelligent perception device is designed to consist of three basic functional units, namely, a metering unit, a management unit, and an extension module (Meier et al., 2017), and different extension hardware units are configured according to the different needs of the actual application scenarios to combine to form the specific hardware units of the terminal to meet the needs of the application scenarios and then fuse the APP with corresponding functions to jointly realize the operation monitoring and metering functions required by the application scenarios (Zhang and Yağan, 2020).
As shown in Figure 1, the modular intelligent perception device is mainly composed of three basic functional units, namely, the metrology unit, management unit, and extension module.
[image: Figure 1]FIGURE 1 | Hardware structure of an intelligent perception device.
In the intelligent perception device, the metrology unit and the management unit are integrated on the same circuit board, which together constitute the core body of the hardware part of the terminal, but they are divided into different areas to ensure mutual independence in hardware composition between them. Meanwhile, between the metrology unit and the management unit, strict data interaction and clock synchronization can be achieved through a dual-channel hardware interface and a flexible and highly flexible software protocol. The expansion module, on the other hand, is installed in the modular intelligent perception device shell in the form of an expansion slot but is installed separately from the circuit boards of the metrology unit and the management unit; in specific applications, downlink communication modules, uplink communication modules, control modules, RS-485 modules, and telematics modules can be inserted into the expansion slot, according to the actual application scenarios of the terminal, to meet the functional requirements of terminal communication, load control, distribution indoor environmental status monitoring, and equipment switching status acquisition, etc. This enables the intelligent perception device to be configured more flexibly and thus expands the applicability or universality of the terminal.
3 IOT PLATFORM ARCHITECTURE FOR LOW-VOLTAGE DISTRIBUTION STATIONS
3.1 Analysis of the Current Situation of Smart Terminal Data Collection
The overall topology of the LV distribution IoT is shown in Figure 2, where RF indicates radio frequency, RS-485 is the communication interface, and M-BUS is the bus communication. The 10 kV busbar is stepped down through the transformer in the station area and passes through frame circuit breaker—LV busbar—cable branch box—meter box—customer meters in turn, to the low-voltage customer load. The branch box terminal and table box terminal collect the switching status and AC sampling information of the plastic case circuit breaker in the box, respectively, and each terminal realizes automatic identification of low-voltage topology by pulse current injection. The table box terminal can monitor user outage information in real time and upload it to the main station of the distribution cloud. By establishing the communication mechanism between I-type concentrator and fusion terminal, the data such as voltage, current data, daily freeze, and meter file are realized in situ, and the broadband power line carrier (High Power Line Carrier, HPLC) smart meter outage information is uploaded to the main station of the power distribution cloud without delay.
[image: Figure 2]FIGURE 2 | Overall topology of the low-voltage station.
As the edge computing node of LV distribution IoT, the fusion terminal is the carrier and key link of “self-organization of data at the edge end and self-cooperation of business at the edge cloud” (Zhu et al., 2017), which realizes the decoupling of hardware platform and software function of the intelligent terminal in the station area. On the bottom, edge computing nodes and end devices achieve edge-side collaboration through data exchange, support end-to-edge plug-and-play access and achieve full data collection, full awareness, and full control (Kalyanaraman, 2016); on the top, edge computing nodes and cloud master stations interact in real time to achieve edge-cloud collaboration, support edge-to-cloud self-registration and new application (application, APP) virtual terminal access to the cloud, and reduce the pressure of cloud data processing. It also reduces the pressure of data processing in the cloud and achieve station autonomy (Gu et al., 2017).
The fusion terminal generally uses two communication methods: RS-485 serial port and HPLC broadband carrier, for the lower layer devices, and the upper layer interacts with the cloud master through a 4G communication module for data interaction. The fusion terminal acquisition APP collects data from lower layer multifunctional meters, electronic-molded case circuit breakers, residual current protectors, concentrators, end terminals, smart capacitors, surge protectors, etc. The list of fusion terminal acquisition APP is shown in Table 1.
TABLE 1 | Fusion terminal APP.
[image: Table 1]There are two pilot schemes for marketing side energy meter data uploading to the main station of the distribution cloud. Scheme 1: type I concentrator + end sense module + Type II concentrator +485 energy meter; scheme 2: Type I concentrator + HPLC smart energy meter. The two schemes are shown in Figure 3 and Figure 4, respectively.
[image: Figure 3]FIGURE 3 | Scheme 1 interaction architecture.
[image: Figure 4]FIGURE 4 | Scheme 2 interaction architecture.
Option 1: the end sensing unit should be installed at type II concentrator, meter data should be read, and the collected data should be transmitted to type I concentrator via a broadband carrier (HPLC), while type I concentrator uploads electricity and other data directly to the main picking station through the 4GVPN private network and interacts with the fusion terminal through RS-485. The fusion terminal uploads the data to the main station of the power distribution cloud through the 4GVPN network.
Option 2: The type I concentrator and the carrier meter should use the HPLC communication method to communicate, and the data interaction should follow the object-oriented DL/T698.45 protocol or DL/T645-2007 protocol. The fusion terminal communicates with the fusion terminal via RS-485. The fusion terminal uploads the data to the main station of the distribution network cloud through the 4G VPN network.
In view of the current status of data collection and data interaction in the low-voltage station area, considering the current technology application and construction cost, the dual-mode communication network of “HPLC power carrier + micro-power wireless” is built to standardize the standardized physical connection of distribution equipment, reduce the redundancy of collection devices, improve the sensitivity of data transmission in the low-voltage station area, and further improve the regional source, network, and load information perception of low-voltage side equipment status, customer load, distributed energy, etc. Using the value of data fusion, the cloud master station is built into a decision support center for low-voltage energy Internet operation in Shandong. The optimized low-voltage station topology architecture is shown in Figure 5. According to this technical scheme, plastic case circuit breakers, residual current protectors, and other low-voltage intelligent circuit breakers are used, and there is no need to install corresponding line current transformers and corresponding collection sub-terminals. Their operation information can be directly sent to the fusion terminal through the embedded communication module, and the stop and resume information of HPLC meters on the customer side can be sent to the fusion terminal in real time through the I-type concentrator.
[image: Figure 5]FIGURE 5 | Optimized low-voltage station topology.
4 TYPICAL SCENARIO APPLICATION OF DATA-DRIVEN DISTRIBUTION IOT
4.1 Typical Application
Following the architecture of the distribution community IoT platform, the construction of distribution IoT application scenarios based on station area intelligent perception devices is carried out, guided by the application requirements in the distribution of electricity. From the perspective of professional application of distribution network equipment, the data application of the station area intelligent perception device is divided into three categories according to scenarios: lean operation and inspection of distribution network equipment, quality service for marketing customers, and new energy consumption and new load management.
1) Lean operation and inspection of distribution network equipment improves the station area operation monitoring capability
In addition to the traditional monitoring on the station side, it also extends to the low-voltage line side and customer side, accessing about 200 devices in total. On the basis of the extended scope, the data collection frequency has been comprehensively improved, and low-voltage alarm information can be obtained in seconds in key areas and within 1–5 min in other areas, and the collection cycle of normal data is compressed to within 15 min.
2) Marketing high-quality customer service improves business response capability
At the cloud master station level, compared to the traditional master station function update that brings system downtime and a lot of site preparation, the cloud-based migrated microservice system only needs to upgrade the corresponding module without affecting other business functions, and the system upgrade frequency is shortened from monthly or annual to daily or weekly; at the edge node level, the station area intelligent perception device provides real-time computing, storage, and communication mechanisms at the site level, and the application encapsulates a large number of basic functions. The edge APP also further reduces the difficulty of developing and deploying business functions and improves the efficiency of implementation and application, and the terminal function upgrade is also changed from on-site module plugging and unplugging to remote zero-contact APP download mode, and the software update time can be shortened to 1 min.
3) New energy consumption and new load management to improve source-grid-load-storage coordination
Through the station area intelligent perception device to monitor the status of PV grid connection points, track and study the characteristics of distributed power supply, analyze and evaluate the impact of low-voltage distributed PV power supply grid connection on low-voltage distribution lines, optimize distributed energy layout, and improve the distribution network’s ability to accept distributed power supply. In addition, it can also promote the orderly charging of electric vehicles and the optimization of charging pile deployment. Based on the time-sharing tariff, user application charging mode, and predicted load curve, a variety of optimal charging strategies are generated to guide users to choose the appropriate charging mode, to maximize charging benefits, and achieve the requirements of grid peak and valley elimination.
4.2 Extended Application
4.2.1 Internal Industrial Economic Chain of the Power Grid Industry
For the internal industries of the power grid industry, the large-scale application of intelligent sensing of distribution networks and the Internet of Things network provides a large data resource library for building an ecological chain of the power industry. The development trend of transparent and digital operations of low-voltage distribution networks promotes traditional equipment. The innovation of intelligent perception and on-site decision-making of electric power equipment, combined with accurate prediction of load in the station area based on feature recognition, provide a data foundation for meeting customers’ personalized, diversified, and intelligent service needs, grid structure, current situation of facilities and equipment, and power consumption scale. The in-depth integration of data such as distributed power generation and distributed power supply provide decision support for scientific planning and precise investment of the distribution network (Ceylan et al., 2020).
Through the Internet of Things transformation and construction of lines and pipelines, the intelligent perception and decision-making capabilities of traditional power equipment will be improved, the labor intensity of production personnel and the cost of equipment installation, operation, and maintenance will be reduced, the intelligent level of equipment manufacturing and the automation level of power distribution, operation, and inspection will be promoted, and a new type of power system will be established. The industrial ecological chain of transformation, upgrading, and intelligent integration of primary power distribution equipment.
Based on terminal equipment such as new smart meters with non-intrusive power load identification, low-voltage user load identification information is obtained and sent to the cloud master station. Based on the user’s various load access periods, average power consumption, and time-of-use electricity price policy, the cloud master station will push the user’s electricity behavior adjustment and electricity saving suggestions to the user in the form of text messages, ensuring personalized and comprehensive services and demand for intelligent services. Scientific planning and precise investment of the distribution network. The edge-to-edge holographic sensing data should be utilized, regional grid structure, current facilities and equipment, weak links in distribution network, power consumption scale, load distribution, and other situations should be combined, and flexible and economical distribution network planning and investment plans in the cloud should be intelligently formulated to achieve scientific planning and precise investment in distribution networks.
4.2.2 Support Economic Development and Social Services
For economic development and social services, the construction of the physical grid of the distribution network and the construction of the Internet of Things network provide a physical platform and an information channel for the construction of a regional energy Internet that integrates electricity, gas, heat, and cold comprehensive energy (Du et al., 2020). The social service capability and the unique spatiotemporal perception attribute of the social electricity consumption data on the distribution network provide decision support for judging economic operation trends, formulating pollution prevention and control plans, analyzing the effectiveness of strategies to improve people’s livelihoods, and preventing and controlling power financial risks energy platform construction and comprehensive service expansion. In the process of planning, design, construction, and operation of various energy supply systems such as power supply, gas supply, cooling supply, and heating supply, relying on the platform and channel of the ubiquitous power Internet of things on the equipment side and the distribution side, all kinds of energy organically coordinate and optimize the distribution, transformation, storage, consumption and other links; realize load forecasting; equipment management; information management; power distribution operation and maintenance; and demand response to provide effective decision-making support services to meet the diversification of energy supply and service diversification. Diversified customer needs for energy use and the operation mode and technology are required to maximize the utilization of energy resources.
Value sharing of power distribution data should be determined. Based on big data collection, processing, analysis, visualization, and other technologies in enterprises, it deeply mines the value of data, such as social electricity consumption, and provides rich data support for economic analysis, energy conservation and environmental protection, protection of people’s livelihoods, and financial investment (Zeraati et al., 2018). The first is to study and judge the trend of economic operation; make full use of the value of data; analyze the economic development trend from multiple perspectives such as industry, industry, and large-scale users; optimize the regional industrial structure; and promote the healthy development of the regional economy according to local conditions. The second is to assist in the formulation of pollution prevention and control plans and analyze the improvement index of heavy pollution elements in the production of enterprises based on the change in electricity consumption of key pollution prevention and control enterprises so as to help the new trend of green development in all walks of life. The third is to support the improvement of people’s livelihood efficiency analysis, track the changes in electricity consumption of small and medium-sized enterprises, the vacancy rate of residential areas, the benefit of electricity from machine wells, coal-to-electricity poverty alleviation, photovoltaic income, and other people’s livelihood data, and analyze the transformation of new and old kinetic energy, poverty alleviation effectiveness, rural revitalization, and other strategies. Provide computing data support for government departments. The fourth is to prevent and control financial investment risks. According to the data of enterprises’ electricity consumption fluctuations, electricity consumption trends, electricity consumption differences, and industry electricity consumption comparison analysis, we analyzed the credit level of enterprises and provided financial investment services, energy insurance services, credit services, etc. Financial services such as services provide data support.
5 CONCLUSION
This study proposes IoT platform architecture for power distribution communities based on intelligent perception devices. First, the concept and functional units of intelligent perception devices are introduced. Second, the operation monitoring and metering equipment in the distribution station area are integrated and optimized to improve the panoramic state perception capability of intelligent terminals. Finally, starting from the typical application scenarios of terminals, the intelligent perception devices in station areas are developed based on the construction of power distribution IoT application scenarios.
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INTRODUCTION
Power grid investment is a crucial part of power grid operation and management, which has the characteristics of a high investment amount and a long payback period (Li et al., 2021). Under the intricate internal and external investment environment, investment efficiency becomes the key orientation and basic criterion for power grid investment decision-making. However, the investment profit is gradually declining under the massive power grid investment demand and scale (Lv and Yang, 2020; Sha et al., 2021). And, the operation pressure on the power grid is increasingly severe. Therefore, the improvement of investment efficiency has become the focus of power grid planning.
With the acceleration of global energy transition, renewable energy is an extremely crucial stage in the energy development process. Considering the long-distance electricity interconnection of centralized generation, distributed renewable energy generation, which reduces the transmission line construction costs, decreases carbon dioxide emissions, and enhances the benefits to society, has become the focus of modern power systems (Olujobi, 2020; Wu et al., 2021). However, the inherent intermittency and volatility of renewable energy increase the uncontrollability of the power grid, which can affect the safety and stability of the power system and improve the system maintenance costs. In addition, the investment costs increase due to the massive renewable energy equipment (Olujobi, 2020; Zhong et al., 2020; Zhang et al., 2022). Consequently, considering the uncertainty of the benefits brought about by the grid connection of distributed renewable energy sources, it is extremely vital to construct a scientific evaluation model for the investment efficiency of the distribution network, which improves the quality of power grid investment.
THE EVALUATION INDICATOR SYSTEM OF INVESTMENT BENEFIT
Accurately evaluating the changes in the investment benefit of the power grid after the integration of distributed renewable energy is the basis for calculating investment efficiency. The traditional investment benefit refers to the achievement of investment activities, that is, the economic benefit obtained through investment (Wang et al., 2019; Erdiwansyah et al., 2021; Wu et al., 2021). Based on the clean, low-carbon, and sustainable characteristics of renewable energy, investing in it will produce not only economic benefits but also environmental and social benefits. The social benefits of investment refer to the impact of the construction and operation of investment projects on social development, employment, and technological innovation, which have a positive effect on improving the social image of the power grid. The environmental benefits of investment refer to the improvement of resources and ecology through the construction and operation of investment projects (Lv and Yang, 2020; Wang, 2020; Padhy and Panda, 2021).
To comprehensively evaluate the changes of the benefits brought about by the grid connection of distributed renewable energy sources, an investment benefit evaluation indicator system including economic benefits, environmental benefits, and social benefits is established in this paper. Due to the cheap price of renewable energy electricity, electricity consumption is increased. Furthermore, the line construction costs are reduced due to the characteristic of nearby users. Thus, the economic benefits are reflected by net present value (NPV), internal rate of return (IRR), new electricity sold per unit investment, and savings in line construction costs. The damage to the environment is greatly reduced by using clean energy. Therefore, the environmental benefits are reflected by pollutant emission reductions, renewable energy generation quantity, standard coal savings, and renewable energy substitution rates. The social benefits are reflected by the amount of land saved, the employment improvement rate, the service satisfaction rate, the average household income, the load increments of unit assets, and the reduction rate of power outage time. Based on the above analysis, a comprehensive evaluation indicator system of investment benefit is formed.
THE HYPERPLANE-PROJECTION-TRANSFORMATION-BASED EVALUATION METHOD
A combination weight calculation method based on the analytic network process and dynamic gray relational analysis is proposed in this paper. The subjective weight is obtained by establishing the network relationship model and constructing the super-matrix. The objective weight is calculated by determining the resolution coefficient under different smoothnesses of sequence. The combination weight is calculated based on the maximum entropy principle. The Technique for Order Preference by Similarity to an Ideal Solution is the most widespread evaluation method but comes with a serious drawback, that is, the balance between investment benefits cannot be identified (Alhabo and Zhang, 2018; Li and Zhao, 2020). Therefore, the investment evaluation method based on the hyperplane projection transformation is used to consider the quality and balance of investment in this paper. The origin is transformed into a global optimal solution by the normalization method. The investment benefit [image: image] is expressed as the distance from the origin to the project point. The equilibrium of the benefits [image: image] is expressed as the distance that is projected on the hyperplane. The distance weight is determined based on investment preferences. The final comprehensive distance [image: image] is calculated by the normalized investment benefit [image: image] and the normalized benefit equilibrium [image: image] (Chen et al., 2020; Zhou et al., 2020).
INVESTMENT EFFICIENCY EVALUATION MODEL BASED ON DATA ENVELOPMENT ANALYSIS
Data envelopment analysis (DEA) is a technical efficiency method based on relative comparisons between evaluated subjects (Olfati et al., 2020; Zhong et al., 2020). The core idea of the model is to determine the effective production frontier which is formed by mathematical programming and statistical data. The relative effectiveness is evaluated by comparing the degree of deviation of the unit from the frontier. This method has special advantages in analyzing the research objects with multiple inputs and outputs. Specifically, the simultaneous performance is effectively improved while evaluating the relative efficiency of multiple inputs and outputs. Fewer parameter estimation and preset functions are required. In addition, a uniform dimension is not required due to its own characteristics.
The investment efficiency of renewable energy power systems is a complicated problem with multiple inputs, multiple outputs, and complex coupling relationships, which has a certain impact on the efficient and stable development of the power grid. Based on the above research, DEA is an effective method to evaluate the input–output efficiency. Thus, this paper proposes an investment efficiency evaluation model based on data envelopment analysis. The indicators selected when evaluating the input–output efficiency of the power grid are comprehensive, comparable, and important. Considering the intuitive feedback of investing in renewable energy projects, installed capacity and comprehensive investment efficiency are selected as output indicators. The scale of investment, the amount of solar curtailment, and the amount of wind curtailment are determined as input indicators. The model for constant returns to scale (CRS) is as follows:
[image: image]
where [image: image] is the new installed capacity at project j, [image: image] is the investment scale at project j, [image: image] and [image: image] are the wind curtailment volume and solar curtailment volume at project j, [image: image] and [image: image] are the weights of new installed capacity and comprehensive investment efficiency, and [image: image], [image: image], and [image: image] represent the weights of the scale of investment, wind curtailment volume, and solar curtailment volume.
Considering the difficulty of fractional optimization, the model constructed above is converted to linear based on Charnes–Cooper transformation. Furthermore, the non-Archimedean infinitesimal ɛ and slack variables s are introduced to convert the inequality constraints into equations and identify the effectiveness of the model. Based on duality theorem, a computable and concise model is established, as follows:
[image: image]
where θ is the relative efficiency at project [image: image], [image: image] is the elastic coefficient at project j, ɛ is the non-Archimedean infinitesimal, s represents the slack variable, and n is the number of investment projects.
As shown in Figure 1, an investment efficiency evaluation framework for distribution networks considering the integration of distributed renewable energy sources is formed. A renewable energy investment benefit evaluation indicator system is established around economic, societal, and environmental factors. The analytic network process and dynamic gray relational analysis are used to calculate the subjective and objective weights of indicators, respectively, and the combined weights are obtained based on the maximum entropy principle. The investment benefit is comprehensively evaluated by hyperplane projection transformation. Considering the uncertainty of distributed renewable energy, an investment efficiency evaluation model based on DEA is constructed, which lays the foundation for improving the quality of power grid investment.
[image: Figure 1]FIGURE 1 | An investment efficiency evaluation framework.
DISCUSSION AND CONCLUSION
Under the trend of renewable energy generation, investment efficiency is increasingly valued due to the emergence of a large number of renewable energy projects. The investment efficiency of the power grid with distributed renewable energy is scientifically and reasonably calculated through the investment efficiency evaluation model constructed in this paper, which has a guiding significance for the subsequent distribution network planning and construction. Based on the changes in investment efficiency, it is the key to formulate the investment strategy in subsequent research. Also, it is a research direction to enrich the indicator system from other aspects and improve the scientificity of the weight calculation method.
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With the continuous development of energy infrastructure, a large number of distributed new energy, distributed energy storage, and various power electronic equipment are connected to distribution communities. The access to a large amount of equipment not only increases the workload of power operators, but also leads to a complex field operation environment, which will threaten the security of field operators. Traditional monitoring strategy for distribution community operation site relies on manual operation, which is tedious, labor-intensive, and error-prone. To solve this problem, this paper proposes a security monitoring strategy for distribution community operation sites based on an intelligent image processing method. Firstly, a power image enhancement method based on multi-filtering algorithm is proposed. The filter operators are used to smooth and denoise the image, enhance the edge and detail information, and expand the security monitoring data set of operation sites by merging the filtered images. Secondly, an object detection method for personnel and security protection tools based on the improved Faster R-CNN algorithm is proposed, and a pyramid structure is constructed to improve the detection and localization accuracy of small objects such as safety helmets and safety belts. To simplify the object detection task and the complexity of the labeling system, it is disassembled into four single tasks: operators, non-operators, safety helmets, and safety belts. Finally, the detection frame labels are fused by calculating the overlap of the object detection boxes to describe the security of the operator. Experiments show that the method proposed in this paper can effectively locate the object and accurately describe the security of the operator.
Keywords: energy infrastructure, distribution community, distributed energy resources, machine vision, object detection
INTRODUCTION
With the continuous development of energy infrastructure, distributed energy resources (Lin et al., 2020), distributed energy storage (Li et al., 2021), and electric vehicle support equipment (Al-Hanahi et al., 2022) are widely connected to distribution communities. The community power operators not only need to maintain the transformers, distribution cabinets, and other equipment in the community but also regularly inspect and maintain the connected photovoltaic equipment, energy storage equipment, and power electronic equipment. Due to technical limitations, most of these operations require operators to operate on-site. However, lots of equipment leads to a cluttered operation environment, which will threaten the security of field operators. Besides, various equipment comes from different manufacturers or is in charge of different entities, on-site operations may involve different maintenance by different management entities (Ge et al., 2021). When there are multiple operation site tasks, security supervisors cannot effectively obtain the working status and location of all personnel at each operation site. In the limitation of field operation information, potential security hazards cannot be eliminated and resolved promptly. It is necessary to use an effective on-site security monitoring strategy to control the behavior of on-site operators, reduce potential security hazards and avoid the occurrence of security accidents.
In recent years, machine vision technology based on deep learning algorithms (Amiri et al., 2019) has been widely used in operation site monitoring to improve the efficiency of operation site security supervision. The literature (Huang et al., 2022) roughly estimates the proportions of safety helmets, tops and pants in the human body region image based on the human body structure, and then counts the histogram of gradient (HOG) features and the histogram of color (HOC) feature, and finally use radial basis neural network to identify violations. The literature (Liu and Jiang., 2021) judges whether to wear operated clothes according to the distribution of black and white pixels in the binarized image. The above algorithm manually designs a feature extraction method based on the characteristics of the target structure, which has poor adaptability. The literature (Tang et al., 2021) is based on the SmallerVGGNet model, uses one-hot encoding and Sigmoid loss function for multi-label classification, and judges whether to wear safety helmets and operate clothes at the same time. The identification of electrical intelligent security monitoring based on YOLO (Chen et al., 2019) is a method for identifying insecurity behaviors related to construction, including wearing safety helmets, operating clothes, and insulating gloves. Cheng et al. proposed a CNN-based method to detect whether practitioners wear safety belts in high-altitude operations (Cheng et al., 2020). The literature (Yang and Lei, 2021) is based on the YOLO model as the main body, and the multi-scale features are fused to judge and identify the position of the safety helmet. The recognition results it is proved that the method improves the detection speed and accuracy.
Although deep learning-based methods improve the accuracy, the detection performance of deep learning models is usually affected by the number and quality of images. In reality, there are no available datasets for security monitoring of specific operation sites. The way to generate new images by rotating, cropping, zooming, and panning images of power equipment is a common image augmentation method. However, due to the change of the position of the insulator relative to the image during the data expansion process, the image annotation needs to be re-completed, resulting in a lot of repetitive labor and a lot of manpower (Wu et al., 2020).
This paper proposes a security detection for operation sites in distribution community based on an intelligent image processing method. The main contributions of this paper are summarized as follows:
1) Aiming at the problem that the object detection tasks based on deep learning algorithms are limited by the quantity and quality of images, a power image enhancement method based on multi-filtering algorithms is proposed. The method first uses Gaussian filter operators to smooth and denoise images, enhance edge and detail information, and improve image quality. On this basis, the images obtained based on the four filtering operators are merged. Since the position of the object in the image does not change after filtering, the annotation file of the original image can be reused, thereby greatly expanding the object detection image data set.
2) A security monitoring method for operating at the operation site based on the improved Faster R-CNN algorithm is proposed. In the process of minimizing the localization loss function, the method uses a deep convolutional neural network to adaptively adjust the image feature categories, extract the optimal features, and complete the category recognition while determining the object detection. By constructing a feature pyramid structure and fusing the multi-scale features in the original network, based on retaining the deep semantics, the shallow features are fully utilized to improve the recognition accuracy of small objects such as safety helmets and safety belts.
3) To reduce the complexity of the object detection task, the security monitoring task of operating at operation site is disassembled into four single task identification of safety helmets, safety belts, operating at heights and non-operating at heights. On this basis, a label fusion method based on the overlap of object detection boxes is proposed. By measuring the overlapping relationship of object detection boxes, the method fuses the identification result labels of a single task to describe the security of operators.
POWER IMAGE ENHANCEMENT BASED ON MULTI-FILTER ALGORITHM
Gaussian Smoothing Filtering Algorithm
The Gaussian filter is a type of linear smoothing filter that selects weights according to the shape of the Gaussian function (normal distribution function). The Gaussian smooth filter can effectively remove the noise of obeying the normal distribution. When an image is smoothed by a Gaussian method (Kowalski and Smyk., 2018), the kernel is a Gaussian function:
[image: image]
Where, c is the standard deviation of Gc, which is usually small in Gaussian smoothing methods. In image processing, a two-dimensional zero-mean discrete Gaussian function is often used as a smoothing filter:
[image: image]
The following two conditions should be considered when selecting the Gaussian smoothing method.
Condition 1: The image method noise of convolution with Gaussian kernel Gc is:
[image: image]
In addition, at a reference pixel j = 0, the effect of Gaussian smoothing on noise can be estimated by the following formula:
[image: image]
Where, J refers to the entire area of an image, Pj is a square block with j as the center pixel, [image: image] is the size of the square Pj, Gc(j) refers to the average value of the function Gc at the pixel point j, and mj is the pixel value of the noise m in the local area j. The noise reduction effect using the Gaussian smoothing method can be expressed by the following conditions.
Condition 2: Let m(x) be a piecewise constant white noise with m(x) = mj at each square pixel j. Assume that all mj are independent and identically distributed random variables with mean zero and variance [image: image]. Then the “noise residual” after Gaussian convolution of m with Gc satisfies:
[image: image]
In conclusion, Gaussian convolution can remove the noise in the relatively flat areas of the image very well. However, the denoising effect of the singular parts in the image is relatively poor, especially the residual noise still exists in the edge and texture regions of the image.
Laplace Operator
Laplacian (Isabelle., 2008) denoising is equivalent to applying a filter to the imaging data, which can be expressed as:
[image: image]
Where, L represents the Laplacian filter. X represents the data space. H(X) represents the reverse time migration imaging data. H′(X) represents the filtered imaging data. The Laplacian operator Δ can represent:
[image: image]
The Fourier transform of the above formula into the wavenumber domain can be expressed as:
[image: image]
Where, KI is a vector in the imaging wavenumber domain, and has the following relationship:
[image: image]
Where, Kr and Ks are the wavenumber vectors of the wavefield at the receiver point and the wavefield of the shot point respectively. Applying the string theorem to it, we get:
[image: image]
Substitute into (8) again to get:
[image: image]
Where, [image: image] is the incident angle. Combining formulas (6) and (11), it is not difficult to see that the larger the incident angle [image: image] is in the range of 0–90°, the greater the numerical attenuation. When the incident angle is 90°, the numerical attenuation is 0. It has been known from the analysis of the mechanism of noise generation that the low-frequency noise of reverse time migration mainly occurs when the incident angle is equal to or close to 90°, Laplacian filtering is equivalent to angular domain attenuation of reverse time migration imaging data, but Laplacian filtering is only a linear operation and does not need to output common imaging gather in the angular domain. Therefore, the operation is simple and the efficiency is relatively high.
LOG Operator
The LOG operator (He and Yan., 2011), the Gauss-Laplace operator, first uses a Gaussian filter to smooth the grayscale image, and then uses the Laplace operator to transform the smoothed image. Detect the edges of the image based on the zero-crossings of the second derivative.
First, assuming that the original image is h (x, y), the Laplace operator is [image: image], and the output image is g (x, y), the LOG operator is derived as follows:
[image: image]
Where, * is the convolution symbol. From the commutativity of convolution we get:
[image: image]
Where, [image: image] is the LOG operator:
[image: image]
Unsharp Masking
Unsharp masking (Ngo and Kang, 2019) is a commonly used method for image edge and detail enhancement. The unsharp mask is to preprocess the original image through blurring such as spatial smoothing filtering to obtain a blurred image, subtracting the blurred image from the original image to obtain the high-frequency information in the image, and then multiplying it by a correction factor to adjust the obtained height. The modified high-frequency information is superimposed on the original image, to achieve the effect of enhancing the image outline and sharpening the image. Due to the long wavelength of infrared light, the infrared image is susceptible to atmospheric attenuation and long propagation distance, and has the characteristics of large spatial correlation and blurred visual effect. Therefore, the details of the image can be enhanced by the method of unsharp masking.
The formula of the unsharp mask algorithm is expressed as:
[image: image]
Its block diagram is shown in Figure 1.Where, h (x, y) represents the original image, h (x, y) is obtained by spatial smoothing filtering [image: image] and the unsharp mask is:
[image: image]
[image: Figure 1]FIGURE 1 | Unsharp mask structure diagram.
The mask part is the high-frequency information of the image, including the detail layer in the image, the existing noise, and the overshoot and undershoots caused by the blurring of sharp edges. Commonly used spatial smoothing filters include Gaussian filtering, mean filtering, etc. k (k ≥ 0) is the high-frequency information gain coefficient, which controls the degree of detail enhancement. The larger the k, the more obvious the details of g (x, y). The smaller the k, the closer the g (x, y) is to the original image. There are two types of unsharp masks, linear and non-linear. The linear unsharp mask means that the gain coefficient k of the high-frequency component of the image is a constant, and the non-linear unsharp mask means that the gain coefficient k is no longer a constant, but a variable k' (x, y). Therefore, the non-linear unsharp mask is also an adaptive method.
Image Information Optimization and Expansion Based on Filtering Algorithm
The accuracy of intelligent image processing methods based on deep learning is often limited by the image quality and the number of images, and in practical applications, it is often difficult to collect available datasets for specific tasks. In addition, to ensure that the deep learning model has sufficient generalization ability and superior detection effect, it is often necessary to train the model based on large data sets. The premise of this goal is to manually label a large number of images, which is time-consuming and labor-intensive.
Aiming at the above problems, this paper proposes an image information optimization and data set expansion method based on a filtering algorithm. After the image is filtered, noise is removed, pixels are smoothed, edges and details are enhanced. During the process, some pixel values are changed, for the algorithm based on the convolutional neural network, the result of the sliding window calculation of the convolution kernel on the image is not the same as the original. Therefore, for the convolutional neural network, the filtered image is quite different from the original image. The two images contain different pixel information, but they contain the same object, which can be used for training the object detection model. The flow of this method is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Extension method flowchart.
OPERATION SITE OBJECT DETECTION BASED ON FASTER R-CNN ALGORITHM
Principle of Faster R-CNN Algorithm
The Faster R-CNN(Liu et al., 2017) algorithm mainly consists of three parts: a feature extraction network CNN(convolutional neural network), a region proposal network (RPN) and a region-of-interest (ROI)-based classifier. The Faster R-CNN algorithm shows in Figure 3.
[image: Figure 3]FIGURE 3 | Faster R-CNN model.
The image will first go through a convolutional neural network (CNN) to extract feature maps. This network consists of convolutional layers (Conv layers), ReLU activation function layers, and pooling layers. The Conv layer and ReLU layer do not change the size of the image, while the pooling layer reduces the size of the input image. In the convolutional layer, kernel size = 3 means that the size of the convolution kernel is 3 × 3; pad = 1 means that the edge is expanded by 1 pixel to ensure that the image size remains unchanged after convolution; stride = 1 means that the convolution kernel step size is 1. ReLU is an activation function, and its main purpose is to avoid gradient disappearance and increase the sparsity of the network to reduce the occurrence of overfitting. In the pooling layer, kernel size = 2, which means that each 2 × 2 area is converted into a pixel, that is, the length and width of the output become 1/2 of the input; stride = 2, which means that each operation moves 2 pixels point. The purpose of the pooling operation is to reduce the dimension of the feature vector output by the convolutional layer while improving the result.
After the feature map obtained by the feature extraction network is input into the RPN network, the feature map is traversed by sliding window convolution. In the original image area corresponding to each point, a certain number of anchor boxes will be generated according to preset parameters, and the degree of coincidence between the image in the box and the object will be calculated with the anchor box as the boundary. After filtering out some anchor boxes, the network will mark the remaining anchor boxes as positive samples, negative samples or useless samples, and calculate the offset between each anchor box and the marked box of the training image, the network will learn through the offset, so that the RPN network can predict the region of the object after training, and output the region proposal box. The RPN network is back-propagated with the gradient descent algorithm, and the loss function is as follows:
[image: image]
[image: image]
Where, i is the sequence number of the anchor frame. pi represents the probability that the anchor box is a positive sample. pi* indicates the type of anchor box, positive sample is 1, negative sample is 0. ti represents a 4-parameter vector of the anchor box. ti* is a 4-parameter vector representing the marker box. The classification function Lcls uses a logarithmic loss function for binary classification. The regression loss Lreg is calculated by the formula (18), R is the robust loss function. {pi} and {ti} are the outputs of the classification and regression layers respectively. Ncls and Nreg are used to normalize the outputs. λ is the balance weight.
Subsequently, the proposal box output by the RPN is mapped to the convolutional feature map of the last layer of the CNN to obtain the region of interest (ROI), then, the size of each proposal frame is fixed through the ROI pooling layer, and the low-dimensional feature vector of the ROI is obtained through the fully connected layer. Finally, it is sent to the Softmax classifier, the Softmax loss function and the Smooth L1 loss function are used to further adjust the object classification confidence and locate the rectangular box position to complete the specific category judgment of the proposed area and accurate border regression. The resulting output is the final recognition result.
Softmax Loss Function
[image: image]
Smooth L1 Loss Function
[image: image]
Improvedp Faster R-CNN Algorithm
The original Faster R-CNN network only extracts candidate region features on the last layer of feature maps. Deep features have rich semantic information, but ignore a lot of detailed features, which is not conducive to detecting small objects. In this paper, a feature pyramid (Wang and Zhong., 2021) is constructed to fuse multi-scale features to improve the recognition of small objects. For the convenience of discussion, the feature map before pooling in the pre-feature extraction network is called F1, and the feature map of the last layer after each pooling is called F2, F3, F4, and F5 in turn. The multi-scale feature fusion process is shown in Figure 4. First, a 1 × 1 convolution kernel is used for F5 to reduce the number of feature maps, and a low-resolution feature map Q5 is generated. Then do 2 times nearest neighbor upsampling for Q5, and use a 1 × 1 convolution kernel to extract low-resolution feature maps for F4. Both have the same scale, and add fusion features element by element to generate the required fusion feature map Q4. By analogy, the multi-scale fusion feature atlas {Q2, Q3, Q4, Q5} is obtained. Q6 is obtained after downsampling Q5 by a factor of 2 to enhance robustness. To reduce the aliasing effect of upsampling, a 3 × 3 convolution kernel is applied to Q2, Q3, and Q4 respectively. Since only simple convolution and element-by-element addition operations are involved in the feature fusion process, the increased computational load is not large. Set different anchor boxes for the multi-scale fusion feature atlas {Q2, Q3, Q4, Q5, Q6}, and optimize the initial anchor box parameters through the K-means clustering algorithm. Finally, the multi-scale fusion feature atlas {Q2, Q3, Q4, Q5, Q6} is sent to the region proposal network RPN to obtain candidate regions, and then sent to the object detection network RCNN for category and location prediction. In the RCNN network, the feature maps Pd of different scales are selected for the candidate regions of different scales as the input of the ROI pooling layer, and the coefficient d is defined as:
[image: image]
Where, the constant 224 is the standard input size of the image. d0 defaults to 5, which represents the feature map of Q5. w and h represent the length and width of the candidate region respectively.
[image: Figure 4]FIGURE 4 | Multi-scale feature fusion.
The multi-scale fusion feature map contains different levels of semantic information and detailed features from the bottom to the top, and has strong generalization. Based on retaining deep semantics, more shallow features are extracted, which is helpful for the recognition of small objects.
OBJECT DETECTION TASK DISASSEMBLY AND RECOGNITION RESULT LABEL FUSION
Object Detection Task Dismantling
The tasks of security monitoring at operation sites studied in this paper are shown in Table 1, which can be divided into two types of operators and six types of safety tools and equipment wearing conditions monitoring and identification. If the operator category and the wearing of safety tools are taken as a whole task, the labeling system for manual labeling of the data set is complex, and the detection and identification of the operator category and safety tools need to be completed simultaneously in object detection (Wu et al., 2019), which increases the complexity of the task. To simplify the labeling system, reduce the complexity of the object to be identified, and improve the accuracy of object detection. In this paper, the task is disassembled into single object detection tasks for safety helmets, safety belts, operating at heights, and not operating at heights.
TABLE 1 | Wearing of personnel safety tools in different situations.
[image: Table 1]Label Fusion Method Based on the Calculation of the Overlap of Detection Box
Since the label of the object obtained after task disassembly is only partial description information, the ultimate goal of operation site security monitoring is to describe human security, therefore, it is necessary to fuse the tags of a single object to jointly describe the security situation of field operators.
The principle of the label fusion method proposed in this paper is to calculate the overlap degree of two object detection boxes, if one of the detection boxes is basically inside the other detection box, then these two detection boxes belong to one detection object, and the labels corresponding to the detection boxes can be used to jointly describe the same object. For not operating at heights, the safety belt label is not detected, and it is only necessary to detect whether there is a “safety helmet” detection box in the “operator category” detection box. If so, the fusion label is “not operating at heights with a safety helmet”. Otherwise, the fusion label is “not operating at heights without safety helmets”. The tag fusion process for operators at heights is similar. The overall flow of the method proposed in this paper is shown in Figure 5.
[image: Figure 5]FIGURE 5 | The overall flow chart of the label fusion method.
SIMULATION
This paper builds a simulation model based on the TensorFlow deep learning framework, and the simulation computer is configured as Windows 10, x64 operating system, 8 cores, RTX 2080Ti, Tensorflow-gpu = 1.14.0, Keras = 2.24, development environment CUDA = 10.0.130, cuDNN = 7.3.1, Python = 3.6.5.
Comparison of AP Values of Training Results
The original images contain four types of objections: safety helmets, safety belts, operating at heights and non-operating at heights. Among them, 400 are used for training and 200 are used for testing. The object of operating at heights mainly refers to the people far from the ground in the image. To verify the effectiveness of the method of optimizing image information based on filtering algorithms, different filtering operators are used to preprocessing the original images, and the images preprocessed by different filtering algorithms are compared with the original images for training, and the training results are evaluated. Table 2 shows the effect of various types of behavior recognition after preprocessing the training set with different algorithms. The corresponding relationship between the training set name and the operator used is as follows: Unfiltered means that the sample has not been processed. Sample Gaus means that the sample is filtered by the Gaussian operator. Sample Lap means that the sample is processed by the Laplacian operator. The sample LoG indicates that it is processed by the LoG edge detection operator. The sample Usp indicates that the image is processed by the unsharp contrast enhancement filter.
TABLE 2 | Identification results of different filter operators.
[image: Table 2]From the results in Table 2, it can be found that comparing the original samples without processing, after the training set is preprocessed by Gaussian filtering, the AP value of the safety belt with the worst recognition effect in the pictures is increased by 6.3%. It can be seen from the results that compared with the other three types of model recognition effects, the ability of the model to recognize safety belts is weaker. The reason may be that the shape structure of safety belts is smaller than the other three types, and the proportion in the image is smaller, and because the safety belt occluded situation is more complex and diverse, the model cannot be trained to obtain sufficient generalization performance for recognizing this category in the case of fewer samples. However, it can be seen from the results in Table 2 that the recognition effect of the model on the safety belt is significantly improved after the preprocessing of Gaussian filtering on the training set. This shows that the difference between various sample conditions of the safety belt is reduced after the Gaussian filtering process, which improves the generalization ability of the model, so that the recognition of such objects can be more accurate. At the same time, the results in the table also reflect the inappropriateness of other filter operators for the content to be identified in this paper, so they are not used for the time being.
It can also be seen from the experimental comparison results that when the original samples are extremely scarce or limited in number, which may result in poor model training results, different filtering operators can be used to process the original images to expand the data set and verify the method.
After mixing the original sample data without any processing with the samples preprocessed by Gaussian filtering to form a merged dataset, use the merged dataset for training and evaluate the effect. The training steps are the same as the above-mentioned filtering comparison experiments. Table 3 shows the recognition results obtained by using the merged data and training model. From the results, it can be seen that the recognition effect after merging the data sets is significantly improved than the recognition effect of the model obtained by using the samples processed by Gaussian filtering. Among the four types of behavioral activities, the AP value of the safety belt category with the worst recognition effect increased by 6.3%. The experimental results show that when the original samples and the Gaussian filtered samples are combined as the training set, the model has the best recognition effect on the object category in the image.
TABLE 3 | Recognition effects after different processing of the dataset.
[image: Table 3]Comparison of Results of Different Object Detection Algorithms
As can be seen from Table 4, this paper uses the method of a self-built training sample library to enhance the recognition effect of the recognition model after performing certain preprocessing on the samples, and improves the Faster R-CNN model by introducing multi-scale feature fusion into the model. After multi-scale fusion, different levels of semantic information and detailed features from the bottom to the top are extracted, which improves the generalization. Based on retaining the deep semantics, more shallow features are extracted, which improve the detection accuracy of small objects such as safety helmets and safety belts in the image. Different deep learning algorithms are used to train the dataset. Compared with models such as SSD (Chen et al., 2019), YOLO (Sadykova et al., 2020; Peng et al., 2021; Xiaolu et al., 2021), and Faster R-CNN, the improved Faster R-CNN in this paper further improves the detection accuracy of the model.
TABLE 4 | Identification results of different algorithms.
[image: Table 4]Task Disassembly Validity Verification
From Table 5, it can be seen that there are differences in the identification of clothing in different situations in field operations. When there is more standardized clothing content to be identified, the identification effect will be lower. When the recognition effect of the operators not operating at heights in the image is better than that of operating at heights, the possible reason is that the operators at heights account for a smaller proportion of the image, resulting in the recognition effect of the operator’s safety helmet and safety belt is also weaker. The recognition effect in complex cases is not good, so this paper proposes to decompose and label the task, and then judge the label and fuse the labels after model recognition. Table 6 shows the comparison of the recognition effect between the original recognition method and the task disassembly method.
TABLE 5 | Results of the task without disassembly based on the improved Faster R-CNN.
[image: Table 5]TABLE 6 | Effects of different execution methods.
[image: Table 6]The comparison results in Table 6 show that although the improved Faster R-CNN algorithm proposed in this paper directly detects and recognizes the objects in the image, the accuracy is improved compared with other algorithms, but in the actual complex operation situation, the object such as safety helmets and safety belts needs to be recognized may not be recognized due to the long-distance or many objects to be recognized. However, if the image recognition task is performed on various objects individually and then labels are performed, after the recognition is completed, the labels of the corresponding images are fused, and output the final recognition result to help improve the accuracy. The identification results of indecomposable tasks and dismantled tasks prove that the method of label fusion after task dismantling can improve the accuracy of the identification of personnel wearing on the operation site.
CONCLUSION
A large number of energy infrastructures such as distributed energy resources, distributed energy storage and electric vehicle support equipment are connected to distribution communities, making the operation site environment complex. A large amount of equipment maintenance in the complex environment brings security risks to on-site operators. To solve the problem, this paper proposes a security monitoring strategy for distribution community operation sites based on an intelligent image processing method. The following conclusions are drawn:
1) Gaussian filtering operators can effectively smooth and denoise the field operation image, improve the image quality, and provide a high-quality information source for the parameter learning process of the deep learning algorithm, thereby improving the detection of the object in the image by the deep learning algorithm to realize on-site monitoring of distribution community operations.
2) By building a feature pyramid structure and fusing the multi-scale features in the original Faster R-CNN algorithm network, it is possible to make full use of shallow features based on retaining deep semantics, and improving the detection accuracy of small objects such as safety belts and safety helmets sex.
3) By disassembling the object detection task, the complexity of the detection task label system and the difficulty of learning the parameters of the deep model can be effectively reduced, obtaining an object detection model for the category of the operator and the wearing of safety tools with better detection effect.
4) The method based on detection boxes overlap detection can effectively fuse the labels of multiple detection boxes, and use these labels to generate an accurate description of the security of the operator.
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With the access to a large number of intermittent and fluctuating new energy sources in the low-voltage distribution network, the complex relationship between producers and consumers makes the node voltage stability and other problems in the power system increasingly prominent. Aiming at the voltage stability problem caused by the intermittent and fluctuation of the new power system, based on the high-precision measurement data of PMU, this article used the model predictive control algorithm to realize regional voltage optimization and improve the stability of node voltage. First, the voltage sensitivity matrix is calculated using PMU measurement data and grid structure state information. Second, active power, reactive power, and voltage were taken as the input of the MPC algorithm, and the optimal compensation voltage instruction was obtained by rolling optimization, and the node voltage was compensated by SVG and SVC. Finally, a simulation experiment was carried out on the MATLAB/Simulink simulation platform, and the experimental results verified the correctness and effectiveness of the proposed control method.
Keywords: phasor measurement unit, model predictive control, voltage dynamic optimization, voltage sensitivity matrix, distributed energy
INTRODUCTION
With the increasing popularity of distributed photovoltaic (PV), the original electricity consumers have been transformed into electricity consumers, which will bring great challenges to the operation of the power grid. In addition, there are a lot of problems such as insufficient use of high-precision measurement data in a distributed generation system. Therefore, it is an urgent problem to improve the adaptability of the distributed generation system by using a large amount of high-precision measurement data. The synchronous phase measurement unit (phase measurement unit, PMU) is based on the precise time provided by the global positioning system (global positioning system, GPS). PMU can collect real-time data from the power system and realize the synchronous measurement of each node. With the development of the distribution network, the application prospect of synchronous PMU in the distribution network has been paid increasing attention. The application of PMU in the distribution network can be mainly divided into diagnostic application and control application, and this article belongs to the application of PMU in the control direction. In this direction, the literature (Yu et al., 2018) proposed a static equivalence method using boundary PMU measurements and established an optimal reactive power tide model based on this method, which has high accuracy for power system tide calculation. The literature (Pham and Erlich, 2014) presents a method for solving optimal reactive power scheduling. This optimization algorithm uses the PMU measurements to estimate the sensitivity, while the LMS is used to maintain the voltage within a limited range for the purpose of minimizing the active power loss.
SVC (static var compensator, SVC) and SVG (static var generator, SVG) are typical reactive power compensation devices; SVC is a means of supplying reactive power different from generators. It mainly includes silicon-controlled rectifiers and electrostatic capacitors. SVC can compensate the consumed reactive power for the load containing capacitor and inductor with unbalanced three phases, which needs a lot of reactive power: adjusting single-phase inductor and capacitor through phase control to achieve three-phase balance of load without changing the active power of grid and load. SVC and SVG have been widely used in the power system for a long time. In the study (Wang et al., 2019), the capacity of the inductor is configured to optimize the FC switching and TCR-triggering angle in the reactive power compensation process, which can effectively resist the risk of subsequent phase change failure and solve the voltage “backstepping” in the SVC compensation process for the common ground fault on the AC side of HVDC transmission. However, the compensation accuracy of this method is relatively weak. In order to improve the voltage compensation accuracy of SVC, in Lei et al. (2013), a second-order nonlinear dynamic model of the SVC system with time-varying parameter uncertainties is developed, and then, the controller of the SVC system is designed on the basis of this model using adaptive control techniques and robust control techniques. In order to consider the access characteristics and operation characteristics of distributed power supply in different reactive power zones, the operating strategies of reactive power compensation devices such as capacitor banks and SVG were proposed in the literature (Lin et al., 2018), and their reactive power values were optimized under various operating conditions. Aiming at the problem of voltage stability caused by unstable output of the new energy power generation system, in Fu and Fan (2015), SVG is used for reactive power control of doubly fed wind turbines, and the control structure model, the selection of capacity, and the determination of main parameters when SVG is grid-connected are discussed. In addition, the hybrid compensation method of SVC and SVG has also been studied in relevant literature studies. In the article (Chen et al., 2016), a low cost–high-capacity SVC is used for initial coarse compensation and a small-capacity SVG for microcompensation, and an improved dynamic PI controller based on an artificial immune algorithm and an inter-module coordination control strategy are used. In order to improve the voltage regulation efficiency of SVG + SVC, in Zhu et al. (2021), the reactive command current is decomposed, and the reactive component with smaller frequency is assigned to SVC for compensation, and the larger frequency is compensated by SVG. The PI parameters of the SVG controller are rectified using an adaptive particle swarm algorithm, and the reactive power is compensated by issuing reactive currents to the SVC and SVG main circuits.
In this article, a SVC + SVG hybrid reactive power rolling optimization compensation-layered control strategy based on PMU measurement data is proposed to solve the problem of voltage stability caused by insufficient use of a large number of PMU measurement data and high proportion of output and consumption. First, the voltage sensitivity matrix is calculated by using the data uploaded by PMU, and the optimal compensation voltage and reactive power are predicted by MPC (model predictive control, MPC) algorithm at the next moment. Second, control instructions are sent to SVG and SVC by the local controller. When the voltage fluctuation frequency is small, reactive power compensation is carried out by SVC; when the voltage fluctuation frequency is large, voltage is dynamically adjusted by SVG. Finally, simulation experiments are carried out on the MATLAB/Simulink simulation platform to verify the effectiveness of the proposed method.
Overview of the Power Grid Structure and Voltage Regulation Device
Overview of the Power Grid Structure
The PV power generation system of the consumer is connected to the low-voltage distribution network to realize grid-connected operation, as shown in Figure 1. The data collected by PMU are transmitted to the wide area controller through communication technology and then sent from the wide area controller to the local controller. The local controller adjusted the voltage of the reactive power compensation device so as to solve the problem of voltage fluctuation caused by the unstable distributed photovoltaic output.
[image: Figure 1]FIGURE 1 | Schematic diagram of system network structure.
As shown in Figure 1, the photovoltaic power generation system is connected by 14 nodes; node 7 is the neutral point of the three-phase transformer. The configuration of PMU follows IEEEStdC37118.2-2011 standard, installed at nodes 1, 6, 8, and 10, respectively, to fully observe the system; GPS satellite provides accurate synchronization time for PMU to ensure the synchronization of PMU measurement data; the main function of the wide area controller is to be responsible for global regulation. Its output is used as the input of the local controller, which directly controls SVG and SVC.
Overview of SVC and SVG
SVG is usually composed of a three-phase voltage source converter (VSC) based on a gate turnoff thyristor and a DC capacitor, and the response speed of SVG is no more than 5 ms. SVG can be regarded as stepless switching, which can compensate reactive power shortage with a high change frequency and small compensation capacity; SVC is usually composed of a fixed capacitor (FC) and a thyristor-controlled reactor (TCR) in parallel, which controls the conduction angle of thyristor α, and the equivalent reactance of the TCR connected to the circuit is changed, and then the equivalent capacitance of SVC is changed. The response time of SVC is between 20 and 40 ms, which can be regarded as class switching and can compensate the reactive power deficit with low-frequency change and large compensation capacity.
The response speed of SVC is 40 ms and that of SVG is 5 ms. The relationship between frequency F and time T is expressed as follows:
[image: image]
It can be seen from Eq. 1 that SVC can effectively compensate the reactive power whose frequency is less than 25 Hz, and when the reactive power change frequency is higher than 25 Hz, there may be under compensation or over compensation. In order to facilitate the cooperative control of SVC and SVG, the reactive power whose frequency change is less than 25 Hz is defined as low-frequency reactive power, and the reactive power whose frequency change is greater than 25 Hz is defined as high-frequency reactive power. The schematic diagram of over compensation and under compensation is shown in Figure 2. When the reactive power gap required by the system is in the o–a range, and when SVC responds to action once, the reactive power of the system crosses from point b to point o. At this time, the compensation capacity of SVC is less than the reactive power demand required by the system, which will cause under compensation. When SVC responds twice, the reactive power of the system crosses from point b to point a. At this time, the compensation capacity of SVC is greater than the reactive power demand required by the system, which will cause over compensation. Therefore, in order to better dynamically compensate the reactive power of the system, this article adopts SVC and SVG composite reactive power compensation devices. When the reactive power change frequency of the system is greater than 25 Hz, SVC is used to compensate the reactive power of the system; when the reactive power change frequency of the system is less than 25 Hz, then SVG is used to compensate the reactive power of the system.
[image: Figure 2]FIGURE 2 | Schematic diagram of SVC under compensation and over compensation.
INTEGRATED MODEL PREDICTIVE CONTROLLER
Principle of the Model Prediction Algorithm
The basic idea of the model prediction algorithm is to first discretize the system, then predict the state of the system in the next N cycles in combination with the current time state and control quantity of the system, and then calculate the optimal control quantity at the current time, according to the expected value. The specific process can be illustrated in Figure 3.
[image: Figure 3]FIGURE 3 | MPC control algorithm.
In the figure, y(k) represents the output of the system at time k, so the output of the system in the future can be recorded as follows:
[image: image]
In addition, to predict the future output of the system, it is also necessary to predict the control input in the next n-1 cycle. It can be expressed as follows:
[image: image]
The control goal of MPC is to make the deviation between the system output, and the reference value tends to 0 and meet the system constraints at the same time. It can be expressed as follows:
[image: image]
By solving Eq. 4, we obtain the following:
[image: image]
The first component of U [image: image] is applied to the system. At the time of k+1, the newly obtained measurement y(k+1) is used as the initial condition to solve Eq. 4. Therefore, MPC can be summarized as follows: the optimization problem should be updated with the latest measured values in each sampling period, and the first component of the obtained solution should be allowed to act on the system, continuously circulating. Compared with the traditional PI controller, the model predictive controller does not need the one-to-one correspondence between the input and output loops; it only needs to consider the constraints of input variables, output parameters, and control state. The predictive control quantity is calculated by measuring the deviation value of the control target in real-time, and repeated prediction and optimization are carried out under the given control weight and within the sampling period so as to realize the on-line dynamic tracking control of the system.
Design of the Integrated Model Predictive Controller
Newton–Raphson power flow calculation can be obtained from the power grid state information measured by PMU at time k:
[image: image]
Among them, the Jacobian matrix can be expressed as follows: [image: image]
Eq. 6 is multiplied by J−1 at both ends to obtain the following equation.
[image: image]
A, B, C, and D can be calculated by using the Jacobian matrix.
Then, the voltage sensitivity matrix based on the power grid state quantity at time k is as follows:
[image: image]
Therefore, taking the current grid voltage operation state at time k as the initial value and the reactive power plan adjustment of SVC/SVG at time k as the control variable to be optimized, the grid voltage prediction equation at time k+1 is derived as follows:
[image: image]
The predicted value of reactive power adjustment value ∆Q is as follows:
[image: image]
This article calculated the optimal reactive power compensation value and the optimal dynamic voltage compensation size through MPC, so the evaluation function adopted in this article is as follows:
[image: image]
In Formula (11), α and λ are weight coefficients, and α > λ is more important when the system compensates reactive power. α < λ, when more emphasis is placed on the compensation of reactive power. In this article, α = λ = 0.5.
Since the sampling frequency of the system data is greater than the action frequency of the reactive power compensation device, the value of the next k+1 moment is usually replaced by the value of k moment for model calculation, but this will inevitably bring some errors and reduce the control precision of the system. To compensate, the Lagrange extrapolation method is used to predict the value of K +2 moment. The value at k+2 is applied to the next prediction calculation, and the calculation is carried out in this iterative cycle until the voltage meets the standard requirements. The specific delay link is shown in Formula (12).
[image: image]
According to the characteristics of SVC and SVG, when the voltage deviation is greater than the trigger threshold β, SVC is used for reactive power compensation to roughly adjust the voltage; when the voltage deviation is small, SVG is used for dynamic adjustment of reactive power. The specific reactive power voltage optimization control structure based on MPC is shown in Figure 4. According to the introduction in Overview of Power Grid Structure section, when the voltage change frequency is higher than 25 Hz, SVC is likely to be overcompensated or undercompensated. In order to improve the voltage compensation effect and consider the 10% compensation margin, β = 22.5 is chosen in this article. Therefore, the voltage change rate dU/dt can be discretized to obtain the following equation:
[image: image]
[image: Figure 4]FIGURE 4 | Reactive power voltage optimal control structure based on MPC.
SIMULATION RESULTS AND ANALYSIS
In order to verify the effectiveness of the designed local voltage optimization controller, a simulation model is built in the MATLAB/Simulink simulation platform. IEEE14 node is replaced by the generator g with infinite capacity, and photovoltaic/fan and other new energy power generation systems are connected to the system by 14 nodes. The schematic diagram of the simulation system is shown in Figure 5. The parameters of the simulation system are shown in Table 1.
[image: Figure 5]FIGURE 5 | Schematic diagram of simulation system.
TABLE 1 | Simulation system parameters.
[image: Table 1]In order to verify the accuracy of the control algorithm proposed in this article, after the system operates stably, the voltage amplitude on the grid side is reduced from 1.0 to 0.8 Pu step by step; after continuous operation for 2s, the grid voltage was restored to the rated voltage for operation. After the system is stabilized again, the grid voltage was set from 1.0 to 1.2pu. After continuous operation for 2s, the grid voltage was restored to the rated voltage for operation. The experimental results are shown in Figures 6–8.
[image: Figure 6]FIGURE 6 | Grid controlled node voltage.
[image: Figure 7]FIGURE 7 | Compensation voltage of voltage compensator.
[image: Figure 8]FIGURE 8 | Compensated node voltage waveform.
The simulation results showed that when the grid voltage is stable, the integrated reactive power compensation device dynamically compensates the interference caused by the fluctuation of new energy power generation by SVG. At this time, the compensation voltage is relatively small, and the bus voltage maintains the rated voltage unchanged; when the grid voltage drops by 0.2 pu at 0.5 s, SVG and SVC act at the same time to compensate the system voltage. The compensation voltage amplitude is 65 V, and the PCC bus voltage continues to maintain the rated voltage. When the grid voltage rises by 0.2 pu compared with the rated value at 3.0 s, SVG and SVC act at the same time to compensate the system voltage. The compensation voltage amplitude is 100 V, and the PCC bus voltage continues to maintain the rated voltage. At the same time, it can be seen from the waveform of the compensation voltage that when the voltage drops, the compensation voltage is in phase with the grid voltage. When the grid voltage rises, the compensation voltage and the grid voltage differ by 180°, and the phase and amplitude of the compensation voltage are controlled so as to achieve the dynamic optimization of the regional voltage.
CONCLUSION
Aiming at the problem of large regional voltage fluctuation after new energy access, based on the high-precision measurement data on PMU, this article realizes regional voltage optimization using the model predictive control algorithm. The simulation model is built on the MATLAB/Simulink simulation platform, and simulation experiments are carried out to verify the effectiveness of the control strategy proposed in this article. The experimental results showed that:
1) By using SVC + SVG hybrid reactive power compensation, the efficiency of voltage dynamic optimization can be greatly improved. When the voltage change frequency is small, using SVC for voltage adjustment can reduce the capacity configuration of SVG and the investment cost of SVG.
2) The high-precision calculation ability of PMU at the edge of the power grid is fully utilized to realize the optimization of regional voltage. The data acquisition frequency of PMU is high, and the amount of data is large. The local controller used the measured data of PMU for local reactive power compensation, which can reduce the transmission of redundant data and improve the utilization efficiency of data.
3) The model predictive control algorithm used in this article can better optimize the regional voltage. When the voltage on the grid side rises or falls, the MPC controller sends instructions to the reactive power compensation device, and the SVG + SVC hybrid reactive power compensator compensates the reactive power. From the load side voltage, it can be seen that the compensation effect is good, which verifies the effectiveness of the algorithm proposed in this article.
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With the development of the smart grid and energy Internet, the power industry generates huge, multi-source, heterogeneous, and highly coupled data, which are difficult to utilize. The intelligent operation and maintenance system of the power transformer based on the knowledge graph and graph neural network is developed in this article. The multi-source heterogeneous data are structured and modeled by the constructed knowledge graph, and it presents the correlation among data more intuitively. On this basis, the graph neural network is designed to achieve the prediction and excavate the deep information hidden in the data. The testing results show that the system has fully used the multi-dimensional and interrelated heterogeneous data, achieving a deep information mine. It benefits the management and strategy implementation for the system scientifically and guides the operation and maintenance of the transformer. The system is of great significance on improving the efficiency of the transformer maintenance and safe operation.
Keywords: power transformer, intelligent operation and maintenance system, graph neural network, data management technology, knowledge graph
1 INTRODUCTION
With the popularization and application of the power transformer monitoring technology, all kinds of data acquired corresponding to the equipment show a geometric increase (Zhang et al., 2021; Zhou et al., 2021; Liu et al., 2022). In these massive data, there are both Euclidean structure data, such as images and time series data, and non-Euclidean structure data, such as text data. At present, the research mainly focuses on Euclidean data. He et al. (2021) proposed the use of multiple inputs and multiple output back-propagation neural networks with multiple hidden layers to extract a variety of electrical and non-electrical features for state monitoring and fault diagnosis. Wu et al. (2021) proposed an improved genetic algorithm (IGA) combined with XGBoost to form a hybrid diagnosis network for in-depth exploration of transformer fault data. Kari et al. (2016) established a transformer evaluation system based on the D-S theory by using dissolved gas and electrical test data. Qiangchao et al. (2020) used a new model of least-squares double support vector regression (LSTSVR) to predict the concentration and development trend of dissolved gas in transformer oil. However, there are few studies and applications of open, fuzzy, and unstructured text data. Zhu et al. (2021) introduced the knowledge graph in power dispatching to achieve effective management and the use of a large amount of professional knowledge. Zhang et al. (2020) proposed the use of knowledge graph to realize the automatic question-answering information-processing task. The graph neural network is mainly applied to the knowledge graph–related fields. As a newly emerging neural network in recent years, it is seldom applied in a power system. Liao et al. (2022) described the research trend of the graph neural network in key applications such as fault diagnosis and power flow calculation in the power system.
At the same time, driven by the smart grid and energy Internet, the operation and maintenance management of power transformers by power grid companies is also facing the transformation from state maintenance to predictive maintenance (Xie et al., 2020). Liu et al. (2009) proposed the design of the 220-kV substation fault information system based on a real-time detection platform. Hua (2010) adopted the method based on the NET framework to realize the construction of the substation information management system. Takahashi and Okamoto et al. (2016) designed and developed a decision-making management tool for a power equipment maintenance strategy based on the asset management technology.
As for the current power transformer operation and maintenance management, on the one hand, due to the lack of the dedicated and humanized management system, manual management still plays a dominant role in the actual operation and maintenance management business (Suwnansri, 2014). On the other hand, most databases of operation and maintenance management systems are knowledge bases of expert systems, which are not only manually compiled, unable to adapt to the current big data environment, but also difficult to store and use non-Euclidean data. In this article, the intelligent operation and maintenance system of the power transformer is designed and constructed, which uses the knowledge graph technology to store multi-source heterogeneous data structurally and modelically. On this basis, considering that there may be hidden association information between the data, the system uses the graph neural network to deeply mine the data relationship. The construction of the system realizes the transformation of transformer operation and maintenance from post-failure maintenance to pre-failure and in-failure maintenance, the shift from plan-based maintenance to overhaul-based maintenance, and from expert-experienced fault processing to scientific fault processing based on data analysis. These transformations improve the efficiency of transformer operation and maintenance management, which is of great significance to the transformer safe operation.
2 OVERALL FUNCTION DESIGN OF THE SYSTEM
According to the existing technology and the analysis of power enterprises on power transformer operation and maintenance management business, the corresponding function positioning for each link of transformer operation and maintenance is carried out, and the functional architecture of the system is designed, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Overall functional architecture of the system.
Multi-source heterogeneous data are taken as the input, and then, the transformer knowledge graph is constructed based on the input data, and the graph neural network technology is used for graph deep learning analysis. The system divides the transformer state into four scenarios: normal operation, latent failure, failure, and daily work. The different system functions are designed according to different situations. In the normal operation situation, the equipment’s life cycle is predicted according to the running status of the transformer; repair and maintenance plan are made based on the transformer status indicators. In the situation of latent failure, prediction of the failure time will be accomplished, and preparative plan will be made in advance. In case of failure, the causes of equipment failure are analyzed, and maintenance measures will be made. In daily work, the system provides search query and other general functions.
2.1 Construction of the Transformer Knowledge Graph and Q&A Function Based on the Knowledge Graph
Power transformer, as complex power equipment, exhibits multi-level and multi-factors which will lead to failure. Therefore, the system uses text knowledge data such as power transformer professional books, equipment maintenance rules, fault case reports, and maintenance experts’ professional experience to establish the mapping relationship between various equipment data, symptoms, abnormal phenomena and fault types, causes, and countermeasures. Meanwhile, the Chinese word segmentation technology and the triplet extraction technology are used to realize the automatic construction of the power transformer knowledge graph.
The transformer knowledge graph constructed by the system can be used to query the massive information accurately in a very short time by the powerful query function, and the massive scattered information which has been queried can be statistically analyzed. A large amount of information is scientifically stored and visualized through a quantitative model by using the transformer knowledge graph, and the deep relationship and trend between them are mined, which greatly extend the excavation and utilization of the transformer text data information.
In the case of transformer failure, the function can facilitate the transformer management personnel to use the text data such as maintenance records and equipment maintenance procedures and quickly gives the cause of transformer failure and provides maintenance measures and other feedback, which improves the management efficiency for the transformer management personnel on accident handling.
2.2 Transformer Fault Prediction Function
When the transformer is in latent fault situation, the transformer fault prediction function can accurately analyze and predict the possible transformer fault time and fault type. Power transformers in the working state will be affected by a variety of factors and produce hydrocarbons gas. As for overheating or a discharge fault in the transformer, the gas content in the oil often shows abnormal changes. Therefore, the graph neural network is constructed in our system to mine the gas content and the relationship between gases and achieves the transformer fault prediction automatically. When the transformer fails, the system can quickly classify the faults according to the gas content level in transformer oil, which provides decision-making reference for the transformer management personnel to make maintenance arrangement and fault maintenance decision. It also improves the operation and maintenance management quality and efficiency of the power transformer.
2.3 Transformer State Evaluation and Life Prediction Function
In the normal operation situation of the transformer, the function of state evaluation and life prediction scores the running state of the transformer so as to predict its remaining life. The transformer status evaluation function is based on the transformer basic attribute information, operation information, experimental information, and fault information data. The system analyzes the transformer operation state and calculates the health index through neural network models. This function can provide reference for the substation operators to arrange the maintenance plan.
3 SYSTEM KEY TECHNOLOGY
This system uses the Django framework. The bottom layer of the system is the transformer intelligent processing technology based on the graph neural network. The background database of the system uses the MySQL and Neo4j databases to store structured and unstructured data.
3.1 System Framework and Storage Database
3.1.1 System Framework
The development of this system uses the Django framework. Django is an open-source web application framework written by Python.
The Django framework uses the MVT model, which is compatible with the front-end web address system. Django divides the software system into three basic parts: Model, Template, and View.
Model: It is responsible for compiling the database according to the function designed by the system and completing the graphing between business objects and the database.
Template: It is responsible for presenting the front-end page to the user.
View: It is responsible for designing system functions and writing business logic and then coordinating calls to Model and Template.
In addition to the aforementioned three layers, Django also has a URL dispatcher. Its function is to distribute a page request for URL to different views, which then call the corresponding Model and Template and send them to the front end for display.
3.1.2 Store Database
Considering the complexity of data types of power transformers, this system uses the relational database MySQL and the non-relational graph database Neo4j to store data. Among them, the MySQL database is used to store structured data such as transformer attribute information and real-time monitoring gas data on transformers, and the Neo4j database is used to store triples extracted from the unstructured data such as equipment maintenance procedures and fault case reports to build power transformer knowledge graphs.
MySQL is a classic and easy-to-operate relational database. For the transformer property information and real-time monitoring data information in this system have a strong correlation, the MySQL database is used to store this information.
When using the MySQL database, the system creates corresponding storage data tables, according to different storage information of transformers, and then uses one-to-one, one-to-many, and many-to-many operations to associate the related data tables so as to facilitate the system store data and joint table query and other operations.
The Neo4j graph database is a mature graph engine with excellent performance and has the excellent characteristics of the non-relational database. The system saves the text information after knowledge fusion into the Neo4j graph database and uses the Neo4j graph database to construct the knowledge graph of power transformers, thus greatly improving the performance of unstructured data retrieval.
In terms of Neo4j data storage, the system adopts the LOAD CSV statement of Cypher. CSV files can be directly loaded into Neo4j by Cypher. The triplet data are converted into CSV format for storage, and then, the LOAD CSV method is used to make Neo4j read the data.
3.2 Automatic Construction Technology and Application of the Power Transformer Knowledge Graph
3.2.1 Automatic Construction Technology of the Transformer Knowledge Graph
The most basic attribute units of the knowledge graph are nodes that represent entities and edges that represent relations between entities. Therefore, to construct the knowledge graph, triples should be extracted from the text first.
In this system, first, in the transformer text participle, the text type is concise and possesses wide compatibility of the JSON format; as a result of the first word segmentation, the result is relatively rough and may contain both transformer-related words or unrelated words, thus introducing transformer professional thesaurus which optimizes the initial segmentation result and then the final segmentation result of words into a vector. Then, the dilating-gate convolutional neural network (DGCNN) was used to extract triples combined with the self-attention mechanism. Finally, the triplet set was imported into Neo4j to complete the automatic construction of the transformer knowledge graph.
3.2.2 Transformer Knowledge Graph Reasoning Technology
In order to retrieve the knowledge graph stored in Neo4j, the system connects to the Neo4j database through the Py2Neo third-party library and queries the information as needed.
The transformer knowledge graph is a large network of the knowledge structure, which takes transformer components, fault phenomena, and fault causes as nodes and connects them according to corresponding relationships. When users initiate retrieval in the system, the system can use the existing knowledge graph to detect the semantic analysis of the input information and map it to one or more entities and edge relations in the knowledge graph and then perform path reasoning, according to the edges connected to the entities or nodes connected to the edges, and finally output high-quality search results at the user end.
3.3 Gas Prediction and Fault Diagnosis Technology of Transformer Based on the Graph Neural Network
The transformer fault prediction technology based on the dissolved gas analysis, uses the graph neural network and time sequence prediction neural network to find the time sequence variation of the dissolved gases in transformer oil and the relationship between the gas content and transformer fault and then establishes the fault diagnosis and prediction model.
The graph neural network learns and mines information from the relation topologies. For the gas prediction model, Pearson correlation coefficients of five transformer characteristic gas content change sequences were calculated to build a topology diagram of the relationship between gases, as shown in Figure 2A; For the fault diagnosis model, considering the strong relationship between the content of five gases and transformer fault types, the topology diagram of their relationship is designed to connect with each other, as shown in Figure 2B. Because the model uses the graph neural network layer to mine the relationship information between characteristic gases of the transformer, the information learned from the model is more abundant, and the accuracy and reliability of gas prediction and fault diagnosis are improved.
[image: Figure 2]FIGURE 2 | Relationship diagram of characteristic gases.
3.4 Transformer State Evaluation Technology Based on the Graph Neural Network
This system selects data from the four aspects of a transformer to fulfill the prediction. There are electrical test data, dissolved gas data, insulating oil test data, and operational data to establish the transformer state evaluation system.
The system determines the values of four first-level indexes through the analytic hierarchy process. In order to mine the possible relationship information between the four first-level indicators, the relationship topology of the four indicators should be established, the graph neural network should be used to mine the relationship between the indicators, and a multi-layer linear network should be set up to accomplish the final evaluation model.
The system fully considers the relationship between the indicators and uses the graph neural network method to obtain information, which is more in line with the actual situation of the mutual influence between the four first-level indicators, and achieves a more objective transformer state evaluation.
4 SYSTEM APPLICATION
4.1 Automatic Construction and Application Function of the Knowledge Graph
In Figure 3, each node represents an entity, each edge represents a relationship, nodes are connected by edges, and different colors of nodes represent different entity attributes. Yellow represents the equipment type (110 kv main transformer), pink represents the device type (oil-immersed transformer), green represents major components’ load switches (if any), blue for the site (e.g., oil storage tank, winding, etc.), red for the defect phenomenon such as the transformer, that is, water being affected with damp, running short circuit, etc., brown on behalf of processing measures (such as maintenance and replacement). The connected edge between the nodes represents the relationship between the two entities, such as cause, phenomenon, and measure.
[image: Figure 3]FIGURE 3 | Transformer knowledge graph (part).
When transformer faults occur, the knowledge graph can be used for fault analysis. For example, when the oil chromatographic fault occurs in the tank and the device alarms, the knowledge graph can be used to query relevant knowledge, and according to the query results, the possible cause of the fault is “partial discharge”. The measures to solve the fault can be found along the edge of the “treatment measures” of the connecting node, that is, “maintenance of the hanging cover and oil filtering treatment”.
4.2 Transformer Fault Prediction Based on the Graph Neural Network
According to the recent characteristic gas content of each transformer, the system uses the fault diagnosis and prediction model to predict the gas content and transformer state. When the transformer is in abnormal state, the possible cause and treatment measures are deduced through the transformer knowledge graph. As shown in Figure 4, transformer No. 2 in the system predicts the abnormal gas content at a certain point in the future and then diagnoses the abnormal gas content and gives a warning for the high-temperature overheating fault. Meanwhile, the corresponding fault inducements and handling measures of the fault are output at the user end.
[image: Figure 4]FIGURE 4 | Application of the transformer fault prediction.
5 CONCLUSION
In this article, the knowledge graph technology is applied on the power transformer intelligent operation and maintenance system, and the power transformer knowledge graph is constructed by using the massive multi-source heterogeneous data generated in the process of transformer operation and maintenance, which enhances the ability of the transformer operation and maintenance system to mine massive data intelligently. At the same time, the graph neural network is used to capture the multi-dimensional coupling relationship between the data, and the transformer fault analysis and prediction technology and the transformer state evaluation technology are improved, which enhances the prediction and reasoning ability, generalization ability, and explainable ability of the neural network model.
The construction of the power transformer intelligent operations system realizes all-round management in the process of the transformer operations. During normal operation, it can undertake intelligence q&a-associated search. Before and during the accident, it forecasts the remaining life of the transformer, alarms the hidden trouble that may cause failure events, and recommends solutions, which is convenient for the arrangement of maintenance plan. After the accident, according to the fault phenomenon, it accurately locates the cause of the fault, and provides the maintenance strategy. Through predictive maintenance of the power transformers, the system reduces downtime and eliminates unnecessary maintenance, which improves the efficiency of the power transformer operation and maintenance management business. It is of great significance to the safe operation of transformers and the stability of the power system.
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To improve the intelligence and automation for adapting to the development of prosumer substations, this paper proposes an isolation switch opening and closing position discrimination method based on intelligent image recognition technology. The marking point recognition and edge detection method based on the Canny algorithm is developed to identify the open and close position of disconnecting switch. Compared with the traditional auxiliary switch contact, the proposed method can form the “double confirmation” criterion of non-homologous position to realize the open and close position of the disconnecting switch, while providing the auxiliary discrimination support for one-button compatible operation. In addition, the transformation scheme of intelligent recognition and monitoring of the disconnecting switch is designed in the high voltage environment of the substation to enhance the adaptation to the prosumer substation. The field work proves that the designed system has good accuracy and reliability, which can enhance the development of one-button sequence control technology and the implementation and application in the construction site.
Keywords: prosumer substation, intelligent image recognition, isolation switch, position determination, intelligent monitoring
1 INTRODUCTION
With the popularization of the supporting power grid and the continuous expansion of the construction scale, the increase in the number of substations has greatly increased the workload of operation and inspection (Wang et al., 2019; Wei et al., 2021). Especially the growing penetration of distributed energy resources has made it possible for traditional passive consumers to evolve into active prosumers (Li et al., 2020; Zhang et al., 2022). The prosumer can realize the management of their energy generation, storage, and consumption simultaneously through their electrical infrastructure. Switching operation is an important task for the daily operation and maintenance of substations. High-voltage isolation switch positions often use remote control signals and on-site manual observation to determine whether the opening and closing are in place, which is susceptible to the subjective influence of the observer and has low work efficiency (Chen et al., 2019). Due to the remote location or poor environment and other reasons, manual confirmation cannot be carried out at the remote operation site. At present, some stations use image recognition, pressure sensing and other methods to assist in determining the position of the isolation switch, but the above-mentioned position monitoring methods still have many problems in terms of stability, accuracy and adaptability, such as the equipment installation of pressure sensing, deployment and replacement without power failure, and the wear and oxidize of micro switch contacts (Liu et al., 2018; Cai et al., 2017; Teng et al., 2019). Existing methods for monitoring the opening and closing positions of isolation switches have certain limitations (Cheng and Xiang, 2020). It will be the focus of future research to find new technical methods and means that can improve efficiency and safety to realize the accurate judgment of opening and closing positions.
With the continuous deepening of research on smart grids, one-key sequence control technology based on automation systems has been widely popularized. The key to realize one-key sequence control is to realize accurate discrimination of various high-voltage switch position signals to reduce unnecessary energy consumption (Xiong et al., 2021). The main function is to check the position of the device based on the actual position of the device. In case of special circumstances where the actual position cannot be seen, the indirect method should be used. When at least two different principles or non-homologous indicators change correspondingly at the same time, all determined indicators change (Yu, 2008). Corresponding changes occur at the same time to determine whether the opening and closing are in place, that is, the “double confirmation” of the switch position needs to be realized. At present, the research methods for the identification of the opening and closing positions of the isolation switch mainly include pressure sensor technology, micro switch technology, optical sensing technology, attitude sensor and intelligent image recognition technology (Rodriguez, 2021). Among them, image recognition technology mainly refers to the use of computer vision, pattern recognition and other technologies to extract features from the information in the image area to meet the information and visual needs of users in different scenarios (Zheng et al., 2016).
The principle of the technology based on image intelligent recognition to distinguish the opening or closing position of the isolation switch is to use information processing technology and intelligent recognition algorithm to determine whether the isolation switch is on or off at the opening and closing position of the isolation switch to extract image features (He et al., 2016). Image intelligent recognition schemes are two kinds: one is to set mark points on the key parts of the disconnect switch, and determine the actual coordinates of the mark points through video measurement, so as to judge whether the disconnect switch is in place which is basically suitable for all types of isolation switches, and a video probe can monitor the opening and closing positions of multiple sets of switches and its main advantages are that the original equipment structure is not changed, the installation and maintenance are convenient, the cost is low, and the scope of application is wide. Besides, with the continuous development of machine vision and artificial intelligence technologies, relevant technologies have been widely applied in transportation, safety, UAV (unmanned aerial vehicle), robotics and virtual reality, etc., (Xu et al., 2020). At present, it has been widely used in the “double confirmation” technology of isolation switch opening and closing, and has achieved plentiful good results. However, its disadvantage lies in that the non-integrated design with the device makes the image easily obscured and interfered with, and the lens dust-proof and anti-fouling technology needs to be further improved. In addition, the on-site practical cost of the above-mentioned technology is relatively high, and the installation difficulty is also relatively large. To improve the automation and intelligence level of high voltage isolation switch equipment to reduce its operation cost, including manpower and energy consumption has become an urgent need for the construction and development of future substations.
This paper proposes a method for distinguishing the position of the isolation switch “double confirmation” based on image intelligent recognition technology. The center coordinate of the mark point is calculated by using the technique of scanning the mark point in eight zones, to achieve the accurate judgment of the open and close state of the disconnecting switch. In addition, the development of intelligent identification and detection system of high-voltage isolation switch sub and position pattern are also built. The main contributions are summarized as follows:
1) The reflective marking point on the conductive arm of the isolation switch is design and the coordinates of the marking point is determined based on the gray-scale center of gravity algorithm, aiming to judge the opening and closing status of the isolation switch.
2) The proposed algorithm can output the video signal of the isolation switch to the original video monitoring host of the substation through the image processing host, and automatically determine the opening and closing status of the isolation switch for monitoring.
3) The accuracy of open and closed state judgment and adaptive outdoor environment is greatly improved by considering the active light source lighting and reflective marking points, which can provide the auxiliary discrimination support for one-button compatible operation.
2 DISCRIMINANT ALGORITHM OF ISOLATION SWITCH’S OPENING AND CLOSING POSITION
In this paper, the marking point recognition and calculation method based on intelligent image recognition technology is proposed to identify the open and close position of disconnecting switch, which is a multi-layer perceptron designed based on the visual nerve mechanism. The angle values calculated with the marking point calculation method can be set as the judgment standard of the opening or closing position of the isolation switch. It means if the angle measurement value between the two conductive arms of the isolation switch exceeds set the margin of error, the position signal of the switch opening or closing is incorrect and the position signal is not output, otherwise, sending the position signal.
2.1 Marking Point Recognition
The coding mark point is used to implement the visual measurement work of the isolation switch. According to the positional relationship between the marking point and the coding marking point, the matching and positioning of the marking point can be realized. The design principle of marking points is the appropriate size, easy to paste, and simple graphics, which can accurately reflect the location information for detection and identification. The actual image of the isolation switch should be binarized for discriminating the breaking or closing position. The binarized image is obtained by segmenting a grayscale image by setting an appropriate grayscale threshold, which can reflect the overall and local characteristics of the image. The process of image binarization includes selecting a gray threshold based on the distribution of the image gray value, and dividing the image into background region and target region based on the gray threshold. When the distribution of the internal gray value and background gray value for a specific object is relatively uniform, the threshold method is used to segment the gray image.
Edge detection is to segment the image based on the discontinuity of the amplitude, so as to detect the local characteristics of the image. In this paper, the Canny edge detector algorithm is designed to implement the detection of step edges due to the stronger denoising capability and finer edge handling. The Canny algorithm uses a two-dimensional zero-mean Gaussian function and performs convolution operation on the image matrix to eliminate noise and smooth the image (Kearney et al., 2017). Assume that the position of a pixel point is [image: image], and its gray value (only binary graph is considered here) is [image: image], the selected Gaussian function is expressed as,
[image: image]
The image after smoothing with the Gaussian filter can be expressed as,
[image: image]
where [image: image] is the function of the original image and [image: image] is the distribution parameter of the Gaussian filter.
The grayscale image gradient of smoothed function [image: image] can be calculated by using the 2*2 operator (Kearney et al., 2017), the first-order derivative in the X and Y directions is expressed as,
[image: image]
Convolving the Eq. 3 with the original image [image: image], we can get,
[image: image]
Then the comprehensive gradient amplitude [image: image] and gradient direction [image: image] of the pixel point [image: image] can be expressed as,
[image: image]
[image: image]
The specific steps of contour extraction with the Canny algorithm are shown in Figure 1. After edge detection, the eight-neighbor contour scanning algorithm is used to extract the contours of the marker points and obtain the specific information of the contour, and extract the marker points for locating the center.
[image: Figure 1]FIGURE 1 | Flow diagram of image contour extraction based on the Canny algorithm.
2.2 Calculating the Center Coordinate of the Marking Point
For the original image function [image: image], [image: image]; [image: image], thresholding process is expressed as,
[image: image]
where T represents the background threshold. The first-order matrix of the ellipse and circular hole image after binarization can be calculated as,
[image: image]
The ellipse fitting method is adopted to detect the edge points of the ellipse and conduct the ellipse fitting on the edge points to determine the center of the ellipse. The elliptic image is expressed as,
[image: image]
where [image: image] and [image: image]. The objective function can be expressed as,
[image: image]
where M is the penalty factor. Therefore, the fitting of the ellipse is transformed into a nonlinear least second-order problem, which can be solved based on the Newton-Gauss method. Then the precise center point [image: image] can be determined as,
[image: image]
The center point of the obtained ellipse image is the three-dimensional coordinates of the mark point, which is used to calculate the angle between the two conductive arms. We can calibrate the angle values of the opening and closing positions of the isolation switch as the judgment standard and set the acceptable error range. If the angle measurement value between the two conductive arms of the isolation switch is within the error range, the position signal of the switch opening and closing is correct, otherwise, the position signal is not output.
2.3 Discriminant Algorithm of the Opening and Closing Position for the Isolator Switch
With the received image data of the corresponding isolator switch in the open and closed state, the discriminant algorithm of the opening and closing position for the isolator switch can be summarized as follows: the included angle of the corresponding disconnector in the closed state [image: image] and the included angle in the open state [image: image]. For the image of the isolation switch in the closed state, identify the marking points on the isolation switch, and calculate the gray-scale center of gravity coordinates of each marking point in the image; aiming at one arm of the isolation switch in the closed state Perform straight-line fitting on the marked points on the isolation switch to obtain slope [image: image]. For the mark points on the other arm of the isolation switch, perform straight-line fitting to obtain slope [image: image], calculate the isolation switch in the closed state Angle αc according to slope [image: image] and slope [image: image].
[image: image]
where [image: image] is the gray-scale barycentric coordinates of one of the marked points on one arm in the isolation switch image in the closed state, [image: image] is the gray-scale barycentric coordinates of the other marked point on one arm in the isolation switch image in the closed state, [image: image] is the gray barycentric coordinate of one of the marked points on the other arm in the disconnect switch image in the closed state, and [image: image] is the gray barycentric coordinate of another marked point on the other arm in the disconnect switch image in the closed state.
For the image of the isolation switch in the open state, identify the marking points on the isolation switch, and calculate the gray-scale center of gravity coordinates of each marking point in the image, aiming at one arm of the isolation switch in the open state. Perform straight-line fitting on the marked points on the isolation switch to obtain slope [image: image], and perform straight-line fitting to the mark points on the other arm of the isolation switch to obtain slope [image: image], then calculate the isolation switch in the open state Angle αo according to slope [image: image] and slope [image: image]:
[image: image]
where [image: image] is the gray-scale barycentric coordinates of one of the marked points on one arm in the isolation switch image in the open state, [image: image] is the gray-scale barycentric coordinates of the other marked point on one arm in the isolation switch image in the open state, [image: image] is the gray barycentric coordinate of one of the marked points on the other arm in the disconnect switch image in the open state, and [image: image] is the gray barycentric coordinate of another marked point on the other arm in the disconnect switch image in the open state.
Compare the included angle [image: image] of the isolation switch with the included angle [image: image] of the isolation switch and the included angle [image: image] of the isolation switch, and determine the state of the isolation switch according to the comparison result. The details are as follows: Compare the included angle [image: image] of the isolation switch with the included angle [image: image] of the isolation switch: if the included angle [image: image] is within the range of [image: image], the state of the isolation switch is judged to be the closed state. if the included angle [image: image] falls into the range of [image: image], the isolation switch is judged to be the open state. If the included angle [image: image] is not in the range of [image: image] or [image: image], the state of the isolation switch is judged to be an abnormal state. where the deviation angle ∆α is set to 1°.
3 INTELLIGENT IMAGE RECOGNITION AND MONITORING SYSTEM
Reflective marking points are set on the conductive arm of the isolation switch, and the actual coordinates of the marking points are analyzed through the gray-scale center of gravity algorithm. According to the obtained coordinates of the marking points, the relative positions of the moving and static contacts of the isolation switch are determined. The design principle is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Principles of system design.
The specific working principle is as follows. 1) Switch the image information of the mark point on the conductive arm. Reflective marking stickers are used as marking points, which can clearly capture the image information of marking points under the illumination of the active light source in bad weather and low visibility, which can improve the accuracy of the double-confirmation system in bad weather conditions. 2) Transmit the image data to the image processing device arranged on-site for data processing, measure the coordinate points of the calibration mark, calculate the angle between the conductive arms through the coordinate fitting straight line, and calibrate the isolation switch through the straight-line angle value change. The opening and closing process. 3) The processing result (i.e., the position of the isolation switch opening and closing state) is directly transmitted to the substation control zone 1 in a hard-wired manner, and the hard contact signal is sent to the sequence control host, which can avoid the communication from zone 4 to zone 1 can achieve complete physical isolation to ensure network security. The video signal of the knife switch can be output to the video host through the network interface, and the video signal can be watched in real time.
4 ON-SITE TEST
On the isolation switch of the prosumer substation, the continuous exercise process test is implemented in the substation in Hunan province, China. The opening and closing state of the isolation switch test results under the continuous exercise process and night and haze weather conditions are shown in Table1 and Figure 3. The angle calculated from the three-dimensional coordinate point measured by the total station was used as the standard value to verify the validity of the measurement. The continuous movement process of opening and closing verifies that the proposed method can accurately discriminate the opening and closing position of the isolation switch under the night and haze and other bad weather conditions. It is found from the data that the scheme designed in this paper is feasible and can be effectively applied to practical application scenarios, such as the prosumer substation.
TABLE 1 | Continuous exercise process test results.
[image: Table 1][image: Figure 3]FIGURE 3 | Continuous exercise process test.
5 CONCLUSION
This paper proposes a “dual confirmation” position identification method of the isolation switch based on image intelligent recognition technology. The marking point recognition and edge detection method based on the Canny algorithm is proposed to identify the open and close position of disconnecting switch. The image intelligent identification monitoring system was designed for the construction site of high voltage isolation switch opening and closing position. The practical application effect is verified by in-plant test and field pilot operation, which can objectively and accurately determine the opening and closing position of the disconnecting switch, guaranteeing the accuracy and reliability of the “one-key sequence control” function in smart substations.
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This article presents a triple extraction technique for a power transformer fault information process based on a residual dilate gated convolution and self-attention mechanism. An optimized word input sequence is designed to improve the effectiveness of triple extraction. A residual dilate gated convolution is used to capture the middle-long distance information in the literature. A self-attention mechanism is applied to learn the internal information and capture the internal structure of input sequences. An improved binary tagging method with position information is presented to mark the start and the end of an entity, which improves the extraction accuracy. An object entity is obtained by a specific relationship r for a given subject. The nearest start-end pair matching the principle and probability estimation is applied to acquire the optimal solution of the set of triples. Testing results showed that the F1 score of the presented method is 91.98%, and the triple extraction accuracy is much better than the methods of BERT and Bi-LSTM-CRF.
Keywords: power transformer, optimized character input sequence, residual dilate gated convolution, self-attention mechanism, binary tag framework, triple
1 INTRODUCTION
At present, the treatment for power transformer faults mainly depends on the subjective decision-making by maintenance personnel who analyze the status and parameter changes of the transformer, find out the causes of faults, and formulate fault processing measures. This method requires maintenance personnel to memorize a large amount of fault processing information in non-structured text such as system stability requirements and key points of fault handling measures. It is significant for the power system to extract knowledge from non-structured fault text by intelligent technology and organize them into structured and visual representation. It will benefit the maintenance personnel to quickly analyze the cause of the faults, comprehensively make fault treatment, and improve the handling ability of emergency of the power transformer.
The concept of knowledge map was mentioned by Google in 2012. A knowledge map is a kind of typical multilateral relationship graph which consists of the entity—relation—entity triplet. The ‘entity’ is the basic element of the knowledge map, ‘relationship’ is the relationship between different entities, ‘property’ is the description of the entity, and ‘value’ is the value of the entity attributes. The knowledge map has become one of the basic technologies of semantic search (Wickramarachchi et al., 2021), intelligent question and answer system (Yanchao et al., 2017), knowledge reasoning (Pal., 2020), and other knowledge intelligent services.
Entity recognition and relation extraction algorithms based on deep learning are hot issues of the current research. On entity recognition, Qiu et al. (2019) proposed a model combining the residual dilatation convolutional neural network and CRF, in which RD-CNN is used to capture context features, and CRF is used to capture the correlation of adjacent tags. Kong et al. (2021) combined the attention mechanism with the CNN; different convolutional kernels are integrated to capture context information, and the attention mechanism is applied to enhance the capture ability. Huang et al. (2015) proposed Bi-LSTM and Bi- LSTM-CRF models. In Ma and Hovy. (2016), word-level and character-level embedding vectors are simultaneously integrated as the input of Bi-LSTM-CRF, which achieves good recognition. The aforementioned literature studies are cases on entity recognition; as for relation extraction, Xiaoyu et al. (2019) proposed an ATT-RCNN model to extract text features and accomplish text classification, in which the attention mechanism is used to strengthen features and improve classification performance. Shu et al. (2015) proposed Bi-LSTM for relationship classification which confirmed the effectiveness of Bi-LSTM on relation extraction. The joint extraction method combines entity recognition and relationship extraction to extract triples. Miwa and Bansal. (2016) extracted the relationship between the word sequences and the entities based on the independence structure of the sequence, and Bi-LSTM coding layer information is shared by entity recognition and relationship extraction.
This article presents a triple extraction algorithm for a power transformer fault information process based on a residual dilate gated convolution and self-attention mechanism. First, an optimized character input sequence is designed, and a position vector is added to make the word input sequence have position information. Then, a residual dilate gate convolution network is designed to extract the features of the input sequences, and a self-attention mechanism is applied to capture the internal information and the structure of input sequences. Entities are tagged by an improved binary tag method. Object entities are obtained by a specific relationship object for a given subject, and triples are obtained by the optimized probability estimation. Testing results show that triples are successfully extracted by the presented method.
2 TRIPLE EXTRACTION MODEL BASED ON THE RESIDUAL DILATE GATE CONVOLUTION AND ATTENTION MECHANISM
The architecture of the triple extraction model based on the residual dilate gate convolution and attention mechanism proposed in this study is shown in Figure 1, which mainly includes the optimized character input sequence, the residual dilate gate convolution layer (RD-GCNN), self-attention layer, and the entity relation extraction structure by the binary tag method.
[image: Figure 1]FIGURE 1 | Triple extraction based on the RD-GCNN-ATT model.
2.1 Optimized Character Input Sequence
As the basic unit of input, character can avoid the wrong segmentation of the boundary to the greatest extent, but a simple character vector is difficult to store effective semantic information; character-word mixed coding method is more effective on semantic information. An optimized character input sequence (OCIS) is designed in this article. First, the Jieba (Huiqin and Weiguo., 2018) or HanLP (Wu et al., 2020) segmentation system has the function of adding a custom dictionary, and adding the power field dictionary can solve the problem of excessive segmentation of power field words in the segmentation system. Then, the Word2Vec model (Lu and Jing., 2018; Amin et al., 2020; Dou et al., 2021) was used to train a word vector and establish the fixed word vector query sequence [image: image].Given a transformer sentence L, the character vector sequence [image: image] was obtained by an embedding layer, and [image: image]. Jieba or HanLP was used for sentence L segmentation and query corresponding word vector wi in W for words in L. The word "变压器(transformer)" was taken in the sentence in Table 6 as an example; the character-word mixing method is as follows,
[image: image]
In Eq. 1, H is the transformation matrix, [image: image], [image: image], [image: image] is a character sequence for the transformer with the length of 3, and wi of [image: image] is the vector of the word "变压器(transformer)".
This article introduces the position vector (Ashish et al., 2017) to enrich the input information, shown as follows:
[image: image]
where dx is the character sequence dimension, dpos is the position, and i is the dimension. The OCIS is as follows:
[image: image]
where [image: image], [image: image], and [image: image].
2.2 Residual Dilate Gate Convolution Network
In the RD-GCNN, the dilate convolution captures the middle-long distance features in the context. The residual structure enables multi-channel transmission of the information, and the gated linear unit (GLU) reduces gradient dispersion and accelerate convergence. Convolution layers are used to extract the characteristic information of the input data. With the increase in the convolution layer, the context features output by each output element become richer.
2.2.1 Dilated Convolution
Figure 2 shows a one-dimensional dilate convolution with expansion coefficients of 1, 2, and 4. The structure of dilated convolution differs from the standard convolution; here, the dilated convolution captures the information of the central node and its adjacent nodes at the hidden layer H1, while the hidden layer H2 captures the information of nodes by skipping every three inputs consecutively. Thus, features in a longer distance can be captured by changing the expansion coefficients d, and the larger vision of the perceived field is achieved. The local receptive field size is equal to (k-1)*d+1, where k is the size of the convolution core. With the increase in the number of dilated convolutional layers, the range of historical data covered by the convolutional network can be exponentially expanded. For an input sequence X, given the convolution kernel with size k and weight matrix [image: image],the dilate convolution equation is as follows:
[image: image]
where k represents the size of the convolution kernel, d is the expansion coefficient, and [image: image], [image: image], and b is the bias term. Weight and bias are trained through a large amount of data; during initial training, they are generally randomly generated, and then, errors are constantly searched through the backpropagation algorithm to return the errors step by step to the convolution layer for continuous circulation and correction.
[image: Figure 2]FIGURE 2 | Dilated convolution network.
2.2.2 Residual Connection and the Gated Linear Unit
The residual structure can generate a channel for the original information so that the original information can be directly transmitted to the higher layer. GLU is a gating mechanism, and it is best to use GLU as an activation function in natural language processing. Structurally, this part of the convolution without the activation function is not easy to trap into gradient disappearance; the risk of DGCNN gradient disappearing was lower. Figure 3 shows the dilated convolution network with a residual structure and GLU. The equation is as follows:
[image: image]
[image: image]
where X is the input, Conv1D1 and Conv1D2 are the dilate convolution functions, in which d and k are the same, but the weight is not shared.
[image: Figure 3]FIGURE 3 | Residual dilated gated convolution network.
2.3 Multi-Head Self-Attention Mechanism
The RD-GCNN is used to capture medium-long term context information, and the attention mechanism (Ashish et al., 2017) is applied to capture the global information, which improves the model performance.
The multi-head self-attention mechanism performs attention calculation for xi of the input sequence X and all xi of the input sequence X, with the purpose of learning the dependence relationship of vector xi inside the input sequence X and capture the global information. The equation is as follows:
[image: image]
[image: image]
[image: image]
[image: image]
where [image: image], [image: image], factor [image: image] plays the adjusting role, Q is a set of queries, K is keys, and V is values, Q = K=V=X.
2.4 Entity Relation Extraction Structure of the Binary Tag
The sentences in Table 6 have the following triples, as shown in Table 1. It can be found that the sentences have overlapping relational triples, which directly challenges the traditional sequential labeling scheme. Figure 1 shows the S marker and O marker (under specific r). First, the subject is tagged from the input sentence; then, for each candidate subject, all possible relations are checked to find possible associate objects in the sentence.
TABLE 1 | Triplet instance.
[image: Table 1]The S marker marks the start-end position of subjects by decoding the encoded vector vi produced by the RD-GCNN-ATT encoder. The marking process is obtained by Eqs. 11–17. Subjects are identified by Eq. 18
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
where f () is the dense function, concat () is the splicing function. If [image: image] is higher than the threshold, the tag of position is set to 1, otherwise 0. [image: image] is the relative position vector of s_start (xi), and i is the position of the current character. Adding [image: image] can be a useful indicator to distinguish entity tags from non-entity tags and enhance the extraction of entity and relation. In the process of s_start (xi) prediction, the position information before s_start (xi) is set to −1, indicating s_end (xi) cannot precede s_start (xi). Abundant local information can improve the prediction effect. L is the length of the sentence m. If z is true, I{z} = 1, otherwise 0. [image: image] represents the maximum joint probability of s_start and s_end for all tokens. In the training process, subjects and objects are real subjects and objects, but in reasoning, predicted subjects are used.
The O marker simultaneously identifies the objects by the involved relations related to the subjects obtained by the S marker. As Figure 1 shows, it consists of a set of O markers with same structures like S markers. Moreover, it considers subject features vs and the position information [image: image] of the subject. The O marker tags the start-end of the object like the steps of the tagging of the subject.
As for a given tag, the sentence mi comes from the training set M and a set of triple Ti = {(s, r, o)}; in the sentence mi, objects entities are obtained by maximizing joint probability estimation presented in Eq. 18 under specific relationship r, and the principle of the closest matching principle is used.
[image: image]
where [image: image] is the subject s in the triple Ti, Ti |s means triple Ti is decided by subject s, [image: image] is a pair of (r, o) in the triple Ti |s, R\Ti|s is all relationship r not decided by the subject s, and [image: image] is an empty object.
3 EXPERIMENTAL ENVIRONMENT SETTING
Parameters in this article are set according to the experimental experience and process. Table 2 and Table 3 show the parameter settings of the optimizable character input sequence.
TABLE 2 | Character vector.
[image: Table 2]TABLE 3 | Word vector.
[image: Table 3]In this article, the expansion rate was set as a zigzag structure [1,2, and 5] to prevent the grid effect and repeated three times. Finally, [1,1, and1] is used as fine-tuned, as shown in Table 4. Parameters of multi-head self-attention are shown in Table 5.
TABLE 4 | RD-GCNN.
[image: Table 4]TABLE 5 | Multi-head self-attention.
[image: Table 5]4 EXPERIMENT
4.1 Experimental Data
So far, there is no constructed corpus that can be used for the triplet extraction of the power transformer. In order to verify the validity of the model constructed in this article, the data set for model training was obtained by manual annotation from transformer basic information, transformer online monitoring data, transformer fault field maintenance text records, fault case summary, and expert experience text. The model was randomly divided by 8:2 ratio for training and testing.
4.2 Experimental Duties
The task of this article was to extract the transformer equipment type, equipment parts, equipment location, defect phenomenon, defect causes, and maintenance measures. Then, the relationships should be identified between them, such as belongs to, includes, occurs, cause, and measure. As it is shown in Table 6, the result of the participle in sentence L "变压器引线桩头螺丝松动导致连接处发热 (loose screw on pile head of transformer lead leads to heat in connection)," the subject entity marker tags the entity "变压器 (transformer)," "引线桩头螺丝 (lead pile head screw)," and "发热 (heat)," the object entity marker marks the "引线桩头螺丝 (lead pile head screw)" specific relationship "发生 (occur)" with the object entity "松动 (loose)," and "发热 (heat)".
TABLE 6 | Triple extraction of the power transformer.
[image: Table 6]4.3 Experimental Results and Analysis
In this study, accuracy p, recalls R, and F1 scores are used as evaluation indexes for the effect of the triplet extraction model.
1) In order to verify the effectiveness of the optimizable character input sequence proposed in this article. The optimized character input sequence (OCIS), character and word-mixed sequence (CWMS), character sequence (CS), and word sequence (WS) were introduced into RD-GCNN-ATT for training, and the results are shown in Table 7.
TABLE 7 | Input sequence experimental results.
[image: Table 7]It is seen from Table 7 that the CS input can decrease the influence to the model caused by the wrong word segmentation results. Compared with the CS input, the combined input of CWMS improves the effect by 1–2%, for it has more semantic. The OCIS has the best effect for the addition of location information, and WS input is the worst one in the selected four methods.
2) In order to verify the effectiveness of the attention mechanism in RD-GCNN-ATT, the attention mechanism was deleted from the model structure, and the results are shown in Table 8.
TABLE 8 | Results of the model experiment.
[image: Table 8]Dilated convolution can only capture the medium-long term context information, but the attention introduced has a stronger ability to capture the global context information. Table 8 shows that the attention improves the model performance of sequence labeling.
3) In order to verify the effectiveness of the improved binary marking method, the improved binary marking method (IBM) and unimproved binary marking method (UBI) are used, respectively, to test the extraction effect of RD-GCNN-ATT and BERT models, and the results are shown in Table 9.
TABLE 9 | Results of the model experiment.
[image: Table 9]Table 9 shows that the indexes of the IBM are higher than those of the UBI in RD-GCNN-ATT and BERT models. In the IBM, the relative position vector of the start tag is added to the end tagging of the subject entity tag and the object entity tag, which considers the start tag information and improves the tagging performance. When the subject entity encoding passed into the object entity marker, it considers the position information of the subject, prevents the loss of the subject entity features and improves the performance of tag.
4) In order to verify the effectiveness of the model RD-GCNN-ATT proposed in this article, the testing results of BI-LSTM-CRF and BERT are shown in Table 10 and Figure 4.
TABLE 10 | Results of the model experiment.
[image: Table 10][image: Figure 4]FIGURE 4 | Model training curve.
As it is seen from Table 10 and Figure 4, the RD-GCNN-ATT model achieves the best performance. The poor performance of the Bi-LSTM-CRF model lies in the fact that it uses CRF sequence annotation and cannot effectively solve the situation of overlapping triples. The performance of the BERT model is the mediate level.
5 CONCLUSION
This article presents a triple extraction algorithm for power transformer fault disposal based on the residual dilate gated convolution and self-attentional mechanism. An optimized character input sequence is designed, and a position vector is added to make the word input sequence have position information. A residual dilate gate convolution network is developed to extract the features of input sequences in a larger range, and a self-attention mechanism is presented to learn the internal dependencies of input sequences and capture the internal structure of input sequences. An improved binary tag method is presented, and an entity marker is trained to tag the start and the end of the entities with the position information. Object entities are extracted by the specific relationship for a given subject, and triples are obtained by the optimized probability estimation. Compared with the testing results of the Bi-LSTM-CRF and BERT models, the presented method has the best accuracy on triple extraction of the transformer fault information.
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Magnetic characteristics of the SRM can be monitored directly in the detection of commutation instants. However, the mutual inductance effect between the adjacent phases is prominent for the switched reluctance motor when the adjacent phases are energized simultaneously. Consequently, mutual coupling will distort the response current profile of the injection voltage phase, thereby affecting position estimation precision. In order to acquire a precise estimation and accommodate it for the SRM drive system, it is necessary to take into consideration the modifications for the sensor-less scheme. This study presents a unique rotor position estimation approach to eliminate the mutual inductance effect by using the phase current slope difference method. The sensor-less scheme is achieved by setting a low and a high threshold, and a series of voltage pulses are injected in the idle phase alternately, synchronizing with the chopping current control. Without prior knowledge of mutual inductance and any additional position sensor, a precisely estimated rotor position is achieved. A dynamic model of a 12/8 SRM model is established to evaluate its validity, and both simulation results and experimental evaluation indicate that the proposed sensor-less control can be accomplished with an adequate precision used in a variety of applications.
Keywords: double-convex motor, precision control, sensor-less control, rotor position, mutual inductance
1 INTRODUCTION
The switched reluctance motor (SRM) is of great potential to be widely used in applications such as electric vehicles, household appliances, aerospace, and other fields because of its simple structure, strong fault-tolerant ability, and flexible control characteristic (Torkaman and Afjei, 2013; Sato et al., 2016; Chang et al., 2015; Sun et al., 2020; Mynar et al., 2020). Good performance for SRM operation depends greatly on real-time rotor position, which should be synchronous with the commutation of the phase (Bu and Xu, 2001; Khalil et al., 2005; Hudson et al., 2008; Cai and Deng, 2012; Betin et al., 2014; Cai and Deng, 2015; Cai et al., 2020; Gan et al., 2020).
However, the application of position sensors such as hall sensors and encoder increases the complexity and reduces the reliability of the system, which excludes the motor from many specific applications (Hu et al., 2015). Appropriate control parameter turn-on and turn-off is essential to the position control of the SRM drive system. Therefore, it is essential for researchers to develop a practical sensor-less position detection technique, which is a key necessity for the development of the SRM drive system.
In recent years, scholars have put forward a series of sensor-less position estimation schemes, including pulse injection method, inductance-based approach, and Artificial Intelligence, on which the rotor position depends in terms of inductance, flux linkage, or electromagnetic force, all related to rotor position (Mese and Torrey,2002; Cheok and Ertugrul,2000; Gan et al., 2016; Hu et al., 2015).
When the identified winding inductance is developed to set the commutation shift angle, based on the observed speed, winding current command, and observed inductance, the inductance model–based strategy is promoted by Gao et al. (2004), and the implementation of relationships between phase current, phase incremental inductance, and rotor position is accomplished to estimate the position for the low-speed operation, and the method is not affected by the magnetic characteristics of the SRM. When the sensor-less control with a super-high speed of 20,000 rpm is achieved by adaptively tuning the general nonlinear magnetizing model (GNMM) with minimum input data, the high-accuracy rotor position is accomplished (Xu and Wang, 2002). A rotor position estimation approach using only one current sensor is achieved by Gan et al. (2016), with decoupled excitation current, separated bus current, and extracted rotor position from the excitation current. The method is suitable for both low-speed and high-speed operation, in which the current-chopping-control mode and voltage-pulse-control mode are used, respectively. The corresponding characteristic between rotor position and the magnetic status is fully investigated by Fahimi et al. (2005). The proposed structure modification of the sensor-less scheme is contributed to the application of four-quadrant operation.
The precision of most rotor position estimation methods aforementioned depends on the accuracy of the characteristic of flux linkage or inductance, which is likely to decrease with the mutual flux of the adjacent conduction phase.
Torque ripple is the primary problem in the application of the SRM. To solve the problem, the torque sharing function (TSF) (Xue et al., 2009); Ye et al., 2015b) is widely used to reduce the torque ripples in the torque control. The commutation angle is significant for the TSF scheme, especially when the motor is operated at a low speed. It is necessary to consider the mutual flux in the estimation of the rotor position. Literature about mutual flux on sensor-less control schemes is still limited. Mutual coupling characteristics of two-phase excitation flux-linkage are obtained by using the finite-element analysis technique given by Farshad et al., (2005). Considering the magnetic coupling effects, the flux-linkage characteristics of the adjacent phase are predicted based on the implemented model.
The position estimated error produced by the effect of mutual inductance is found in the study by Kuai et al. (2017), and the mutual inductance characteristics under both the single-phase excitation and two-phase excitation situations are analyzed. The flux linkage-difference–based method is adopted to reduce the effect of mutual inductance and improve the accuracy of the estimation position. A novel strategy considering the mutual flux effect and magnetic saturation on the estimation position is developed in the study by Ye et al., (2015a). Three modes are classified and analyzed, and the estimation error caused by the position is ±1% and ±7% by the current. By using the proposed mode III, the error produced by the mutual flux effect disappears, and 2° is improved in terms of estimation position by combining the variable-hysteresis-band current control method.
A comparison between Ye’s research and the proposed study is performed as below. In Ye’s research, the rotor information is extracted from the excitation current, and the analysis of the mutual flux effect is made between the conducting phase. The primary difference between the proposed method based on the injection pulses method and the effect of the excitation current on the response current of the injection voltage pulse is fully investigated, the chopping current is synchronized with the pulse injection, which is taken as a synchronous current chopping method, and the effect of the mutual flux effect can be eliminated and the estimated accuracy is highly improved.
The organization of this article is shown as follows. Section 2 shows the principle of SRM position estimation considering mutual inductance; issues related to the elimination of the mutual inductance are demonstrated in Section 4; the evaluation of the proposed estimation approach and a comparative analysis between proposed and traditional estimation is given for a 5.5-kW SRM is present in V. The contribution is summarized as follows.
(1) Mutual inductance effect between the adjacent phases is eliminated.
(2) Position estimation precision is improved with the high accuracy of inductance information.
(3) A prior knowledge of mutual inductance and any additional position sensor is eliminated and high control performance is achieved.
2 PRINCIPLE OF SRM CIRCUIT EQUATION CONSIDERING MUTUAL INDUCTANCE
In this study, the rotor position is continuously estimated by injecting high-frequency pulses into the idle phase. In the two-phase simultaneous excitation field, the excitation phases are represented by A and B phases. The phase voltage equation is expressed as follows:
[image: image]
Mode: vx, ix, and ψx are phase voltage, phase current, and flux linkage of X phase, respectively; vy, iy, and ψy are the phase voltage of Y phase, phase current, and flux linkage, respectively; and R is phase resistance.
Considering the effect of interphase mutual inductance, the flux linkage equation of A and B phases is
[image: image]
In the formula, ψx,x and ψy,y are self-inductance flux linkage of A and B phases, respectively, and ψx,y and ψy,x are mutual inductance flux linkage.
The magnetic flux linkage can be expressed by the function of inductance and current, so eq. 2 can be expressed as
[image: image]
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[image: image] and [image: image] are self-inductance of A and B phases respectively; Mx,y and My,x are mutual phase mutual inductance of y and x phase, respectively. When eq. 3 is substituted by eq. 1, the self-inductance saturation is neglected, and the phase voltage equation with mutual inductance is taken into account
[image: image]
θ and ωm are motor rotor position angle and angular velocity, respectively.[image: image] and[image: image] are mutual increment inductance of A phase and B phase, which can be expressed as
[image: image]
In order to improve output torque and restrain torque ripple, the motor is always in the working state of two-phase simultaneous conduction. The excitation in the three-phase similar derivation, available at the same time considering mutual inductance of three-phase excitation phase voltage equation, is
[image: image]
The matrix inductance and inductance varies with the rotor position changes, and the expression is
[image: image]
[image: image]
3 PROPOSED APPROACH OF THE SENSOR-LESS CONTROL SRM POSITION ESTIMATION CONSIDERING MUTUAL INDUCTANCE
3.1 Analysis of the Influence of Mutual Inductance on Self-Inductance Estimation
This study uses the jmag software on a three-phase 12/8 pole switched reluctance motor by finite element analysis.
The flux density distribution map of single-phase excitation and two-phase excitation for a 12/8 SRM is described in Figures 1A,B respectively. Compared with the single-phase excitation mode, the two-phase excitation mode is defined as the short magnetic excitation, and magnetic circuits are mutual influence. In Figure 2A, when an individual phase is conducted, one can note that as the excitation current increases, the phenomenon of self-inductance curve saturation will appear.
[image: Figure 1]FIGURE 1 | Three-phase 12/8 pole SRM flux density distribution map.
[image: Figure 2]FIGURE 2 | Inductance curve of three-phase 12/8 pole SRM.(A) Self-inductance curve profile. (B) Mutual inductance.
As described in Figure 2B, when the adjacent phases are energized simultaneously, mutual inductance appears. It indicates that the absolute value of mutual inductance increases with increasing energized current and the value approaches 8.61% compared with that of self-inductance. Following this, the influence of mutual inductance on self-inductance estimation and position estimation is analyzed. To minimize the effect of mutual inductance, the situation when the voltage pulses are injected synchronously with the sequence of conducting phases should be considered.
This study adopts the pulse injection relationship between phase inductance and rotor position to realize rotor position estimation; therefore, real-time pulse injection phase inductance must be obtained, taking a power converter using a three-phase 12/8 asymmetrical half-bridge circuit switched reluctance motor as an example. First, the following two assumptions are made:
(1) In the pulse injection phase, the switch works in the hard switching mode, that is, the switch of one phase bridge arm is only fully open and fully closed in two states;
(2) The self-saturation of the pulse injection phase can be neglected since the pulse injection frequency is very high and the corresponding pulse current amplitude is very small.
(3) Based on the aforementioned conditions, the two-phase conduction state of the SRM is shown in Figure 3, and in the pulse injection phase, the switching tube is switched on and off, and the voltage equations can be expressed as
[image: image]
[image: image]
[image: Figure 3]FIGURE 3 | Flow diagram of the working mode for three-phase 12/8 pole SRM.
Since the switching period is very short, the current, inductance, and angular speed change is very small. Therefore, it is possible to ignore the changes in the winding resistance, voltage drop, and back EMF during a switching period:
[image: image]
The difference of the current slope between C1 and p in A and B is obtained by the following formula:
[image: image]
[image: image]
When the mutual inductance is neglected, the inductance can be obtained by the lower form:
[image: image]
Therefore, the self-inductance estimation error of the pulse injection phase caused by single-phase mutual inductance can be calculated by the lower model:
[image: image]
In order to reduce the torque ripple of the motor, the SRM is always in the state of two-phase conduction at the same time of phase change. After similar deduction, the self-inductance estimation error caused by the mutual inductance during the two-phase conduction is obtained:
[image: image]
Mode: C2 represents the two-phase conduction phase, and the current slope difference for the C2 phase can be obtained by the lower form:
[image: image]
3.2 Eliminating the Influence of Mutual Inductance in the Drive System
Based on the aforementioned error analysis, this study presents a method for eliminating the mutual inductance of the conduction phase. Its principle and control flow are shown in Figures 4,5, respectively. Ic1 is defined as the actual current at the conducting phase, and ick_up and ick_dn represent threshold values. The power transistor is switched on when the PWMinj is set at a high level, and Enchop stands for enabling signal. The chopping current is synchronized with the pulse injection, which is taken as a synchronous current chopping method.
[image: Figure 4]FIGURE 4 | Schematic diagram of the synchronous current chopping method.
[image: Figure 5]FIGURE 5 | Control flow chart of the synchronous current chopping method.
3.3 Three-phase Inductance Partitioning Strategy
The prototype of a three-phase 12/8 structure switched reluctance motor, a motor induction period of 45, a self-cycle is divided into three partitions, each partition has a decline that is sensitive to the change of phase inductance monotonously, and the phase inductance with angle, as shown in Figure 6, using the phase of the partition position estimation. The position of each division in the two-phase estimation of self-partition end-position values at Lhigh and Llow as the top and bottom threshold of self-inductance threshold partition logic can be shown in Table 1, respectively.
[image: Figure 6]FIGURE 6 | Schematic diagram of three-phase self-inductance partitions.
TABLE 1 | Self-inductance sub-region logic.
[image: Table 1]3.4 An Estimation Strategy for Initial Position
The traditional method of initial position estimation usually adopts the method of injecting high-frequency pulse at the same time, ignoring the influence of mutual inductance.
In order to eliminate the influence of injected mutual inductance, when the SRM is in a static state or with an initial speed state, this study adopts the method of injecting pulses into the three-phase winding of the SRM in turn to obtain the three-phase self-inductance in turn. According to the three-phase self-inductance and self-inductance relationship in Table 1, the top threshold Lhigh and the bottom threshold Llow are used to determine the initial position estimation phase, thereby obtaining the initial rotor position.
3.5 Position Estimation Strategy for Driver Operation
During normal driving operation, high-frequency pulses are injected into the non-conducting phase in turn, and the injection interval is the mechanical angle, and there is no interval in which two phases are injected at the same time, so the influence of the injection mutual inductance on the self-inductance estimation of the injected phase is eliminated. The specific process of the algorithm is as follows: first, the initial position is estimated by the initial position estimation strategy, and then the initial position estimation phase and the conduction phase are judged. After starting, the estimated injection phase self-inductance bottom threshold Llow and self-inductance top threshold Lhigh are compared and the position estimation phase is switched.
4 SIMULATION AND EXPERIMENT
4.1 Simulation Verification
In order to verify the aforementioned theory, this study uses the JMAG-RT software to establish a Simulink simulation model of the SRM prototype considering the mutual inductance, and based on the motor model, the simulation and verification of the position sensor-less control scheme with and without the proposed method are carried out in Simulink. In the simulation, the pulse injection frequency is 3.3 kHz, the duty cycle is 33%, and the bus voltage is 200 V. In the simulation without using the method in this study, the current chopping frequency is fixed at 4 KHz. During normal driving operation, pulses are injected in the non-conducting region except for the conduction-related discontinuous current interval.
When the motor is in a light-load state (the given current is 25 A), the simulation waveforms of the control scheme using the method in this study and the control scheme not using the method in this study are shown in Figure 7 and Figure 8, respectively. It can be seen that the maximum position errors of the two schemes are distributed at the junction of the inductance partition. Among them, the maximum angle error of the control scheme without the method proposed in this study is about 3.9°, while the maximum position error of the control scheme is about 1.55°. Therefore, the rotor position angle estimated by this scheme is more accurate under light-load conditions.
[image: Figure 7]FIGURE 7 | Simulation results with proposed estimation under fractional load. (A) Profiles of phase current. (B) Phase inductance profile. (C) Estimation position and actual position. (D) Estimated error.
[image: Figure 8]FIGURE 8 | Simulation results with the traditional estimation method under fractional load. (A) Profiles of phase current. (B) Phase inductance profile. (C) Estimation position and actual position. (D) Estimated error.
When the motor is under heavy load (the given current is 45 A), the simulation waveform is as shown in Figure 9 and Figure 10. The maximum angle error of the control scheme without the method proposed in this study is about 3.4°, while the maximum position error of the control scheme is about 1.55°, and the maximum position error is also distributed at the junction of the inductor partition. Therefore, this scheme can also estimate the rotor position more accurately under heavy load conditions, and its accuracy is higher than that of the control scheme without the method proposed in this study.
[image: Figure 9]FIGURE 9 | Simulation results with proposed estimation under heavy load. (A) Profiles of phase current. (B) Phase inductance profile. (C) Estimation position and actual position. (D) Position error.
[image: Figure 10]FIGURE 10 | Simulation results without proposed estimation under heavy load. (A) Profiles of phase current. (B) Phase inductance profile. (C) Estimation position and actual position. (D) Estimated error.
4.2 Experimental Verification
The experimental motor is a switched reluctance motor with a three-phase 12/8-pole structure, the digital controller is TMS320F28335 from TI, and the power circuit part adopts a traditional asymmetric half-bridge structure. A four-pole-wound resolver is used as a position sensor to easily compare the estimated position with the actual position, with a pulse injection frequency of 3.3 kHz, a duty cycle of 33%, and an open angle. Figure 11 is a physical diagram of the experimental system.
[image: Figure 11]FIGURE 11 | Hardware of the experimental system.
Figures 12A,B show the experimental waveforms of the actual position, estimated position, and position estimation error of the rotor with and without the proposed scheme when the given current is 25 A and the rotational speed is about 200 rpm. It can be seen that the maximum position estimation error of the proposed scheme is about 3.1°, while the maximum position estimation error of the proposed scheme is about 5.1°.
[image: Figure 12]FIGURE 12 | Experimental waveforms of rotor position estimation with fractional load. (A) Estimation of the experimental waveforms using the position of the proposed scheme. (B) Position estimation waveform is not used in this scheme.
Figures 13A,B show the experimental waveforms of the actual position, estimated position, and position estimation error with and without the proposed scheme when the given current is 45 A. It can be seen that the maximum position estimation error with the proposed scheme is about 3.6°, and the maximum position estimation error without the proposed scheme is about 4.5°.
[image: Figure 13]FIGURE 13 | Experimental waveforms of rotor position estimation with heavy load. (A) Estimation of the experimental waveforms using the position of the proposed scheme. (B) Position estimation waveform is not used in this scheme
It can be seen from the aforementioned experimental waveforms that the experimental results are consistent with those of theoretical analysis. Compared with the scheme without the method proposed in this study, the proposed method has higher rotor position estimation accuracy in a larger load range.
5 CONCLUSION
Based on the current slope difference method, this study proposes a position estimation strategy to eliminate the influence of phase mutual inductance on rotor position estimation. The research indicates
(1) Compared with the traditional rotor position estimation method which ignores the influence of interphase mutual inductance, this method can eliminate the influence of interphase mutual inductance on rotor position estimation and has higher estimation accuracy.
(2) Since the relationship between the self-inductance of the pulse injection phase and the rotorposition is used to estimate the rotor position, this method can achieve stable and reliable rotor position estimation in a large load range.
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The permanent magnet (PM) machine has been widely applied in the areas of wind power and electric vehicles. As one of the most common electric faults, high-resistance connection (HRC) will induce 2nd-order components in the dq-axis current and voltage, which can be used for HRC diagnosis. However, these HRC-introduced 2nd-order components are also affected by the current closed-loop control, which ought to be taken into consideration for an accurate HRC diagnosis. In this study, a mathematical model of the 2nd-order components in the dq-axis current and voltage for the current closed-loop controlled PM machine is derived, and based on the model, a new HRC diagnosis method is proposed. In the proposed method, not only the location of HRC but also HRC severity can be accurately obtained. Simulations and experiments have been carried out to validate the effectiveness of the proposed method.
Keywords: permanent magnet machine, direct-driven permanent magnet synchronous generator, wind turbine, fault diagnosis, high-resistance connection, current closed-loop control
1 INTRODUCTION
Recently, due to the advantages of high power density and high efficiency, the permanent magnet (PM) machine has been increasingly applied in the area of wind power and electric vehicles. The direct-driven permanent magnet synchronous generator is the most widely used scheme for high-power wind power generation, such as the large-scale intertidal and offshore wind turbines. However, the complex operating environment may cause unexpected faults to the machine. The high-resistance connection (HRC) (or called a resistance unbalance fault) is one of the common electrical faults for the PM machine (Hang et al., 2020a; Hang et al., 2021). Figure 1 (Braunovic et al., 2006) shows the failure mechanism of HRC. It is found that HRC can cause increased torque pulsation, decreased average torque, increased current, and voltage imbalance in the machine. The continuous HRC status of the PM machine may lead to excessive heating, which further increases the connection resistance. If these positive feedback loops are not broken, the HRC may propagate into uncontrolled consequences and even lead to catastrophic failure. Thus, it is of significant importance to detect the HRC fault and prevent potential severe damages (Gritli et al., 2013; Zarri et al., 2013).
[image: Figure 1]FIGURE 1 | Failure mechanism of HRC.
Many methods have been put forward to detect the HRC for induction machines, which are mainly based on stator current and voltage signals (Yun et al., 2007; Yun et al., 2009; Gritli et al., 2013; de la Barrera et al., 2014; de la Barrera et al., 2015; Mengoni et al., 2015; Antonino-Daviu et al., 2017; Hang et al., 2019; Hang et al., 2020b; Hang et al., 2020a; Hang et al., 2020c; Hang et al., 2021). In the study by Antonino-Daviu et al. (2017), the HRC of the wound rotor induction machine is detected by a series of frequency-domain characteristics of stator current. In the study by Yun et al. (2007), a dynamic model of the induction machine with HRC is established, and the negative-sequence current and the zero-sequence voltage are used for HRC diagnosis. An additional negative-sequence current controller is introduced by Mengoni et al., (2015) to compensate for the current imbalance caused by HRC and the output of the negative-sequence PI regulators is used to detect HRC. In the study by Yun et al. (2009), the negative-sequence current and zero-sequence voltage features are combined to realize the detection and classification of HRC and interturn fault. In the study by de la Barrera et al. (2014), the voltage between the machine’s neutral point and the dc-link negative terminal is measured to detect HRC. In the study de la Barrera et al. (2015), the improved dc signal injection is proposed to generate dc current components in the machine stator and the dc component in the line voltage is extracted online to calculate the HRC indicator. Recently, literature focusing on HRC detection for the PM machine has been put forward. In a study by (Hang et al. 2017; Hang et al. (2019); Hu et al. (2020); Hang et al. (2020b), the HRC is detected based on the zero-sequence voltage measured through a resistor network, where the faulty phase can be located and the fault severity can be estimated. In the study by Hang et al. (2020c), flux linkage biases are injected into the flux control loop to generate dc current in the stator. Then, the dc component in the measured zero-sequence voltage is extracted to estimate the resistance deviations. However, for all the fault diagnosis methods based on zero-sequence voltage, the neutral point of the machine must be accessible, which is not always available in real applications. In the study by Hang et al. (2020a), the HRC is detected by estimating the voltage distortions using the reference model. Similar to the idea of Hang et al. (2020b), high-order sliding mode controllers are proposed by Kommuri et al. (2020) to realize HRC-tolerant control and fault severity estimation. However, the dq-axis current of the faulty PM machine is assumed to be constant by Hang et al., (2020c), which may not be satisfied when the PI current controllers have relatively low control bandwidth or when the HRC resistance deviation is significant. In contrast, the bandwidth of the PI current controllers in the study by Kommuri et al., (2020) is set to be relatively low, which results in the apparent asymmetrics of the stator current when HRC occurs. In application, the current closed-loop control affects both the current and voltage fault features, but this effect has not been well-analyzed in previous works.
In this study, the mathematical model of the HRC-induced 2nd-order components in the dq-axis current and voltage is derived, where the current closed-loop effect is taken into consideration. Based on the established mathematical model, a new HRC diagnosis method is proposed. In the proposed method, not only the location of HRC can be identified but also the HRC severity can be accurately estimated.
The whole article is organized as follows: In Section 2, the model of the PM machine with HRC is established, and the current closed-loop effect is analyzed in Section 3. In Section 4, the proposed HRC diagnosis method is presented. Section 5 validates the proposed diagnosis method by simulations. In addition, experiment results are presented in Section 6 to show the effectiveness of the proposed method. Finally, conclusions are drawn in Section 7.
2 PERMANENT MAGNET MACHINE WITH HIGH-RESISTANCE CONNECTION
The HRC in the PM machine can be modeled by adding resistance in the faulty phase. Without loss of generality, the HRC is assumed in phase A, as shown in Figure 2, where the ua, ub, and uc are the stator voltage, ia, ib, and ic are the stator current, Rs is the stator phase resistance, and ΔR represents the resistance deviation in phase A. Then, the voltage equations of the PM machine under HRC conditions can be expressed as (Hang et al., 2017).
[image: image]
where
[image: image]
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[image: Figure 2]FIGURE 2 | Equivalent circuit model of the PM machine with HRC in phase A.
The ea, eb, and ec are the back-EMF of the PM machine. In the stator inductance matrix [Ls], the La, Lb, and Lc are the stator phase self-inductance and Mac, Mbc, and Mab are the mutual-inductance. The PM machine model in the synchronous frame can be obtained by applying Park’s transform to Eq. 1, and it yields.
[image: image]
where ud and uq are the dq-axis voltages, id and iq are the dq-axis current, and Ld and Lq are the dq-axis inductances of the PM machine. The ed and eq represent the coupling terms between the dq-axis voltage equations of the PM machine and can be expressed as
[image: image]
where ωe is the electrical angular speed and ψf is the PM flux linkage. The eHRCd and eHRCq are the terms introduced by the HRC and can be expressed as follows:
[image: image]
where θe is the electrical angle of the PM machine rotor.
In the permanent magnet synchronous power generation (PMSG) and the PM machine drive system, the feed-forward compensation is commonly used to realize the dq-axis decoupling of the PM machine, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Dq-axis decoupling of the PM machine with HRC.
Then, the current controller diagram of the PM machine with HRC can be simplified after dq-axis decoupling, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Decoupled current control diagram of the PM machine with HRC. (A) q-axis; (B) d-axis.
For a healthy PM machine, namely, the eHRCd and eHRCq equal 0 and the ideal dq-axis currents and voltages are of constant values. But, the eHRCd and eHRCq can induce harmonics in the dq-axis currents and voltages. According to Eq. 9, the eHRCd and eHRCq mainly comprise the 2nd-order and dc components. Thus, the 2nd-order component will appear in the dq-axis signals, such as current signals id and iq, and the voltage signals uPId and uPIq. Figure 5 can be derived from Figure 4A, where only the 2nd-order components are considered (the subscript 2 represents the 2nd-order component). As the HRC can introduce 2nd-order torque to the PM machine (Braunovic et al., 2006), perturbation of the same frequency will be induced in the speed signal. Considering that the iq* is the output of the speed closed-loop controller, the iq* signal will also contain a 2nd-order component iq,2*, which is significantly affected by the speed closed-loop controller and the mechanical parameters of the machine. Therefore, it can be drawn that the iq,2 and uPIq,2 are also affected by the speed closed-loop controller and the machine’s mechanical parameters.
[image: Figure 5]FIGURE 5 | 2nd-order components in q-axis current control diagram.
Similarly, the 2nd-order components in the d-axis current control diagram can be derived, as shown in Figure 6. For the commonly used id* = 0 method in the PM machine drive system, no 2nd-order component exists in the id* signal. It is apparent that the id,2 and uPId,2 are generated only by the eHRCd,2 and are independent of the mechanical-related parameters. Thus, the id,2 and uPId,2 may be better signals for HRC diagnosis.
[image: Figure 6]FIGURE 6 | 2nd-order components in d-axis current control diagram.
3 CURRENT CLOSED-LOOP EFFECT
In this section, the expressions of the id,2 and uPId,2 for the PM machine with HRC fault are derived in detail, where the current closed-loop effect is taken into consideration. It can be drawn from Figure 6 that the id,2 satisfies.
[image: image]
where Kp and Ki are the proportional and integral gains, respectively, and ωe is the electric angular speed of the PM machine. Therefore, the id,2 and uPId,2 satisfy.
[image: image]
where Tid is
[image: image]
The id,2 and eHRCd,2 can be expressed as
[image: image]
[image: image]
where the Id,2 and θid,2 are the amplitude and initial phase angle of the id,2. The EHRCd,2 and θeHRCd,2 are the amplitude and initial phase angle of the eHRCd,2, respectively. Also, it has
[image: image]
Similarly, the uPId,2 can be expressed as
[image: image]
where the UPId,2 and θuPId,2 are the amplitude and initial phase angle of the uPId,2, respectively. Also, the uPId,2 satisfies
[image: image]
where
[image: image]
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where the ωe is the electric angular speed of the PM machine. Thus, it has
[image: image]
It is apparent that |Tid| and |Tud | are greatly affected by the values of Kp and Ki. Figures 7, 8 show the |Tid| and |Tud| versus different Kp and Ki values, where the PM machine operates at the speed of 300 r/min and its parameters are shown in Table 1. For the current closed-loop controller with high bandwidth, namely, when the Kp and Ki are relatively large, the amplitude of |Tid| is close to 0, while the |Tud| is close to 1. Therefore, the id,2 is well-suppressed by the high bandwidth current closed-loop and only has quite a decreased amplitude. But the uPId,2 has an increased amplitude under this condition. On the contrary, for the current closed-loop controller with low bandwidth, the amplitude of uPId,2 may be small, while the id,2 may have a relatively larger amplitude.
[image: Figure 7]FIGURE 7 | |Tid| versus different Kp and Ki values.
[image: Figure 8]FIGURE 8 | |Tud| versus different Kp and Ki values.
TABLE 1 | Machine parameters.
[image: Table 1]4 HIGH-RESISTANCE CONNECTION DIAGNOSIS
In industrial applications, it is preferred to design a high bandwidth current closed-loop to obtain better control performance of the PM machine. Therefore, the HRC induced uPId,2 commonly has a relatively large amplitude and is more suitable for the diagnosis of HRC.
The frequency tracking algorithm (Hang et al., 2017) is used for online extraction of the 2nd-order component from the uPId signal, and it has
[image: image]
where LP represents the low-pass filter. Thus, the uPId,2 can be written as
[image: image]
In addition, it has
[image: image]
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The amplitude UPId,2 can be defined as the HRC detection indicator, which is 0 in theory for a healthy PM machine. According to (20), the amplitude and initial phase of id,2 and eHRCd,2 can be calculated as
[image: image]
[image: image]
where TPI and Tud can be easily calculated since the ωe can be obtained through the encoder and the parameters of the current controller are known.
According to Eq. 9, for the case that the HRC occurs in phase A, the eHRCd,2 can also be expressed as
[image: image]
where id,0 and iq,0 are the dc components of id and iq. The Ca is defined as the characteristic current of phase A and can be obtained by
[image: image]
where
[image: image]
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Combining Eqs 14, 27, and 28 yields
[image: image]
If the HRC occurs in phase B, the eHRCd,2 can be written as
[image: image]
where
[image: image]
Similarly, if the HRC occurs in phase C, the eHRCd,2 can be written as
[image: image]
where
[image: image]
The Icb and θcb are the amplitude and initial phase angle of the Cb, and Icc and θcc are the amplitude and initial phase angle of the Cc, respectively. If the HRC occurs in phase A, only the θca equals θeHRCd,2, and the θcb and θcc will keep a distance to the θeHRCd,2. Therefore, the location of the HRC can be simply judged by respectively comparing the extracted θca, θcb, and θcc with the calculated θeHRCd,2. Also, after the HRC is located in phase A, the resistance deviation in the faulty phase can be easily calculated according to Eq. 31, and it has
[image: image]
Figure 9 shows the flow chart of the HRC diagnosis process. The online HRC diagnosis process steps are summarized as follows:
[image: Figure 9]FIGURE 9 | Flow chart of HRC diagnosis.
Step 1. HRC detection. The 2nd-order component of uPId is extracted online using the frequency tracking algorithm. Then, the HRC can be detected once the amplitude UPId,2 is larger than the preset detection threshold Uth.
Step 2. HRC location. After the HRC is detected, the eHRCd,2 and the three HRC characteristic current Ca, Cb, and Cc are calculated. The characteristic current for the faulty phase has the initial phase closest to the θeHRCd,2.
Step 3. HRC severity estimation. After the faulty phase is located, the resistance deviation ΔR can be calculated according to the ΕHRCd,2 and the amplitude of the characteristic current of the faulty phase.
5 SIMULATIONS
The PM machine drive system with HRC is established in Matlab/Simulink, where the parameters of the PM machine are listed in Table 1.
Figure 10 shows the simulation results of the PM machine with different Kp and Ki, where the PM machine operates with a rated load at a speed of 300 r/min. The Kp and Ki are, respectively, set to be 1 and 10 for t∈[0, 0.3]. Before t = 0.15 s, no HRC occurs to the PM machine, and the sinusoidal degree of the stator current is not high because of the low control bandwidth. The ripple in the d-axis current id is mainly made up of the 6th-order component, which is caused by the inverter nonlinearity, such as the dead-time effect. But, nearly no 2nd-order component exists in the id and uPId. HRC (ΔR = 1Ω) is set in phase A at t = 0.15 s, and then the 2nd-order component appears in the id and uPId signals. In addition, for the larger Kp and Ki (the higher control bandwidth), the harmonics in the stator current are well-suppressed by the current closed-loop controller. The Id,2 decreases with the increase of control bandwidth, while the UPId,2 increases with the increase of control bandwidth, which agrees well with the analysis in Section 3.
[image: Figure 10]FIGURE 10 | Waveforms of the PM machine with different current closed-loop controller parameters.
Considering that the high bandwidth current closed-loop is preferred in industry application, the case Kp = 30 and Ki = 300 is analyzed in the following part. Figure 11 shows the waveforms of the PM machine operating with rated load at a speed of 300 r/min, where the HRC (ΔR = 1Ω) occurs in phase A at t = 0.3 s. With the high bandwidth current closed-loop control, the stator current is well-controlled to be sinusoidal, and nearly no changes can be seen in the stator current after the HRC occurs. But when the HRC (ΔR = 1Ω) occurs in phase A at t = 0.3 s, the amplitude of UPId,2 immediately increases, and the HRC can be detected when the UPId,2 is larger than the preset detection threshold Uth. After the HRC is detected, the HRC location and severity estimation is activated. It can be seen in Figure 11 that the extracted θca is quite closest to the θeHRCd,2. Thus, the HRC can be located in phase A. The calculated ΔR eventually converges to 0.98Ω, which agrees well with the real ΔR value.
[image: Figure 11]FIGURE 11 | Waveforms of the PM machine with HRC (ΔR = 1Ω) occur in phase A.
Figure 12 shows the waveforms of the PM machine operating with rated load at a speed of 300 r/min, where the HRC (ΔR = 0.5Ω) occurs in phase C at t = 0.3 s. The HRC can be quickly detected in less than 0.1 s, and the faulty phase can be accurately located in phase C. In addition, the estimated ΔR is 0.49Ω and is almost the same as the theoretical value. More simulations are conducted for the PM machine operating under different conditions, where the HRC (ΔR = 0.5Ω) is set in phase A. Figure 13A shows the estimated ΔR for the PM machine operating with rated load at different speeds. Also, Figure 13B shows the estimated ΔR for the PM machine operating with different loads at 300 r/min. It is shown in Figure 13 that the estimated ΔR is quite accurate under most operating conditions. But the ΔR cannot be directly estimated for the PM machine with a very light load. This is because the HRC-induced fault feature is dependent on the stator current, which only has small amplitude under light load. The d-axis current injection is used to solve this problem.
[image: Figure 12]FIGURE 12 | Waveforms of the PM machine with HRC (ΔR = 0.5Ω) occur in phase C.
[image: Figure 13]FIGURE 13 | Estimated ΔR. (A) Rated load at a different speed; (B) different loads at 300 r/min.
Figure 14 shows the waveforms of the HRC detection under 10% load at 300 r/min speed. After HRC (ΔR = 0.5Ω) occurs in phase A at t = 0.1 s, the extracted amplitude UPId,2 remains smaller than the Uth, and the HRC may not be detected. With the d-axis current of 1.5 A injected into the machine, the stator current amplitude is immediately increased. However, the transient voltage in the uPId signal can cause a large fluctuation to the extracted UPId,2 and lead to a false diagnosis result, as shown in the shadow part in Figure 14. But a simple time delay can be inserted after the d-axis current injection to avoid the transient voltage effect. As shown in Figure 14, the estimated ΔR converges to 0.48Ω about 0.2 s after the d-axis current injection, and the faulty phase is located in phase A. It is worth mentioning that the interturn fault in the stator can also induce the 2nd-order component in the id and uPId (Ebrahimi and Faiz, 2010), which might cause false detection for the proposed method. The d-axis current injection can also be used to realize the discrimination between the HRC and interturn fault since the HRC fault feature can be apparently enlarged, while the interturn fault feature may not vary obviously due to the d-axis current injection (Urresty et al., 2015).
[image: Figure 14]FIGURE 14 | Waveforms of 10% load PM machine INE with HRC (ΔR = 0.5Ω) occur in phase A.
6 EXPERIMENT
An experimental platform has been built to validate the proposed method, as shown in Figure 15. The PM machine-1 and PM machine-2 have the same parameters as presented in Table 1, and the PM machine-1 is used as a load, while PM machine-2 is used as the test machine. The HRC can be implemented by connecting an additional resistor in series with the phase winding, as shown in Figure 16. Also, the parallel switches are used to control whether the additional resistor is inserted.
[image: Figure 15]FIGURE 15 | Experimental platform.
[image: Figure 16]FIGURE 16 | HRC implementation.
Figure 17 shows the experimental waveforms of the PM machine operating at 300 r/min with rated load. Also, the HRC (ΔR = 1Ω) is set in phase A. In Figure 13A, the parameters of the current closed-loop controller are set as Kp = 1 and Ki = 10. After the occurrence of HRC, the uPId,2x increases to 0.05 V and the uPId,2y changes to −0.14 V. Thus, the amplitude of UPId,2 can be obtained based on Eq. 23, and it is only around 0.15 V. In Figure 17B, the current closed-loop controller parameters are set as Kp = 30 and Ki = 300. After the same HRC occurs to phase A, the extracted uPId,2x is 0.04V and the uPId,2y is to −0.56 V. Therefore, the amplitude UPId,2 is 0.56 V, and it is much larger than the case where Kp = 1 and Ki = 10, which agrees well with the analysis in Section 3. The experiment results considering different cases of HRC conditions are presented in Table 2, where the PM machine operates at 300 r/min with rated load. Also, the current closed-loop controller parameters are set as Kp = 30 and Ki = 300. It can be seen that the faulty phase can be accurately located, and the estimated ΔR values are quite close to the theoretical ones.
[image: Figure 17]FIGURE 17 | Stator current, extracted uPId,2x, and uPId,2y of the PM machine. (A) Kp = 1 and Ki = 10; (B) Kp = 30 and Ki = 300.
TABLE 2 | Experiment HRC diagnosis results.
[image: Table 2]To further validate the proposed method, more experiments are conducted under different operating conditions. The HRC (ΔR = 1Ω) is set in phase C. The Kp and Ki are set to be 30 and 300, respectively. It can be seen in Figure 18 that the ΔR can be accurately estimated at different operating conditions. In Figure 18B, the estimated ΔR is obtained with d-axis current injection. Also, the corresponding waveforms are shown in Figure 19. As the PM machine operates at 300 r/min with only 15% load, the extracted uPId,2x and uPId,2y are 0.06 V; thus, the UPId,2 only has a value of 0.085 V, which is not larger than the detection threshold of 0.1 V, and the HRC fault may not be detected. By injecting the d-axis current of 1 A into the PM machine, the stator current is increased, and the fault feature is also enlarged as a result. It can be seen in Figure 15 that the uPId,2x changes to −0.16 V and the uPId,2y rises to −0.27 V after a short transient period. The expanded UPId,2 is 0.31 V; thus, the HRC can be detected under the light load condition.
[image: Figure 18]FIGURE 18 | Experimental estimated ΔR. (A) Rated load at different speed; (B) different loads at 300 r/min.
[image: Figure 19]FIGURE 19 | Stator current, extracted uPId,2x, and uPId,2y of the PM machine with d-axis current injection.
7 CONCLUSION
The HRC can induce a 2nd-order component in the dq-axis signals of the PM machine. However, as the current closed-loop bandwidth increases, the 2nd-order components in the dq-axis voltage increase. But, the 2nd-order components in the dq-axis current have an opposite trend. This study derives the mathematical model of the HRC-induced 2nd-order components in the dq-axis current and voltage. Also a new HRC diagnosis method is proposed based on the established mathematical model. In the proposed method, not only the location but also the resistance deviation ΔR can be accurately estimated. Also, the proposed method has been proven by the simulation and experiment results.
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Aiming to solve the problem that photovoltaic power generation is always accompanied by uncertainty and the short-term prediction accuracy of photovoltaic power (PV) is not high, this paper proposes a method for short-term photovoltaic power forecasting (PPF) and uncertainty analysis using the fuzzy-c-means (FCM), whale optimization algorithm (WOA), bi-directional long short-term memory (BILSTM), and no-parametric kernel density estimation (NPKDE). First, the principal component analysis (PCA) is used to reduce the dimensionality of the daily feature vector, and then the FCM is used to divide the weather into four categories: sunny, cloudy, rainy, and extreme weather. Second, the WOA algorithm is used to train the hyperparameters of BILSTM, and finally, the optimized hyperparameters were used to construct a WOA-BILSTM prediction model to train the four types of weather samples after FCM clustering. The NPKDE method was used to calculate the probability density distribution of PV prediction errors and confidence intervals for PPF. The RMSEs of the FCM-WOA-BILSTM model are 2.46%, 4.89%, and 1.14% for sunny, cloudy, and rainy weather types, respectively. The simulation results of the calculation example show that compared with the BP, LSTM, GRU, PSO-BILSTM, and FCM-PSO-BP models, the proposed FCM-WOA-BILSTM model has higher prediction accuracy under various weather types, which verifies the effectiveness of the method. Moreover, the NPKDE method can accurately describe the probability density distribution of forecast errors.
Keywords: fuzzy c-means clustering, whale optimization algorithm, BiLSTM, photovoltaic power forecasting, uncertainty analysis
1 INTRODUCTION
In recent years, the demand for energy has been growing under the rapid economic development. Solar energy is the main clean energy source, and with gradual maturity of photovoltaic power generation technology and the increasing need to improve the global energy structure (Fei et al., 2016; Jin et al., 2021), photovoltaic power generation has been able to develop rapidly. However, photovoltaic power has strong randomness and volatility, and it is easy to cause a volatile impact on the power grid when photovoltaic power is connected to the grid, affecting the stable and safe operation of the power system (Guang et al., 2021), which brings certain difficulties to the dispatch of the power system, so the accuracy of photovoltaic power generation power prediction is of great research significance.
When the inner resolution of photovoltaic power generation is 15 min, it can be divided into ultra-short-term prediction (15 min–4 h), short-term prediction (4 h–3 days), and medium and long-term prediction (in months and years). The short-term photovoltaic probability is the research object of this paper. The existing PPF is mainly divided into direct method and indirect method (Changwei et al., 2019), of which the indirect method is mainly combined with the physical power generation principle of photovoltaic power plants (Ma et al., 2014; Almonacid et al., 2014). By establishing a physical model to predict the solar irradiance received by the ground or the solar irradiance received on the surface of the photovoltaic panels, and then predict the photovoltaic power generation power according to the various parameters of the photovoltaic power station and the solar irradiation intensity (Jiang et al., 2021). However, due to the complexity of physical modeling, the numerical weather forecasting update frequency is low, so the prediction effect of physical methods in ultra-short-term forecasting is often not ideal, and it is only suitable for medium-term, long-term, and short-term forecasting. The direct method relies on historical data to directly predict the photovoltaic power generation power, the modeling is relatively simple, and the forecast cost is relatively low, so it is widely used in the short-term prediction of photovoltaic power. For a long time, domestic and foreign scholars have done a lot of research on the short-term prediction of optical volt power in the direct method to solve the problems of photovoltaic grid connection to maintain the stability of the power system. Researchers have successively proposed support vector machine (SVM) (Mayer and Gróf, 2021), Markov chain (Hu and Zhang, 2018), limit learning machine (Wang, 2018), artificial neural network (ANN) (López Gómez et al., 2020), time series prediction and other methods (Zhu et al., 2019; Singh et al., 2021). Traditional ANN achieves power prediction by establishing a mapping between input data and output data, and the lack of consideration of time correlation in the data series makes it impossible for neural network models to capture the relationship between data and time, which limits its application in time series forecasting methods. Afterward, with the development of artificial intelligence (AI), the deep learning algorithm model represented by a recurrent neural network (RNN) (Li et al., 2019) has been widely used in the field of short-term PV power prediction. RNN is mainly used to process time-series data, but it is prone to long-term dependence. Long short-term memory (LSTM) introduces a gate structure on the basis of RNN structure, realizes the selective storage function of historical information, and solves the long-term dependency problem of RNN. LSTM is widely used in the fields of stock price forecasting, biomedicine, and power forecasting. Wu et al. (2022) have developed a cancer risk prediction tool for cancer through LSTM models, which works best with irregular data by comparing them with other ML models. These risk prediction tools are useful to direct subjects to further screening sooner, resulting in earlier detection of occult tumors. The water demand point forecasting will encounter uninformative and unreliable problems when the uncertainty level of data increases. A hybrid model (KDE-PSO-LSTM), which combines long-short-term memory networks (LSTM) with kernel density estimation (KDE) optimized by using the particle swarm optimization (PSO) algorithm, is proposed by Du et al. (2022) to acquire the water demand prediction interval (PI) to quantify the likely uncertainties in the predictions. Experimental results show that the proposed KDE-PSO-LSTM model generates better comprehensive performance than other models. Therefore, it can be demonstrated that the KDE-PSO-LSTM model can provide reliable decision support to policy-makers for making the optimal water supply management decision. Wang et al. (2020) proposed a photovoltaic ultra-short-term power output prediction method based on long short-term memory (LSTM). This method can not only mine the spatial and temporal correlation between the output and related input variables but has also been greatly developed in the field of complex time series prediction. This method has good prediction accuracy for the prediction of large data time series, but the determination of model parameters is troublesome. If it is directly applied to other practical prediction problems, the effect may not be very ideal. A single predictive model tends to have lower prediction accuracy, with the rapid development of deep learning, the accuracy of combined predictive models has been significantly improved compared with single predictive models. In addition, LSTM has too many internal parameters, and the model training time is long, which is prone to overfitting. Liu and Liu (2021) used genetic algorithms (GA) to optimize LSTM models to improve wind power forecasting. By analyzing the model prediction results of LSTM-CNN and GA-LSTM-CNN and comparing them with the actual power, the results show that the GA-LSTM-CNN prediction model has high accuracy. Tuerxun et al. (2022) proposed to build an optimized LSTM based on the modified condor search (MBES) algorithm to construct an MBES-LSTM model for short-term power prediction, thereby solving the problem that the choice of LSTM hyperparameters may affect the prediction results. The experimental results show that compared with the PSO-RBF, PSO-SVM, LSTM, PSO-LSTM, and BES-LSTM prediction models, the MBES-LSTM model can effectively improve the accuracy of wind farm prediction. Liu et al. (2021) proposed the dragonfly algorithm to optimize the short-term probability prediction of LSTM neural network. The dragonfly algorithm is used to optimize the super parameters of LSTM neural network, and the LSTM neural network prediction model is established according to the obtained optimal parameters. Finally, the DA-LSTM prediction model constructed using the optimum hyperparameters obtains the prediction results. The simulation results of the study show that compared with the traditional prediction model and the LSTM model, the DA-LSTM model can effectively make short-term predictions of wind power and has higher prediction accuracy. These authors mainly use some traditional optimization algorithms to optimize the parameter values of LSTM, thereby improving the prediction accuracy of LSTM. Due to the large number of internal parameters of LSTM, the long training time of the model, and the tendency to overfit, the effect of traditional optimization algorithms is not very ideal. With the development of science and technology, the whale optimization algorithm (WOA) (Gharehchopogh and Gholizadeh, 2019) has been introduced, which has the advantages of simple structure, fast convergence speed, and high convergence accuracy, and has been widely used in parameter optimization. Shang et al. (2020) proposed the use of least squares support vector machine (SVM), limit learning machine (ELM), and generalized regression neural network for power load prediction. In addition, the model uses a heuristic algorithm, the whale optimization algorithm (WOA), to optimize the weight coefficients. The proposed model was applied to electricity price forecasting and compared with the benchmark method. Experimental results show that the model can not only obtain accurate results for short-term power load prediction but also has good accuracy for electricity price prediction in the same period. However, we have rarely seen studies of optimizing other algorithms with WOA, especially the study of optimizing LSTM models with WOA. At the same time, the above prediction method only considers the one-way data information flow, ignores the impact of the transformation law of the reverse data sequence on the short-term prediction, and insufficient consideration is given to the time correlation and periodicity of the data. When the input time series is long, the sequence information is easily lost, and the prediction accuracy of the model is not high. Xie et al. (2020) used wavelet decomposition to extract the time domain information and frequency domain information of the input time series. Then, considering the bidirectional information flow, a bi-directional long-short-term memory network (BILSTM) is used for prediction, and an attention mechanism is introduced to give different weights to the hidden states of BILSTM by mapping the weighting and learning parameter matrix so as to selectively obtain more effective information. Finally, the simulation verification is carried out using the actual data. Simulation results show that the proposed BILSTM model has good predictive performance compared with the LSTM model. These authors mainly use some optimization algorithms to optimize the parameter values of neural network model models, thereby improving the prediction accuracy of the model. They did not consider the impact of weather clustering on prediction accuracy nor analyze the uncertainty of forecasting power.
Accurate analysis of PPF uncertainty is important for supporting the dispatching of the power grid and reducing the rotating reserve capacity of power generation equipment (Liu et al., 2018). The uncertainty analysis of PPF is mainly quantified by the confidence interval, which is usually described by the parametric estimation method and the non-parametric estimation method (Lv et al., 2021). The parameter estimation method needs to assume in advance that the photovoltaic power prediction error is a fixed empirical value or assume that the error distribution is a specific distribution form (Liu et al., 2018), beta (Von Loeper et al., 2020), gamma (Sun et al., 2020), Laplace mixture distribution (Elmagbri and Mnatsakanov, 2018), and Gaussian distribution (Hu et al., 2017). However, due to the common influence of various physical processes, the output of photovoltaic power generation is difficult to meet a specific distribution, and sometimes the assumption of the shape of the photovoltaic power distribution may be unreasonable, and the parameter estimation method is difficult to apply. The functional form and parameters of the non-parametric estimation method are unknown, and there is no need to make assumptions about its shape. Therefore, the non-parametric estimation method can express the true distribution of random variables better than the parameter estimation method. It is one of the typical methods of model estimation. Common nonparametric methods include quantile regression (Takamatsu et al., 2022), Monte Carlo simulations (Sugiyama, 2007), and sample entropy (Duan et al., 2021). The uncertainty factor decomposition and superposition consider all factors that may lead to forecasting uncertainty, including data noise (Zhao et al., 2021), NWP error (Yan et al., 2015), and dispersion of the actual power curve. Although these methods can accurately calculate confidence intervals, they are time-consuming and computationally expensive. Therefore, this paper adopts a non-parametric method to calculate the distribution of PPF prediction errors.
To sum up, in view of the shortcomings of current photovoltaic power prediction methods. This paper proposes a day-ahead PPF and uncertainty analysis method using FCM, WOA, BILSTM, and NPKDE (FCM-WOA-BILSTM-NPKDE). Firstly, this paper uses principal component analysis (PCA) to reduce the dimension of similar daily eigenvectors. Then, according to the FCM, it selects similar days according to the weather type and determines the input of the photovoltaic power prediction model. Secondly, it uses the whale optimization algorithm to optimize the BILSTM and establishes the photovoltaic power short-term prediction model of the FCM-WOA-BILSTM considering the weather type and similar days. Thirdly, it uses the NPKDE algorithm to calculate the probability density distribution characteristics of the PPF error and then uses the probability density distribution characteristics to calculate the confidence interval and the coverage rate of the confidence interval. Through the comparative analysis of examples, the short-term prediction model of photovoltaic power proposed in this paper has a better prediction effect than BP, LSTM, and FCM-PSO-BP. The NPKDE method can describe the probability density distribution of PPF errors more accurately than the parametric method.
The innovation of this article lies in the following:
1. FCM is used to cluster weather types into four categories: sunny, cloudy, rainy, and extreme weather types.
2. The WOA was used to optimize the initial learning rate and the maximum number of iterations of the BILSTM model.
3. The NPKDE method was used to accurately calculate the probability density distribution of forecasting error.
4. A comparison of the forecasting accuracy of the BILSTM, LSTM, GRU, PSO-BILSTM, FCM-BILSTM, BP, PSO-BP, and FCM-PSO-BP models was calculated.
2 MATERIALS AND METHODS
2.1 PCA Principal Component Analysis
There is a correlation between the various indicators in the daily feature vector, and the main component analysis is used to reduce the input parameters. In the case where the information is not lost, with fewer parameters instead of the original multiple parameters, the calculation and convergence speed improves. As a classic data dimensionality reduction method, the main purpose of PCA (Ge et al., 2020) is “dimensionality reduction,” and its idea is to convert multiple indicator features into a small number of comprehensive indicators. Each principal component can reflect most of the information of the original variable, discarding redundant information. The PCA method steps are as follows:
1) Suppose that the raw data has m more features and has n samples, construct a matrix of [image: image] n
[image: image]
Normalize Eq. 1 by subtracting the average value of each line of [image: image], that is:
[image: image]
where, [image: image] is the sample mean, [image: image] is the sample variance.
2) Solve for the [image: image] eigenvalues and eigenvectors of the covariance matrix. The eigenvalue is [[image: image], [image: image] ... [image: image]], which corresponds to a feature vector of [[image: image], [image: image] ... [image: image]]。
3) The number of principal components K is given, the eigenvectors are arranged in rows from top to bottom according to the corresponding eigenvalues into matrix [image: image], and the data reduced to K dimension is obtained.
2.2 Similar Daily Clusters Based on FCM
Conventional clustering methods such as the K-means clustering algorithm, due to its strong universality and simple principle, are widely used in the field of clustering, but they only classify samples simply, and classifying samples is not accurate. The effect is not good when the sample is not engaged, so in order to improve the accuracy of the prediction model proposed in this paper, the FCM (Bian et al., 2020) value based on the membership degree is used. The clustering method selects similar days, and the specific selection steps are as follows:
First extract the daily feature vector [image: image] = [[image: image], [image: image] [image: image]、 [image: image]、 [image: image]、 [image: image]、 [image: image]、 [image: image] [image: image]], where [image: image], [image: image] and [image: image] is the maximum, minimum and average irradiation intensity W/ [image: image]; the [image: image], [image: image], and [image: image] is the highest, lowest, and average temperature, °C; the [image: image], [image: image] and [image: image] is the maximum, minimum and average wind speed, m/s. Due to the different daily characteristic vectors and the data dimensions being too high, they are normalized and then subject component analysis and dimensionality reduction are carried out. The low-dimensional data will be obtained for FCM clustering analysis, and the specific steps of FCM are as follows:
1) Determine the value of the classification number m, the number of iterations, initialize a membership degree U,
[image: image]
2) Calculate cluster centers [image: image],
[image: image]
3) Membership calculation. [image: image], where [image: image] is the clustering center of the fuzzy group and [image: image] is the Euclidean distance between the ith data point and the jth sample.
4) Calculate the objective function [image: image].
[image: image]
5) Repeat steps 2–4 until it [image: image] is less than a certain defined threshold.
After clustering, 4 cluster centers are obtained, and Euclidean distance is used to [image: image] describe the similarity between day i and day j, and the similarity formula is,
[image: image]
where the number of eigenvectors is n, and the ordinal number of eigenvectors is k (k = 1, 2, 3, 4, 5, 6), according to the Euclidean distance formula to obtain the similarity between the day to be predicted and each cluster center, select the cluster where the cluster center with the highest similarity is located as the training set to train the model. According to the FCM clustering results, the training set samples were divided into four categories according to weather type: sunny, cloudy, rainy, and extreme weather, and the four types of data were selected to train the model, which further improved the accuracy of the prediction model.
3 POWER PREDICTION MODEL
3.1 Analysis of the WOA Algorithm
WOA was proposed by Seyedali Mirjalili in 2016. It has a simple principle and few parameter settings. It has strong global search ability in dealing with continuous time series function optimization.
The WOA has better accuracy and convergence speed than previous algorithms in spring lifting, parameter, and super parameter optimization. The WOA simulates the bubble net predation behavior of whales, and the algorithm designs the shrinking encirclement mechanism and the spiral update position to simulate the whale population encirclement, hunting, attacking prey, and other processes to achieve optimized search. In WOA, the position of the prey corresponds to the global optimal solution, and the population of whale individuals is surrounded by the optimal individual. In WOA, the position of prey corresponds to the global optimal solution, and the population of whale individuals is surrounded by the optimal individual. Initialize the search particles in the swarm search space. When | a | < 1, WOA performs a local search, and when | a | > 1, WOA performs the global search. In WOA, the location of each whale is the feasible solution to be searched. The specific hunting steps are as follows:
Prey search phase: Whales hunt for the purpose of hunting by constantly updating their positions when searching for prey.
[image: image]
[image: image]
where t is the current number of iterations, [image: image] the prey position, [image: image] the current position, and A and C are the coefficient vectors.
[image: image]
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where [image: image] and [image: image] is a random vector between [0,1], is the convergence factor, which [image: image] decreases linearly from 2 to 0 as the number of iterations increases
[image: image]
where [image: image] is the maximum number of iterations.
The local search phase includes shrinking surrounds and spiral updates.
Shrink enveloping phase: At this stage [image: image], it gradually decreases, so the range of A also decreases, and the search particle can reach any position, updated by Eqs. 12 and 13.
[image: image]
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[image: image] represents the optimal solution so far, [image: image] representing the current position vector.
Spiral hunting stage:
[image: image]
[image: image], in the formula, the [image: image] distance between the optimal solution and the prey is represented, b is a constant that defines the shape of the logarithmic spiral, and I is a random number between [-1,1].
Whales hunt by combining the above two methods when hunting, and the probability p = 0.5 is introduced to determine the hunting method of whales.
[image: image]
Global search phase:
[image: image]
[image: image]
This [image: image] is a randomly selected individual whale position vector in the current population.
3.2 BILSTM Network
LSTM neural networks overcome the problem of a long-term dependence on RNNs and at the same time can overcome the problem of “gradient explosion,” which has been widely used in time series prediction problems, and its structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The structure of LSTM-based neuron.
LSTM is designed from storage cells that store long-term dependencies. The LSTM cell structure is shown in Figure 1, in addition to the storage unit, the LSTM cell also contains an input gate [image: image], an output gate [image: image] and a forget gate [image: image], the core computing node (Cell), used to record the state information of the cell at the current moment.
The unwanted information in the LSTM is identified and discarded from the cell state through the sigmoid layer defined as the forgetting gate layer. The gate will read [image: image] and [image: image] output a value between 0 and 1 for each cell state. 0 means “completely discarded” and 1 means “completely retained.” Represents the output of the previous cell, and [image: image] represents the input of the current cell.
[image: image]
The new information stored in the cell state is determined and updated by a sigmoid layer called the input gate layer. Next, the tanh layer creates a new candidate value vector that can be added to the state.
[image: image]
[image: image]
Update the previous layer of cells [image: image] as [image: image], the cell state is updated as follows,
[image: image]
4) Finalize what values need to be output, this value depends on my cell state, will run a sigmoid layer to decide which parts of the cell state will be exported. The cell state is then treated with tan h (giving a value between [-1,1]) and multiplied it by the output of the sigmoid to get the part we determine the output.
[image: image]
[image: image]
One-way LSTM models use previous information to predict subsequent information, while BILSTM can comprehensively learn both forward and backward time-related information to improve prediction accuracy. In PV power forecasting, considering that information about the past and the future in PV power time series data can play an important role at the same time, we also used BILSTM for simulation experiments to compare with LSTM. BILSTM models include both the forward LSTM layer and the backward LSTM layer. In the forward cell unit, the sequential input layer is the data, obtaining the first set of state output [image: image], in the reverse cell unit, the data of the input layer is entered in reverse order to obtain the second set of state output [image: image], the two sets of states are imported Spliced into [image: image], ..., [image: image], and finally [image: image] gets the input corresponding to the state output is [image: image]. The structure diagram of BILSTM is shown in Figure 2.
[image: Figure 2]FIGURE 2 | BILSTM model structure.
3.3 WOA-BILSTM Model
The prediction accuracy of the BILSTM model is mainly affected by the learning rate and the maximum number of iterations. However, the manual selection of the learning rate and the maximum number of iterations is a huge workload and it is difficult to find the optimal parameters, resulting in poor prediction accuracy. Therefore, using WOA to optimize the learning rate and the maximum number of iterations of BILSTM, the combined WOA-BILSTM model is obtained as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Optimization process of the WOA-BILSTM model.
[image: FX 1]
4 PHOTOVOLTAIC OUTPUT POWER PREDICTION MODEL
4.1 PPF Model Based on FCM-WOA-BILSTM
Based on the theory of appeal, this paper constructs the PPF model of FCM-WOA-BILSTM and its prediction flow Figure 4, the whale optimization algorithm has good optimization ability, excellent global convergence effect, and fast convergence speed. Since the learning rate and the maximum number of iterations are determined in the BILSTM training, it is often necessary to select human experience in order to avoid the difference in human experience affecting the prediction effect of the BILSTM model. In this paper, the whale optimization algorithm is proposed to optimize the learning rate and the maximum number of iterations of the model.
[image: Figure 4]FIGURE 4 | FCM-WOA-BILSTM model prediction flow chart.
In the actual forecasting process, we will first read the corresponding data set from the SCADA system, and due to the existence of “garbage data” in a large number of light-voltage datasets, the data will first be cleansed, including the interpolation and rejection of missing and outlier values. The modeling steps are:
Step 1. Data processing of raw photovoltaic power data, including the filling of missing values and the treatment of outliers, excluding “garbage data” that is inconsistent with actual production, and then normalizing the data due to the different dimensions of each variable.
Step 2. The daily maximum, minimum, and average irradiation intensity; the maximum, minimum, and average temperature; and the maximum, minimum, and average wind speed are taken as the feature vectors reflecting the daily.
Step 3. The dimension of the data obtained in step 2 is reduced by PCA, the main factors affecting the photovoltaic output are selected by the PCA algorithm, and the dimension of the original high-dimensional data is reduced to facilitate the visualization of two-dimensional data.
Step 4. The data reflecting the daily eigenvectors after dimensionality reduction are clustered by FCM, and the daily eigenvector data set is divided into four categories according to the weather type: sunny, cloudy, rainy, and extreme weather divide each type of data sample that is well clustered into training sets and test sets.
Step 5. Initialize the dimensions, number of iterations, and population number of WOA. The range of values for parameters that determine the learning rate and the maximum number of iterations.
Step 6. Bring the divided four sets of training sets to the WOA-BILSTM model for training, and take the root mean square error between the predicted value of the photovoltaic power and the actual value of the model as the WOA the fitness value, calculating the corresponding fitness of each population, using the smallest fitness value as the optimization result, comparing it with the globally optimal result, updating the optimal population location as well as the minimum fitness value.
Step 7. Start iterating, using the WOA algorithm to update the two parameters corresponding to the population, repeat step 7 and 8 until the iteration is complete. Outputs the learning rate and the maximum number of iterations corresponding to the final optimal result for each model.
Step 8. By calculating the European-style clustering of the day to be predicted and the center of clustering, the weather type of the day to be predicted is determined, and the corresponding model is substituted to obtain the corresponding photovoltaic forecast power, RMSE, and MAE.
The flow of FCM-WOA-BILSTM photovoltaic power prediction model is shown in Figure 4.
4.2 Error Evaluation Index
In order to better compare the prediction effects of each model, three error evaluation criteria including mean absolute error (MAE), root mean square error (RMSE), and determining coefficient ([image: image]) are used to analyze the feasibility and effectiveness.
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[image: image] is the actual measured value of the output power of the photovoltaic power station at time t (MW); [image: image] is the predicted value of output power (MW) of a photovoltaic power station at time t; [image: image] is the installed capacity of the photovoltaic power station (130 MW); [image: image] is the average value of actual power; Is n is the total number of samples.
5 Case Analysis
For the historical data of a 130 MW installed capacity photovoltaic power station in 2019, the sampling interval is 15 min. Using BP, GRU, LSTM, BILSTM, PSO-BILSTM, FCM-PSO-BP, and FCM-WOA-LSTM models for short-term PPF, the error of the prediction result is compared and analyzed from various angles.
5.1 Experimental Data Preprocessing
The data cleaning of the sampling data of photovoltaic power generation are carried out. Firstly, the abnormal data with the photovoltaic output of 0 and the irradiation intensity of 0 are eliminated. The key research time is 07:30–17:30, and the sampling interval is 15 min. Due to the small difference between sunrise and sunset every day, there are about 40 strongholds every day, and the missing values are supplemented by interpolation, then the box bitmap is used to eliminate the abnormal data. Each group of data includes four environmental data variables: total irradiation intensity, air temperature, air pressure, and relative humidity from 07:30 to 17:30 every day, as well as photovoltaic power data. Finally, 15,770 groups of experimental data are obtained. In order to eliminate the noise in the time series data and reduce the complexity of the data, the input of the acquired time-series data is subject to component analysis to obtain two-dimensional data with strong representativeness. The data samples were clustered by FCM to classify the samples into four categories: sunny, cloudy, rainy, and extreme weather.
5.2 Short-Term PV Power Forecast Based on Similar Days of FCM-WOA-LSTM
Based on similar daily clustering, combined with the WOA-BILSTM neural network, this paper establishes a short-term prediction model of FCM-WOA-LSTM photovoltaic output power, and the main implementation steps are as follows:
Determine the basic structure of the BILSTM neural network, determine the inputs and outputs of the training samples, and the structural parameters and hyperparameters of the neural network, and use the initial learning rate and the maximum number of iterations of the BILSTM neural network as particles in the WOA algorithm. The WOA optimizes the hyperparameters of the BILSTM network to establish a preliminary WOA-BILSTM basic model.
The forecast day in the test set is randomly selected, and the daily feature vector corresponding to the selected forecast day is determined. The weather type of the forecast day is determined through the Euclidean Distance measurement between the forecast day and each cluster center. The samples in the weather type category of the forecast day are extracted and brought into the WOA-BILSTM model for training. After meeting the conditions, the training is ended and the model is established.
In order to verify the effectiveness of the proposed FCM and WOA in improving the accuracy of short-term photovoltaic power prediction of the basic model of bidirectional long-term and short-term memory network. Take 14 June 2019 (sunny), 18 July 2019 (cloudy), and 22 June 2019 (rainy) as the forecast days, and verify them through three models: BILSTM, FCM-BILSTM, and FCM-WOA-BILSTM. The prediction results for 14 June 2019 (sunny), 18 July 2019 (cloudy), and 22 June 2019 (rainy) are shown in Figures 5–7, respectively.
[image: Figure 5]FIGURE 5 | 14 June 2019 (sunny).
[image: Figure 6]FIGURE 6 | 18 July 2019 (cloudy).
[image: Figure 7]FIGURE 7 | 22 June 2019 (rainy).
It can be seen from Figure 5 that under the condition of sunny weather, the power fluctuation range is small, and the prediction error of BILSTM basic model in the initial stage of sampling on that day is too large. After adding FCM clustering algorithm, the prediction error of FCM-BILSTM in the initial sampling stage of the day is relatively improved. On this basis, the prediction error of FCM-WOA-BILSTM model after introducing the WOA algorithm is significantly reduced in the initial sampling stage of the day.
As can be seen from Figure 6, in cloudy weather, the power fluctuation is relatively large, and there are large errors in the basic BILSTM model at each prediction time of the day, especially in the initial stage of sampling on the day. FCM- BILSTM has significantly improved the prediction of the initial sampling stage of the day compared with BILSTM, but there is still a large error between the prediction data of the whole day and the actual sampling data. The prediction results of FCM-WOA-BILSTM model perform well in the initial sampling stage of the day, and the prediction data accuracy of the sampling points within the whole day (with large fluctuation at the 16th sampling point) is very high.
It can be seen from Figure 7 that under rainy weather conditions, BILSTM model has the same problem of low accuracy in the initial stage of sampling on that day, and the prediction error is generally large for the whole day. Compared with BILSTM model, FCM- BILSTM model has improved the prediction accuracy, and FCM-WOA-BILSTM model has significantly improved the prediction effect and high accuracy at each sampling point. Combined with the prediction curves of various models under various weather types, it can be seen that FCM-WOA-BILSTM model has significantly improved the prediction accuracy of BILSTM basic model, with small error fluctuation and good prediction effect.
Table 1 shows the underlying BILSTM model selected and the introduction of FCM and WOA Schematic diagram of the algorithm’s FCM-BILSTM and FCM-WOA-BILSTM models predicting performance in various weather types.
TABLE 1 | Error index of three models.
[image: Table 1]As can be seen from Table 1, on sunny days, the RMSE of the BILSTM, FCM-BILSTM, and FCM-WOA-BILSTM models are 0.0627, 0.0272, and 0.0248, respectively, and the MAEs are 0.0355, 0.0203, and 0.0193, respectively. It shows that the prediction accuracy of each model is higher under the sunny weather type. The introduction of the FCM algorithm on the BILSTM model reduces the RMSE by 0.0355 and the MAE by 0.0152 on the basis of the original high accuracy, demonstrating the effectiveness of the intervention of the FCM algorithm for photovoltaic power prediction. Introducing WOA on the basis of FCM-BILSTM, its RMSE and MAE are further reduced, which effectively proves the practicability of WOA in optimizing BILSTM hyperparameters under sunny days. At the same time, on a sunny day, the [image: image] of BILSTM was as high as 0.9372 and increased to 0.9881 after the introduction of FCM. On the basis of FCM-BILSTM, the WOA algorithm was added to optimize the hyperparameters of BILSTM, and [image: image] was further increased to 0.9903. It can effectively improve the stability of photovoltaic power prediction. In cloudy conditions, the RMSE of BILSTM, FCM-BILSTM, and FCM-WOA-BILSTM models are 0.1102, 0.0673, and 0.0489, respectively, and the MAE are 0.0557, 0.0494, and 0.035, respectively, indicating that in cloudy weather with relatively large power fluctuations, the FCM and the WOA algorithm greatly improve the accuracy of the prediction model. Compared with the BILSTM model, the FCM-WOA-BILSTM reduces the RMSE by 0.0613 and the MAE by 0.0207, demonstrating that the FCM and WOA algorithms can effectively improve the prediction accuracy of the BILSTM model in rainy weather. After the introduction of FCM and WOA, its [image: image] increased from 0.5477 to 0.9110, which proved that FCM and WOA algorithms can effectively improve the stability of photovoltaic power prediction in rainy conditions.
In the rainy season, the RMSE of the BILSTM、FCM-BILSTM, and FCM-WOA-BILSTM models are 0.0582, 0.0197, and 0.0116, respectively, and the MAE are 0.041, 0.0129, and 0.0085, respectively. It can be seen that on rainy days with large power fluctuations, compared with BILSTM, FCM-BILSTM reduces RMSE by 0.0385 and MAE by 0.0281, indicating that FCM is effective in improving photovoltaic power prediction accuracy on rainy days, while FCM-WOA-BILSTM compared with the FCM-BILSTM model, the RMSE and MAE of the model are further reduced, which proves the feasibility of WOA to optimize BILSTM on rainy days. The [image: image] of FCM-BILSTM and FCM-WOA-BILSTM are 0.9626 and 0.9869, respectively, demonstrating that FCM and WOA algorithms can effectively improve the stability of photovoltaic power prediction on rainy days.
To sum up, under various weather types, both WOA and FCM algorithms can effectively improve the accuracy and stability of photovoltaic short-term power prediction.
In order to further verify the universality and superiority of the short-term photovoltaic power prediction model proposed in this paper, the prediction performance of the FCM-WOA-BILSTM model and other neural network models is compared to the sunny weather with small power fluctuations and the cloudy and rainy weather with large power fluctuations. Figures 8–10 show the power prediction curve of each model under different weather types, and Table 2 shows the RMSE, MAE, and [image: image], each model under various weather types comparison results of the three evaluation indicators.
[image: Figure 8]FIGURE 8 | 14 June 2019 (sunny).
[image: Figure 9]FIGURE 9 | 18 July 2019 (cloudy).
[image: Figure 10]FIGURE 10 | 22 June 2019 (rainy).
TABLE 2 | Error index of four models.
[image: Table 2]As can be seen from Figures 8–10, the FCM-WOA-BILSTM model proposed in this paper has high prediction accuracy and good performance in various weather types. On sunny days when the output power is relatively stable, the energy concentration of each model predicts the power output situation better.
It can be seen from Table 2 that its RMSE is below 0.031 and the [image: image] above 0.985. Compared with FCM-PSO-BP model with high prediction accuracy, the model proposed in this paper is basically the same in RMSE and [image: image], but has an improvement of 0.002 in Mae, indicating that the prediction effect of this model is better under the condition of high accuracy. When the output power fluctuates greatly (on cloudy and rainy days), there is a certain deviation between the prediction curve of each model and the real power curve, and the prediction effect is lower than that on sunny days. The prediction effect of LSTM model and BP model is poor.
FCM-PSO-BP model and the model proposed in this paper are very stable in various evaluation indexes, in which FCM-WOALSTM remains above 0.91 in [image: image]. The cloudy world is as high as 0.9869, and the robustness of the model has been at a high level. It can be seen from the figure that under the sunny weather type, the prediction effect of each model is better than that of the cloudy and rainy weather types, and the prediction error of the FCM-WOA-LSTM model proposed in this paper is smaller than that of other models. The above results show that the FCM-WOA-LSTM model prediction has higher prediction accuracy and can better generate electricity for optical volts under different weather types.
5.3 Posterior-Variance Test
Set the actual value of the t-moment to be [image: image] and the predicted value to [image: image], [image: image] is the average value of the actual value of the test set power, e(t) is the residual error at time t, and its average value is [image: image]:
[image: image]
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[image: image]
Suppose the variance of the original data is the square of S1, the variance of the residual is the square of S2, then:
[image: image]
[image: image]
The posterior difference ratio C = [image: image], the small error frequency [image: image] , and the indicators C and P can be used to test the prediction and fitting effect of the model. For prediction with good generalization ability, the index C must be very small, because the value of C is small, indicating that [image: image] is large and [image: image] is small, [image: image] is large, indicating that the observed data has a large dispersion, and the original data has poor regularity, and [image: image] is small, indicating that the dispersion of the prediction error is small, and the swing range of the prediction error is small. Small error probability P, the larger the p value, the more points where the difference between the residual and the mean value of the residual is less than 0.6745 [image: image], indicating that the residual is relatively close and the prediction fitting effect is good. According to the P and C values, the model prediction accuracy is divided into four categories (Table 3).
TABLE 3 | Reference values of the evaluation level.
[image: Table 3]The posterior difference method was used to test the FCM-WOA-BILSTM model, and the accuracy of the model was tested with the prediction results of three different weather types, and the test results were obtained in Table 4.
TABLE 4 | Results of the evaluation level.
[image: Table 4]It can be seen from Table 4 that on 14 June 2019 (Sunny), the posterior difference ratio C = 0.056 is obtained, and the small error probability P = 1, so the prediction accuracy level on sunny days is excellent. On 18 July 2019 (Cloudy), the posterior difference ratio C = 0.230 and the small error probability p = 0.967 were obtained, so the prediction accuracy level in cloudy was excellent. On 22 June 2019 (rainy), the posterior difference ratio C = 0.164 was obtained, and the small error probability P = 1, so the prediction accuracy level in rainy was excellent.
Through the post-error test of the power prediction results under different weather types, it can be seen that the prediction accuracy grades are excellent, which further verifies the universality of the FCM-WOA-BILSTM model under various weather types.
6 UNCERTAINTY ANALYSIS OF PPF
6.1 Non-Parametric Kernel Density Estimation
Accurate uncertainty analysis of photovoltaic power prediction is of great significance for grid scheduling. In the uncertainty analysis of this study, NPKDE and confidence intervals were used to reflect the error distribution of the PPF. NKPDE is different from PDE in that it does not need to know the data distribution in advance, and it is more practical. In this study, the Gaussian kernel function is selected as the kernel function of NPKDE.
6.2 Calculation Analysis
6.2.1 Probability Density Estimation of PPF Error
Determining the probability density distribution characteristics of the error is the premise of using the confidence interval to calculate the distribution range of the actual value of photovoltaic power. The NPKDE method in Section was used to calculate the probability density distribution of sunny, cloudy, and rainy. Figure 11 is the probability density distribution of PPF.
[image: Figure 11]FIGURE 11 | Probability density distribution of PPF.
As shown in Figure 11, the histogram represents the distribution of the PPF error, the yellow dotted line is the probability density distribution of the PPF error obtained by the parameter estimation method, and the black solid line represents the probability density distribution of the PPF error obtained by the NPKDE method. The figure shows that, compared with the parameter estimation method, the probability density curve obtained by the NPKDE method can more accurately describe the distribution characteristics of the PPF error.
After the probability density distribution of the PPF error was obtained, the uncertainty distribution of the PPF was quantified using confidence intervals. Figures 12–15 shows the distribution of confidence intervals at 97.5%, 95%, 90%, and 85% confidence levels for different weather conditions of the FCM-WOA-BILSTM prediction model. In Figures 12–15, the solid yellow line represents the PV power forecast value obtained by the FCMWOA-BILSTM method, and the solid black line represents the actual PV power.
[image: Figure 12]FIGURE 12 | 97.5% Confidence interval of PPF under different climatic conditions.
[image: Figure 13]FIGURE 13 | 95% Confidence interval of PPF under different climatic conditions.
[image: Figure 14]FIGURE 14 | 90% Confidence interval of PPF under different climatic conditions.
[image: Figure 15]FIGURE 15 | 85% Confidence interval of PPF under different climatic conditions.
The results show that under different weather conditions, a small part of the actual value of photovoltaic power is not within the confidence interval due to other potential factors, including NWP error, photovoltaic power plant failure, and shutdown. However, most actual values of photovoltaic power are still within the confidence interval with a probability greater than the confidence level.
Table 5 shows the coverage of PPF confidence intervals based on the FCM-WOA-BILSTM model under different meteorological conditions. The coverage of the PPF confidence interval is above the confidence level. This confirms that using the NPKDE method to quantify the confidence interval can accurately describe the distribution range of the actual power output of photovoltaic power generation.
TABLE 5 | Coverage rate of confidence interval.
[image: Table 5]Uncertainty analysis of PPF is an important strategy to promote photovoltaic power consumption and improve grid stability. Based on the photovoltaic power generation of the FCM-WOA-BILSTM model, this study proposes to use NPKDE to quantify the power error distribution. It can be seen from the interval coverage (PCIP) table that the NPKDE algorithm can accurately calculate the FCM-WOA-BILSTM model. prediction error distribution.
7 CONCLUSION
Aiming at the problem that the accuracy and universality of photovoltaic power short-term prediction models under different weather types are difficult to balance, this paper proposes an optimized neural network hybrid model combined with similar daily clustering. To accurately calculate the probability density distribution of forecasting error, the NPKDE method is used to calculate the probability density distribution characteristics of forecasting error, and the confidence interval and coverage rate of day-ahead PPF. The key findings are as follows:
(1) The prediction effect of BILSTM model under different weather types is different. In this paper, the FCM algorithm based on similar days is used to cluster photovoltaic historical data, and four types of similar-day sample sets are obtained. It is proved that using the FCM algorithm to classify weather can effectively improve the prediction accuracy of the model.
(2) The WOA is used to optimize the hyperparameters of the bidirectional long-short-time memory network and, compared with the optimization algorithms such as PSO and GA, the WOA algorithm has stronger optimization performance. Compared with a single BILSTM model, the prediction effect is significantly improved.
(3) Under different weather types, the RMSE and MAE are lower than other models in the paper, which proves that the prediction accuracy of the FCM-WOA-BILSTM model is relatively high, and [image: image]. It is above 0.985 on sunny and cloudy days, reflecting the high prediction stability of the model.
(4) The NPKDE method is found to describe the probability density distribution characteristics of the PPF error with greater relative accuracy compared to the parametric method.
The combinatorial model proposed in this paper is more complex and cannot take into account the predicted accuracy and prediction speed. Future studies could fruitfully explore this issue further by reducing the loops of the program and changing it to vector operations and through improvements to optimization algorithms. Strive to achieve the highest possible speed of calculation without losing the accuracy of prediction.
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Energy use differences between day and night have been a key point in the efficient use of utilities. The battery energy storage system (BESS) is an attractive solution to level the grid load and has been introduced independently into many communities, although with high costs. Battery sharing presents the possibility of integrating independent energy storage systems to save money and improve energy use. Battery sharing highlights the interactions between a smart grid, smart buildings, and distributed energy storage to produce better energy management practices. In this work, we provide an analysis of battery sharing by establishing a coordinated control model for a distributed battery system. In our case study design, we selected 39 buildings with different capacities of energy storage systems as a battery-sharing community to optimize sharing schedules and the load-leveling performance. The results indicate that battery sharing could achieve a 13.2% reduction in building battery capacity compared with independent operation. We further investigate the impact of a building’s load profile patterns on the battery capacity in a battery-sharing community. It is economical to introduce a larger capacity battery system into buildings with no closing days and higher electricity consumption throughout the year. The optimal BESS capacity in commercial buildings depends on the lowest daytime power consumption. Commercial buildings with closing days have limitations regarding BESS deployment. On closing days, buildings can only use BESS by sharing. Buildings with two closing days a week lose 14.3% more energy than those with one closing day.
Keywords: battery sharing, building community, load leveling, energy management, commercial building
1 INTRODUCTION
1.1 Background
Buildings are now responsible for around 55% of total electricity use (Global, 2020). Electricity consumption in the building sector shows irregular characteristics and is reflected in two main aspects. The first aspect is the valleys of low energy demand and low prices. Conversely, periods with high energy demand create peaks or ceilings in the load profile (Mehrjerdi, 2019). This irregularity in consumption leads to inefficiencies in energy supply as well as uncertainty (because conventional electricity suppliers were designed and created for average electricity demand rather than maximum demand). Compounding this situation, energy consumption in the building sector continues to grow due to population growth and increasing per capita income (Al Shawa, 2022). In Japan, after the Fukushima Crisis in 2011 (Li et al., 2018), the safety of nuclear energy has been seriously questioned; thus, Japan remains heavily dependent on imported fossil fuels that provided 88% of the total primary energy supply (TPES) in 2019 (Cozzi et al., 2020; Global, 2020). Large-scale power outages and year-round electricity bill hikes are also plaguing Japan due to insufficient conventional power-generation capacity and changes to the international situation. As a result, Japan is urgently upgrading its energy system. Integrating energy storage systems (ESSs) into the power system is one of the solutions being proposed to improve the grid’s reliability and performance (Child et al., 2018; Zhang et al., 2018). Distribution networks can utilize ESSs for a number of grid applications, including mitigating renewable resource uncertainties (Zhao et al., 2015), microgrid applications (Awad et al., 2015; Comodi et al., 2015), and risk mitigation in the electricity market (Zheng et al., 2013). Another significant benefit on the distribution side is that ESSs can contribute in the time shifting of energy outputs (Wong et al., 2019); for example, excess generated energy is stored energy at off-peak or low-price periods and the stored energy is dispatched during high-demand, high-price, or low-generation periods. This method also smooths the load pattern by decreasing the on-peak and increasing the off-peak loads in a day, known as load leveling (Mehrjerdi, 2019). By installing large-scale electricity storage facilities, planners would need to build only sufficient generating capacity to meet the average rather than the peak electrical demand (Van der Linden, 2006; Wu et al., 2018). Consequently, ESSs can be a critical element in helping to regulate a city’s peak demand by implementing load leveling. Among the various available ESS technology types, the battery energy storage system (BESS) has attracted considerable attention with clear advantages, such as fast response, controllability, and geographical independence (Divya and Østergaard, 2009; Dunn et al., 2011; Mahlia et al., 2014; Christiansen, 2015).
1.2 Literature Review
1.2.1 BESS Applications in Urban Areas
In spite of the fact that the use of BESSs for load leveling can bring significant economic advantages, the high initial investment remains an issue (Sparacino, 2012). It is therefore crucial that BESSs are optimally sized. The application of BESSs for load leveling can be broadly categorized as centralized battery storage and distributed battery storage. The majority of existing studies propose optimal manipulation and sizing for BESSs. Some researchers have examined the optimal policy for charging and discharging power based on two different optimization objectives (Lu et al., 2014). The first is to minimize the difference between the peak and valley demand, and the second is to minimize the daily variance in load. The storage devices have been used to reduce the peak of the load profile and therefore lessen the planning and operational costs. The allocation of the ESS has been incorporated into the network planning problem (Saboori et al., 2015a). A mixed integer nonlinear programming (MINLP) model was proposed using a particle swarm optimization algorithm (PSO) (Saboori et al., 2015b). As a result of the simulation, both the cost and technical performance of the network were improved. To increase the reliability of the distribution network, Saboori et al. (2015b) proposed as an investment plan for ESSs. By using the energy not supplied (ENS) index, the level of system reliability is elevated and system failures are minimized through optimal ESS planning. To perform load leveling and improve voltage curves in networks, a bi-objective optimization model was proposed by Mehrjerdi(2019). For economic assessment, Trivedi et al. (2020) proposed the stochastic cost–benefit analysis framework for allocating centralized ESSs to achieve load leveling in networks. An algorithm was presented to solve the issues of load leveling and loss minimization in networks impacted by temporary service restoration activities but without considering optimal allocation (Duerr et al., 2020). Jankowiak et al. (2020) introduced five indexes to evaluate the technical performances of load peak shaving for a test house in Northern Ireland but did not consider optimal operation. In addition, mobile BESS technology can provide services and economic benefits by connecting to the grid (such as a vehicle-to-grid system). However, some researchers have pointed out that the increased integration of electric vehicles is expected to have a negative impact on power quality, as well as incurring investment costs for microgrids. Hence, a decentralized energy management system, based on multiagent systems, has been developed for the efficient charging of electric vehicles, achieving approximately 17% peak load reduction and 29% load variance reduction (Boglou et al., 2022).
The various works mentioned here discuss strategies for the placement of BESSs to improve the load-leveling performance of the building sector and propose solutions in terms of optimal location and size. Most importantly, previous research has demonstrated the feasibility of BESS participation in grid management in terms of economics. As the prices of centralized or distributed battery systems (explained in detail in Section 3.3) decrease, they are expected to become an attractive application for the building sector. Centralized energy storage not only requires operational and size optimization considerations but also requires battery siting and distribution system upgrade considerations due to large transient branch circuit current changes over long distances. The conventional designs of distributed systems are based on single-building energy allocation for sizing the distributed batteries, so they neglect the interaction (that we call “energy sharing” in this article) between the smart grid, smart buildings, and distributed energy storage to achieve better energy management practices.
1.2.2 Battery Sharing Structure
With the rapid growth of the sharing economy around the world, a new proprietary idea for community-centric sharing has recently emerged in the energy market (Roberts et al., 2019; Kang et al., 2022). Unlike traditional individually owned BESSs and large utility-level BESSs, customers in a community can provide optimal energy management services through energy sharing (for example, using remaining power to match the power needs in the same community) and storage sharing (for example, using the battery to take remaining power to or out of the building community) (Huang et al., 2020). A peer-to-peer (P2P) energy-sharing paradigm involving hybrid solar-wind renewable energy systems, battery storage, and grid-connected commercial prosumers (a high-rise office and hotel) has been proposed (Zheng et al., 2021). Zheng et al. (2021) found that the proposed P2P sharing operation with storage sharing can promote self-consumption from 0.591 to 0.795 and reduce the net cost. Henni et al. (2021) established a shared economy model that enabled residential communities to share solar power generation and storage capacity. The model saves an average of €615 per year compared to operating alone. A P2P energy trading framework was proposed by He et al. (2021), enabling distributed photovoltaic (PV) consumers and prosumers to participate in a community sharing market created by a stakeholder. Dai and Charkhgard (2018) proposed a bi-objective mixed-integer linear programming (MINLP) approach for managing clusters of buildings equipped with shared electrical energy storage. Therefore, the uneconomical use case for batteries may become profitable when individual EES assets are aggregated into a large portfolio to provide grid-scale ancillary services (Rappaport and Miles, 2017).
1.2.3 Cloud-Based Energy Sharing
Currently, large-scale batteries are mainly used for load leveling in electricity generating plants by supplying power. The power generated by the electricity suppliers at times of low demand (i.e. at dawn or other off-peak hours) or during periods of overgeneration is charged to the battery and discharged to buildings during times of high need and electricity shortage (i.e. peak hours). Economic viability is the major critical element in large battery implementations because of the high initial costs. However, the utilization rate of large BESSs for load leveling can be low due to fluctuating demand. In addition, large BESSs also have high transmission loss due to size and distance limitations. Conversely, the ability to perform energy arbitrage is the biggest motivation for individual users to install BESSs. Therefore, through energy sharing, private BESSs can participate in load leveling to reduce the peak stress of the power supply, saving costs for peak power generators. Electricity suppliers are willing to pay a fee to cooperate with individuals by sharing information and optimizing energy use. Stakeholder-based information exchange is essential to enable energy sharing between electricity suppliers and buildings where load leveling is performed. Hence, a wide-area monitoring system (WAMS) based on real-time measurement and monitoring is becoming a key solution for online stability, situational awareness, and grid planning. The possibility of monitoring and controlling the operation of the whole power system to achieve real-time, dynamic power control has been proven (Karavas et al., 2021). Mekikis et al. (2016) studied the performance of communication technology in dense networks with wireless energy harvesting (WEH)-enabled sensor nodes. Li et al. (2021) proposed an information-sharing strategy based on linked data for the improved management of net-zero communities. This strategy systematically integrates stakeholders’ engagement by using energy performance indicators as information carriers and linked data as engagement channels.
1.3 Aims and Objectives
With the development and application of technologies such as blockchain and the Internet of Things (IoT), the outstanding flexibility and rapid response of BESSs has been proven. With the increasing impact of distributed energy on the grid, BESSs and the sharing strategy have gradually become the most effective means to improve distributed energy use in the community. Most of the literature mentioned in Section 1.2 focuses on this area. Co-investment by producers and consumers can effectively reduce energy costs, avoid unnecessary investments, and increase BESS use. This trading model enhances community resilience by reducing the community’s reliance on the main grid and increasing the ability to participate in demand response (DR) to achieve better load leveling. Many studies have also discussed the role of appropriate pricing models in sharing (through the auction model, blockchain, and bilateral contracts) (Wang et al., 2021), as this directly affects the incentives of P2P participants for participating in energy sharing. However, there is a lack of understanding of the impact of sharing strategies on battery sizing across multiple buildings (especially non-residential buildings), and it is unclear whether community or grid-level battery sharing will provide the best solution for load leveling performance. To address the knowledge gaps identified above, we aim to achieve load leveling by grouping individual BESSs based on the information sharing and energy sharing strategy of linked data.
The main achievements of this work are as follows:
• We develop an energy-sharing framework between the distribution network and the individual batteries for the allocation of distributed ESSs for community load-leveling applications.
• Representative load profiles (RLPs) for non-residential buildings are extracted by clustering and feature analysis methods, the optimal deployment of BESSs in the RLP with sharing framework are discussed, and the results provide promising insights into battery sharing.
• We propose a generic sharing model that takes into account the interaction between various hierarchies in the city, and the application of BESSs is expanded from the individual building to the community level and finally to the city, providing a basis for efficient energy sharing for city hierarchies in the future.
The remainder of this article is organized as follows. The basic idea of cloud-based battery sharing is presented in Section 2. The general process and proposed methodology are presented in Section 3. The results are presented and discussed in Section 4. Future directions for BESSs are discussed in Section 5, and the conclusions are presented in Section 6.
2 SYSTEM DESCRIPTION
The proposed energy-sharing network allows potential users to benefit from operating the BESS and to participate in energy trading. Real-time energy monitoring and physiographic data from multiple perspectives will help to build a database in the cloud-based battery-sharing community (Supplementary Figure S1). All energy participants, including power producers and customers and all energy components (including distributed generation systems and consumers) can be interlinked in a decentralized battery system within a community to influence each component.
3 METHODOLOGY
3.1 General Process
Raw power demand data are collected via meters from a smart community in Japan. A 1-h time-step is used for monitoring the active power and reactive power. In this study, only active power is considered. Raw electricity demand data are provided in a single-column format, with each row corresponding to a selected time range. Data formatting is performed by extracting the daily load profile (DLP) of the annual data set. It is challenging for utilities to analyze a large number of DLPs from different customers, especially when the volume of customer data is very large or when the study time is very long. A common solution is to assign a representative load profile (RLP) to each customer. The RLP is usually calculated by averaging DLPs over a period of time. Therefore, each customer is represented by one RLP rather than many DLPs. There are various clustering algorithm methods, of which three of the most common are self-organizing maps (SOMs) (Zhang et al., 2011), hierarchical clustering (Chicco, 2012), and K-means (Richard et al., 2017). Clustering algorithms always assign DLPs with the same consumption pattern to the same group. Commercial buildings, for example, do not undergo significant changes in DLP due to stable commercial activities. The K-means algorithm stands out for its high-quality clustering effect, strong interpretability, fast convergence, and other advantages (Rajabi et al., 2019; Bourdeau et al., 2021) when applied to non-residential building performance analysis (Miller et al., 2018). Conversely, the application of clustering algorithms is a challenge when dealing with highly variable data sets (e.g. residential customers, who do not use specific appliances or electrical equipment at the same time every day). At this point, if clustering is performed using the K-means algorithm and distance metrics such as Euclidean distance, a customer’s DLP may be assigned to many different clusters. Therefore, the SOM approach has been proven to be the most suitable clustering algorithm for residential customers (McLoughlin et al., 2015). The strategy of hierarchical clustering is to first treat each object as a cluster, and then merge these atomic clusters into larger clusters until all objects are in a cluster or some end condition is satisfied (Wang et al., 2020). Once two clusters are merged, they are not undone, so that the computational storage is costly. Therefore, its disadvantages are obvious: 1) the computational complexity is too high; and 2) the singular values can have a significant impact (e.g. caused by maintenance or temporary closures). As a result, we adopt the K-means clustering algorithm to reduce the calculation sophistication while retaining high accuracy in this study. The specific steps are as follows:
• First, the annual data set is processed using principal component analysis (PCA) to extract the most important features of each day. Feature extraction finds meaningful information within a confusing data set. In addition, feature extraction can reduce complex data sets to a lower dimension while retaining the variation to eliminate noise and reveal hidden structures (Yilmaz et al., 2019).
• After reconstructing the total load curves using PCA, the daily load-demand curves are clustered into independent nonoverlapping clusters (Richard et al., 2017).
• The feature-based DLPs are used as inputs to search the optimal set of BESS deployments. Meanwhile, feature extraction is used to provide the physical meaning for identifying the results (Supplementary Figure S2).
3.2 Battery Energy Storage System
In the past few decades, BESSs have become significantly more attractive because of the rapidly decreasing price. Additionally, BESSs have the ability to transform the production–consumption energy paradigm into a new production–storage–consumption paradigm. In our case study design, we select sodium–sulfur (NaS) technology as the electricity power storage tool because of its high energy efficiencies (Divya and Østergaard, 2009). The state of the battery changes during the input and output of power. The state of charge (SOC) and power rating of the battery are used to develop a realistic model of the storage system. During the charging and discharging process, the SOCs of the battery can be described by Eqs. 1, 2, respectively, as:
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where SOC(t) is the state of charge of the BESS, and [image: image] and [image: image] denote the charging and discharging efficiency of BESS, respectively. [image: image] is the energy capacity of the BESS in building [image: image]. [image: image] is the energy state at the time t. Battery cycle aging has been one of the main factors considered in the performance of BESS technology over its lifetime. During charging and discharging, battery performance, especially energy capacity, decreases as a result of oxidation and reduction reactions between the positive and negative electrodes. Consequently, under the conditions given in the following subsections, the battery will not be degraded due to overcharging or over discharging (Sudworth and Tiley, 1985).
3.2.1 Maximum SOC Constraint
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where [image: image] is the lower limitation of [image: image], and [image: image] is the highest limitation of [image: image].
3.2.2 BESS Operation Power Rating Limitation
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where [image: image] denotes the rated power capacity of the BESS.
3.3 Energy Flow
Load-transfer management is the main work of load leveling. The purpose is to optimize the allocation and rational use of power resources, improve the economic operation of the power grid by changing the time and method of power consumption, increase facility use, and simultaneously benefit customers.
3.3.1 Aggregated BESS
The community’s buildings are equipped with a single centralized battery, which is usually mounted on the outside of the structure. The capacity and power of the aggregated BESS are defined by the load demand of all buildings in the community. The aggregated BESS is charged when the load demand is low (e.g. at night) and discharged when the load demand is high to relieve the instantaneous supply pressure on the power plant and to improve the energy efficiency. This is a conventional application of a large BESS on the distribution network side (Trivedi et al., 2020). Because all processes take place outside the building, the overall peak-shaving performance is not affected by the individual building. Hence, there is no need to consider the load of a single consumer; it easily reaches a stable state both in on-peak and off-peak periods (see the red line in Supplementary Figure S3A).
3.3.2 Distributed BESS
Each building has its own individual battery, and energy exchange is based on single building energy allocation. The common solution is to deploy the BESS inside the building to achieve load leveling individually according to load demand. For example, Mair et al. (2021) took a demand-driven approach to determine the residential battery capacity of individual household demand both for load smoothing and peak shaving. The results show that the BESS can successfully achieve load smoothing and keep the cell size within the design specification. However, due to the complexity of building types (e.g. shopping malls and office buildings have highly variable electricity consumption habits), when the number of buildings in a community reaches dozens or even hundreds of buildings, such a solution will become inefficient. When each BESS is installed individually, there is no interchange of information between them and the whole system becomes unpredictable. Hence, although it is possible to maintain a smooth load profile at an individual level, the final balance performance is difficult to predict and control due to the involvement of multiple users (Supplementary Figure S3B). The innovation introduced by Mair et al. (2021) was that they also compared the battery capacity required for a single house with the battery capacity required for the total needs of a group of households (20 households). Aggregation reduces battery demand per house by 50% for load smoothing and 90% for peaking. This means that allowing battery resources to be shared among users may result in smaller battery deployments per house to achieve the same level of load smoothing (Bayliss et al., 2012). Consequently, under the cloud-based energy sharing framework, the individual BESS has the capability to manage the energy of the other buildings in the community. The relationship between the distribution network and the individual batteries is developed so that the individual consumer’s management system can adjust the charging and discharging power by means of the peak information of the distribution network. However, the disadvantage is that the capacity and charging/discharging power of the distributed battery are limited by its own load demand. Therefore, when the load demand is compensated by its own battery at a certain moment, the remaining power is supplied by the other buildings in the community (battery storage sharing).
3.4 Energy Flow Modeling
The energy system configuration may vary depending on the grid and the components of the energy flow. As an example, the following equation can be used to represent the load balance between components of the system:
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where [image: image] is the net load demand of the end user, [image: image] is the electricity from the external grid, and [image: image] donates the net electricity exchange of the BESS. t is the index that indicates the time period of each hour of the day. Due to the cloud-based energy-sharing framework, the individual battery not only charges or discharges electricity power to its own building, but also stores or uses the remaining power in the building community. Therefore, the interaction with net load and the BESS of the whole community can be defined by Eq. 7. The matrix provides a visual representation of the energy exchange between buildings, so that the charge and discharge power between buildings can be defined by Eqs. 8, 9:
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• Charging state: The individual BESS is in a charging state during the night when electricity is at the off-peak price. The charging power of the private BESS can be defined as follows:
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• Discharging state: The BESS is in a discharging state during the day, when the building has insufficient power (i.e. [image: image]). If the other buildings in the community have insufficient power while the battery has remaining capacity (i.e. [image: image]), the BESS can also be in a discharging state. The discharging power of the private BESS can be defined as follows:
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3.5 Performance Metrics
3.5.1 Load Leveling
Currently, the definition of load leveling is not clear. The purpose of load leveling is to obtain a more stabilized and balanced load curve, as well as to avoid frequent transitions between peaks and troughs to reduce the peak-supply pressure on the electricity supplier. Therefore, load leveling can be interpreted as a small fluctuation of electricity consumption data. Xu et al. (2017) proposed using the load standard deviation (LSD) to measure the fluctuation statistically. The LSD is defined as:
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where [image: image] denotes the system base load demand at time period t, and [image: image] is the mean load-demand value. t is a time period for 1 day, and [image: image] is the set of all buildings, which is represented as [image: image]. In this study, LSD is used to determine the load curve. The lower the standard deviation value, the more stable the load curve will be.
3.5.2 Transmission Losses
Energy sharing requires reliance on the distribution network to share surplus battery capacity to other buildings within the community. Generally, a smaller power network will incur relatively high transmission losses because even though the electricity travels only a few miles, the low-voltage distribution lines cause high losses in the community-level network. Meanwhile, the different operation of individual batteries due to their locations and capacities will cause different energy losses. Therefore, energy loss cannot be ignored in shared energy communities. Additional losses are incurred during the charging or discharging of the BESS. The total energy loss can be described as:
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where [image: image] represents the conversion losses due to the BESS charging or discharging, and [image: image] is the transmission loss due to surplus battery sharing through the distribution network. In this work, the distance to buildings within the community is within 1 km and the transmission losses due to energy sharing are defined in Eqs. 13, 14. The transmission loss rate is assumed as 8%. It is noted that the loss rate of a building taking stored power from or into that same building is 0% because the energy exchange takes place within the building.
3.5.3 Economic Indicators
The net present value (NPV) of an investment is the difference between the present value of cash inflows and the present value of cash outflows over time. The NPV is a tool used in capital budgeting and investment planning to determine whether a planned investment or project will be profitable. Ignoring the operation and maintenance costs, the NPV of the BESS can be determined as:
[image: image]
where NPVBESS donates the net present value of the BESS, Pr(t) is the electricity price at time t, i is the discount rate, y is the lifecycle of the project, and Cinv is the investment price, which includes the inverters, equipment costs, installation costs, and initial conservation costs.
3.6 Optimization
This section describes the design and optimization methods of a distributed BESS within an energy sharing community. The first step is to obtain the electrical load profile of the entire community by evaluating each building. In the second step, the battery capacity at the aggregation level is optimized using a genetic algorithm (GA) using the aggregation level power/demand as input parameters, with the goal of maximizing the load leveling performance of the community. The objective function of this step can be described as:
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The output of this step is considered to be the minimum capacity required to achieve the required energy performance (load leveling) for the entire community. In step 3, nonlinear programming (NLP) is used to optimize the capacity of the distributed batteries installed in each building to minimize storage sharing (i.e. power exchange with other batteries) and thus reduce the associated energy losses. The objective function of NLP is represented by Eq. 17.
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A step-by-step method is described below. Supplementary Figure S4 presents a flow chart depicting the method.
3.6.1 Data Fetching
The first step is the data fetching. Features of the BESS that are collected consist of the design range of the BESS dimensions (kWh), module dimensions of the BESS (kWh), module dimensions of the power rating (kW), and the planning optimization objective function. The parameters necessary for the GA are also imported in this step.
3.6.2 Extraction of Representative Load-Demand Curves
The load-demand curves for a standard year are approached using PCA and clustered using the K-means method. After alteration according to the chronology, representative load-demand profiles are computed.
3.6.3 Creation of the Initial Population
An initial population of individuals is the starting point of the process. Each individual is represented using an alphabetical string (string of 1 and 0 s). Every individual represents the capacity of the BESS. The parent groups are initialized stochastically in this step.
3.6.4 Fitness Function
The fitness function determines how fit an individual is (the fitness function is the LSD). MATLAB’s fmincon solver is used to determine the optimal BESS operation for each population to correspond with the minimum LSD. This step is performed for each individual member of the population in turn and results in a fitness score. Based on the fitness score of an individual, we determine whether it will be selected for breeding.
3.6.5 Evolution via GA
Each individual progeny member of a population is evaluated for fitness in step 4 of the evaluation of a generation. Selective breeding, cross-breeding, and mutation are used within the population to generate the offspring population. An elite algorithm is used to blend the parent and offspring populations together to form the next generation. Step 6 should be followed if the current generation is the final generation; otherwise, update the number of generations, reset the year to 1, and go to step 4.
3.6.6 Obtain the Results of the Aggregated Battery Capacity
An optimal capacity of the aggregated battery, which has the minimum LSD, is the result of the GA search.
3.6.7 Optimization of Distributed Battery Capacity for a Single Building
In this step, GA is used to optimize the capacity of distributed batteries (kWh) installed in individual buildings based on the aggregated battery capacity, which aims to minimize load limitations.
3.6.8 Calculating Feasible Solutions Using Nonlinear Programming
In the eighth step, the battery capacity of all batteries to be tested is calculated. We can use NLP and combine other factors to assign the battery capacity.
Supplementary Table S1 provides an overview of the input variables used in the study; the investment price of the BESS is 25,000 Yen/kWh. The discount rate is set to 4.5% by the Bank of Fukuoka. The power rating of each BESS is limited to 16% of its capacity. The upper limit of the discharging depth is 90%. The power transmission loss rate is set as 8%. The parameters of the GA are also summarized in Supplementary Table S1.
4 CASE STUDIES
4.1 Situational Analysis
We collected the load profile data from a typical commercial community in Japan. The measurement occurred from April 2013 to March 2014. The data set contains annual load data for 39 buildings that form a load matrix (365 days × 24 data points/day). The 39 buildings provide common activities of a commercial community, including a supermarket, hotel, factory, convenience store, gas station, shopping mall, stadium, exhibition hall, clinic, station, service center, office, and restaurant. The daily electricity consumption curves of the whole community are shown in Supplementary Figure S5. Due to the chronological nature of commercial activities, the electricity consumption is much higher in the daytime than in the nighttime. The peak annual electricity consumption is concentrated in the summer (June, July, and August).
4.2 Optimal Battery Capacity at Aggregation Level
Supplementary Figure S6 shows the curve of load-leveling performance with BESS capacity at the aggregation level. In the initial part of the curve, the LSD decreases rapidly as the aggregated capacity increases, while near the lowest point (98,120 kWh/3,960) the rate of decrease slows. Then, with increasing BESS size, the load-leveling performance worsens. Energy losses are plotted in green in Supplementary Figure S6. Energy losses increase with increasing BESS sizes because the frequency of energy exchanges is increasing. Therefore, the optimal BESS aggregate capacity is 98,120 kWh.
4.3 Results of Implementing Load Leveling With the BESS
We select the four most representative days by season across the whole year to verify the validity of the BESS for load leveling. The load curve for the whole community with and without BESS operation is plotted in Supplementary Figure S7. The battery capacity is the optimal size of 98,120 kWh as discussed in Section 4.2. The SOC of the virtual aggregated BESS is also shown in Supplementary Figure S7 (green line), which represents the comprehensive operation capability of the distributed batteries. A large fluctuation in the community load without BESS can be seen in Supplementary Figure S7 (black line). The peak demand is 44,300 kWh at noon while the valley demand is 13,123 kWh at 4:00 a.m. in summer. The difference between the peak and valley is more than 30,000 kWh. Optimal BESS operation results in the BESS charging from 0 to 8 a.m. and discharging from 10 a.m. to 8 p.m. The green part represents charging, and the blue part represents discharging. Therefore, the difference between the peak and valley is greatly reduced and the peak becomes significantly flatter (red line). In winter, although the peak demand is 28,390 kW, the optimal BESS operation also reduces the difference between the peak and the valley. Compared with the case of no BESS, the peak demand is reduced by 26.6%. These results show that optimal BESS operation can effectively implement load leveling.
4.4 Aggregated Battery Capacity Comparison with Individual Design
Supplementary Table S2 compares the results and performances of the battery-sharing design method and the individual design method. From the perspective of load-leveling performance, the LSD value of the individual design is 4,113, while that of the battery-sharing method is 3,960. Compared with the situation without BESS (Scenario 1), these values are reduced by more than half, indicating that both design methods offer good performance. The aggregated capacity of the distributed batteries is 113,056 kWh under the individual design and operation scenario (Scenario 2). The aggregated capacity of the distributed batteries to achieve better load-leveling performance is 98,120 kWh in Scenario 3. The aggregated battery capacity is significantly reduced (i.e. a 13.2% decrease) compared with Scenario 2. Correspondingly, the initial investment in the BESS also is significantly reduced in Scenario 3.
4.5 Optimization at the Single-Building Level
Due to the energy-sharing framework benefits, private BESSs manage all energy flows within the community. The limitations of deploying batteries inside buildings are greatly reduced. The surplus capacity can be consumed inside other buildings, providing significant flexibility in the BESS deployment. However, the variety of curves for individual buildings shows the different features of BESS operation. The flexibility of BESS deployment in a single building is presented in Supplementary Figure S8 as the optimal range of BESS capacities. BESS deployment flexibility varies greatly between buildings. We selected three scenarios that have the same BESS capacity at the aggregation level (98,120 kWh) but with different capacities for each building. It is noted that in the case of Scenario a, all the buildings deploy the batteries under the optimal sizes. The energy flows of the three scenarios are plotted in Supplementary Figure S9. In the case of Scenario a, all energy flows of batteries occur within the individual buildings so there is no energy loss to exchange between buildings. In the case of Scenario b, some buildings (such as buildings 1, 2, 21, and 22) first discharge within the buildings, but they still have remaining capacity to share with other building to achieve the load-leveling objective. Therefore, 333,697 kWh of energy losses occurred in the energy-sharing process. In the case of Scenario c, there are much higher remaining battery capacities in the buildings so the energy losses also are much higher.
4.6 Building Features and Optimal Sizing of the BESS
A comparison of Scenarios a, b, and c indicates that different-sized buildings will have different energy losses. Scenario a achieves 0 kWh energy losses, because all buildings consume their own batteries’ charged power so that there is no energy exchange between buildings. In the cases of Scenarios b and c, surplus power always remains charged in the batteries. Some buildings do not require electric power for much time and have installed oversized batteries. Therefore, building load features and battery sizes are highly dependent. Due to the characteristics and operations of the BESS, power from the grid is charged to the battery at night and discharged to the building in the daytime. Supplementary Figure S10 illustrates the relationship between daytime electricity consumption (from 10:00 a.m. to 10:00 p.m. in this case) and optimal battery capacity for all buildings. Daytime electricity consumption is shown as a box plot, in which the dots represent the four most representative sets of data points, and the red boxes are 95% confidence intervals. The battery capacity of the building is always below the minimum value of daytime electricity consumption; when the capacity is greater than the minimum value, the battery capacity remains surplus power. The optimal capacity depends on the lowest daytime electricity consumption.
4.7 Closing Days
The optimal capacity depends on the lowest daytime electricity consumption. Commercial activities are the determinants of electricity consumption in commercial buildings. On working days, buildings have high electricity demand to cope with busy commercial activities (e.g. air conditioning, lights, operation of factory production equipment), but on closing days, buildings have little demand for electricity consumption and require only a small quantity of power to keep equipment on standby (e.g. network, security, and some storage equipment). In Supplementary Figure S11, buildings 2, 8, and 22 have relatively high consumption, but the optimal BESS capacities are at a low level. Therefore, rest days can have a significant impact on battery sharing as well as battery capacity in a shared framework. We selected four buildings with similar annual electricity consumption as a case study. Two of the buildings (B9 and B11) have no closing days, and electricity consumption is relatively stable throughout the year. One building (B35) closes on Sunday. One building (B22) closes on Saturdays and Sundays. The daily electricity consumption curves are plotted in Supplementary Figure S11. There is a clear difference between business days and closing days for buildings B22 and B35.
Batteries with a capacity of 2,000 kWh were installed in all four buildings. The operation of the batteries between buildings can be clearly seen in Supplementary Figure S12. On weekdays, all buildings have high power consumption during the day, so all batteries have to be discharged within their own buildings and there is no energy exchange. On Saturdays, the batteries in B22 will be shared between B9 and B11 because B22 is closed and there is almost no power consumption during the daytime. On Sundays, the remaining battery capacity in B22 and B35 will be shared between B9 and B1, as B22 and B35 are closed. Buildings with two closing days in 1 week contribute 14.3% more energy loss than those with one day.
5 FUTURE DIRECTIONS FOR BATTERY SHARING
Based on the literature review of battery sharing and on our work, the effectiveness of BESS for better energy planning at the individual as well as community level can be demonstrated. However, when moving up to the city level of service recipients, there is still room for improvement in data utilization, interoperability, and the integrated management of the technologies currently used in BESS applications. This section will discuss the upgrading of BESS service targets and future directions for application. It is well known that cities are pagoda-shaped, from many single buildings to fewer communities to the city as a whole, and the higher levels have exponentially more individuals or systems involved. The current BESS applications are used only for specific buildings or groups within cities and do not take into account the city as a whole. As a result, we have taken an important step forward in our work. We have expanded the application of BESS from individual buildings to the community level and are connecting customers scattered across a community through battery sharing. Accordingly, the BESS will improve the connectivity between systems to fully integrate the various factors that affect energy generation and consumption in cities. BESS application strategy still faces some challenges in city-level interaction. First, the BESS requires the analysis, utilization, and interaction of data. Therefore, energy data need to be collected and shared at all levels of the city through an integrated IoT. Geospatial information and automation-based technologies need to be shared as well in order to reflect the changing spatial and environmental characteristics of the city.
6 CONCLUSION
In this work, we have proposed an energy-sharing framework to optimize the control strategy and allocation method for a distributed battery system. The framework achieves the optimization of load leveling by investigating interactions between buildings, the BESS, and the distribution network. First, we have proposed the advantages of energy sharing to analyze the differences between centralized and distributed energy storage in dealing with load-leveling problems. We have established a strategy to reduce the peak-to-valley difference for the battery management system. Then, we have capitalized on the advantages of centralized energy storage to propose a size allocation method for distributed energy storage to optimize the load-leveling performance and reduce the battery capacity at the aggregation level. The proposed distributed battery system was modeled in a typical community with 39 buildings in Japan to analyze the load-leveling performance.
The major conclusions of this study are as follows:
1) The optimal solution obtained with the energy-sharing structure performs load leveling effectively. It achieved a peak-shaving rate of 26.6%.
2) Compared with individual operation, the energy-sharing model achieves better load-leveling performance for the public grid, while it reduces the battery capacity by 13.2% at the aggregation level.
3) Energy sharing is a generic framework for decomposing the optimal BESS allocation problem into individual optimal BESS sizes within buildings. This approach obtains optimal solutions by reducing unnecessary energy exchange between buildings. Conversely, the approach also obtains near-optimal solutions for the whole system (with energy losses) due to the different investment budgets and preferences for the buildings. This gives flexibility in the placement of the BESS, and investors can choose a solution according to their budget, other available investment opportunities, and their preferences.
4) Commercial buildings have great potential for BESS placement because of their fixed power-consumption patterns. The optimal BESS capacity in commercial buildings depends on the lowest daytime power consumption. Commercial buildings with closing days have limitations on BESS deployment. On closing days, buildings can only use a BESS by sharing. Buildings with two closing days a week lose 14.3% more energy than those with one day.
5) The proposed method highlights the possibility of cooperation between consumers. It provides a blueprint for the implementation of regional battery sharing.
Many buildings are now producing their own electricity from local PV panels and selling it to the grid. However, PV penetration and its intermittent output place additional management burdens on the public grid. There is no consideration of the impact of PV penetration or power trading on the design of individual BESSs in this study. Thus, future work should consider the techno-economic case of a PV–battery system for building-energy-sharing communities to identify interactions between coordinated ESSs and a smart grid.
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The penetration of renewables has been increasing nowadays. The traditional transformer can no longer meet the requirements of utilities. For this reason, a power electronic transformer (PET) is proposed as one of the promising alternatives. However, there are coupling issues between the PET and the connected converters in the low-voltage grid. To study the issues effectively, this article developed impedance models of the PQ node, PV node, and PET. Based on the models, the system stability under different scenarios is assessed by the generalized Nyquist criterion. The effects of the line impedance and control parameters on system stability are studied. Moreover, a comprehensive parameter sensitivity analysis was carried out to reveal the coupling mechanism between converters. Simulations are given to validate the effectiveness of the theoretical analyses.
Keywords: PET, stability, parameter sensitivity, PQ node, PV node
INTRODUCTION
With the high penetration of renewable generation systems in the grid, the configuration of the grid and the voltage level is increasingly complex. The traditional transformer no longer meets people’s need (Chena et al., 2021). Due to its significant advantages, such as isolation protection and improvement of voltage quality, the PET gradually substitutes the traditional transformer in the distributed grid (Lu et al., 2016; Li et al., 2018; Chen et al., 2021). However, the PET low-level side converter will cause coupling problems with connected converters. It is necessary to analyze the characteristics of the PET-based distributed grid.
To well study the characteristics of the PET-based distributed grid, the first step was to establish an impedance model of converters. Basically, the small-signal modeling method is used to model the system and is divided into two categories (Chen et al., 2018; Xiong et al., 2020): the time-domain method based on the state-space model and the frequency-domain method based on the impedance model. Compared with the time-domain method, the frequency-domain method can easily get the system output impedance. Thus, the frequency-domain method has received extensive attention. Wen et al. (2016), Wen et al. (2013), and Zou and Liserre (2020) have investigated the impedance model of the grid-following converter by considering the phase-locked loop (PLL). Based on the original impedance model of the grid-following converter, Zeng et al. (2020) proposed the simplified impedance model, and it could be used to assess the system stability. Wang et al. (2018) studied the unified impedance model of the grid-following converter under three-phase balanced and unbalanced conditions. Cavazzana et al. (2019) studied the impedance model of the grid-forming converter, and impedance measurement was used to verify it. Liu et al. (2022) proposed the unified modeling method for the grid-following converter and grid-forming converter. Wang et al. (2020) established the model among voltage, current, phase angle, and the dynamic characteristics of parallel grid-forming converters were analyzed.
Based on impedance models, the system stability can be analyzed. Wen et al. (2016) investigated the influence of control parameters in the grid-following converter when the converter was connected to the grid. Liu et al. (2022) investigated the stability of a radial grid that contained different converters, and the parameter sensitivity was proposed to analyze parameters’ influence on system stability. Zou et al. (2021) investigated the stability of two parallel grid-following converters. The authors mainly investigated the coupling mechanism between two converters. Chen et al. (2019) investigated the stability of PET under an unbalanced load. Currently, most researchers mainly focus on the stability when converters are connected to the grid and the stability of a single PET. Few literature reports study the system stability when converters are connected to PET.
To bridge this gap, this article first established impedance models of the PQ node, PV node, and slack bus, which correspond to the grid-following converter, grid-forming converter, and PET, respectively, in the distributed grid. Based on impedance models, the closed-loop poles are used to assess the system stability. The effect of line impedance and kpv on system stability when PET is connected to different nodes are investigated, especially the effect of the impedance ratio R/X. In order to analyze the coupling mechanism between the line length and kpv, the parameter sensitivity is proposed. Finally, the abovementioned models and theories are verified by simulations.
IMPEDANCE MODEL OF THE PET-BASED DISTRIBUTED GRID
Impedance Model of the PQ Node
The output power of the grid-following converter is constant (Du et al., 2021), and it is seen as a PQ node. Its typical configuration is shown in Figure 1A. When small-signal perturbations are added to the grid voltage, the controller d-q frame is no longer aligned with the system d-q frame. There exists a difference between two d-q frames. The relationship between vectors in two frames is
[image: image]
where c represents symbols in the controller d-q frame, s represents symbols in the system d-q frame, vd and vq represent voltage perturbation in d frame and q frame, and Vd and Vq represent voltage stable values in the d frame and q frame, respectively. For clarity, uppercase letters (for example, Vd) in this article are used to denote voltage and current stable values, and lowercase letters (for example, vd) represent the small-signal perturbation.
[image: Figure 1]FIGURE 1 | PQ node configuration and impedance model: (A) configuration, (B) impedance model.
Δθ is related to PLL, which is
[image: image]
where GPLL is the PLL closed-loop transfer function, which is as follows (Wen et al., 2016):
[image: image]
By adding (2) to (1)
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Then, [image: image] is defined as follows:
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For current and converter output voltage, the similar equations can be derived as follows:
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Then, [image: image] and [image: image] are defined as follows:
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According to (4), (6), and (7), the small-signal model of the PQ node is developed in Figure 1B. Solving the equations represented by Figure 1B, the output impedance of the PQ node is as follows:
[image: image]
where YL represents the filter transfer function matrix, Gdel represents time delay due to digital control and PWM, GPI represents the PI controller in the current loop, and E represents the second-order identity matrix. The detailed expressions of the abovementioned transfer matrices are shown in the Supplementary Appendix.
Impedance Model of the PV Node
The output active power and voltage amplitude are constant in the grid-forming converter, and it is seen as a PV node. The configuration of the PV node is shown in Figure 2A. Different from the PQ node, the transformation phase angle is provided by the power loop, and Δθ is related to active power.
[image: image]
[image: Figure 2]FIGURE 2 | PV node configuration and impedance model: (A) configuration, (B) impedance model.
However,
[image: image]
Combining (11) and (12), similar small-signal equations can be determined for voltage and current in the PV node, which yields
[image: image]
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Gi (i = vv,iv … … ,ir) models the small-signal perturbation path from system vectors to controller vectors. Figure 2B shows the small-signal model of the PV node. GvQ and GiQ model the small-signal perturbation path from the voltage and current to reactive power. GLPF represents the low-pass filter transfer function matrix. Gkq represents the reactive power drop coefficient transfer function matrix. GvPI and GiPI represent the PI controller in the voltage loop and current loop, respectively. YC represents the capacitor transfer function. The detailed expressions of the abovementioned transfer functions are shown in the Supplementary Appendix.
The output impedance can be derived from Figure 2B, which is
[image: image]
Impedance Model of PET
Due to the existence of large capacitors in PET, the middle-voltage side and low-voltage side can achieve decoupling. Thus, the middle-voltage side can be equivalent to constant DC voltage. The simplified PET configuration is shown in Figure 3A. Due to the constant output voltage amplitude and frequency, PET is seen as a slack bus. Different from PQ and PV nodes, the transformation phase angle in a slack bus is constant, and two d-q frames are aligned together, which means Δθ is zero. According to Figure 3A, the small-signal model of a slack bus is developed in Figure 3B. The output impedance of the slack bus is derived from Figure 3B, which is
[image: image]
[image: Figure 3]FIGURE 3 | PET configuration and impedance mode: (A) configuration, (B) impedance model.
STABILITY ANALYSIS
The configuration of the PET-based distributed network is shown in Figure 4. ZL is the line impedance that varies with the line length. For the PQ node, the system closed-loop transfer function is as follows (Sun, 2011):
[image: image]
where Zload is the load impedance, Zvsi is the node impedance, and E is the second-order identity matrix. For the PV node, the system closed-loop transfer function is as follows (Sun, 2011):
[image: image]
[image: Figure 4]FIGURE 4 | System configuration.
The system stability is related to the poles of H(s). The system is stable unless the poles of H(s) are in the left-half plane.
Stability Analysis of the PQ Node
The system parameters are given in Table 1. When PET connects to the PQ node, the root loci with the change of the line length are shown in Figure 5. As shown in Figure 5A, when the R/X ratio is smaller than 1, the root locus enters the right-half plane, and the system becomes unstable by an increase in the line length. As shown in Figure 5B, when the R/X ratio is larger than 1, the phenomenon is the same as that when the R/X ratio is smaller than 1. This is because the grid-following converter is suitable for the strong grid. By an increase in the line length, the grid is weaker than before, and the grid-following converter becomes unstable.
TABLE 1 | Conclusions.
[image: Table 1][image: Figure 5]FIGURE 5 | Root locus with the change of the line impedance (PQ node): (A) R/X ratio is smaller than 1, (B) R/X ratio is larger than 1.
In addition to the influence of the line length, the R/X ratio also affects system stability. In order to investigate the influence of the R/X ratio, the stability margin is introduced and defined as the distance between the closed-loop dominant pole and imaginary axis. The stability margin is high if the closed-loop dominant pole is far away from the imaginary axis. The relationship between the R/X ratio and stability margin is shown in Figure 6. Comparing Figure 6A and Figure 6B, the R/X ratio larger than 1 is more beneficial for system stability in most cases which means this system is suitable for the resistive line.
[image: Figure 6]FIGURE 6 | Relationship between impedance ratio and stability margin (PQ node): (A) R/X ratio is smaller than 1, (B) R/X ratio is larger than 1.
The low-voltage side converter in PET will cause coupling problems with the connected converters, and its parameters also affect the system stability. Figure 7 shows the influence of the voltage loop proportional gain kpv in PET. By increase of kpv, the system becomes unstable. This indicates that the lower value of kpv is beneficial for the system stability.
[image: Figure 7]FIGURE 7 | Root locus with the change of kpv (PQ node).
Stability Analysis of the PV Node
When PET connects to the PV node, the root loci with the change of the line length are shown in Figure 8. As shown in Figure 8A, when the R/X ratio is smaller than 1, the root locus enters the left-half plane, and the system becomes stable by an increase in the line length. As shown in Figure 8B, when the R/X ratio is larger than 1, the phenomenon is the same as that when the R/X ratio is smaller than 1. Under different R/X ratios, by an increase in the line length, the root locus enters the left-half plane, and the system becomes stable. This is because the grid-forming converter is suitable for the weak grid. By an increase in the line length, the connected grid is weaker, and the grid-forming converter is more stable.
[image: Figure 8]FIGURE 8 | Root locus with the change of the line impedance (PV node): (A) R/X ratio is smaller than 1, (B) R/X ratio is larger than 1.
The relationship between the R/X ratio and stability margin is shown in Figure 9. The R/X ratio smaller than 0 shows that the system is unstable under this circumstance. Comparing Figure 9A and Figure 9B, the R/X ratio smaller than 1 is more beneficial for system stability in most cases, which means that this system is suitable for the inductive line.
[image: Figure 9]FIGURE 9 | Relationship between impedance ratio and stability margin (PV node): (A) R/X ratio is smaller than 1, (B) R/X ratio is larger than 1.
Figure 10 shows the influence of kpv. By increase of kpv, the system becomes unstable. It indicates that the larger kpv is not beneficial for system stability.
[image: Figure 10]FIGURE 10 | Root locus with the change of kpv (PV node).
Parameter Sensitivity Analysis
In this section, a parameter sensitivity analysis is performed, which investigates the effects of parameter variations on system stability and the coupling effect among parameters. Among all the control parameters in the system, kpv and line length are investigated. The parameter sensitivity is defined as dσ/dx, where σ is the real part of the closed-loop dominant pole, and x is kpv and line length. The parameter sensitivity smaller than 0 represents this parameter is not conductive to the system stability. The parameter sensitivity larger than 0 represents this parameter improves the system stability.
When PET and PQ nodes are connected, the parameter sensitivity of kpv and line length are shown in Figure 11A and Figure 11B, respectively. As shown in Figure 11A, a small range of kpv will result in a large change in the system stability, and its influence on stability varies with the line length. This indicates that kpv plays a major impact on system stability, and the line length will influence the effect of kpv on system stability. Comparing Figure 11A and Figure 11B, kpv sensitivity is larger than that of the line length, which means it is more important to set a proper value of kpv in designing the system.
[image: Figure 11]FIGURE 11 | Parameter sensitivity: (A) kpv (PQ node), (B) line length (PQ node), (C) kpv (PV node), (D) line length (PV node).
When PET and PV nodes are connected, the parameter sensitivity of kpv and line length are shown in Figure 11C and Figure 11D, respectively. As shown in Figure 11D, the parameter sensitivity is larger than 0. This corresponds with the previous analysis. The increase in the line length improves system stability. Comparing Figure 11C and Figure 11D, kpv sensitivity is larger than that of the line length.
Overall, the aforementioned conclusions are shown in Table 1.
SIMULATION VERIFICATION
In order to validate the previous conclusions, the system stability is assessed by MATLAB/Simulink. Simulation parameters are shown in Table 2.
TABLE 2 | Simulation parameters.
[image: Table 2]When PET and PQ nodes are connected, the PET output voltage and current with the change in the line length are shown in Figure 12A and Figure 12B. As shown in Figure 12A, when the R/X ratio is smaller than 1, the system becomes unstable by an increase in the line length. As shown in Figure 12B, when the R/X ratio is larger than 1, the system becomes unstable by an increase in the line length. With the change in the line length, high-frequency instability occurs. Comparing Figure 12A and Figure 12B, the unstable harmonic frequency when the R/X ratio is smaller than 1 is larger than that when the R/X ratio is larger than 1. By increase of kpv, the output voltage and current are shown in Figure 12C. With the change in kpv, the system becomes unstable immediately.
[image: Figure 12]FIGURE 12 | Voltage and current waveforms: (A) R/X ratio is smaller than 1 (PQ node), (B) R/X ratio is larger than 1 (PQ node), (C) kpv (PQ node), (D) R/X ratio is smaller than 1 (PV node), (E) R/X ratio is larger than 1 (PV node), (F) kpv (PV node).
When PET and PV nodes are connected, the PET output voltage and current with the change in the line length are shown in Figure 12D and Figure 12E. As shown in Figure 12D, when the R/X ratio is smaller than 1, the system becomes unstable by a decrease in the line length. As shown in Figure 12E, when the R/X ratio is greater than 1, the system becomes unstable by a decrease in the line length. The decrease in the line length under different R/X ratios causes low-frequency instability. By increase of kpv, the output voltage and current are shown in Figure 12F. With the change of kpv, the system becomes unstable immediately. Simulation results correspond to previous theoretical analysis.
CONCLUSION
Impedance models of the generalized PQ node, PV node, and PET are developed in this article. Based on several impedance models, the influence of the line impedance and PET control parameters on system stability is discussed; in particular, the influence of the R/X ratio on stability has been analyzed. This indicates that the PQ node is suitable for the resistive electric network, and the PV node is suitable for the inductive network. The increase of kpv of the PET can compromise system stability. Moreover, a comprehensive parameter sensitivity is analyzed. This revealed the sensitivity of system stability to the variation of each parameter. The stability is more sensitive to the control parameter than that of the system parameter.
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With the flexible integration of local renewable energy with the smart distribution network system, the problems of high operating costs and power shortage can be effectively solved. However, taking the industrial park microgrid with high penetration photovoltaic as an example, due to the uncertainties and fluctuations arising from the meteorological conditions and the load demands, the safe and reliable operation of the microgrid system has been threatened significantly. Operators often need to pay additional unnecessary costs to maintain stable operations of the microgrid. Therefore, in this study, a dispatch strategy based on robust model predictive control considering low-carbon cost is designed to reduce the adverse effects of uncertainties. First, a low-carbon energy management scheme is formulated based on short-term source and load forecast information in which a two-stage robust optimization solution method is used to generate the optimal dispatch scheme under the worst scenario. Then, an intraday real-time strategy with a closed-loop feedback mechanism is formed based on the model predictive control. Finally, the feasibility of the proposed strategy is simulated and analyzed based on the measured data of the photovoltaic microgrid in the industrial park. The results show that compared with the general intraday scheduling strategy and the day-ahead robust strategy, the proposed strategy can effectively get low-carbon scheduling plans considering the uncertainty of source and load while efficiently balancing the robustness and economy of the grid-connected industrial park photovoltaic microgrid system operation.
Keywords: microgrid, feedback mechanism, robust optimization, rolling optimization, low-carbon dispatching
1 INTRODUCTION
Decentralization and low-carbon energy reformation are promoted continuously with the increasing scale and intricate operating conditions of modern power grids (Basak et al., 2012; Morstyn et al., 2018). As a single modular system, the microgrid (MG) can flexibly dispatch distributed generation (DG) such as photovoltaics (PVs) and wind turbines (WTs) to provide power for its regional load demand (Alipour et al., 2015; Zia et al., 2018). Compared with the traditional distribution network, the electrical distance between generator units and the consumers is much closer, which can increase power quality and economic benefits. Because of the plug-and-play characteristics of these distributed devices, microgrids are considered the foundation for further expansion of the power grids.
Microgrid operators are management platforms responsible for energy flow within the region, which need to consider the principles of profitability while ensuring the balance of power supply and demand in the whole region (Zhou et al., 2021). However, due to the uncertainties of meteorological conditions and load demands, it is difficult for microgrid operators to use accurate forecast information to formulate scheduling plans (Kou et al., 2018). Therefore, microgrid operators need to use a more appropriate dispatch strategy in their energy management system (EMS) to ensure the normal and stable operation of the microgrid (Raya-Armenta et al., 2021). At the same time, to achieve the objective of low-carbon environmental protection, various regions have begun to implement carbon trading policies aiming to meet the carbon indexes. In addition to purchasing electricity from the main grid, large-scale consumers of the distribution network can also trade carbon to deal with the rest of carbon consumption apart from allocated carbon indexes (Lu et al., 2013). Therefore, the low-carbon dispatch operation of microgrids also needs further improvement.
The microgrid in the industrial park is dominated by industrial loads, which have the characteristics of large load demand and higher requirement of power supply reliability (Yu et al., 2016). To minimize the operating cost, the traditional day-ahead dispatch strategy can make an economic optimal dispatch plan based on the forecast data. However, these strategies lack consideration of uncertainty in actual operation; it is tough to make timely and rational adjustments, which leads to a higher requirement for the accuracy of the prediction model of renewable sources and load. On the other hand, operators need to pay extra costs for forecast deviations due to sudden uncertain fluctuations and tolerate the damage of power balance and the safe operation.
Therefore, in order to adapt to the dynamic characteristics of various devices in the microgrid, various types of scheduling strategies have been designed in various literature studies to cope with different uncertain information (Yang and Su, 2021). Robust optimization (RO) strategy ensures the stable operation of the microgrid in a complex operating environment by finding the worst scenario for the scheduling plan (Liu et al., 2020; Choi et al., 2019). In Liu et al. (2020), a two-stage robust model is proposed for an integrated power–heat–gas microgrid to achieve the optimal day-ahead economic scheduling considering the uncertainty of wind power scenarios. In Li et al. (2021a), a data-driven set–based robust optimization (DSRO) model considering the uncertainties of wind power and multiple demand response programs (DRPs) has been proposed, and a combined cooling, heating, and power (CCHP) microgrid with the power-to-gas (P2G) device is used to verify its feasibility. In Choi et al. (2019), the robust optimal control strategy for an energy storage system (ESS) of a grid-connected microgrid is proposed. The mixed-integer linear programming and the non-linear efficiency map method are considered to cope with different external conditions. These aforementioned studies effectively improve the safety margin and robustness of scheduling plan through RO strategy. However, these strategies are still day-ahead scheduling strategies, which are limited by insufficient flexibility in operation. Meanwhile, on account of the requirements to consider the amount of information throughout the whole day, the computational burden on the central controller will be aggravated.
Model predictive control (MPC) utilizes the idea based on closed-loop rolling optimization to respond to the fluctuation of renewable energy and realize adaptive optimization with the time rolls (Li et al., 2018; Wu et al., 2021). In Li et al. (2018), a multi-time scale–based three-layer coordination optimal scheduling system is designed. In Garcia-Torres and Bordons (2015), a control strategy using MPC for renewable energy microgrids with hybrid ESS is proposed in which the MPC is built within the market framework in different time scales to maximize the economic benefit of the microgrid. A multi-renewable-to-hydrogen production method is proposed to enhance the green H2 production efficiency in Zhang et al. (2022), and a hierarchical coordinated control strategy is also developed based on MPC to suppress high fluctuations in electrolysis current caused by uncertainty from PV and WT. In summary, the optimal scheduling strategy based on MPC intraday strategy can effectively deal with the uncertainty of renewable energy. However, the aforementioned literature is more inclined toward constructing the intraday rolling strategy, and there are few descriptions of the MPC feedback module, which is an essential means to deal with the uncertainty of renewable energy. With the increasing penetration of renewable energy, the effectiveness and the advantage of the strategy will be reduced.
An online optimal operation approach for CCHP microgrids based on MPC with feedback correction to compensate for prediction error was proposed in Gu et al. (2017a). Moreover, as a flexible framework based on the combination of multiple modules with different time scales, MPC provides the feasibility of its combination with a variety of traditional optimization strategies (Cai et al., 2020). An optimal scheduling model considering the demand responses is proposed in Zhang et al. (2021) in which a multi-time scale economic scheduling method based on day-ahead robust optimization and intraday MPC is designed. A battery/flywheel hybrid ESS stochastic model predictive control (SMPC) method is proposed in He et al. (2022) to improve the automatic generation control performance of thermal power units in which a scenario tree generation approach is proposed to simulate operation scenario. In Wu et al. (2021), the results of multiple uncertainty samplings are used to simulate the future characteristics of aggregated electric vehicles, and a two-layer strategy framework is proposed for the optimization issue. These studies provide some methods for further combating the uncertainty of renewable energy, but the analysis and processing of uncertain data are focused on the day ahead or before the optimization. Therefore, it results in the online optimization stage of MPC still aiming at the pursuit of economy alone, which has the lack of flexibility to deal with real-time changing operating scenarios.
Therefore, in order to better cope with the impact of uncertainty from high penetration of renewable energy and load demand and further flexibly balance the robustness and economy of the microgrid online dispatch plan, a dispatch strategy for the photovoltaic microgrid in an industrial park is designed based on low-carbon robust model predictive control (RMPC) in this study. First, the dynamic model and cost function of operation is built and the two-stage RO method is used to find the low-carbon scheduling scheme under the worst scenario considering uncertainty, where the introduction of the carbon index cost target makes the environmental protection and economy of the microgrid are further comprehensively considered. Second, the feedback mechanism based on MPC is designed to respond to the fluctuation of PV in an ultra-short term time scale, which effectively combats the uncertainty of renewable energy. Finally, the MPC strategy framework is used to form the intraday scheduling plan of the microgrid, which can balance the robustness and economy of the microgrid by combining the RO and MPC strategy. Moreover, the feasibility and effectiveness of the proposed RMPC strategy are verified by simulation experiments.
2 DYNAMIC MODEL OF THE PHOTOVOLTAIC INDUSTRIAL PARK MICROGRID
2.1 Typical Photovoltaic Microgrid Structure
Figure 1 shows a typical structure of the microgrid in a photovoltaic industrial park. The park is connected to the main grid through the point of common coupling (PCC); thus, stable electricity power can be purchased from the main grid to meet the large load demand. A large number of distributed PV generation units are built to obtain the renewable energy, and surplus or lack of electrical energy can be stored or released in an energy storage system (ESS). As an important auxiliary power device, ESS can handle excess renewable energy in time, which simultaneously takes into account both economy and stability of the system. Moreover, the dispatch plan and control operation of the microgrid will be formulated and sent by the control center. It should be noted that despite the existence of different devices to obtain power, renewable energy like PV is hopefully used in priority by operators meeting the load considering the electricity price and low-carbon objective.
[image: Figure 1]FIGURE 1 | Structure diagram of PV industrial park microgrid.
2.2 Deterministic Dynamic Model
The deterministic power generation unit in the microgrid can provide stable and high-quality electricity power, such as generator, ESS, and the power from the main grid. The dynamic model of the devices based on the proposed background is as follows:
[image: image]
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Eq. 1 represents the power transaction between the microgrid and the main grid in which the value of the traded power at [image: image] is the sum of the traded power and the hope adjusted power at [image: image]; [image: image] and [image: image] are the purchase of power from main grid and the power should be adjusted in the next time, respectively; and [image: image] is the sampling time. Eq. 2 is the ESS model in which the remaining energy in the ESS at [image: image] is the remaining energy stored at [image: image] plus the amount of charged/discharged in this period; [image: image] represents the remaining energy of the ESS; [image: image] and [image: image] indicate charging and discharging power, respectively, where both cannot be present at the same time; [image: image] and [image: image] is the efficient factor of the charging and discharging in ESS, respectively; and [image: image] is the length of operation control interval.
In order to reduce integer variables during optimization, an intermediate variable [image: image] and an auxiliary variable [image: image] is used to unify the two variables of [image: image] and [image: image] into [image: image] (Parisio et al., 2014):
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where [image: image] is the power output from the ESS. Eq. 3 means that the sufficient and necessary condition between [image: image] and [image: image], and the Big M method is used to guarantee the establishment of Eq. 4, in which the logical constraint will be shown later. Therefore, Eq. 2 will be transformed into Eq. 5 as follows:
[image: image]
Moreover, the operating constraints are as follows:
[image: image]
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Eq. 6 is the limit constraints representing the PCC tie-line power limitation and the energy storage constraint, respectively. In order to ensure that the microgrid system can switch to the island operation mode at any time, [image: image] and [image: image] are used to limit the minimum and maximum power purchased from the main grid to reduce the energy dependence on the main grid and reduce certain construction costs. [image: image] and [image: image] are the upper and lower boundaries of the safety of ESS. Eq. 7 represents the logical constraints after the unification of the variables in Eq. 5 (Parisio et al., 2014). [image: image] is the maximum output power of the ESS and [image: image] is a teeny error. Eq. 8 is the power balance constraint of the microgrid system, where [image: image] is the output of the PV and [image: image] is the load.
2.3 Uncertainty Dynamic Model
Uncertain equipment in the microgrid refers to the renewable energy generation units and loads with volatility and uncertainty. In this study, the high penetration of the PV is the main reason to cause a great challenge to the safe and stable operation of the microgrid, where the dispatching scheme did not match the actual power output. The uncertainty model is described as follows:
[image: image]
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Equation 9 represents the uncertainty model of the PV and load. [image: image] and [image: image] are the day-ahead forecast value, respectively. [image: image] and [image: image] are the uncertainty range. Eq. 10 is the calculation method of the uncertainty range, where [image: image] and [image: image] are the error coefficient. Thus, the uncertainty set of the microgrid is described as follows:
[image: image]
where [image: image] and [image: image] are the uncertainty degree of the PV and load, respectively. [image: image] is the length of the operation layer.
3 LOW-CARBON ROBUST PREDICTIVE DISPATCH STRATEGY
3.1 Low-Carbon Optimization Layer
As mentioned in the introduction, the MPC strategy incorporates the idea of rolling optimization, which can be more flexibly integrated with other algorithms reasonably. Therefore, the original optimal economic problem in MPC is transformed into a “min–max–min” robust optimization problem to obtain the robust scheduling plan under the worst scenario.
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Equation 12 represents the objective function of the microgrid in the optimization layer; [image: image] is the set of cost coefficients for each power generation unit; [image: image] is the set of scheduling plan; and [image: image] is the set of control variables in the optimize schedule. Eq. 12 indicates that the scheduling objective is to optimize the comprehensive cost of carbon emissions and microgrid operation. The cost of carbon emission based on carbon index [image: image] is shown in Eq. 13.
Under the robust uncertainty model in Eq. 11, the primary goal of operation in microgrid remains economic while meeting both the supply and demand balance and a certain degree of robustness, and the microgrid operation cost is shown in Eq. 14, Eq. 15.
To be specific, Eq. 13 indicates the carbon emission cost. In the industrial park, the microgrid needs to undertake the purchase of carbon emission quotas mainly based on CO2. In Eq. 13, [image: image] represents the unit price of carbon trading; [image: image] is the carbon consumption of the microgrid, and its calculation method is shown in the literature (Saber and Venayagamoorthy, 2011); [image: image] represents the carbon emission quota of the microgrid, and [image: image] represents the free carbon emission quota coefficient (Zhou et al., 2021). Eq. 11 represents the cost coefficients and dispatch variables of the operating cost, where [image: image] and [image: image] are the charging/discharging cost coefficient of the ESS, respectively. [image: image] is the price of power in the main grid.
To mobilize the enthusiasm of all power generation units and prevent the damage to the battery caused by the excessive or low energy storage, the relationship between the charging/discharging cost coefficient and the remaining energy of the ESS is shown in Eq. 15. [image: image] is the capacity of ESS. a, b, and c are all constant coefficients.
From the aforementioned equations, after converting Eqs 1–15 into the standard form of robust optimization, Eq. 12 can be solved by a two-stage robust optimization problem based on the column constraint generation (C&CG) algorithm. The main problem is described as follows:
[image: image]
The constraints from Eqs 6–8 can be written as the standard constraint expression in Eq. 16.
On the other hand, the strong duality theory is used to linearize the constraints in the subproblem, which the hard-to-solve “max–min” optimization problem in the subproblem is transformed into a “max” problem. This transformed Lagrange dual problem is shown in Eq. 17:
[image: image]
Finally, the optimization problem iterates between the two subproblems until the optimal scheduling plan is found even in the worst scenario which is still feasible. The whole process is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The flow of the C&CG method.
3.2 Robust Model Predictive Control Rolling Layer
The intraday scheduling strategy based on rolling optimization rolls forward with time in a day. The RMPC framework based on time flow is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The framework of RMPC.
In Figure 3, the RMPC framework is divided into three stages. First, the time horizon for the optimization layer is from [image: image] to [image: image], which is utilized to obtain the optimal scheduling plan for this period by the method we have described. However, the operator only sends the control signal from [image: image] to [image: image] to the system, which [image: image] represents the length of the control layer. During the time period of the control layer, the modules of the feedback layer will be continuously looped in a smaller time horizon until reaching the next sampling point [image: image]. After that, the sampling point [image: image] becomes to [image: image], and the previous optimization process is repeated. Therefore, a real-time rolling optimization strategy based on RMPC is formed.
3.3 Low-Carbon Robust Model Predictive Control Feedback Layer
In the optimization layer, the robust optimization ensures the feasibility of the schedule plan in the worst scenario, but the problem solved without predicted data has a certain probability that it may not match the real operation conditions of the microgrid. Therefore, in a shorter time scale, the feedback mechanism of MPC is used to form a closed-loop control system that can timely forecast the predictive deviation of the uncertain information and make a response. The feedback mechanism is divided into two stages: the prediction correction and the output correction.
In the prediction correction module, the actual output value in the past is collected for feedback, and then the prediction output in an ultra-short term will be corrected. In other words, when the latest actual output is obtained at a certain feedback sampling point, the prediction module in the feedback layer will update the predicted variation of the renewable energy output at the next feedback point. At the same time, the prediction model is also revised to obtain more accurate planning in the next optimization stage. Such prediction model is generally obtained by the gray model or neural network. This study selects the wavelet decomposition convolutional neural networks (WDCNN) to form the prediction model which is widely used in prediction research (Li et al., 2021b; Yan et al., 2021).
The corrected prediction output will be sent to the output correction module. Under the ultra-short time scale, the overloaded tie lines may suffer excess uncertainty fluctuations if there is no protective action in the schedule plan, and it will pose a great threat to the safe operation of the microgrid. Therefore, the redistribution principle in the output correction module is designed, which is more inclined to the safe operation than the pursuit of economy. Therefore, the minimum pressure of the remaining power generation capacity of each equipment is regard as the goal shown in Eq. 18, (Zhao et al., 2021). The dispatch plan will be adjusted in the ultra-short time scale based on the predicted values.
[image: image]
In Eq. 18, [image: image] is the predictive deviation of the corrected prediction value and the previous forecast value; [image: image] and [image: image] are the adjusted values allocated to the PCC and ESS, respectively, which both are still required to satisfy the constraints of Eqs 1–8. Finally, the updated schedule plan will be implemented when the next feedback point [image: image] arrives, and the feedback layer will be carried out in a loop until the sampling point of the next optimization layer [image: image] is reached.
4 SIMULATION RESULTS
This study takes a typical industrial park photovoltaic microgrid as an example, and the microgrid will be operated within a day through the RMPC strategy proposed. Figure 4 shows the forecast curves of PV and load for a typical day with a time interval of 30 min. In the simulation environment with MATLAB 2019a, we set the rolling layer [image: image] = 48, the optimization layer [image: image] = 8, the control layer C = 1, and the feedback layer [image: image] = 3. It means the sampling interval of the system is 30 min, the sampling interval of the feedback layer is 10 min, and the optimization time scale is 4 h. The park is equipped with PV and battery energy storage systems (BESS), with the capacity of 8 MW and 20 MWh, respectively. Table 1 shows the operating and optimization parameters of the microgrid. Figure 5 shows a typical peak–valley electricity price changing curve for the industrial park in 1 day.
[image: Figure 4]FIGURE 4 | PV and load prediction curves in a typical PV industrial park microgrid.
TABLE 1 | Operation parameters.
[image: Table 1][image: Figure 5]FIGURE 5 | Typical peak-valley electricity price for industrial park.
4.1 Feasibility Analysis of Robust Model Predictive Control Strategy
Figure 6 shows the scheduling scheme of the photovoltaic microgrid in the industrial park using the proposed RMPC strategy. The uncertainty coefficients of photovoltaic and load in Eq. 11 are both four, which is the moderate value of robust expectation. The allowable ranges of prediction error in Eq. 10 are both 5%. The operation goal of the microgrid in industrial parks is to achieve internal supply and demand balance and can maintain stable operation even if the forecast data has errors. That is the significance of introducing a robust optimization mechanism.
[image: Figure 6]FIGURE 6 | Dispatch scheme for energy based on RMPC strategy.
As shown in Figure 4, although the power output from PV has a strong arch-shaped output law in a day, the shortcomings of this are also obvious. With the lack of sunlight, the PV has little output in the morning and evening. It makes the microgrid to purchase a large amount of power from the main grid and use the BESS as an auxiliary power output device to meet the large load demand.
For example, as shown in Figure 6, from 0:00 a.m. to 6:00 a.m., there is no energy output from PV. Therefore, the load is nearly satisfied by the power purchased from the main grid considering the economy because of the lowest electricity price in the whole day, and the BESS is scheduled to contribute energy as little as possible. After that, the PV starts to generate electric power, and the electrical price of the main grid reaches the parity zone. Therefore, the power balance will be met by the BESS from 8:00 a.m. to 10:00 a.m. From 10:00 a.m. to 3:00 p.m., the PV reaches its peak period, which could promptly replenish the BESS by the surplus energy. It makes it possible to avoid the expensive period of electricity price in the afternoon while satisfying the self-sufficiency expectation of renewable energy in the industrial park. The proposed strategy efficiently improves the economy of the photovoltaic microgrid in industrial parks.
Figure 7 shows the changing curves of the carbon index and carbon consumption in the microgrid. Due to the added carbon index in the optimization goal, the power purchased from the main grid is more restrained. Thus, the microgrid is encouraged to consider larger-scale renewable energy sources in the projecting stage to increase their advantage in the future carbon index trading market. And the application of the carbon index could also meet the environmental protection targets and low-carbon operating goals reasonably for the photovoltaic microgrid in the industrial park. Furthermore, Figure 8 shows the change of the energy storage in the BESS. Except for periods when renewable energy is extremely abundant, the power storage in ESS can always maintain a healthy value for system operation, even it has fluctuation.
[image: Figure 7]FIGURE 7 | The change of carbon index and consumption.
[image: Figure 8]FIGURE 8 | The change of power storage in BESS.
4.2 Effectiveness Analysis for Strategy Considering Uncertainty
As mentioned in Section 3.3, while the robust dispatch scheme satisfies the basic requirements of the economic operation, the feedback mechanism in MPC is proposed to avoid the damage to the stable operation of the microgrid caused by the error of the prediction information.
The ability to fight the uncertainty of input information depends on the accuracy of the correction model. Therefore, the proposed rolling feedback mechanism based on historical and real-time data can make the error correction curve under the ultra-short time scale closer to the actual output situation. Secondly, in the proposed output correction module, due to the setting of the redistribution objective in Eq. 18, the output adjustment pressure of the equipment is fairly distributed to each controllable power generation beforehand. Thereby, it could improve the safety margin of the operation (Zhao et al., 2021).
The calculation results of the average relative error of the net load (Gu et al., 2017b) are shown in Figure 9. It can be seen from Figure 9 that the error calculation result based on the MPC strategy is obviously better than the rolling optimization strategy which pursues the economy completely. This is because the introduction of the feedback mechanism makes the prediction curve closer to the actual one, and the relative prediction error naturally decreases. However, it can be also found from Figure 9 that the relative error value increases slightly with the RMPC strategy compared with the MPC strategy. This is because the worst-case scenario predicted by robust optimization is not based on the actual data, but rather on the operating state of the devices. Therefore, it does not necessarily match the actual operation scenario, which may lead to more operation errors.
[image: Figure 9]FIGURE 9 | Average relative error of the net load.
Figure 10 shows the average relative error of the load under the uncertainty model compared with the day-ahead forecast value of load which [image: image]. It can be seen that with the increase of the uncertainty degree, the average relative error of the load will also increase. This is because in the optimization layer, the original day-ahead forecast is forced to take into account the worst scenario due to the uncertainty set. The larger the uncertainty, means the more points are forced to deviate, and the larger result of the average relative error of the load. However, the variable weather information and flexible load are more difficult to predict in the actual operation. Therefore, for operators who need to face diverse uncertain factors, the cost of small increase error is acceptable to ensure normal operation of the microgrid. And as we described, the uncertainty degree can be adjusted timely by the operator because of the combination of MPC and RO, which can also have a better decision on the acceptance degree of this increased error.
[image: Figure 10]FIGURE 10 | Average relative error of the load.
If it is assumed that these points that are forced to deviate are called robust point, the case with the most robust points ([image: image] = 8) is shown in Figure 11. Due to the constraints of the load in the power balance, the power generation units in the microgrid need to supply sufficient energy to the load. Therefore, the robust point of load in the whole day is basically to increase the positive deviation as the deterioration of the operating scenario. As an important low-cost power generation unit and an important means of providing carbon indicators, photovoltaics are basically negative deviations in the worst scenario. However, at the peak of power generation, that is, at noon, a large amount of surplus power generation will challenge the storage capacity and capacity of energy storage. At this time, it is believed that larger power generation will pose a greater threat to the operation of the microgrid. In addition, the deviations of both robust points of PV and load are close to the maximum error allowable range bounded. Therefore, increasing the error coefficient is also an important means to increase the robustness of the scheduling plan.
[image: Figure 11]FIGURE 11 | Robust worst-case scenario (A) load (B) PV.
Figure 12 shows the worst scenario for day-ahead RO and rolling RO with the same ratio of uncertainty degree. Taking [image: image] in the RMPC strategy as an example, since the length of the optimization layer is 8, the uncertainty ratio is 0.25. That means that in the optimization layer with the length of 48 in day-ahead RO, the uncertainty degree [image: image] is 12. As shown in Figure 12B, when the [image: image], the number of the robust point used in day-ahead RO are also 12, which most of them are used in the morning. But as shown in Figure 12A although the uncertainty ratio is the same, the number of robust points used in rolling RO is far more than day-ahead RO. That because in each rolling process, two of the sampling points in the optimization layer are always forced to be as robust points. Moreover, the robust points are gathering at the moment when the load is large in noon, which is closer to the worst case of the load for the damage operation analyzed above. Therefore, compared with the day-ahead RO, the rolling RO method used in this study will make more robust dispatch schedule in a short time of optimization layer and also has the ability to adjust flexibly in time.
[image: Figure 12]FIGURE 12 | Comparison of robust point of Γ_D = 2 (A) Rolling RO (B) Day-ahead RO.
4.3 Economic Analysis
Since the intraday scheduling scheme is a real-time optimization strategy that rolls with the time flow, the uncertainty degree of the system can be flexibly adjusted. Compared with the day-ahead robust optimization strategy, the worst scheduling scenario is just for the short-term period, which has greater operability and accuracy. At the same time, RO and MPC strategies can respond to the uncertainty of renewable energy at different time scales, respectively. But this ability has to pay the cost of certain economic losses, as shown in Figure 13, which is the comparison of the cost with different strategy and uncertainty degree. Compared with the RMPC strategy, the MPC strategy pursues cost minimization in the short-term scheduling stage, so that the total cost can be kept lower.
[image: Figure 13]FIGURE 13 | The comparison of operating cost.
And it can be seen from Figure 13 that with the increase of uncertainty degree, the economy gradually decreases. From the change of [image: image] = 0 (MPC strategy) to [image: image] = 8, it can be found that different degrees of worst scenario have diverse degrees of influence on the operation of the microgrid, which provides an important guide for operator to select the exact uncertainty degree in real-time dispatch.
These also confirm what we discussed in the previous section, robustness and economy of the operation of the microgrid are two opposite directions that operators cannot get both at the same time. The prevention of the worst-case scenario in exchange for part of economic losses can make the microgrid with a high proportion of renewable energy access more reliable.
Moreover, if the operator wants to eliminate the impact of robust optimization on economy, they can consider increasing the benefits of microgrid operations in other aspects, such as power transactions, cooperation with other microgrids, electricity price games between operators and users, etc. In short, how to balance risks and benefits depends on the operator’s thoughts and their operation goals for microgrids in the region. The proposed RMPC strategy can flexibly balance the robustness and economy of PV microgrid operation in industrial parks, which gives operators more options to achieve their desired microgrid management target.
5 CONCLUSION
This study proposes a low-carbon robust predictive dispatch strategy for a photovoltaic microgrid in industrial parks, which combines the advantages of robust optimization strategy and MPC strategy. Based on establishing the dynamic model of power generation equipment and the uncertainty model of renewable energy and load, an energy management strategy based on RMPC is designed for the photovoltaic microgrid. The proposed strategy ensures the independent and stable operation of the microgrid and has the ability to combat the uncertainty through two-stage robust optimization method and an MPC feedback mechanism at different time scales. These two methods cooperate with each other and improve both robustness and the safe operation of the microgrid at the expense of part of the economy. At the same time, due to the characteristics of the real-time strategy, the uncertainty degree is adjustable, which allows operators to balance robustness and economy more flexibly. In addition, the introduction of the carbon index mechanism effectively increases the inhibition of the use of polluting energy. Thus, the operators have to consider the environmental cost while pursuing the operation economy so as to achieve the goal of low carbon emissions. Finally, simulations using real data are carried out to verify the effectiveness of the proposed strategy. By comparing with other strategies, the characteristics of the proposed strategy are analyzed, which provides an important reference for the application and further development of this strategy.
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Accurate state estimation is essential for the safe and reliable operation of lithium-ion batteries. However, the accuracy of the battery state estimation depends on the accuracy of the battery parameters. Because the state of charge (SOC) cannot be directly measured, estimation methods based on the Kalman filter are widely used. However, it is difficult to estimate SOC online and get high accuracy results. This article proposes a method for parameter identification and SOC estimation for lithium-ion batteries. Because the lithium-ion battery has slow-varying parameters (such as internal resistance, and polarization resistance), and the SOC has fast-varying characteristics, so a multi-scale multi-innovation unscented Kalman filter and extended Kalman filter (MIUKF-EKF) are used to perform online measurement of battery parameters and SOC estimation in this method. The battery parameters are estimated with a macro-scale, and the SOC is estimated with a micro-scale. This method can improve the estimation accuracy of the SOC in real-time. Results of experiments indicate that the algorithm has higher accuracy in online parameter identification and SOC estimation than in the dual extended Kalman filter (DEKF) algorithm.
Keywords: state of charge, energy storage battery, Kalman filter, time scale, multi-innovation
1 INTRODUCTION
With the increasing demand for energy in the human society, the increasing environmental problem was introduced by the large consumption of fossil energy. New energy power generation sources such as wind power and photoelectricity attract more and more attention (Xu et al., 2021). However, due to the randomness and intermittence of new energy, it is difficult to be absorbed by the grid and results in huge waste. Energy storage power stations can solve the grid absorbance problem of wind power and photoelectricity. Energy storage using batteries is the most mature and reliable energy storage technology at this stage. However, the biggest obstacle of the battery application in grid energy storage is the safety of the battery. When the battery or battery pack is used under overcharge, short circuit, and other insecure conditions, the life of the battery will be reduced, and even unsafe behaviors such as combustion and explosion will occur (Binelo et al., 2019). Accurate SOC estimation can increase the battery’s cruising range and prolong its service life. Therefore, the SOC estimation technique plays an important role in the battery performance and prolongs the service life.
Scholars have conducted a lot of research on SOC estimation algorithms. There are mainly three kinds of SOC estimation algorithms:
1) Direct estimation methods, including the conventional ampere hour method (APM) (Leng et al., 2014) and open circuit voltage (OCV) method (Xing et al., 2014). The direct estimation methods are simple in theory and easy to implement, but the APM relies heavily on accurate initial SOC values. If the current measure has an error, the error of the APM method will gradually increase over time, and this method does not have the ability to correct it. The OCV methods require a long rest time to obtain an accurate OCV. An OCV-SOC curve to online estimate the SOC of a battery in real-time was established by a look-up table (Xiong et al., 2018).
2) Data-driven estimation methods, including the neural network method (He et al., 2014; Hannan et al., 2018), fuzzy logic method (Singh et al., 2006; Zheng et al., 2019), and support vector machine (SVM) (Patil et al., 2015; Sheng and Xiao, 2015). A deep feedforward neural network (DNN) for SOC estimation was proposed (Chemali et al., 2018). A novel joint support vector machine known as the cubature Kalman filter (SVM-CKF) method is proposed (Song et al., 2021). The SVM is used to train the output data of the CKF algorithm to obtain the model. At the same time, the output data of the model are used to compensate the original SOC for accurate SOC estimation. These methods utilize a large amount of experimental data to find the hidden nonlinear relationship between external characteristic parameters and SOC changes.
3) Model-based estimation methods. This kind of estimation methods are based on battery characteristic models and equivalent circuit models. After the battery model is established, model-based SOC estimation methods can be divided into the adaptive filter-based method and observer method. The adaptive filter-based methods include the extended Kalman filter (EKF) method (Yan et al., 2017; Guo et al., 2018) and the unscented Kalman filter (UKF) method (Qin et al., 2019; Yu et al., 2019). Observer methods have the sliding mode observer method (Sandoval-Chileno et al., 2020; Sakile and Sinha, 2022) and the Luenberger observer method (Ceraolo et al., 2020). An enhanced closed loop estimator is proposed based on EKF, considering the complete model of OCV with hysteresis (Perez et al., 2015). Xu et al. (2014) described the influence of different frequencies on electrochemical impedance spectroscopy (EIS) and estimated the SOC using the fractional Kalman filter (FKF) based on the electrochemical model. Combining the UKF algorithm with the particle filter (PF) algorithm, a comprehensive estimation method of UKF-PF was proposed to estimate the SOC of the battery (Nguyen et al., 2020). Compared with the single UKF algorithm, the experiment showed that the estimation accuracy and reliability were all improved.
In the model-based estimation methods, the accuracy of battery model parameters determines the estimation performance, so the parameter identification of batteries has been paid more and more attention. There are two kinds of methods for battery model parameter identification: offline identification (Lin et al., 2020) and online identification (Xu et al., 2014; Wei et al., 2017). A common feature of the aforementioned SOC estimation methods is that the model parameters are identified with offline data. In practical applications, the battery model parameters will change, which means that these parameters need to be updated in real-time to ensure the accuracy of the battery model. Therefore, online identification methods are proposed based on the collection of battery working real-time data. To capture real-time parameter changes, a recursive least square (RLS) method was proposed with multiple adaptive forgetting factors (Duong et al., 2015). The study improved the accuracy of estimation of SOC through the online update of parameters. A forgetting factor recursive least square (FFRLS) algorithm is used to identify and update the battery model parameters online to address the parameter mismatch issue caused by battery ageing and temperature fluctuation (Xin et al., 2021). An online parameter identification method using DEKF to estimate the battery SOC and capacity concurrently was proposed with a one-time scale (Plett, 2004a; Plett, 2004b; Plett, 2004c; Plett, 2006). However, the battery model parameters change slowly while the SOC changes quickly. Due to data saturation and computational complexity, using a uniform time scale is easy to cause large errors. Therefore, a one-time scale is not the best option to identify the parameters and estimate SOC. To address these issues, an online co-estimation method of battery model parameters and SOC is proposed based on the dual Kalman filter algorithm with a multi-time scale (Rui et al., 2014). This EKF algorithm only uses the error data at the current time in each SOC estimation process. If the process has an error, it is easy to cause poor estimation accuracy.
This article proposed a multi-scale multi-innovation unscented Kalman filter and an extended Kalman filter (MIUKF-EKF) to perform online measurement of battery parameters and SOC estimation. The EKF is used to identify battery parameters with a macro time scale, and then, the MIUKF is used to estimate the SOC with a micro time scale. Afterward, the SOC and the identified parameters are used to update the system state. The effectiveness of the proposed algorithm has been verified through experiments under the dynamic test. The results showed that the proposed MIUKF-EKF algorithm has higher accuracy than the DEKF algorithm in SOC estimation.
2 BATTERY SYSTEM DESCRIPTION
2.1 Battery Model
The type of battery model and the accuracy of parameter identification of the battery model can affect the performance of battery SOC estimation. There are various battery equivalent circuit models (ECMs). The widely employed ECMs include the Rint model, the Thevenin model, the partnership for a new generation of vehicle (PNGV) model, and the general nonlinear (GNL) model. In this study, we used the second-order Thevenin model to describe the battery dynamics relationships, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Second-order RC battery model.
The model parameters in Figure 1 are described as follows. In the circuit, [image: image] represents the OCV, and there is a nonlinear relationship with SOC. [image: image] represents the terminal voltage. [image: image] represents the load current, and positive current means discharge state. [image: image] is the ohmic internal resistance. [image: image] and [image: image] are the electrochemical polarization resistance and capacitance. [image: image] and [image: image] are the concentration differences of polarization resistance and capacitance. [image: image] and [image: image] are the electrochemical polarization voltage and the concentration difference polarization voltage. The RC network is used to simulate the dynamic characteristics of the generation and elimination in the polarization phenomenon. This study replaces the battery OCV with [image: image]. The mathematical expression of the established model is as follows:
[image: image]
SOC is defined as the ratio of the remaining capacity to the rated capacity, which can be expressed as follows:
[image: image]
where [image: image] indicates the initial SOC value, [image: image] is the rated capacity, and [image: image] represents the Coulombic efficiency, which is equal to 1 in this article.
According to the second-order Thevenin model, the state space equation of the system can be obtained by taking the SOC and the two capacitor voltages as the state variables. The state equation is obtained as follows:
[image: image]
Taking load current as the input and terminal voltage as observation variable, the observation equation is as follows:
[image: image]
2.2 Multi-Time Scale Discretizing Model
To facilitate the algorithm design based on the battery model, it is necessary to discrete the battery model for establishing the transfer relationship between each state at this time and the next time. Since the battery model parameters change slowly while SOC changes rapidly, we adopt the multi-time scale method to describe SOC changes with the micro-time scale and parameter changes with the macro time scale. The discrete nonlinear system can be expressed as follows:
[image: image]
where [image: image] represents the system state vector at the time [image: image], and [image: image], [image: image]; [image: image] and [image: image] represent the time index for the micro time scale and macro time scale; [image: image] is the sampling time between the two adjacent measurement points; [image: image] is the time scale separation level. [image: image] and [image: image] represent the time index for the micro-time scale and macro-time scale; [image: image] is the system input vector at time [image: image]; [image: image] represents the system measurement vector at time [image: image]; [image: image] and [image: image] represent the process noise vector for state and the measurement noise vector, and their covariance vectors are [image: image] and [image: image]; [image: image] is the parameter vector; [image: image] is the process noise vector for the model parameter, and the covariance vector is [image: image].
The model parameters are slowly time-varying. We assume that the battery is a time-invariant system, and the load current is constant at each sampling interval. Then, we get the analytic solution:
[image: image]
Eq. 2 can be discretized as follows:
[image: image]
We can get the electrochemical polarization voltage [image: image], the concentration difference polarization voltage [image: image] SOC with the system in Eq. 8 with the multi-time scale.
[image: image]
The discretization state transition and measurement with the multi-time scale can be obtained.
[image: image]
[image: image]
where [image: image], [image: image], and [image: image], [image: image] represent the system state vector at the time [image: image].
3 BATTERY MODEL PARAMETERS AND SOC ESTIMATION ALGORITHM
In practical applications, battery model parameters are not constant values. If SOC is estimated by constant battery parameters, the accuracy of SOC will be affected. The joint estimation of battery state and parameters can effectively solve the problem of time-varying battery model parameters. Considering that the battery parameters changes are slower than the system state, it is not an optimal method to use the same calculated time scale for battery parameter and state estimation. Therefore, the multi-time scale method, which uses the macro-scale to calculate the battery parameters and micro-scale to calculate the battery state, will lower the computation time. The multi-time scale SOC estimation method adopts the multi-innovation unscented Kalman filter (MIUKF)–extended Kalman filter (EKF) structure, and the battery state estimator and parameter estimator are designed, respectively. The flowchart of the MIUKF-EKF algorithm is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flowchart of the MIUKF-EKF algorithm.
The MIUKF-EKF algorithm uses two filters that run simultaneously. The MIUKF estimates battery SOC with a micro-time scale, and the EKF estimates battery parameters with a macro-time scale. At each macro calculation time step [image: image], the EKF executes a time update step, a state prediction step, and a measurement upstate step. At each micro calculation time step [image: image], the MIUKF executes the time update state step and the measurement update step. Comparing the micro time scale [image: image] with the time scale separation level [image: image], when [image: image], the EKF enters the next cycle in the time step [image: image]. [image: image] is the length of the multi-innovation. The equations for the state and parameter estimation are shown in Table 1.Here, [image: image], [image: image], [image: image], and [image: image] are the initialization values of the algorithm. [image: image] are the initial values of the battery state and parameters. [image: image]and [image: image] represent the initial system state and parameter covariance vectors for the state filter and the parameter filter, respectively. After the aforementioned five steps, the estimations of the battery parameter and SOC are completed. The estimations will then be the initial estimator state of the proposed algorithm for the next estimation.
TABLE 1 | Algorithm of the multi scale MIUKF-EKF.
[image: Table 1]In the time update equations for the MIUKF, [image: image] are the sigma point set constructed by the unscented transformation (UT) method. A finite number of Sigma points is obtained by the method of the symmetric sampling strategy so that the probability distribution characteristics of these sampling points are approximate to the probability density distribution of known variables. When the state variables are three-dimensional columns, they can construct seven Sigma points totally. [image: image] is the weighting coefficient of the sigma point set. Sigma points and weighting coefficients can be obtained from the following equations:
[image: image]
[image: image]
where [image: image] is the dimension of the state variable, [image: image] is the scale parameter, which can adjust the distance between Sigma point and the mean value, [image: image] is the state control of sampling point distribution and usually set to [image: image] , and [image: image] is the state distributed parameter. [image: image] is the optimal value in Gaussian distribution.
MIUKF uses multi-innovation to modify the state variables and improves the estimation accuracy of UKF by reusing the old information. In the measurement update equations for the MIUKF, [image: image] is the error innovation at time [image: image] [image: image]. The UKF algorithm only uses the error data at the current time in each SOC estimation process. If the error of the observation value is large or the values of the process covariance and the observation covariance are inconsistent with the noise model of the system, it is easy to cause the slow convergence speed of the algorithm and poor estimation accuracy. In order to make full use of the information of historical data, the single innovation in the current moment is expanded to a multi-innovation vector containing the current and previous instantaneous innovations.
In the measurement update equations for the EKF, [image: image] is not only the function of the system state [image: image] but also the function of the system parameter [image: image]. So it needs to use the total derivative for calculation. The following equation can be obtained as follows:
[image: image]
[image: image]
[image: image]
The implementation structure of the multi-scale MIUKF-EKF algorithm is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Implementation structure of the multi-time scale MIUKF-EKF algorithm.
4 SIMULATION AND EXPERIMENTAL RESULTS
The battery test platform uses a testing system (NEWARE CT-4008T) to charge and discharge the battery. The testing system can support eight channels for experiment at the same time, and the measurement accuracy of the current and voltage can be up to ±0.05% of full scale. In the experiment, the battery used for this test is a lithium battery with the specifications listed in Table 2. In this article, all the experiments are conducted at an ambient temperature of 25°C, and the date is recorded at an interval of 1 s.
TABLE 2 | Specification of the tested lithium battery.
[image: Table 2]4.1 OCV-SOC Relationship
The OCV of the lithium battery indicates the electrochemical reaction inside the battery without load, and the voltage of the battery should reach an equilibrium state. It is assumed that the open circuit voltage is numerically equal to the terminal voltage of the battery after the battery to be open circuit for a long time. Because the OCV of the battery cannot be measured directly, it is necessary to determine the terminal voltage of the battery under a specific SOC by the open circuit voltage of the battery. The functional relationship between OCV and SOC is nonlinear. The battery is fully charged under nominal conditions to preset the SOC to 100%. After 4 h depolarization, the OCV corresponding to 100% SOC is measured. Then, the cell is discharged for an SOC decrement of 10% with 1.5 A current. After 4 h, the OCV is measured. This discharge cycle is repeated 11 times, and the terminal voltage at the end of each discharge cycle is recorded. The relationship between OCV and SOC can be obtained, and the identified results are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Relationship curve of OCV versus SOC.
MATLAB tool is used for 8-order fitting of measurement data. The expression of the OCV-SOC relationship curve can be obtained by polynomial fitting:
[image: image]
The polynomial coefficient results for a–i are shown in Table 3.
TABLE 3 | Polynomial coefficient results.
[image: Table 3]4.2 Battery Test
The battery test can charge or discharge the battery according to the set working conditions. In order to verify the effectiveness of the proposed algorithm in a complex dynamic situation, the dynamic operating condition test is used. For the dynamic operating condition test, the total time is 20,000 s. The load current and measurement terminal voltage are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Current and measurement terminal voltage.
4.3 Battery Model Parameter Identification
The parameters of the second-order Thevenin model need to be identified. The estimated values of the battery model parameters by the MIUKF-EKF algorithm are presented in Figure 6.
[image: Figure 6]FIGURE 6 | Results of parameter identification using MIUKF-EKF.
Furthermore, the accuracy of MIUKF-EKF for online identification of battery parameters is verified by comparing the measurement terminal voltage with estimated terminal voltage. The results are shown in Figure 7. It can be obtained that the maximum absolute error is 0.02 V after removing the first large error caused by the incorrect initial SOC value. The mean absolute error was 0.0050 V, and the relative mean absolute error was 0.05%. It is clearly seen that the estimated terminal voltage agrees well with the measured voltage. This illustrates the effectiveness of the battery parameter identification method by the proposed MIUKF-EKF.
[image: Figure 7]FIGURE 7 | Experimental terminal voltage results.
4.4 SOC Estimation Results and Analysis
With the accurate model parameters, the SOC estimation results based on the MIUKF-EKF algorithm are compared with the DEKF algorithm and UKF-EKF algorithm under the dynamic operating condition test. In this article, the true SOC is obtained by the APM method for comparison purposes. The SOC estimation results using the MIUKF-EKF, UKF-EKF, and DEKF algorithms are shown in Figure 8.
[image: Figure 8]FIGURE 8 | SOC estimates and corresponding errors.
It can be seen that MIUKF-EKF has a more accurate SOC estimation than UKF-EKF and DEKF. The SOC estimation error of MIUKF-EKF is bounded within -0.8% for most of the time, but DEKF goes outside of this interval. In addition, the three algorithms are also compared in computational efficiency. To minimize the influence of randomness, the three methods are carried out five times, and then, an average is taken for comparison. The simulations were run in MATLAB R2020b on a PC with an Intel(R) Core(TM) i5-8250U CPU @ 1.60 GHz processor and 12.0-GB RAM. The average calculation time of MIUKF-EKF, UKF-EKF, and DEKF algorithms are 0.472, 0.522, and 0.552 s. It can be observed that the multi-time scale MIUKF-EKF algorithm consumes less computation time. Therefore, we can conclude that the proposed multi-time scale MIUKF-EKF not only improves the accuracy and performance of SOC estimation but also alleviates the computing time.
5 CONCLUSION
As the lithium-ion battery has slow-varying parameters and the SOC is varying fast, a multi-time scale MIUKF-EKF algorithm to estimate the SOC of the lithium battery is proposed. The multi-time scale MIUKF-EKF algorithm estimates the SOC of the lithium battery on the micro-scale and estimates battery parameters on the macro-scale. The effectiveness and superiority of the proposed algorithm have been verified by comparing with the UKF-EKF and DEKF algorithms through experiments under the dynamic operating condition test. The results showed that the proposed MIUKF-EKF algorithm outperforms other methods in terms of SOC estimation accuracy and improves the computational efficiency.
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To address the problems of poor accuracy and response time of optical character recognition of power equipment nameplates for energy systems, which are ascribed to exposure to natural light and rainy weather, this paper proposes an optical character recognition algorithm for nameplates of power equipment that integrates recurrent neural network theory and algorithms with complex environments. The collected image power equipment nameplates are preprocessed via graying and binarization in order to enhance the contrast among features of the power equipment nameplates and thus reduce the difficulty of positioning. This innovation facilitates the application of image recognition processing algorithms in power equipment nameplate positioning, character segmentation, and character recognition operations. Following segmentation of the power equipment nameplate and normalization thereof, the characters obtained are unified according to size, and then used as the input of the recurrent neural network (RNN); meanwhile, corresponding Chinese characters, numbers and alphabetic characters are used as the output. The text data recognition system model is realized via the trained RNN network, and is verified by inputting a large dataset into training. Compared with existing text data recognition systems, the algorithm proposed in this paper achieves a Chinese character recognition accuracy of 99.90%, an alphabetic and numeric character recognition accuracy of 99.30%, and a single image recognition speed of 2.15 ms.
Keywords: energy systems, optical character recognition, artificial intelligence, power equipment nameplate, recurrent neural network (RNN), deep learning
1 INTRODUCTION
In the process of operating and inspecting power grid equipment, the operations and inspection personnel will record both manually (in text form) and electronically unstructured information such as power equipment failure phenomena, defects and corresponding elimination methods, and operations and maintenance measures (Li et al., 2021a; Li and Yu, 2021a; Li et al., 2021b; Li and Yu, 2021b). Such data not only indicate the working history and operational status of equipment, but also bear a wealth of latent fault information (Krizhevsky et al., 2012). Where traditional methods of record-keeping are applied, experts must rely on experience when assessing the operational status of the equipment. Due to subjective factors such as personnel experience, familiarity with the equipment and the text description method, false detections, missed inspections or mis-operations often occur, and those in turn can lead to major economic losses. Rapid increases in the scale and number of substations have resulted in a surging accumulation of unstructured text data, the misinterpretation of which poses great safety hazards as regards the daily operation and inspection of power grid equipment. Further, utilities providers face the challenge of replacing traditional methods with those compatible with smart grid systems (Nair and Hinton, 2010).
The existing nameplates of power equipment are very complex Li and Yu, 2022). They contain asset configuration information, equipment operation information, work tickets, operation tickets, operation and inspection logs, long-document reports, authoritative standards, etc (Li et al., 2022). The work tickets and operation tickets are in the form of short texts, and include mainly details of routine visits, repair and defect elimination, and existing defects (Li and Yu, 2022). The formats of above-mentioned different types of text data are varied. These include handwritten unstructured texts, paper and electronic documents, digital electronic archives, etc (Li et al., 2022). Therefore, it is difficult to directly analyze text data consistently or efficiently. In addition, text data also have the following characteristics: 1) There may be numbers, units, and even formulae in the text. The quantitative information of above-mentioned data plays a decisive role in the classification of defects, but these text characters are easily lost in the text mining process (Kumar and Singh, 2005). 2) The content of the text records varies in terms of details and length. Manual records are easily affected by subjective factors. Differences in description produce different expressions of the same phenomenon, and complicate the reader’s understanding of the semantics of text (Hinton and Salakhutdinov, 2006). 3) There are many technical terms relating to power equipment operations and inspection, and there are different ways of describing the same parts or processes. An artificial intelligence algorithm can recognize a large number of images via training, so as to realize quick and accurate recognition in practice. Scholars in the field have conducted much research into the recognition of power character and symbols in complex environments (Poon and Domingos, 2011).
At present, machine learning is used widely in OCR technology. Cun et al. first proposed the use of convolutional neural networks in the field of optical character recognition (Lecun et al., 1998). In their study, the main recognition target was handwritten characters, that is, handwritten numbers with a size of 32*32 pixels on a bank check. First, target images are inputted into the convolutional neural network. Following multi-layer feature extraction, a variety of different types of local features could be obtained. Through analysis of the final local features and the relative position relationship between local features, the desired results could be obtained (Lecun et al., 1998).
Wang et al. (2012) proposed a multi-layer convolutional neural network for the positioning and recognition of characters in real-life pictures. They first created a detection sliding window for obtaining a series of areas where characters are likely to appear, and analyzed the spaces in the characters. After obtaining the text area, they employed an algorithm similar to Viterbi for segmenting the character area, and then inputted the segmented single character into the next convolutional neural network for recognition. Finally, following splicing, they compared the single character recognition results against entries in the dictionary in their system to obtain a word with the highest probability, that is the final output, or the character content contained in the character area of the image. In the end, they achieved an accuracy of 90% using the ICDAR2003 dataset and an accuracy of 70% using the Street View Text dataset.
He et al. (2016) proposed non-segmenting recognition methods for complete character images by using a combination of Convolutional Neural Network (CNN) and RNN.
Zhang et al. (2021) first used CNN to perform sliding window operation on the original image, and transmitted the output result of each sliding window as input to the RNN network for processing, so as to obtain the final result. Shi et al. first inputted the character picture to the CNN network, and then inputted the pixels of each column of the feature to the RNN network in the order of left to right before outputting the final result. Johnson and Bird, 1990 proposed an image recognition technology that integrates image processing technology and pattern recognition technology. Kim et al. (2000) proposed an image recognition method based on an artificial neural network and support vector machine model. In earlier times, picture pixilation was low, and the pictures taken were affected highly by the outside world due to the poor performance of image extraction equipment (cameras, computers, etc.). The computer operating speed was limited, and algorithms lacked the necessary robustness for complex environments and could not function as universal image recognition algorithms. In addition, early image recognition algorithms mainly processed images based on the basic texture characteristics of images, and then used suitable template or traditional artificial neural networks to achieve final character recognition. Since most foreign images only contain letters and numbers, the recognition rate can exceed 90%. In recent years developers have achieved considerable advances in computer hardware and semiconductors, and have arrived at more creative solutions for machine learning and deep learning for image recognition technology. Eskandarpour and Khodaei, 2018 proposed an image recognition method based on fuzzy support vector machines, which uses the particle swarm optimization algorithm to adjust the parameters of the support vector machine. They performed recognition experiments using a collection of Malaysian images, yielding relatively ideal experimental results. Li et al. (2022) proposed a new method of optical character recognition, nearest neighbor algorithm, which became the first classification model due to its efficiency and simplicity in processing noisy data sets and large data sets. Multi-class support vector machines have been devised to resolve confusion between similar characters and symbols, and significantly improve the recognition rate of optical symbols by combining the k-nearest neighbor algorithm with a multi-class support vector machine. Rafique et al. (2018) proposed a neural network method and applied it to public data sets for optical character recognition. In a comparative study, they demonstrated that their method has a higher recognition rate than that of traditional methods. Epshtein et al. (2010) proposed an optical character recognition method that first uses the winnows classifier of the weak sparse network to extract the candidate region, and then uses the convolutional neural network classifier to filter it. When the recognition system was deployed in the United States, they demonstrated that this method could attain more accurate image recognition in the presence of differences in character width and spacing and noise interference. Zaheer and Shaziya, 2018 proposed an optical character recognition method with regional convolutional neural network based on deep learning technology, which can recognize image and video sequences more accurately than traditional recognition methods. At the same time, Austria company launched an optical character recognition system based on machine learning technology that can be directly applied to the mobile phone platform, whereby optical character recognition can be automatically performed on a stored image.
Nevertheless, the above algorithms have the following problems:
(1) SVM performs well with small-scale samples as its generalization ability is outstanding by classification algorithms standards; however, it is less effective with large-scale high-dimension data.
(2) They cannot be optimized easily as existing methods regard OCR as two independent tasks - text detection, and recognition.
(3) Their recognition speed is too slow to meet real-time requirements as it is restricted by the complicated underlying processes to a certain extent.
In order to solve the shortcomings of low recognition rate or limited range in terms of character recognition in the aforementioned methods, the method proposed in this paper first performs preprocessing (including grayscale and binarization) on the target original image, and then performs multiple operations such as positioning and character segmentation for power grid characters, prior to image recognition processing. The algorithm is designed to enhance the contrast between colors in and around the power equipment nameplate and thus reduce the difficulty of positioning. Secondly, the image recognition processing algorithm is used to perform operations such as power equipment nameplate positioning, character segmentation, and character recognition. The characters obtained after segmentation of the power equipment nameplate are normalized, unified according to size, and then used as the input of the recurrent neural network (RNN), while corresponding Chinese characters, numbers and alphabetic characters are used as the output. The text data recognition system model is realized via the trained RNN network. It is verified using a large data set and its training is compared with an existing text data recognition system. The algorithm proposed in this paper achieves a Chinese character recognition accuracy of 99.90%, an alphabetic and numeric character recognition accuracy of 99.30%, and a single image recognition speed of 2.15 ms.
The remainder of this paper is structured as follows:
Section 2 describes in detail the RNN-based OCR algorithm; Section 3 provides and analyzes the case study results; and, Section 4 draws conclusions on the aims, arguments and findings presented in this paper.
2 RNN-BASED OCR ALGORITHM
2.1 Optical Character Recognition Process Based on RNN Neural Network
The structural diagram of the image recognition method based on Long short term memory (LSTM) is shown in Figure 1. The specific process is as follows:
(1) Image preprocessing. Given that the quality of the power equipment nameplate is affected by the natural environment and lighting conditions during the process of obtaining the original image of power equipment nameplate, it is necessary to perform image preprocessing operations such as graying, edge detection, and binarization on the image of power equipment nameplate in order to enhance the degree of contrast in the image area of the power equipment nameplate, and improve the accuracy of positioning.
(2) Power equipment nameplate positioning. First, the color features are extracted from the RGB color space, and the rough positioning is completed on the basis of the color feature information. Then, the gray level jump is used to roughly determine the area of the power equipment nameplate. Finally, the area is filtered in the vertical and horizontal directions. The area that meets the aspect ratio of the power equipment nameplate is the target area.
(3) Character segmentation. The vertical projection method is used to analyze the pixel distribution of the binarized power equipment nameplate image in the determined target area, and then the appropriate threshold is selected in order to complete the character segmentation.
(4) Training network. The characters obtained from segmentation of the power equipment nameplate are normalized, unified according to size, and then used as the input of the recurrent neural network (RNN).
(5) Character recognition. After the obtained nameplate pictures of power equipment are processed via steps (1) to (3), they are inputted into the trained RNN network via step (4) to obtain the recognition results.
[image: Figure 1]FIGURE 1 | Network structure of the RNN.
2.2 RNN Algorithm
The data processed using the fully connected network or CNN has a common feature: each two data are independent of each other and are not correlated, so these networks will expand in space to deeply analyze the information contained in each single datum. However, if the data are based on spoken conversation (vocal communication), in which information content is reflected by the correlation between each data point, then the two networks mentioned above are powerless. It is for this reason that RNN has been developed. RNN is used mainly to process time-series data, and has become a popular research method in disciplines such as natural language processing.
In Figure 1, the left side shows a simple RNN structure. At each moment, xt is input. From the neural operation of W, the output yt is obtained, and a recessive state ht is generated at the same time. The recessive state is combined with the input datum xt+1 at the next moment as the joint input at the next moment, and then through the operation of the neuron W the output yt+1 and the recessive state ht+1 are obtained. This process is repeated until all the data are used. When the process is expanded according to the timeline, the structure shown on the right side of Figure 1 can be obtained. The operation of the neuron W can be expressed by Eq. 1, wherein ω is the coefficient, b is the bias, ht-1 is the network output at the previous moment, and f (.) is the activation function.
[image: image]
After the RNN receives the input xt at moment t, the value of the hidden layer is st, and the output value is st+1. However, unlike traditional neural networks, the value of st depends not only on xt, but also on the hidden value st-1 at the previous moment. The mathematical formula of the RNN is as follows:
[image: image]
[image: image]
Equation 2 shows how the output layer of the RNN is calculated. The output layer can be regarded as a fully connected network, wherein V represents the weight matrix of the output layer and g represents the activation function. Eq. 3 expresses how the hidden layer is calculated, wherein U represents the weight matrix of the input x, W represents the weight matrix of st-1 at the previous moment as the input at this moment, and f is the activation function of the cyclic layer. By repeatedly substituting Eq. 3 into Eq. 2, one obtains the final expression of the RNN:
[image: image]
As shown in Figure 2, the detailed steps of the three gates in the RNN can be summarized as follows:
(1) Forget Gate f: This decides what kind of information will be eliminated, that is, how much cell state ct−1 from the previous moment is retained to current ct. The value in the interval (0,1) is the input in each state, wherein, 0 stands for “completely forgotten”, and 1 is the opposite. The forget gate is calculated as follows:
[image: image]
[image: Figure 2]FIGURE 2 | RNN gate.
Among them, ft is the activation of forget gate ft, Wfx is the weight vector from the input layer to ft, Wfh is the weight vector from the hidden layer to f, and bf is the offset of ft. σ(∗) is the sigmoid activation function.
(2) Input Gate i: This determines how much information current xt retains for current state ct, and comprises two parts. First, the sigmoid layer (Input gate layer) determines what value to be updated at the next moment. Then, a new candidate value vector is created and added to the state in the tanh layer. This is calculated as follows:
[image: image]
Among them, it is the activation of input gate it, Wix is the weight vector from the input layer to it, Wih is the weight vector from the hidden layer to it, and bi is the offset of it.
(3) Output Gate o: This determines how much Ct transmits to output ht of the current state. The output is based on the cell state. First, the sigmoid layer is run to determine the output of the cell state. Then, the cell state is processed through the tanh layer to get the genetic information, which is a value in the interval (0,1). After the value is multiplied by the output of sigmoid gate, only the target part will be outputted.
[image: image]
Among them, ot is the activation of output gate ot, Wox is the weight vector from the input layer to ot, Woh is the weight vector from the hidden layer to ot, and bo is the offset of the Output gate.
The calculation results of input gate, forget gate, and Output gate differ from one another, but all three sets are obtained by multiplying the current input sequence xt and the previous state output ht−1 by the corresponding weight plus the corresponding offset, and then solving via the sigmoid activation function. The immediate state is activated by using the tanh activation function (hyperbolic tangent activation function), for which the formula is as follows:
[image: image]
Equation 8 is combined with formulae (1) (2) (3) to update the old cell state, and then the old state is multiplied by ft to forget the expiration information. Then, [image: image] is added to obtain the new candidate value, that is:
[image: image]
Thereafter, the formula of the output ht of the RNN unit is:
[image: image]
3 CASE STUDIES
3.1 Experimental Data
The experimental setup is as follows:
Both the simulation model and programs described above have been developed using a server consisting of 48 CPUs. Each CPU is a 2.10 GHz Intel Xeon Platinum processor, and the RAM of the server is 192 GB. The simulation software package used here is MATALB/Simulink version 9.8.0 (R2020a).
The standard power equipment nameplates in China are composed of Chinese characters, numbers, and Arabic letters, with a total of 65 different characters; however, due to the particularity of China’s power equipment nameplates, it is more difficult to identify the nameplates of power equipment in China (Huang et al., 2021).
Matlab is an internationally recognized, excellent numerical calculation and simulation analysis software, the use of which substitutes complicated calculations with large data sets. In this study, Matlab is used to realize the recognition module of power equipment nameplates (Gao et al., 2017).
Since the training of the RNN network is based on a large number of labeled training sets, the data set used should reflect the many different power equipment nameplates in substations all over the country. In reality, it is too costly and impractical to capture pictures of all existing power equipment nameplates, and so there is no standard data set available for training the model proposed in this study; the method in this paper divides the training data collecting process into shooting and collection of power equipment nameplates. In addition, the data set contains the pictures of power equipment nameplates of substations obtained in a wide variety of environmental conditions including, for example, 300 pictures of power equipment nameplates of substations during exposure to natural light, rainy weather, etc. These are high-definition power equipment nameplates of substations taken by mobile phones, unmanned aerial vehicles, etc. In addition, 9000 power equipment nameplate images substations were obtained via an online search using Google. In order to increase the diversity of the samples, the collected plate images were stretched, zoomed, and cut; then, all image of power equipment nameplates of the substations were preprocessed to obtain the training samples which is shown below (Ren et al., 2017).
The RNN network trained more than 9300 pictures as the training samples. Figure 3 shows the power equipment nameplates samples of some substations used in the experiment.
[image: Figure 3]FIGURE 3 | Training samples.
3.2 Experimental Results
In order to illustrate the superiority of the RNN algorithm-based image recognition system, this paper evaluates the recognition capability of each algorithm from three aspects, namely the recognition accuracy of Chinese characters, the recognition accuracy of letters and numbers, and the image recognition time (Li et al., 2021d). The test set of this paper includes 30 images of power equipment nameplates from all over the country. The experimental results are shown in Table 1.
TABLE 1 | Comparison of experimental results.
[image: Table 1]The results in Table 1 show that the accuracy in terms of Chinese character recognition, letters, and numbers recognition signifies an improvement on previous results in the experiment; at the same time, the image recognition time is relatively short. DBN (Epshtein et al., 2010), BP (Eskandarpour and Khodaei, 2018), gate feedback neural network (GRNN) (Raghunandan et al., 2018), ANNs, and the feedback neural network can only recognize characters and numbers, but cannot recognize Chinese characters. SVM (Kim et al., 2000), CNN (He et al., 2016), DNN (Zaheer and Shaziya, 2018) and RNN can recognize Chinese characters, alphabetic characters and numbers, indicating that the deep-learning algorithm is a more suitable candidate for recognition of power equipment nameplates.
Regarding the evaluation criteria, the results in Table 1 also show that the proposed power equipment nameplates recognition algorithm based on the RNN network attain an accuracy of 99.90% for Chinese character recognition, an accuracy of 99.30% for letter and numeric character recognition, and a single image recognition speed of 2.15 ms. Compared with DBN, BP, gate feedback neural network, ANNs, and feedback neural network, the algorithm proposed in this paper not only is more capable of recognizing letters and numbers, but also can more accurately read Chinese characters at an improved speed; specifically, compared with SVM (Kim et al., 2000), CNN (He et al., 2016), DNN (Zaheer and Shaziya, 2018), the accuracy of Chinese characters recognition is increased by 3.60%, the accuracy of letter and number recognition is increased by 2.41%, and the operating efficiency of the algorithm is increased by at least 67%. Compared with other methods, the operational efficiency of the algorithm in this paper is substantially higher. In addition, it not only recognizes Chinese characters, but does so more accurately, attaining a level of accuracy that is up to 2.41% above that or rival methods. In summary, the above comparative experiments show that the method proposed in this paper has higher recognition accuracy, and better algorithm operational efficiency.
4 CONCLUSION
From the information presented in the previous sections, the following conclusions are drawn:
This paper proposes an optical character recognition algorithm for nameplates of power equipment that integrates recurrent neural network theory and algorithms into complex environments. The collected image power equipment nameplates have been preprocessed via graying and binarization in order to enhance the degree of contrast in the images of power equipment nameplates and thus reduce the difficulty of positioning. Then, image recognition processing algorithms were used for power equipment nameplate positioning, character segmentation, and character recognition operations. The characters obtained from segmentation of the power equipment nameplate were normalized, unified according to size, and then used as the input of the recurrent neural network (RNN), while corresponding Chinese characters, numbers and alphabetic characters were used as the output. The text data recognition system model is realized via the trained RNN network, and its capabilities have been verified using a large data set and training process. Compared with existing text data recognition systems, the algorithm proposed in this paper achieves a Chinese character recognition accuracy of 99.90%, an alphabetical and numeric character recognition accuracy of 99.30%, and a single image recognition speed of 2.15 ms.
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Maritime island grids based on renewable energy are being rapidly developed, which poses a new challenge to the traditional pre-synchronization process of grid connection. Aiming at the problems of impulse current out of limit and long steady-state regulation time, a novel pre-synchronization control method is provided based on open-loop phase detection, which is realized by replacing the frequency detection method of the difference judgment part. The open-loop detection model of voltage phase and amplitude based on the synchronous rotating coordinate system is established first. Then the voltage phase is linearized to control the output frequency and finally reduces the voltage deviation through the compensation of virtual power to achieve the effect of a smooth grid connection. The novel pre-synchronization method has a fast response speed and no regulator effect, which can synchronize the actual values of output voltage amplitude, phase, and frequency. Simulation results verify the excellent performance of the proposed method in island stable operation and grid connection under disturbance.
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1 INTRODUCTION
Voltage source converter-based high voltage direct current (VSC–HVDC) systems have experienced an increasing application in the grid connection of offshore wind farms, as a power transmission carrier and control center (Barnes et al., 2017; Alghamdi and Canizares, 2021; Xiong et al., 2021a). VSC-HVDC can supply power to an island utilizing active control and reactive power independently at the grid side. The sag control can isolate the adverse effects of wind power, and the pre-synchronous control can optimize the effect of grid connection and reduce the impact of grid connection. However, when the voltage and frequency of the wind farm side fluctuates greatly, the rapidity and stability of the control algorithm will be very crucial. Therefore, it is of great significance to quickly control the converter’s active and reactive power for improving the dynamic performance of the system under disturbances.
Because the voltage, frequency, and phase are directly related to the converter’s active and reactive power, the essence of the control is to improve the speed and sensitivity of the pre-synchronization of voltage, frequency, and phase. Phase-locked loop (Blaabjerg et al., 2006) is a common method for phase and amplitude detection dynamically. The single synchronous reference frame phase-locked loop (SSRF-SPLL) (Ademi and Milutin, 2014) adopts a d-q frame transform and PI controller, which is the most widespread three-phase PLL technology in the VSC-HVDC system. It is a closed-loop control containing two integrals, which has a suppression effect on disturbance. But it is difficult to respond in real-time and achieve phase lock in the case of grid voltage imbalance.
At present, in order to improve the speed of phase detection, the methods of improving the control performance of PLL are mainly divided into structure development and algorithm improvement. For structure development, the phase output direction is proposed by increasing the control of the direct axis voltage and eliminating the integral link (Yuan et al., 2010). The input voltage is controlled before the phase lock for improving the rapidity of the phase lock (Ama et al., 2014). For algorithm improvement, the phase Angle error is analyzed based on the small signal model at the steady-state operating point of the system, obtaining the closed-loop transfer function, and improving the adaptability of the phase-locked loop in the abnormal power grid environment (Zhang et al., 2020; Mondal et al., 2021).
The phase tracking time of these improved methods are obviously shortened. But the above methods are still based on closed-loop feedback, which requires parameter testing time, and the phase difference between the output voltage of the PLL and the actual voltage cannot suddenly become zero. For these shortcomings, open-loop detection methods are studied to speed up dynamic response time, such as zero-crossing detection (Vainio and Ovaska, 1995), the wavelet transform method (Freijedo et al., 2007), weighted least squares estimation (Wu et al., 2017), and predictive digital filters (Zhen et al., 2017). But these open-loop detection methods are mostly designed for certain grid conditions and cannot cope with multiple grid distortions simultaneously. For the active power filter, a moving average filter and a heterodyne algorithm were used to obtain the phase of the distorted voltage (Xiong et al., 2022). An open-loop method in a strong power grid is proposed to quickly obtain the positive, negative, and zero sequence components based on the symmetrical component method, which was characterized by fast and accurate acquisition (Liancheng et al., 2021).
Meanwhile, the voltage-oriented control (VOC) on the rectifier and pre-synchronous control on the inverter based on open-loop detection has been studied. For the VOC, since the detection speed of the grid voltage phase directly affects the generation of the trigger pulse, it is very beneficial to improve the performance of the rectifier by increasing the capture speed of the voltage phase. For the pre-synchronous control, virtual orthogonal signals and outputted phase and frequency of output voltage are constructed based on an open-loop (Xiong et al., 2021b; Xiu et al., 2021). However, this method was applicable to single-phase phase capture and had not been verified in the maritime VSC-HVDC system (Hintz et al., 2016). directly processed the direct axis component of the voltage and obtained its rotation angular frequency by open-loop. This method abandoned the complex parameters, but cannot accurately obtain positive and negative sequence voltages in microgrids with large frequency fluctuations.
This paper presents a detection method based on an open-loop for the instantaneous detection voltage phase. The method makes the synchronous rotation coordinate system and the actual voltage vector move at a fixed angular frequency (usually the grid standard frequency). It can detect the voltage phase in real-time only by obtaining the initial phase difference without the real-time frequency of the voltage. On this basis, a novel pre-synchronization control method is provided, which is realized by modeling the phase difference between the voltage vector and after synchronous rotation and generating the actual frequency by linearizing the obtained phase. The algorithm has a fast response speed because it is not affected by the dynamic process of the regulator. Thus, it can effectively improve the frequency and phase tracking performance and reduce the risk of a grid connection failure in a harsh environment.
The rest of this paper is organized as follows. Section 2 analyzes the structure and control algorithm of the maritime VSC-HVDC system, Section 3 studies the performance of pre-synchronization control. Section 4 verifies the effectiveness of the novel pre-synchronization method. Finally, conclusion are drawn in Section 5.
2 STRUCTURE AND CONTROL ALGORITHM OF THE MARITIME VSC-HVDC SYSTEM
The structural model of the maritime VSC-HVDC system is shown in Figure 1, including a bulk power grid, island grid, rectifier (VSC1), inverter (VSC2), control strategy, and power lines. The power grid voltage is stably transmitted to the inverter through the rectifier, and the inverter has strong networking ability, the ability to absorb corresponding active power and reactive power according to the internal load and stability requirements, to provide power support for the island grid.
[image: Figure 1]FIGURE 1 | Structural model of the maritime VSC-HVDC system.
2.1 VOC Control Algorithm
In Figure 1, esabc and isabc are, respectively, the ac grid voltage and the ac grid current. vdc is the voltage of the dc side of the rectifier, and idc is the dc side current. vabc and iabc are, respectively, the output voltage and current of the inverter. vgabc and igabc are, respectively, the voltage and current of the island grid. Zs and Zf are the equivalent impedance of the line.
The rectifier adopts a VOC control strategy to maintain the stability of vdc and transmission power by absorbing active and reactive power. vdcref, Qsref are, respectively, the reference value of vdc and the reference value of the rectifier reactive power. ωs is the angular frequency of grid voltage, and [image: image], [image: image] is the modulation signal that controls the switching off of VSC1.
The VOC realizes the active and reactive power control via orienting the rotating coordinate systemand the voltage vector, and the vector graph based on grid voltage orientation is shown in Figure 2A. Let esd = |Es|, esq = 0, the output power of the grid after the rectifier can be obtained
[image: image]
here Ps is the active power, and Qs is the reactive power. If the grid voltage is fixed, the loss of VSC1 is ignored, and the values of Es and idc .remain unchanged, and Eq. 1 can be simplified to:
[image: image]
[image: Figure 2]FIGURE 2 | The vector graph: (A) voltage orientation control; (B) phase-locked loop.
Because isd and vdc are coupled, vdc can be controlled through controlling isd, and the control of Ps can be realized. Therefore, the detection speed of the grid voltage phase directly affects the generation of the trigger pulse, thereby affecting the switching time of the rectifier.
The droop control of the inverter in the grid-connected process will produce a large current shock and power overshoot. In order to eliminate this effect, the pre-synchronization control is carried out before the grid-connected, so that the voltage amplitude difference, phase difference and frequency difference on both sides of the grid-connected switch are in a small range to close the grid-connected switch. The response speed of the pre-synchronization module is mainly determined by the detection method of voltage amplitude and phase frequency, and the commonly used detection method is a phase-locked loop. The phase-locked loop (PLL) can track and lock the phase of the AC signal in real-time, and provide phase, amplitude, and frequency information, which is widely used in converter control. The realization process of PLL is shown in Figure 2B. [image: image] is the output voltage vector of PLL, and [image: image] is the phase angle of the voltage output by the phase-locked loop. In normal operation, the rotation speed of the actual coordinate system and the tracking control coordinate system is inconsistent, and there is a phase angle tracking error. When [image: image] = ϕs, the correct phase lock of esabc is completed. Therefore, the control process of the PLL is a closed-loop control, which uses the output value as a feedback signal to repeatedly adjust the [image: image] to complete the phase lock.
2.2 Droop Control Algorithm
The inverter adopts droop control to complete the orderly distribution of power and realize the coordinated action between the island grid and the inverter side in the dynamic process. Q and P are the active power and reactive power of the inverter respectively. Uref, Pref and Qref are voltage, active power and reactive power reference values in droop control respectively. Δω and ΔU are the pre-synchronous compensating angular frequency and compensating voltage respectively. θ* and U* are the phase and voltage generated by droop control respectively. [image: image] is the modulation signals that control the switching off of the inverter.
The droop control simulates the frequency and voltage regulation characteristics of the generator from the external characteristics, giving the inverter end a certain networking ability and an orderly response to the load fluctuations of the inverter end and the power demand of the island grid, avoiding complicated communication. Its characteristic equation for:
[image: image]
here, kp is the active power droop coefficient, and kq is the reactive power droop coefficient. It can be seen that kp and kq determine the primary frequency regulation and primary voltage regulation capabilities of the inverter side. If the inverter side voltage is not synchronized with the island voltage before grid connection, the grid connection process will have the characteristics of a large impact on the grid and long transition time, which will seriously damage the rapidity and reliability of the VSC-HVDC system. Therefore, it is necessary to perform pre-synchronization control on the voltage before grid connection, which can weaken the inrush current in advance, reduce the risk of system components being damaged, and effectively increase the grid connection speed.
Pre-synchronization control is the secondary frequency modulation and voltage regulation of the power system. When the grid connection starts, the pre-synchronization control will gradually reduce the deviation of voltage amplitude, phase, and frequency between the inverter terminal and the island grid until it reaches the grid-connected allowable value. Then close the PCC switch to achieve a smooth grid connection, and stop the pre-synchronization.
Assuming that there exists virtual impedance between the inverter and the island grid, the power transmission path at the PCC is shown in Figure 3A. The virtual complex power can be expressed as:
[image: image]
where Zv is the virtual impedance (mainly the equivalent impedance of the island grid), and θv is the virtual impedance Angle. If the virtual impedance is pure inductive impedance, that is ZV = XV∠90°, then the virtual active power and virtual reactive power are respectively:
[image: image]
[image: Figure 3]FIGURE 3 | (A) Virtual Power transmission path; (B) The concrete realization process of pre-synchronization.
In order to dynamically compensate for the voltage amplitude and frequency deviation at both ends of the PCC, the PLL-based pre-synchronization method has been designed. It performs a PI adjustment on virtual active and virtual reactive power to obtain angular frequency and voltage deviation signals, which are respectively superimposed on the active and reactive power links in the droop control. And the PLL is used to detect whether the deviation meets the grid-connected conditions. The concrete realization process of the PLL-based pre-synchronization is shown in Figure 3B.
The PLL-based pre-synchronization control makes the synchronous rotating coordinate systems to lock the voltage vector, and takes the frequency as the feedback quantity. Then through PI closed-loop control, the angle between the coordinate system and the voltage vector is continuously reduced until the quadrature axis component of the voltage vector is zero. Finally, the phase, voltage amplitude, and frequency are obtained.
3 A NOVEL PRE-SYNCHRONIZATION CONTROL BASED ON OPEN-LOOP PHASE DETECTION
3.1 Open-Loop Phase Detection
Based on the structural analysis of the phase-locked loop, it can be seen that the dynamic performance of the closed-loop phase-locked mainly depends on PI control. In the abnormal power grid environment, PI can only gradually adjust the phase output value, and the speed of phase detection is limited. Therefore, this paper proposes an open-loop detection phase technology: the traditional phase comparison method is converted into a method of superimposing the rotation angular velocity and the initial phase so that the rotation angular frequency of the synchronous rotating coordinate system is consistent with the angular frequency of the three-phase voltage. Obtain the initial phase difference between the two to accurately measure the phase. The schematic diagram of open-loop phase detection is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Schematic diagram of open-loop phase detection.
Suppose the three-phase grid voltage esabc is:
[image: image]
where θs is the initial phase of the grid voltage, and ω0 is the voltage synchronous angular frequency, with ω0 = 100π. After Park transformation of voltage, obtain [image: image] and [image: image].
[image: image]
After dividing:
[image: image]
Then the amplitude and phase of grid voltage:
[image: image]
where the value of θex is related to the quadrant of the rotating coordinate system:
[image: image]
It can be seen that the voltage phase and amplitude can be detected instantaneously according to Eqs 8, 9, and the output phase component and amplitude component are not coupled, which can quickly detect and adapt to abnormal grid environment changes.
3.2 A Novel Pre-Synchronization Control Method
The PLL-based pre-synchronization control adopts closed-loop control, which affects the speed of difference judgment in the pre-synchronization process and increases the instability time of the island grid. Thus, a novel pre-synchronization method is proposed, which is to change the detection method of the difference judgment part and replace the closed-loop detection with open-loop detection. Based on the mathematical model of the three-phase grid voltage esabc, the voltage and phase of the inverter output voltage vabc can be obtained.
[image: image]
where ω is the angular frequency of the grid voltage, and θ0 is the initial phase of the grid voltage, and ωn is the voltage synchronous angular frequency, with ωn = 100π. Calculate the difference between the actual phase of the voltage and the rated phase, and obtain the frequency difference through PI control. The relationship between the phase difference and the frequency difference is:
[image: image]
where λ = 2πn, it is the continuous change adjustment to achieve PI control. The discrete sampling process has errors and cannot be accurate to 100%. If the phase difference between the current moment and the previous time exceeds 0.99% of a cycle, the current phase difference increases by 2π, and the changes are shown in Figure 5A . As time changes, a continuously increasing phase difference curve can be obtained.
[image: Figure 5]FIGURE 5 | (A) Continuous change adjustment of phase difference; (B) Implementation of open-looped phase detection.
The angular frequency can be obtained by PI adjustment of the phase difference, and the novel pre-synchronization control based on open-looped frequency detection is shown in Figure 5B. In Figure 5B, Δθ*, Δω*, Δf* are the feedback values of phase difference, angular frequency difference and frequency difference, respectively. When Δθ = Δθ*, the output angular frequency difference and the feedback value of the frequency difference are the actual difference.
4 SIMULATION VERIFICATION
In order to verify the effectiveness of the novel pre-synchronization method, this paper builds a VSC-HVDC system in Matlab/Simulink, verifying the control effect of open-loop phase detection in the case of sudden changes in the voltage amplitude and phase changes of the grid, and analyzing the actual effects of the novel pre-synchronization control method. Related parameter settings of the VSC-HVDC system are shown in Table 1.
TABLE 1 | Rectifier parameter and inverter parameter.
[image: Table 1]4.1 Validation of Open-Loop Phase Detection
The output voltage of the power grid is maintained at 380 V, the initial phase is 0°, and the total simulation duration is 0.3 s. Figure 6 shows the actual effect of using the open-loop phase detection technology when the power grid voltage is stable. In the figure, the open-loop phase detection technology can achieve accurate measurement of voltage phase and amplitude at the initial moment of system operation. And the integral of the absolute error (IAE) of the DC voltage is always maintained within a stable value. Generally IAE[image: image]10% indicates that the simulation effect is very good, and the simulation results show that the open-loop phase detection technology has high-precision performance.
[image: Figure 6]FIGURE 6 | The detection results in steady state environment.
By comparing with the PLL algorithm, the superiority of the open-loop phase detection method is verified under the sudden change of voltage amplitude and the sudden change of phase. Figure 7A shows the results of relevant parameters after the sudden change of the grid voltage amplitude. The total simulation time is 0.8 s. The voltage drops 0.2 p.u. at 0.2 s and increases by 0.4 p.u. at 0.6 s. When the voltage amplitude changes suddenly, the open-loop phase detection method can immediately sense the amplitude change and output 0.8 p.u. However, the PLL has a time delay, and the phase output changes according to the downward trend of the linear function. Since the sudden change in voltage amplitude does not affect the phase detection result, the IAE curve of the open-loop phase detection and PLL is the same, and the maximum value of the IAE value at the sudden amplitude change is 2.5%, which is less than 10%. It shows that the error between the DC voltage and the reference value is very small, and the detection results of the two methods are basically the same when the voltage amplitude changes suddenly.
Figure 7B shows the results of related parameters after the power grid phase mutation. The total simulation time is 0.7 s, the grid voltage initial phase is 0°, the phase mutation changes to 50° at 0.3 s, and the phase mutation changes to 0° at 0.5 s. It can be seen from the figure that the measured phase of the open-loop phase detection changes synchronously with the actual phase, and its voltage amplitude is almost unchanged. However, the measured phase of the PLL gradually tracks the actual output phase within 0.16 s, and the amplitude also needs time delay to stabilize. In addition, at 0.3 and 0.5 s, the maximum IAE value of the DC voltage under the open-loop phase detection method is 2%, the IAE curve has no fluctuations, while the phase-locked loop is 20.6%, and the IAE curve fluctuation duration is 0.16 s. Obviously, the control effect of the open-loop phase detection method is better than that of the phase-locked loop.
[image: Figure 7]FIGURE 7 | The simulation result: (A) the voltage amplitude changes suddenly; (B) the voltage phase changes suddenly.
4.2 Verification of Novel Pre-Synchronization Method
In order to verify the role of pre-synchronization in the grid connection process, Figure 8 shows the comparison result with or without pre-synchronization. The total simulation time is 1.8 s. Pre-synchronization is turned on at t = 0.3 s. The dashed line is the current change without pre-synchronization. In Figure 8, the impulse current and power oscillation spikes without pre-synchronization are too large. For example, the active power spike has reached 40% of its reference value, which seriously affects the life of power devices and power quality. When pre-synchronization existed, the current of the inverter terminal and the island grid gradually increases, there is no inrush current and power spikes and the power is output smoothly. In addition, the total time from pre-synchronized grid connection to stable operation is 200 ms, which shorter than that of a direct grid connection. The above results prove that the use of a novel pre-synchronization method can improve the grid connection quality of isolated power grids and improve the safety of the flexible and straightforward system of isolated power grids.
[image: Figure 8]FIGURE 8 | Grid connection effect under the novel pre-synchronization method: (A) the current changed; (B) the power changed.
To further verify the novel pre-synchronization method, it is compared with the PLL-based pre-synchronization method. The result is shown in Figure 9, where the initial frequency of the island grid is 49.8 Hz. As can been obtained from Figure 9, the novel pre-synchronization method has higher speed and accuracy in phase angle detection and power output than the PLL-based pre-synchronization method. When the island grid is in an unstable state, the inverter side can support the power of the island grid more timely, avoiding the further deterioration of the frequency of the island grid system.
[image: Figure 9]FIGURE 9 | Comparison result of two pre-synchronization methods: (A) the power changed; (B) the theta changed; (C) power variation under multiple grid connection.
5 CONCLUSION
In order to solve the problem of grid connection in maritime island grids, a novel pre-synchronization control method based on the phase and frequency detection in the part of its difference judgment is proposed in this paper. In this method, the closed-loop structure is abandoned, and the open-loop structure is adopted to measure the voltage phase, amplitude, and frequency. It has the advantages of no PI adjustment, instantaneous output parameters, and simple structure. The proposed pre-synchronization method ensures the friendly and cooperative relationship between the island grid and the land grid, greatly reduces the impulse current and plays an important role in smoothing the power peak. Simulation results show that the quality of the grid connection of the proposed method is better than the traditional pre-synchronization method, especially when disturbed.
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Due to the temperature of shallow aquifers being affected by atmospheric temperature, groundwater source heat pumps (GWSHPs) become unstable and the operation efficiency of GWSHP is constrained. In the study, the coupling numerical simulation model of the groundwater flow field and temperature field is established based on the continuous monitoring results in an actual experimental site, and the water and thermal migration of shallow aquifer is simulated under the influence of the atmospheric environment. The influence of the dynamic change in ground temperature is analyzed on a GWSHP. The results indicated that the temperature of the shallow aquifer is affected by the external temperature, and the recharge temperature in the summer cooling period was 33°C, and that in the winter heating period was 6°C in the actual site, to avoid the occurrence of thermal penetration when there is a gap between the actual situation and the design situation, the single cooler can balance the insufficient cooling capacity in summer under the most unfavorable situation. The research results can also provide a reference for the development and utilization of geothermal energy resources in shallow aquifers.
Keywords: groundwater source heat pump, shallow aquifer, geothermal dynamic variety, numerical simulation, thermal penetration, constraint condition
1 INTRODUCTION
The aquifer resource storage technology for building heating and cooling has been widely used on a global scale. A shallow geothermal resource exists both below the surface (generally less than 200 m depth) within a certain range of rock mass, groundwater and surface water. The temperature is usually below 25°C (Wei, 2010). It is the product of deep geothermal and solar energy, and now can be available for large-scale commercial exploitation (Norio et al., 2003; Recep et al., 2004; Schneider et al., 2016; Ucar and Inalli, 2005). Moreover, the development and use of efficient, innovative, low-carbon heating and cooling technologies to reduce energy use and carbon emissions will bring considerable environmental and economic benefits (Ismail et al., 2021; Mukhtar et al., 2021; Shrestha et al., 2017).
For a certain heating or cooling load, the demand volume of heat carrier (water) amount is inversely proportional to the grade in unit time. That is, the higher the water temperature, the smaller the required water amount. Therefore, from the perspective of the GWSHP system efficiency, the aquifer of large water yield, high grade, and good permeability is considered the preferred object (Masciale et al., 2015; Park et al., 2015; Ramos et al., 2015; Zhou et al., 2015). On the other side, considering water-resources protection, a good permeability aquifer is preferred for recharge. So priority aquifer is widespread distribution, large thickness, good permeability and deeply buried (Sterling and Gordon et al., 1960). The studies of groundwater geothermal energy application mostly take these aquifers mentioned above as the objects (Suzuki, 1960; Bredehoeft and Papaopulos, 1965; Kay and Groenevelt, 1974). In the hydrogeology field, the thermal Response Test (TRT) was simulated through Modflow/MT3MS codes implementing into the model all the components of a Ground Heat Exchanger system: from the U-shaped BHE to the grout material surrounding it, and the results showed that the effect of the grout is negligible, therefore is advantageous to avoid modeling its geometry and thermal/physical parameters (Alberti et al., 2016). In addition, a Darcy flow is imposed across the medium. The typical operation of a Borehole Heat Exchanger operating both in winter and summer is simulated for 2 years, under different groundwater velocities. From both the energy and the aquifer temperature field points of view, the velocity ranges for the respectively negligible and relevant influence of the groundwater flow are identified (Angelotti et al., 2014).
These aquifers are only distributed in karst areas or plains with a thick porous aquifer. However, the hilly areas which distribute more extensively (two-thirds of the land area in China) generally only develop shallow aquifers of small thickness. It is not given enough attention to the research of geothermal energy in such shallow aquifers. Vadose zone and adjacent shallow aquifer are the dynamic links to the water circulation system, which play a very important role in the utilization of shallow geothermal energy and prediction of contaminants migration. Because of huge water storage, high yield and thermal energy production, shallow aquifers close to habitation are easily accessible and reusable. Suzuki used the transient method to calculate the transient change of shallow groundwater in the vertical flow field on the condition of the presence of intense day volatility atmospheric temperature (Angelotti et al., 2014). The hydrothermal features of a shallow aquifer under the effect of a GWSHP in the Italian Piemonte administration were analyzed (Bredehoeft and Papaopulos, 1965). Since 1985, shallow geothermal energy was explored at a speed of more than 10% per year in the United States. Currently, shallow geothermal energy home use for heating (cooling) could account for 19% of commercial buildings, and for 30% of the new construction.
By the joint action of gravity potential, temperature gradient and moisture gradient, groundwater heat storage and transfer is an important part of the hydrological cycle. There is a multitude of research on soil water-heat migration law and the mathematical model. A dual parameter mathematical model to solve the thermally coupled problem of soil water and groundwater had been established based on the microscopic properties of porous media, mass conservation and energy conservation principle to analyze the thermal transport mechanism of soil water (De Vries, 1958; Philip, 1957; Philip and De Vries, 1957). The soil moisture effect on the thermal conductivity has been investigated through a series of experiments (Horton and Wierenga, 1984). The simulation technology of aquifer energy storage has been discussed and the simulation accuracy has been improved by mixed finite element simulation in soil water flow and heat transport (Chounet et al., 1999; Mercer et al., 1982).
It is difficult to solve groundwater heat storage and transport problems analytically due to their complexity. The irregular and the in-homogeneous problem can be converted to regular and homogeneous ones by numerical method, moreover, it is widely used. The groundwater heat transfer simulation software contains SWIFT, AQUA3D, SUTRA, HST3D, TOUGH2, FEFLOW, etc. TOUGH2 is mainly used in underground thermal energy storage, nuclear waste disposal, and environmental assessment; it is also applied to numerical simulation of multi-component, multi-phase flow of heat and water migration, and solute transport in both porous and fractured media medium under non-isotherm conditions. Under the temperature gradient, multiple transport mechanisms are studied by TOUGH2, and good stability and accuracy are demonstrated by comparing the numerical simulation results and experimental data (Lien and Wittmann, 1995). Also, a wide range of non-saturated water 3D simulations are carried out using the applied form of parallel computing of TOUGH2 (Zhang et al., 2003). TOUGH2 has been widely used in geothermal power generation, geothermal heating simulation, nuclear waste treatment process heat and mass transport. Fluid migration is described by Darcy’s law of multi-phase, and solute transport is depicted by the mass transfer multi-state transport mode. The heat transfer can be used to simulate heat conduction and thermal convection with consideration of the latent effect. In recent years, a different method to simulate the heat transport field in an aquifer through modflow-USG code is explored, which is more effective in the calculation to simulate a larger area with multiple BHEs. The connected linear network (CLN) software package was introduced in modflow-USG. This method is simpler and faster, and can reproduce the annual operation of one or more BCH in the aquifer. The advantage is to estimate the contribution of different GSHP systems in total aquifer thermal perturbation, which is worthy of further study (Antelmi et al., 2021). In addition, the heat transport mechanisms in the quantification of shallow geothermal resources (Alcaraz et al., 2016), the grouting material on borehole heat exchanger’s performance in aquifers (Alberti et al., 2017), and the thermal response test with moving line sources (Antelmi et al., 2020) have been conducted relevant research.
Generally, the development and utilization of shallow geothermal energy are mainly focused on the abundant groundwater aquifer with stable temperature. The aquifer usually has greater thickness in plains areas, and less thickness in hilly areas, which account for two-thirds of China. In addition, the boundary and initial conditions are more important for the hydrodynamic field and temperature field. Therefore, it is necessary to study the strategies for effective utilization of geothermal energy in shallow aquifers, and the importance of boundary conditions has been researched for mass and energy transfer solutions (Lubryka and Malecha, 2017a,2017b; Malecha and Malecha, 2014; Shu et al., 2017). Shallow geothermal resource exploitation not only has hydraulic and thermal effects on the environment but also induces physicochemical changes that can compromise the operability of installations (García-Gil et al., 2016). And the seasonal alternate pumping is better than the normal pumping but both produce heat transfixion phenomenon by the hydro-geological conceptual model and groundwater-thermal coupling model research. Thermal perturbation produced in the subsurface represents a complex transport phenomenon, including intrinsic characteristics of the exploited aquifer, abstraction and reinjection well features, and the temporal dynamics of the accessed groundwater (Russo et al., 2018).
In plains regions, aquifers usually have abundant groundwater with a stable temperature and a considerable thickness. However, aquifers are usually thinner and shallower in hilly regions, which occupy two thirds of China. The temperature fields of aquifers are easily influenced, especially by the atmospheric boundary conditions. Therefore, it is necessary to study the development and utilization of shallow geothermal energy efficiently in those thin and shallow aquifers. For the above reasons, the influence mechanism of the atmospheric boundary on the shallow geothermal field was researched. In addition, the shallow geothermal energy efficiently was verified by the data of the monitoring of the GWSHP system. In the actual experimental site, a heat-water coupled numerical model was established to simulate the geothermal dynamic variety in the shallow aquifer. The parameter was presented to compare the designed temperature in traditional experience and the geothermal dynamic variety temperature. In the actual site, there was a thermal penetration phenomenon, so the geothermal dynamic variety was considered as a constraint condition to judge the performance of GWSHP system. This study provides a scientific understanding for the further exploitation of geothermal energies in such shallow and thin aquifers near rivers.
2 MATERIALS AND METHODS
2.1 The study area
The study area is located in Jingxian county, southeast of Anhui Province, China. The south and northwest of the area are hilly and mountainous regions and the central part is a valley plain. The northern part of the area is higher than the southern part and the western part is higher than the eastern part. The study area is characterized by a subtropical monsoon climate, with an average annual atmospheric temperature of 14°C and annual groundwater temperature of 17°C, respectively. There are numerous rivers, abundant water resources, and the annual precipitation is 1,551 mm. Qingyi river is the main river across the central part of the area. The formation of the study area belongs to Yangzi platform formation includes Middle Proterozoic, Proterozoic, Lower Paleozoic, Upper Paleozoic, Mesozoic, and Cenozoic. The aquifers can be mainly classified as the fissure karst aquifer, the fractured rock and loose rock pore aquifer. Precipitation is the main recharge source of the porous aquifers. The infiltration and recharge condition is good. The phreatic water depth is shallow, generally is about 0.5–1.5 m, and the level amplitude is 1–3 m. Groundwater runoff direction is controlled by local topography, generally from the piedmont to the river. Under natural conditions, the main ways of phreatic water discharge are evaporation and lateral outflow, and the confined water drains into rivers, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Regional hydrogeology map of the study area.
The test site had been built in October 2011. It is in the center of the study area and located on the first terrace of the Qingyi river, which is a typical characteristic of the formation of dual structure. The north boundary of the test site is close to the Qingyi river, and the south boundary is to the Southeast mountain. The whole perimeter is 2.5 km, and the control area is about 0.4 km2. The loose deposit is a typical dual structure with thickness of 10–20 m. The upper stratigraphic section is a sandy loam and loam layer with a thickness of about 0–6 m and weak permeability. The lower is gravel layer with a thickness of 6–16 m. The underlying bedrock is an argillaceous conglomerate with poor water holding capacity, which can be regarded as an impermeable layer. Owing to the good permeability and rich water content, the gravel layer is considered as the target aquifer for heat pump projects. Therefore, because of the shallow burial depth, the water temperature of the gravel layer is affected by atmospheric temperature.
2.2 The dynamic monitoring method
The main work of the test site includes five groundwater level and groundwater temperature observation sites, one water level and water temperature of Qingyi river observation site, one soil moisture observation system and two soil water and ground temperature monitoring systems with different buried depths, which are shown in Figure 2. The observation data is collected by labor and fixed automatic data acquisition equipment. The variation of shallow groundwater energy fields can be depicted by the groundwater temperature dynamic observational data of each layer.
[image: Figure 2]FIGURE 2 | Schematic diagram of the distribution of frequency domain reflectometry probe (FDR probe, left side) and temperature probe (T probe, right side).
Soil water content and vadose water potential perform the function of determining the moisture characteristic curve in the unsaturated zone, the long-term observation data will be used to validate the model. The groundwater temperature, air temperature, soil moisture, and water potential data of the vadose zone in the test site are recorded by sensors and associated host systems against time. The main measuring equipment includes a dual automatic temperature monitor and Frequency Domain Reflectometry (FDR) soil moisture meter (to collect soil moisture and water potential data), the accuracy of the test equipment are shown in Table 1 and schematic diagram is shown in Figure 2.
TABLE 1 | The accuracy of main experimental equipment.
[image: Table 1]2.3 The numerical simulation of groundwater flow and heat transfer
The theoretical basis of the groundwater thermal transfer model is the groundwater flow equation, solute and heat transport equation. The core of groundwater-heat transfer is seepage in groundwater flow and thermal transport theoretical equation, based on the Three Conservation Law that is consists of mass, momentum and energy conservation. Numerous previous studies developed the classical theory of heat transfer in groundwater flow (Bear, 1972; Marsily, 1986; Domenico and Schwartz, 1998; Ing Eb Ritsen and Sanford, 1998; Deming, 2002).
Fundamental equation. Darcy’s law is the equation obtained in the experiment, which describes the macroscopic flow pattern of the fluid in porous media. In a homogeneous porous medium, the Darcy’s law can be expressed as:
[image: image]
where vi is the groundwater flow velocity (m/s), Kij is permeability coefficient (m/s), h is the groundwater head (m), xj is space variables (m).
Fourier establishes the theoretical basis of heat conduction. For a homogeneous solid, the heat passing through a given section per unit time is proportional to the temperature change rate perpendicular to the section and the section area. That is, the heat flux is proportional to the temperature gradient, and the direction of transmission is opposite to the direction of temperature rise. The expression is :
[image: image]
where qτ is heat flux, λij is effective thermal conductivity (W/m K), T is the temperature (°C), gradT is a temperature gradient in space.
According to the principle of mass conservation, the change of liquid in the equilibrium unit is equal to the change of liquid mass in the unit considering the source and sink terms. The groundwater continuous equation describing the dynamic equilibrium of saturated groundwater is:
[image: image]
where Ss is the specific storage (1/m), h is the groundwater head (m), Kij is hydraulic conductivity (m/s), W is the source and sink term (kg/m3 s).
According to the principle of energy conservation (Zhu, 1990), the basic differential equation of heat migration in porous media can be written as:
[image: image]
where t is time (s), T is the temperature of groundwater (°C), xi and xj are space variables (m), θ is the effective porosity, vi is the groundwater flow velocity (m/s), ρw is the groundwater density (kg/m3), ρs is the solid density (kg/m3), cw and cs are the specific heat capacities of groundwater and solid (J/kg K), respectively. λij is the coefficient of thermal conductivity (W/m K) and QT is the source-sink term of heat (W/m3).
For the variations of groundwater hydrothermal migration equation with enthalpy are the main variables. The first term on the right side of Eq. 4 is the thermal dispersion caused by the change of groundwater flow velocity in pore space, in addition, the second term on the right side is the thermal convection caused by groundwater flow (Ing Eb Ritsen and Sanford, 1998).
Hydrothermal coupling mathematical model of porous media
Under appropriate and reasonable initial conditions and boundary conditions, the above basic equations are combined to solve the governing equations. Ignoring the time required for thermal equilibrium between fluid and porous media, that is, assuming that the temperature of porous media and surrounding fluid are the same. The thermal dissipation caused by thermal radiation, chemical reaction effect and viscosity are ignored, moreover, the changes of physical parameters are also ignored, such as hydrogeological parameters and thermophysical parameters of fluid and porous media with temperature and fluid concentration.
As the above discussed, the groundwater solute transport equation is comparable to the heat transport equation, therefore, the energy transport equation in groundwater can be written as:
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where λij is effective thermal conductivity, T0 (x,y,z) is the initial temperature, T1 (x,y,z) is the temperature on the first boundary Γ1, T2 (x,y,z) is the heat flux on the second boundary Γ2, n is the outer normal direction of the boundary Γ2, Ω is the research area. Eq. 5 are difficult to give the analytical solution directly, which can be solved by finite difference method or finite element discretization method in the actual calculation.
2.4 The establishment of model
Groundwater water-thermal transport numerical simulation is also the reflection of the true state of the constitutive equation. By describing the head (pressure) of the model boundary or the condition of flow boundary, indirect simulated groundwater flow, porous media flow field, temperature field, solute field, etc. are analyzed with the finite difference method, finite element method or other fixed forms. In this paper, to discuss the influence of atmospheric temperature on the shallow ground temperature field of the river terraces, the model is set up by TOUGH2 software (Pruess et al., 1999; Stephen et al., 1995). The three-dimensional conceptual model was established through the EOS3 module of TOUGH2 under unsteady non-isothermal conditions to simulate water and heat transport in the shallow geothermal field of river terraces.
Geological model generalization and grid subdivision
Based on the hydrogeological data of two exploration holes in the test site, the exploration maximum depth was 130 m. The pumping and recharging wells group of GWSHP system were treated as the model center during the simulation period in the experimental base, and the north and south boundary are Qingyi river and Southeast mountain, respectively. Qingyi river and Southeast aquifer pinch out belt in the area was considered to be boundary conditions as both sides of the model, the area of simulation is about 3.6 km2.
According to hydrogeological characteristics of the study area, it was divided into three-layer groups: the first layer is sub clay and the permeability is regarded as a weak permeable layer, the thickness of about 6 m; the second was Pleistocene (Q1-2) aquifer composed of sand gravel, the thickness of about 10 m; and the third layer was on the third line of Anqing group (N2a), the depth was 16–55 m with the bad water quality, so it could be considered as impermeable layer group.
As to the hydrogeological and hydrodynamic conditions, the simulation model was taken into regional non-homogeneous and isotropic, the same parameters could be regarded as homogeneous sub-region, and groundwater flow obeys Darcy’s law. Taking the calculation accuracy of the model into account, the TOUGH2 polygon meshing was carried out automatically, and refined near the pumping-recharge wells group. Setting each grid cell area to be smaller than 200 m2 where the group locates, while each one is beyond the scope of the group to be less than 1.5 × 105 m2. Meanwhile, the minimum angle between the grid edges is supposed to be 30°. The vertical plane and mesh generation models were shown in Figure 3.
[image: Figure 3]FIGURE 3 | Model subdivision diagram.
Initial and boundary conditions
The initial conditions include the initial flow field and initial temperature field in the simulation area. The underground flow field is in a state of static equilibrium and the initial groundwater level depth is about 4.5 m. The groundwater of the simulation region flows from south to north, hydraulic gradient is about 2.5‰. The atmosphere boundary is to be the upper boundary, and the data is determined by observation of automatic monitoring equipment in the experimental base. The impermeable lower boundary is set to be a predetermined temperature boundary. Where the bottom boundary is considered to be the temperature boundary and taken 18.5°C regarding lithologic. The northeast and southwest border of the study area is supposed to be constant water head boundary, head hydraulic gradient value is obtained from linear interpolation. Qingyi river acts as the first boundary condition, calculated by the average monthly water level in given dry years, the opposite Southeast mountain is aquifer pinch out belt, and treated as zero flux boundary which is watertight compartment temperature boundary.
The layout scheme of pumping wells and recharging wells
Eight pumping wells and sixteen recharging wells are designed in GWSHP, and the single well distance is 40 m, the distance between the pumping well group and the recharge well group is 110 m. The natural flow of groundwater flows from the mountain boundary to the given head boundary of the river. The pumping wells are arranged downstream of the flow field, and the recharge wells are arranged upstream of the flow field. The well location map is shown in Figure 3.
The experimental study for model parameters
Coefficient of soil physical properties, soil water content is monitored regularly by FDR soil moisture instrument, infiltration coefficient can be obtained by seepage test and permeability coefficient is obtained by pumping test. Soil particle analysis experiment, representative exploration wells were selected in the base and a set of sand and soil samples in each layer of each well have been taken. There were three layers of three holes numbered A, B, and C, so nine groups have done. Soil samples of holes A were taken from the piedmont test point, holes B were taken from the pilot where the heat pump system was located, and holes C were taken from the edge of the Qingyi river test point. The samples were sent to specialized laboratories for analysis of soil particles test, thus to describe particle size distribution. Then computed specific heat capacity, thermal conductivity, and other soil thermal parameters by particle size distribution results. The experiments combined sieve analysis and hydrometer method to conduct seepage test and pumping test. The climate data and groundwater level data are shown in Figure 4A, moreover, the variation curve of groundwater temperature and atmospheric temperature was mapped based on the data collected from typical observation wells, which are shown in Figure 4B.
[image: Figure 4]FIGURE 4 | The monthly average monitoring data. (A) climate data, (B) temperature data.
The monthly average atmospheric temperature ranges from 1°C to 28°C, while the groundwater temperature ranges from 16°C to 19°C. From Figure 4, there was a similar trend between air temperature and groundwater temperature. However, the atmospheric temperature has a hysteresis effect on groundwater temperature because atmosphere temperature keeps rising in July and August, while groundwater temperature decreases instead.
2.5 The spatial-discrete and time-discrete
Subsequent versions of TOUGH2 are suitable for unsaturated groundwater flow and heat flow migration, and it provides 10 different states of fluid equations called EOS (equation of state) models, which are widely used (Finsterle, 1999).
TOUGH2 uses the integral finite difference method IFDM to solve the groundwater flow and heat transfer coupling problem, and the basic mass and energy conservation formula can be written as the same form.
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where Vn is the closed area of Γn, Mk is the accumulation of mass or energy, k is different mass components or energy sources, Fk is the mass flow or heat flow, qk is the source sink.
Spatial discretization is to use a set of limited discrete points instead of the original continuity equation on Vn, and the calculated regions are divided into many non-overlapping sub-regions. As explained by the instructions of TOUGH2, the spatial discretization methods is:
[image: image]
where Mn is the average value of M on the region of Vn.
The surface integral is approximately discrete into the sum of the average value over the surface segment:
[image: image]
where Fnm is the normal component on the surface segment Anm of the F in between Vn and Vm.
For Eq. 6, the TOUGH2 is discrete in time via a one-dimensional finite difference:
[image: image]
The right side of the Eq. 9 are the fluid flux and source terms, respectively. The implicit difference scheme solution requires more computational time than the explicit format, but requires a lower step size and is mathematically more stable. TOUGH2 uses a one-dimensional implicit differential scheme to increase the stability, and a series of nonlinear discrete equations is obtained when calculating the multiphase flow water and thermal coupling model:
[image: image]
where Rnk,k+1 is the residual error. In the initial version of TOUGH2, Newton-Raphson iteration method was used, while for the pathological equation, the multiple iteration methods was added in the model including preconditioned conjugate gradient method in actual complex problems. In addition, TOUGH2 provides automatic adjustment time steps according to the convergence speed of the iteration process according to the complexity of multiphase flow.
3 RESULTS AND DISCUSSION
3.1 Model verification
To verify the accuracy of the model, the temperature change was simulated and compared with the measured data to analyze the fitting degree, and thermal physical parameters of porous medium are shown in Table 2.
TABLE 2 | Hydrogeological and physical properties implemented in the model.
[image: Table 2]In the study, the root mean square error (RMSE) was used as a fitness criterion to estimate the quality of fit (Luo et al., 2014; Wagner et al., 2012).
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where Mi is the measured value, Si is the simulated value, n is the number of measurements.
In order to verify the accuracy of the model, the temperature change was simulated and compared with the measured data in 2011 to analyze the goodness of fit. The model verification results are shown in Table 3, Table 4, and Figure 5.
TABLE 3 | The summary of fitting results between simulation and measured data.
[image: Table 3]TABLE 4 | The goodness of fit checklist.
[image: Table 4][image: Figure 5]FIGURE 5 | Fitting diagram of measured data and simulated data. (A) the buried depth is 40 cm, (B) the buried depth is 160 cm and (C) the buried depth is 320 cm.
As shown in Figure 5, the temperature variation is greatly influenced by the atmospheric temperature, and the maximum temperature variation is about 26°C at a depth of 40 cm, while that value is 15°C at a depth of 160 cm, and the maximum temperature variation in the soil decreases to 8°C, with the highest temperature at 260 days at a depth of 320 cm.
From Table 4, the results show that the average absolute error between the numerical simulation results and the actual situation is not greater than 0.71°C, and the acceptable error is estimated to be 3.8% of the measured values (Sheldon et al., 2015), and the model is consistent with the actual situation. Relatively speaking, the variation range of measured values is slightly larger than the simulation results, which may largely be due to the surrounding artificial influence.
3.2 Modeling results
According to the actual meteorological characteristics of Jingxian county, the simulation period is set as 1 year, followed by 60 days of heating period in winter, 90 days of intermittent period, 120 days of cooling period in summer, and 90 days of intermittent period. In the process of engineering operation, the designed single well pumping rate and recharging rate are 30 m3/h and 15 m3/h, and the number of pumping well and recharging well are 8 and 16, respectively.
The reinjection constant temperature was 33°C in the summer cooling period and 6°C in the winter heating period. The TOUGH2 software is used for simulation. It is assumed that the GWSHP system operates for 24 h per day normally throughout the simulation period. According to the analysis of the temperature change of the aquifer near the mining well, which are shown in Figure 6, the temperature of the aquifer near the reinjection well decreases rapidly in winter, and the downward trend gradually slows down around 40 days with stabilizing at about 7°C, while the temperature near the reinjection well rises rapidly and gradually becomes stable around 200 days, with the maximum temperature of about 30°C. For the aquifer near the pumping well, the thermal penetration occurs due to the influence of flow field. The temperature of the aquifer near the pumping well decreases to 15°C in winter and increases to 24°C in summer. The trend of temperature change in reinjection well is similar to that near the pumping well, and the occurrence time of the lowest temperature and the highest temperature are basically the same to that near the pumping well.
[image: Figure 6]FIGURE 6 | Process line of aquifer temperature change near mining well of GWSHP.
At the end of the heating period, a local water level drawdown funnel is formed near the pumping well. The range of water level drawdown is about 1 km2, and the influence range of drawdown greater than 1 m is 0.2 km2. The maximum drawdown near the center of the pumping well is about 3.5 m. Correspondingly, a local water level rise area is formed near the recharge well. The range of water level rise area is about 0.3 km2, and the influence range of water level rise greater than 1 m is about 0.1 km2. The maximum value of water level appreciation near the recharge center is about 2.6 m in Figure 7A. At the end of the cooling period, the maximum influence range of water level is about 1 km2, the influence range of water level drawdown greater than 1 m is 0.2 km2, and the maximum drawdown near the center of the pumping well is about 3.5 m. The local water level rise range near the recharge well is about 0.4 km2, and the influence range of water level rise greater than 1 m is about 0.1 km2. The maximum value of water level rise in the center of the recharge well is about 2.9 m in Figure 7B. The change rule of water head in cooling period and heating period is consistent.
[image: Figure 7]FIGURE 7 | Water head change contour map of water source project. (A) the end of the heating period, (B) the end of cooling period.
Figure 8 is the contour maps of aquifer temperature change at the end of heating period and cooling period of water source engineering, respectively. At the end of the winter heating period, heat breakthrough occurs near the pumping well, the water temperature in the center of the pumping well decreases about 3°C, and the influence range is about 0.3 km2 when the falling temperature is greater than 1°C. At the end of the summer cooling period, due to the operation of the cooling period for 4 months, the heat accumulation effect of the recharge is more obvious, which is manifested in the greater range of temperature change, and the range of temperature influence is expanded compared with the heating period. The thermal breakthrough occurred near the pumping well, and the water temperature in the center of the pumping well increases about 5°C, and the influence range is also about 0.3 km2 when the rising temperature is greater than 1°C in the mining area.
[image: Figure 8]FIGURE 8 | Isoline diagram of aquifer temperature change. (A) the end of the heating period, (B) the end of cooling period.
Figure 9 shows the isolines of temperature change of buried depth 80 cm, 160 cm and 320 cm. It can be seen that the influence of GWSHP on the unsaturated zone of shallow aquifer mainly depends on the temperature gradient of the system. In the cooling period and heating period, the temperature of the unsaturated zone changes with the change of the aquifer temperature. However, the temperature change rapidly decayed below 0.5°C at the depth of 80 cm. Therefore, the influence of GWSHP is small on the aeration zone in Jingxian county, and it can return to normal temperature in the intermittent period, which will not affect agricultural production.
[image: Figure 9]FIGURE 9 | Temperature change contour map of buried depth at the end of heating period and cooling period, (A) and (B) are at the -80 cm depth, (C) and (D) are at the -160 cm depth, (E) and (F) are at the -320 cm depth.
The model is used to simulate the GWSHP system in shallow aquifers, the hydrogeological and groundwater velocity are analyzed. Since the cooling period was 4 months, the heat accumulation effect is more obvious caused by reinjection (Luo et al., 2015), which is manifested in the larger range of temperature change, and the range of temperature influence is expanded compared with the heating period. In addition, according to the exciting research, for velocities equal to 10−6 m/s and larger, an important increase in the exchanged energy with respect to the null velocity. The increase is generally nonlinear, and the extracted heat increases more than the injected heat in the first year. While for velocities equal to 10−6 m/s and larger, the second year data are almost coincident with the first year (Angelotti et al., 2014). Considering the thermal penetration phenomenon, the GWSHP must increase the amount of pumping and irrigation, but due to the actual site conditions limit requirements, the region can not meet the greater water demand, so it is necessary to increase the auxiliary cold and heat sources to make the air conditioning system stable operation.
3.3 Constraints of groundwater temperature dynamics on the groundwater source heat pump
For the groundwater, with a certain temperature, the required total pumping rate for the GWSHP system was established according to Eq. 12 (Al-Zyoud et al., 2014). Take the summer cooling conditions as an example:
[image: image]
where Qp is the pumping rate (m3/s); Qh is the heating load (W), cw is the volumetric heat capacity of groundwater (J/kg °C), ρw is the groundwater density (kg/m3), Tr is the recharging water temperature (°C), Tp is the pumping water temperature (°C).
In the actual site. The main factors affecting the water demand of the GWSHP are the required cooling and heating load, the input power of the unit and the temperature difference of the groundwater. For a certain building load, the required groundwater pumping rate is:
[image: image]
where Qps and Qpw are the pumping rate in summer and winter, Qhs and Qhw are the designed load value in summer and winter, QTs and QTw are the input power value in summer and winter, Trs and Trw are the recharging water temperature in summer and winter, Tps and Tpw are the pumping water temperature in summer and winter, kh is the unit heat conversion coefficient, and kh = 3600/4187 in the study case, n is the number of heat pump units.
For the actual case study, GWSHP parameters in different conditions are shown in Table 3, the design cooling load and heating load are 5508 KW an and 3948 kW, respectively. In addition, two heat pump units are in operation. According to the heat pump type, the cooling capacity and rated power are 1854 KW and 316 KW in summer, the heating capacity and rated power are 2032 KW and 435 KW in winter, respectively. The annual coefficient of performance (ACOP) is 5.57. The groundwater temperature difference is 12°C in winter and 15°C in summer. According to Eq. 13 and Table 5, Qps = 249 (m3/h) and Qpw = 229 (m3/h).
TABLE 5 | GWSHP parameters in different conditions.
[image: Table 5]According to the pumping test, the maximum groundwater pumping rate of the pumping well is 30–40 m3/h under the condition of 100% reinjection. In actual operation, the groundwater pumping rate of the pumping well is 30 m3/h and the reinjection volume is 15 m3/h. Therefore, the number of pumping wells is 8 and the number of reinjection wells is 16. In conclusion, the design water consumption is 229 m3/h, which is reasonable. In addition, the target study layer has good permeability and the buried depth of groundwater static water level is about 4.5 m underxmining conditions, which can be used by pipe well vacuum recharge. It is assumed that the GWSHP runs normally for 24 h every day during the whole simulation period, the recharge temperature in the summer cooling period was 33°C, and that in the winter heating period was 6°C considering the most unfavorable situation. Finally, this project intends to take winter heating water demand as the maximum water demand of the system, and increase the single cooler to balance the insufficient cooling capacity in summer, the rated power of single cooler can be selected as 1839 KW for the building demand.
In general cases, in the summer cooling and winter heating time under the mid-latitude area as Anhui, the highest return water temperature allowed is 33°C and that the lowest is 6°C, respectively, and the temperature of groundwater is generally 18°C. Moreover, in the same working conditions, it would be a shortage of system design water capability, when the groundwater temperature changes in a certain range. Groundwater temperature increases in summer, while reduces in winter, it is a contrast to the heat pump system requirements.
From the above model to calculate the annual change of average temperature of the aquifer, the average groundwater temperature ranges between 16.88°C and 18.74°C based on the groundwater level and dynamic monitoring data, which is shown in Table 6 and Figure10.
TABLE 6 | The comprehensive table of the target aquifer simulation results.
[image: Table 6][image: Figure 10]FIGURE 10 | Simulation process curve of average temperature of target aquifer.
In Table 6 and Figure10, it is clearly shown that the annual change of average temperature of the aquifer between 16.88°C and 18.74°C, that is, it is reasonable to choose 18°C as the design groundwater temperature of the GWSHP system with actual site conditions, and the specific design calculation is described below in detail.
Comparing actual groundwater temperature T to the design value (in this case taking Td = 18°C), there is a temperature difference △T (△Ts in summer, while △Tw in winter). The relationship between the proportion of water demand increment and the variation amplitude of groundwater temperature can be used δs in summer and δw in winter represents, respectively.
[image: image]
According to Eq. 14, there is a positive correlation between the variation amplitude of groundwater temperature and the increment proportion of water required by the system, and the relationship is shown in Figure 11.
[image: Figure 11]FIGURE 11 | Relationship curve between the variation amplitude of groundwater temperature and the increment proportion of water required by the system.
From Figure 11, it is a reliable linear relationship between △Ts and δs, △Tw, and δw, respectively, thus, the increment of water requirement can be judged by the variation of groundwater temperature in winter and summer, in addition, it is reliable to determine the influence of system mining scheme by δs and δw. In southern China, the surface water system is developed, and the depth and flow of rivers are generally large. The annual rainfall is concentrated in summer, and the river water level is relatively high during the cooling period. Generally, the first layer is sandy loam or clay, and the second layer is sand or gravel, so the hydraulic conductivity of the aquifer near the river is relatively large, and the extracted heat increases more than the injected heat in the first year, thus, GWSHP can take the heating water demand in winter as the maximum water demand of the system, and the single cooler is added to balance the insufficient cooling capacity in summer.
Through the above research, the GWSHP system in a specific area near the river may be a better choice compared with the surface water source heat pump system (Xiao et al., 2006), because the water temperature is relatively stable and the water quantity is abundant. In addition, when the water level of the river is high, the GWSHP system will not affect the river temperature. Considering cities built along rivers, the requirements for cooling load or heating load are very high. Therefore, the method proposed can be widely used in areas near rivers in southern China.
4 CONCLUSION
In this paper, the hydrothermal migration of shallow aquifer under the influence of the atmospheric environment is simulated based on the mechanism of hydrothermal migration, and the influence of seasonal changes in the atmospheric environment on the temperature field of the shallow aquifer is analyzed. In addition, the numerical simulation model is established by relying on the experimental base of the GWSHP which is constructed on the first terrace of Qingyi River. Moreover, the impact of the dynamic change of groundwater temperature on the mining scheme design and system operation of the GWSHP is studied. Through the research, this paper draws the following conclusions:
1) The shallow groundwater temperature is similar to the atmospheric temperature and changes periodically. In the geothermal field of shallow aquifer, the amplitude of groundwater temperature affected by the atmospheric temperature decreases with the increase of buried depth and the decrease of groundwater vertical flow velocity.
2) The operation of the GWSHP has a certain range of influence on the groundwater flow field and temperature field in the experimental study area. The maximum influence range on the groundwater level is about 1 km2, and the maximum range is about 0.3 km2 when the temperature variation is greater than 1°C. The phenomenon of heat penetration occurs near the pumping well at the end of the heating period, moreover, at the end of the cooling period, there is an obvious heat accumulation effect near the reinjection well.
3) The actual observed dynamic variation range of groundwater temperature deviates slightly from the design value, which will inevitably affect the design water volume of the GWSHP. In the future design of the GWSHP, the influence of groundwater temperature change on the design water volume in the system should be considered to optimize the design scheme.
4) The groundwater temperature dynamic variation should be considered as a constraint condition to judge the performance of the GWSHP. To avoid the occurrence of heat penetration, the sensitivity analysis can be implemented to decrease the risk of freezing in case of changing conditions (thermal plumes, asphalt, buildings, and various structures).
5) A large number of hydrogeological data are needed to establish the numerical model, to simulate the hydrothermal coupling process more accurately, it is necessary to consider the time variation and spatial variability of parameters, which requires further geological exploration and data collection to improve the accuracy of simulation results. The results of the research process and numerical model can provide a reference for the design of the GWSHP system in the shallow and thin aquifers near rivers.
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Maximum force (N) Front wall 12.78 952 34.24
Front side of baffle 1 14.97 21.31 -29.75
Rear side of baffle 1 11.18 21.58 -48.19
Front side of baffle 2 19.37 2259 -16.62
Rear side of baffle 2 9.47 16.55 -42.78

Rear wall 84.07 60.86 38.14
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APP name

Parameter configuration service
Data proxy services

Delivery moritoring

Multifunctional meter monitoring
Three-phase unbalance

Voltage fimit
JP cabinet monitoring
Customer meter monitoring

APP description

Model configuration management distribution
Start loading or creating real-time fibraries; handie business data transactions between each APP and the data center; report
the real-time status information collected by each collection APP

Real-time acquisition of input signal quantity; real-time acquisition of signal quantity of cross-pick chip model; calculation of
the load ratio of distribution substation and judgment of whether it is overload or heavy load

Real-time data collection and monitoring of low voltage station outlet data

Calculate the three-phase voltage and current unbalance of distribution substation and low-voltage outlet unit;, generate
alarm messages for unbalanced voltage and current

Calculate the voltage loss, overvoltage and undervoltage of distribution substation, and outlet urit

Real-time collection of inteligent capacitors, resicual current protectors, molded case circuit breakers, and surge protectors
Real-time collection of customer m minute freeze, daly freeze data, power outage, and restoration events
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Wind farm Wind conditions Number of WT Inertia
constant of WT/s

#1 Low wind speed 90 35
#2 Medium wind speed 90 5.5
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CSIC in Figure 2
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Low, transmission interruption is allowed

Less

Caloulated by wind turbine itself
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Stakeholder 6MG 6MG 6MG1EV1battery in non-cooperative 6MG1EV1battery in non-cooperative

in non-cooperative mode in coalition mode mode mode

Vet -424.276 -420.886 -424.276 -420.444
waz -191.192 -188.276 -191.163 -184.994
ves -428.377 -427.099 -428.365 -426.070
v 295,871 -295.168 -295.774 -284.858
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OPS/images/fenrg-09-744391/fenrg-09-744391-t002.jpg
ltem

SDmax

oM

gme

do

Value (unit)

0.15 CNY/KWh
1.2 CNY/kWh
1.0 CNY/kWh

0.76 CNY/KWh

0.357 CNY/KWh

Item

Gsuv>
Adep
Caep

ace

Value (unit)

0.335 CNY/kWh
0.0006 CNY/KW?h
0.55 CNY/KWh
0.02 CNY/KWh
0.01 CNY/KWh

Item

AcESS
,

Asp

Uy

Uo

Value (unit)

0.01 CNY/AKWh
0.01 CNY/KWh
6.3kV
10kV
0.02

Item

SR

Value (unit)

1.2 0/km
0.33 /km
10km





OPS/images/fenrg-09-744391/fenrg-09-744391-t001.jpg
Period Time ds(CNY/kWh) dy(CNY/kWh)

Peak period 11:00-16:00 19:00-22:00 0.92 0.70
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Character sequence Loose screw on the pile head of the transformer leads to heat in connection

Character Sequence = )3 8 El ® M * 2 “@ # H § BOE ® & % #

Jieba/HanLP FER Bl&AEKRL EAz) S pez: 2 R
Engiish transformer lead pile head screw loose lead to in connection heat
Subject-start Tag 1 o o 1 o o o o0 0o o0 ©0 O0O 0 ©0 O 0 1 0
Subject-end Tag o o 1 o o o o 0o 1 o o o o 0o 0o 0 0 1
Subject entity Entity 1 Entity 2 None Entity 3
A random s is selected, and for each relationship r, the corresponding o and hypothesis extraction to Entity 2 are extracted

Object-start Tag o o o o o0 O0 0 0 0 1 o o o o 0o 0o 1 0
Object-End Tag o o o o 0o o0 O 0 0 o0 1 o o o o 0o 0 1
Object Entity None Entity 1 None Entity 2
Triples (BIRAEXIRL, R&E, HF), (BIRMKRYL, RE, BRY

English (lead pile head screw, occur, and loose), (lead pile head screw, occur, and heat)
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V2G regulation 1.63e +3 8.36e + 6 31.25 84.37





OPS/images/fenrg-09-739527/fenrg-09-739527-t005.jpg
Types User driving characteristics

Mileage (km) Number of participants
EV cluster 1 30 100
EV cluster 2 60 175
EV cluster 3 90 100
EV cluster 4 120 75

EV cluster 5 180 50





OPS/images/fenrg-09-739527/fenrg-09-739527-t004.jpg
Parameter Value Parameter Value

Battery capacity Eo 60 kWh soc 02-0.9
Charge/discharge efficiency 1 09 Maximum power 20 kW
Driving power consumption R~ 0.15 kWhkm  Driving speed V40 kmvh
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V2G rate R 0. 30%. 70%
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EV charge and discharge duration  Charging: 22:00-6:00, 24:00-8:00
Discharging: 9:00-12:00 and 14:00-17:00
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User Driving Variable a. What is your average mileage on a weekday or weekend?
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¢. When do you charge the EV and how long does it take to charge?

Human Factor Variable d. If V2G has low-carbon and economic benefits, what is your wilingness to participate in V2G for electric vehicles?
&. How much EV SOC will make you feel *mileage anxiety” or “mileage sufficient’?
. When participating in V2G on weekdays or weekend, what is the minimum remaining power you allow after discharge?
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Bold values represents the best results.
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Bold values represents the best results.
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1: Input: Condition of the real-time weather forecast

2: Initialize the parameters of MHHO and VIKOR

3: Initialize the population (Npop) of MHHO

4: Seti=1

5: For i < MaXiera

6: Calculate the fitness of all individuals via Eqs. 1-8, 16, 17

7: Sort all the solutions by non-dominated way, and calculate crowding degree
8: Update Pareto solutions in the archive

9: Update the position of the solutions based on Egs 12-15

10: Update the solutions of all agents

11: Set i = ix1

12: End

13: Output: the optimal Pareto front

14: Select the optimal compromise solution via VIKOR dedision-making method
given in Eqs 18-25

15: Re-execute step 1-14 above in the next control period
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State CNN LSTM SVM

AR% PR% RR% SR% AR% PR% RR% SR% AR% PR% RR% SR%
Normal 99.25 98.99 98.00 99.67 99.00 98.00 98.00 99.33 99.25 100.00 97.00 100.00
Recovery 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 99.75 99.01 100.00 99.67
Critical 96.75 93.94 93.00 98.00 93.75 9213 82.00 97.67 92.00 88.64 78.00 96.67

Emergency 96.26 92.16 93.07 97.33 91.24 83.78 83.78 94.00 89.10 79.82 80.53 92.33
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No FSC - - - - - - - -
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A 50-MW load increase No FSC 0.0588 - -
Trial and error (Xiong et al) Xiong et al. (2021) 0.0428 00412 00400
BWOA 0.0458 0.0367 00349
A 150-MW load increase No FSC 0.1644 - -
Trial and error (Xiong et al) Xiong et al. (2021) 0.1197 0.1091 0.1069
BWOA 0.1224 0.0984 00939
A 250-MW load increase No FSC 0.2569 - -
Trial and error (Xiong et al) Xiong et al. (2021) 0.1916 0.1598 01575
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The least frequency drop i highliohted in bold.
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B 83 82
c 91 91
D 85 85
E 84 85
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E 84 84
F a3 a3
SVM A 83 84
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C 89 89
D 83 84
E 84 85
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Regulation mode

Without building load
Basic load
Scenario 1
Scenario 2
Scenario 3

Relative voltage excursion
(pu)

1.7007
3.2806
2.9347
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Power loss (kW)
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712.45
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I: Input
1 input size M of population, maximum iteration e, upper limits Us, and lower
imits Lg
1I: Initialization
2Sett=0
3 Produce initial population via Eqs 1, 2
4 Compute fitness values Fitness of all individual in initial population through
Eq. (8) .
§ Acquire current best solution X (f) and corresponding fitness value Fbest
according to fitness values
6 Execute pheromone operation using Eq. 4
l: Opimization
7 WHILE tsltya
8 Create m and §
9 FOR/=1:N
10 Generate new solution X, (t + 1) of X, (t) via Eq. 3
11 IF1 pheromone ph() of X, (t) < 0.3
12 Generate new solution X, (t +1) of X, (1) utlizing Eq. (5)
13 ENDIF1
14 Check and modify new solution X, (¢ + 1) make it within [Ls, Ug]
15 Calculate fitness value Fnewl) of X, (¢ + 1) through Eq. (8)
16 IF2 Fnew()) < Fitness()

17 Accept new solution X, (¢ + 1)
18 Fitness{)i= Few()
19 ENDIF2
20 IF3 Fbest < Fitness()
21 Xo(t+1):=X(t+1)
22 Fbest:= Fitness()
23 ENDIF3
24 END FOR
25 Execute pheromone operation using Eq. 4
26 t=t+1
27 END WHILE
IV: Output

28 Output best solution X, (f) of controller parameter
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Lower limits -110 -135 -165 -165
Upper limits -20 -30 10 20
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Parameter name

Radius of the conductor (mm)

Radius of insulation (mm)

Relative permeabilty of insulating layer
Inner diameter of sheath (mm)

Outer diameter of sheath (mm)
Sheath resistivity (©-m)

Ground resistance (0)

S (mm)

Value

547
514
25
1092
114
7.2034¢°¢
02
42
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Weather variables

Oblique radiation
Horizontal radiation
Oblique radiation
Oblique scattering
Wind speed

Ambient temperature
Relative humidity
Rainfall

Correlation coefficient with
photovoltaic output

0.996
0.989
0.667
0.652
0.501
0.492
0.359
0.022
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Contribution rate%

Season

Spring
Summer
Autumn
Winter
Amnual

Main ingredient
1

9.7841 x 107"
9.8158 x 107"
98111 x 107"
95285 x 107"
9.7183 x 107"

Main ingredient
2

1.8618 x 1072
1.6902 x 102
1.7279 x 1072
4.2709 x 1072
2.3256 x 1072

Main ingredient
3

2.3690 x 10°*
1.1542 x 107°

3.9632 x 107°

Main ingredient
4

3.7444 x 10
20683 x 107
44723 x 107
1.3502 x 107°
6.7310 x 107

Main ingredient
5

1.4475 x 10
8.8806 x 10°°
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Main ingredient
6
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69815 x 10™°
1.0870 x 10~
1.0870 x 10
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MAPE/%

Weather type

Sunny day
Cloudy day
Rainy day
Extreme weather
Average

Sunny day
Cloudy day
Rainy day
Extreme weather
Average

CNN

0.183
0.342
0.549
0675
0.437
7.878
8413
8539
9635
8616

EM-WS-CNN

0.056
0.189
0.360
0.478
0271
2170
2735
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5.662
3.835





OPS/images/fenrg-10-902722/math_1.gif
[0





OPS/images/fenrg-10-902722/math_2.gif
e (XY) = o





OPS/images/fenrg-10-903765/inline_2.gif
Rac





OPS/images/fenrg-10-903765/inline_12.gif





OPS/images/fenrg-10-903765/inline_13.gif
P





OPS/images/fenrg-10-903765/inline_14.gif





OPS/images/fenrg-10-903765/inline_15.gif
Chat





OPS/images/fenrg-10-903765/inline_16.gif





OPS/images/fenrg-10-903765/inline_17.gif





OPS/images/fenrg-10-903765/inline_18.gif





OPS/images/fenrg-10-903765/inline_19.gif





OPS/images/fenrg-10-903765/inline_11.gif





OPS/images/fenrg-10-903765/inline_1.gif





OPS/images/fenrg-10-903765/inline_10.gif





OPS/images/fenrg-10-902722/math_6.gif
®©






OPS/images/fenrg-10-902722/math_7.gif
@





OPS/images/fenrg-10-902722/math_8.gif
®





OPS/images/fenrg-10-903765/crossmark.jpg
©

|





OPS/images/fenrg-10-903765/fenrg-10-903765-g001.gif
Example X |—{  Train Model

d—j

et o] Femaback ¥ Jo—| Forecast






OPS/images/fenrg-10-903765/fenrg-10-903765-g002.gif





OPS/images/fenrg-10-903765/fenrg-10-903765-g003.gif
sssEcaEs

D TR R —"






OPS/images/fenrg-10-903765/fenrg-10-903765-t001.jpg
Peak period 8-12and  Parity period 12-17 and  Off-peak period 0-8
17-21 21-24

1.0347 0.6068 0.2589





OPS/images/fenrg-09-773805/inline_41.gif





OPS/images/fenrg-09-773805/inline_4.gif
k>r





OPS/images/fenrg-09-775469/fenrg-09-775469-g003.gif
[ S~
k= )

) 0= EHCts s

!

Erergy aapt






OPS/images/fenrg-09-773805/inline_40.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g002.gif





OPS/images/fenrg-10-810490/inline_42.gif





OPS/images/fenrg-09-773805/inline_38.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g001.gif





OPS/images/fenrg-10-810490/inline_41.gif





OPS/images/fenrg-09-773805/inline_39.gif





OPS/images/fenrg-09-775469/crossmark.jpg
©

|





OPS/images/fenrg-10-810490/inline_40.gif





OPS/images/fenrg-09-773805/inline_36.gif





OPS/images/fenrg-09-812767/math_9.gif





OPS/images/fenrg-10-810490/inline_4.gif





OPS/images/fenrg-09-773805/inline_37.gif





OPS/images/fenrg-09-812767/math_8.gif
(8)





OPS/images/fenrg-10-810490/inline_39.gif





OPS/images/fenrg-09-773805/inline_34.gif





OPS/images/fenrg-09-812767/math_7.gif
e sggpens Sy i

@





OPS/images/fenrg-10-810490/inline_38.gif





OPS/images/fenrg-09-773805/inline_35.gif





OPS/images/fenrg-09-812767/math_6.gif
pita 5 g phramin Z S pi ©






OPS/images/fenrg-10-810490/inline_37.gif
xi ~q (Xklx}_p, 21 1)





OPS/images/fenrg-09-812767/math_5.gif
2 g zvm,

®





OPS/images/fenrg-10-810490/inline_36.gif





OPS/images/fenrg-09-773805/inline_33.gif





OPS/images/fenrg-09-812767/math_4.gif
> sy,






OPS/images/fenrg-10-810490/inline_35.gif





OPS/images/fenrg-10-810490/inline_34.gif
{xi, wi}~Po(Xo)





OPS/images/fenrg-09-812767/math_34.gif
a=b ) S (4)






OPS/images/fenrg-09-812767/math_33.gif
2ATHE, (33)






OPS/images/fenrg-10-810490/inline_33.gif





OPS/images/fenrg-09-812767/math_32.gif
b = Ais + ) Guei ;= #ia)o (32





OPS/images/fenrg-10-810490/inline_32.gif
Vi





OPS/images/fenrg-09-812767/math_31.gif
(31)





OPS/images/fenrg-10-810490/inline_31.gif





OPS/images/fenrg-09-812767/math_30.gif
P = (P + Py ) 2 PP,





OPS/images/fenrg-10-810490/inline_30.gif





OPS/images/fenrg-09-812767/math_3.gif
Zir SSi -

(3)






OPS/images/fenrg-10-810490/inline_3.gif





OPS/images/fenrg-09-812767/math_29.gif





OPS/images/fenrg-10-810490/inline_29.gif





OPS/images/fenrg-09-812767/math_28.gif
e P+ P S P, (28)






OPS/images/fenrg-10-810490/inline_28.gif





OPS/images/fenrg-09-812767/math_27.gif
0< P,

=P, (27)





OPS/images/fenrg-10-810490/inline_27.gif





OPS/images/fenrg-09-812767/math_26.gif
(26)






OPS/images/fenrg-10-810490/inline_26.gif
Wi





OPS/images/fenrg-10-810490/inline_25.gif
Wi





OPS/images/fenrg-09-773805/inline_6.gif





OPS/images/fenrg-09-773805/inline_58.gif





OPS/images/fenrg-09-775469/inline_18.gif
P min





OPS/images/fenrg-09-773805/inline_59.gif





OPS/images/fenrg-09-775469/inline_17.gif





OPS/images/fenrg-10-810490/inline_60.gif





OPS/images/fenrg-10-810490/inline_52.gif





OPS/images/fenrg-09-773805/inline_56.gif





OPS/images/fenrg-09-775469/inline_16.gif
Lt





OPS/images/fenrg-10-810490/inline_6.gif





OPS/images/fenrg-09-773805/inline_57.gif





OPS/images/fenrg-09-775469/inline_15.gif





OPS/images/fenrg-10-810490/inline_59.gif





OPS/images/fenrg-09-773805/inline_54.gif





OPS/images/fenrg-09-775469/inline_14.gif
4s.c





OPS/images/fenrg-10-810490/inline_58.gif
o





OPS/images/fenrg-09-773805/inline_55.gif
ws





OPS/images/fenrg-09-775469/inline_13.gif





OPS/images/fenrg-10-810490/inline_57.gif





OPS/images/fenrg-09-773805/inline_52.gif
C:

2
47





OPS/images/fenrg-09-775469/inline_12.gif
Pect





OPS/images/fenrg-10-810490/inline_56.gif
o





OPS/images/fenrg-09-773805/inline_53.gif
u





OPS/images/fenrg-09-775469/inline_11.gif





OPS/images/fenrg-10-810490/inline_55.gif





OPS/images/fenrg-09-775469/inline_10.gif





OPS/images/fenrg-10-810490/inline_54.gif





OPS/images/fenrg-09-773805/inline_51.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-t003.jpg
gt 0.3 7gb 0.9 Kac 1.25 ke 4 Pbuy grid,max 1,200 kW Psell grid,max 1,200 kW

Poas max Hab max Hac.max Poc max Povmax Potmax
4,000 kW 1,000 kW 500 kW 300 kW 150 kW 1,000 kKW





OPS/images/fenrg-10-810490/inline_53.gif
W,





OPS/images/fenrg-09-773805/inline_5.gif





OPS/images/fenrg-09-773805/inline_50.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-t002.jpg
Device o E Om Em.min Em.max

BS 0.95 095 0.02 600kW h 1,200 KW h
TS 0.96 0.96 0.01 600 kKW h 1,000 KW h





OPS/images/fenrg-09-773805/inline_48.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-t001.jpg
s1 s2 Sn

=f(xy.uh X=fxy.ut) X=F(y,u.1)





OPS/images/fenrg-10-810490/inline_51.gif





OPS/images/fenrg-09-773805/inline_49.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g011.gif





OPS/images/fenrg-10-810490/inline_50.gif





OPS/images/fenrg-09-773805/inline_46.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g010.gif
* Hinbioni





OPS/images/fenrg-10-810490/inline_5.gif





OPS/images/fenrg-09-773805/inline_47.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g009.gif





OPS/images/fenrg-10-810490/inline_49.gif
Vi





OPS/images/fenrg-09-773805/inline_44.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g008.gif
g [ |

—






OPS/images/fenrg-10-810490/inline_48.gif
v(in)~N(0,0,)





OPS/images/fenrg-09-773805/inline_45.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g007.gif





OPS/images/fenrg-10-810490/inline_47.gif





OPS/images/fenrg-09-773805/inline_42.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g006.gif





OPS/images/fenrg-10-810490/inline_46.gif





OPS/images/fenrg-09-773805/inline_43.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g005.gif
i

Gy

Gl
—






OPS/images/fenrg-10-810490/inline_45.gif





OPS/images/fenrg-09-775469/fenrg-09-775469-g004.gif





OPS/images/fenrg-10-810490/inline_44.gif





OPS/images/fenrg-10-810490/inline_43.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g008.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g007.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g006.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g005.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g004.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g003.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g002.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-g001.gif





OPS/images/fenrg-10-900503/inline_22.gif





OPS/images/fenrg-10-810490/crossmark.jpg
©

|





OPS/images/fenrg-10-900503/inline_21.gif





OPS/images/fenrg-10-848966/math_9.gif
"M (k), )





OPS/images/fenrg-10-900503/inline_24.gif
Ein





OPS/images/fenrg-10-900503/inline_23.gif





OPS/images/fenrg-10-900503/inline_25.gif





OPS/images/fenrg-10-848966/math_8.gif
{ minfy = 3 [5P (k)= 30 AP R+ 1)

"R

®






OPS/images/fenrg-10-848966/math_7.gif
goss - | min[APF- AT, APP™ - AP (k- 1)), if Mc (k)20
J o, iMR<o

(7)





OPS/images/fenrg-10-848966/math_6.gif
0, ifM (k)20
max[ - AP AT, AP™® - AP (k= 1)), if M (k) <0’

6)





OPS/images/fenrg-10-900503/inline_17.gif





OPS/images/fenrg-10-848966/math_5.gif
P (k= 1)+ R, ifAPT (k) <R7E
AP (KR), ifRTSAPS (SR, (9
Pk 1)+ R, i fAP™ (k) > R





OPS/images/fenrg-10-848966/math_4.gif
M (k) = AP" (k) - AP" (k- 1), (4)





OPS/images/fenrg-10-900503/inline_19.gif





OPS/images/fenrg-10-848966/math_3.gif
(3)





OPS/images/fenrg-10-900503/inline_18.gif





OPS/images/fenrg-10-848966/math_27.gif
AP (k) AP [ ) F AP, i AP(K)20
AP(K)- APPR Y APPR, i AP (K) <0
(27)

AP."’(’<7={





OPS/images/fenrg-10-900503/inline_20.gif





OPS/images/fenrg-10-848966/math_26.gif
(26)





OPS/images/fenrg-10-900503/inline_2.gif





OPS/images/fenrg-10-848966/math_25.gif
1-E) /3" (1-E).

(25)





OPS/images/fenrg-10-900503/inline_12.gif





OPS/images/fenrg-10-848966/math_24.gif
Y vy Ei>0, [en






OPS/images/fenrg-10-900503/inline_11.gif





OPS/images/fenrg-10-900503/inline_14.gif





OPS/images/fenrg-10-900503/inline_13.gif





OPS/images/fenrg-10-900503/inline_16.gif
P





OPS/images/fenrg-10-900503/inline_15.gif





OPS/images/fenrg-09-812767/math_25.gif
(25)





OPS/images/fenrg-09-812767/math_24.gif
(24





OPS/images/fenrg-10-810490/inline_24.gif





OPS/images/fenrg-09-812767/math_23.gif
e, = ayP;, + by, (23)





OPS/images/fenrg-10-810490/inline_23.gif





OPS/images/fenrg-09-812767/math_22.gif
@)





OPS/images/fenrg-10-810490/inline_22.gif
Ak





OPS/images/fenrg-09-812767/math_21.gif
0< P <P ™ (1~ B), (21)





OPS/images/fenrg-10-810490/inline_21.gif





OPS/images/fenrg-09-812767/math_20.gif
(20)





OPS/images/fenrg-10-810490/inline_20.gif





OPS/images/fenrg-09-812767/math_2.gif
(2)






OPS/images/fenrg-10-810490/inline_2.gif





OPS/images/fenrg-09-812767/math_19.gif
Ey
socEsming Fir

Shsssoce, 19)





OPS/images/fenrg-10-810490/inline_19.gif





OPS/images/fenrg-09-812767/math_18.gif
(18)






OPS/images/fenrg-10-810490/inline_18.gif
i





OPS/images/fenrg-09-812767/math_17.gif
0<P <P"", (17)





OPS/images/fenrg-10-810490/inline_17.gif





OPS/images/fenrg-10-810490/inline_16.gif





OPS/images/fenrg-09-812767/math_16.gif





OPS/images/fenrg-09-812767/math_15.gif
Ci2 = Y IEPL, (15)





OPS/images/fenrg-10-810490/inline_15.gif





OPS/images/fenrg-09-812767/math_14.gif
min C - I, (14)





OPS/images/fenrg-10-810490/inline_14.gif





OPS/images/fenrg-09-812767/math_13.gif
0 P (13)






OPS/images/fenrg-10-810490/inline_13.gif





OPS/images/fenrg-09-812767/math_12.gif
0<HY' < HY" ™, (12)





OPS/images/fenrg-10-810490/inline_12.gif
Wit = {wy, **+, Wi,





OPS/images/fenrg-09-812767/math_11.gif
an





OPS/images/fenrg-10-810490/inline_11.gif





OPS/images/fenrg-09-812767/math_10.gif
s
s =
iy Bt

(10






OPS/images/fenrg-10-810490/inline_10.gif
et = {uy, = Ut





OPS/images/fenrg-09-812767/math_1.gif
(1)





OPS/images/fenrg-10-810490/inline_1.gif





OPS/images/fenrg-09-812767/inline_9.gif





OPS/images/fenrg-10-810490/fenrg-10-810490-t002.jpg
Experiment Method

1 ORIG-PF Li et al. (2015)

2 ORIG-LSTM Fan et al. (2019)
3 ORIG-SA-LSTM

4 VMD-LSTM Fan et al. (2019)
5 VMD-SA-LSTM

6 VMD-PF-LSTM

4 The proposed method

MAPE

0.2819
2.0418
1.8725
1.6703
1.5070
0.1127
0.0968

RMSE

0.0062
0.0287
0.0269
0.0237
0.0225
0.0021
0.0018

MAE

0.0038
0.0270
0.0250
0.0223
0.0211
0.0015
0.0013

The bold values indicate that the prediction resuilts of the proposed method are the best

among the methods listed in table.
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Technology faciltated sexual abuse (TFSV) Doxing

Digital dating abuse Cyberbulying
Image-based sexual violence Deep fakes
Cyber stalking Digital gaslighting
Oniine harassment Impersonating

Parental monitoring and control
Femtech, menstruation and pregnancy

This table also lists terms that have been excluded from our study, and although they are

a form of technology facilitated abuse, they are not necessarily linked to domestic
violence.
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Age Gender

Ethnicity

Foous group 1 london (urban)

18
21
24
54
56
62

73

Female
Female
Female
Female
Male

Male

Male

White and Black African
Chinese
White and Asian

English/Weish/ScottishyNorthern Irish/
British
Any other ethnic group

English/Welsh/Scottish/Northern Irish/
British
English/Welsh/Scottish/Northern Irish/
British

Focus Group 2 Greater Manchester (Rural)

66

65

73

59

Male

Male

Male

Female

English/Welsh/Scottish/Northern Irish/
British
English/Welsh/Scottish/Northern Irish/
British
English/Weilsh/Scottish/Northern Irish/
British
English/Welsh/Scottish/Northern Irish/
British

Focus Group 3 Surrey (Rural)

21

29

33

40

49

52

58

Male

Male

Male

Female

Female

Male

Male

English/Weish/ScottishyNorthern Irish/
British
English/Welsh/ScottishyNorthern Irish/
British
English/Welsh/ScottishyNorthern Irish/
British

Any other Mixed/Multiple ethnic
background
English/Welsh/Scottish/Northern Irish/
British

Arab

English/Welsh/Scottish/Northem Irish/
British

C1
Cc1

C1

C1

c2

Social
grade

Gross household
income

£60,000 to £69,999 per year
£10,000 to £14,999 per year
£100,000 to £149,999 per
year

Prefer not to answer
£20,000 to £24,999 per year
£10,000 to £14,999 per year

£50,000 to £50,999 per year

£10,000 to £14,999 per year
£35,000 to £39,999 per year
£45,000 to £49,999 per year

Prefer not to answer

£100,000 to £149,999 per
year

Prefer not to answer
£70,000 to £99,999 per year
£35,000 to £39,999 per year
Prefer not to answer
£100,000 to £149,999 per

year
£20,000 to £24,999 per year

devices
owned

Current property

Rented from private landiord
Rented from private landiord
Rented from private landiord
Buying leasehold/freshold on a
mortgage

Buying leasehold/freshold on a
mortgage

It belongs to a Housing Association

Own the leasehold/freshold outright

Own the leasehold/freehold outright
Own the leasehold/freehold outright
Own the leasehold/freehold outright

Own the leasehold/freehold outright

Own the leasehold/freehold outright
Rented from local authority

Rented from private landiord

Own the leasehold/freehold outright
Buying leasehold/freehold on a
mortgage

Buying leasehold/freehold on a

mortgage
Own the leasehold/freehold outright
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User number Predictions User number Predictions User number Predictions

No. 16 abnormal No. 331 NORMAL No. 645 abnormal
No. 24 abnormal No. 354 abnormal No. 653 abnormal
No. 46 abnormal No. 371 abnormal No. 669 abnormal
No. 49 abnormal No. 375 abnormal No. 690 abnormal
No. 62 abnormal No. 397 abnormal No. 694 abnormal
No. 76 abnormal No. 415 abnormal No. 696 abnormal
No. 99 abnormal No. 462 abnormal No. 706 abnormal
No. 114 abnormal No. 482 abnormal No. 726 abnormal
No. 138 abnormal No. 502 abnormal No. 737 NORMAL
No. 152 abnormal No. 509 abnormal No. 765 NORMAL
No. 226 abnormal No. 609 abnormal No. 773 abnormal
No. 262 abnormal No. 613 abnormal No. 812 abnormal
No. 263 abnormal No. 614 abnormal No. 817 abnormal
No. 264 abnormal No. 636 abnormal No. 833 abnormal
No. 281 abnormal No. 637 abnormal No. 864 abnormal

No. 286 abnormal No. 638 abnormal — -
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t 181 June 30, 2017
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ts 820 March 31, 2019
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Frequency (Hz) Average value of
high-frequency currents within
1 ms before the

fault (A)
200 0.681
600 0228
1,000 0137
1,600 0.089
2000 0.068

Average value of
high-frequency currents within
1ms after the
fault (A)

21,983
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System parameters

Rated voltage of DC micro-energy system
Rated line voltage of AC system AC1

Rated line voltage of AC system AC2
Connection transformer T1 ratio

Connection transformer T2 ratio

Rated capacity of two-level VSC1 and VSC2
Rated capacitance value of the supercapacitor
Maximum output power of PV arrays

Total rated power of EVs

Parameter

DC+400V
AC10kV
AC20kV
10/0.4 kV
20/0.4 kY
200kVA
100mF
100kW
500kW
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Microgrid Cost/ten thousand yuan

No P2H AEC PEMEC SOEC
MG2 62.256 62.234 62.239 62.255
MG4 36.790 36.759 36.757 36.761
MG7 23.087 22,653 22.254 22.845
MG9 70.833 70318 69.85 70.622

MG12 86.337 84.863 84.447 85.09
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Start time Boot time Shutdown time

AEC 2,22 2-4,22-24 4,24
PEMEC 1,821,238 1-2, 3-5, 21-22, 23-24 2,5,22,24
SOEC 1,20 3-5,22-24 5,24
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Annual income
(ten thousand yuan)

Annual net Income
(ten thousand yuan)
PP (year)

Initial investment cost 3,062.8

Operation and 8444

maintenance cost

scrap cost -17.39

peak shaving 3,293.3

environmental revenue 35.1

Delay grid investment 20853

construction income

Reserve power gain 45.41
452.49
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Scene Action times The total time Use ratio (%)

Peak shaving 1,082 1,440 75.14
Ease disturbance 234 1,440 16.25
When idle reuse 1,316 1,440 91.39
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Gas species Displacement (kg/MWh) Cost (yuan/kg)

dust 05 292
SOz 05 6.24
NO, 0.75 8.03
CO. 03 0.03

co 0.05 1.01
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Electricity mode Proportion of
photovoltaic spontaneous
self-use (%)

Photovoltaic directly connected to the grid 21
Photovoltaic/energy storage grid-connected 67
Active load transfer 46

Cooperative scheduiing strategy 92

Total investment
cost (yuan)

20,000
25,000
20,000
23,000

Estimated annual
income (yuan)

746
941
851
1046

Cost recovery
period (year)

104
104
87
8.4

Life cycle
income (yuan)

36,150
36,025
38,775
42,650
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Country Specific situation

UsA 1n 2009, the first smart grid ety in the USA was buiit in Golorado, with more than 15,000 smart meters installed (Tang et al.
2009), and the first HEMS application was launched in Texas in 2011.

Germany Installed smart meters in 2001 and established a smart metering network.

Japan The Yokohama Smart Gity Project developed a variety of energy management systems.

taly Indesit Company successfully developed smart home appliances and cooperated with the University of Parma to develop a

home appliance networking communication solution. In 2011, all power users across the country used 36 million smart
electricity expressions (Renner and Heinemann, 2011).

Britain Britain energy providers piloted experiments with up to 58,000 homes in 2010-2011

Netherlands The Smart City Construction Project was launched in 2008.

Denmark Carried out the largest vehicle-to-grid (V2G) project from 2009 to 2011

China Production of the first batch of smart meters started in 2009, and since then, full-scale work on building a strong smart grid

has been carried out (Liu et al., 2009; Huang et al., 2013).





OPS/images/fenrg-09-809024/inline_74.gif
CO,





OPS/images/fenrg-09-772027/fenrg-09-772027-t002.jpg
Communication protocol

ZigBee
WiFi
M-Bus
Bluetooth
LonWorks
WIMAX

Signal
frequency band (MHz)

868-915/2.4 x 10°
2.4 x103/5.0 x 10°
868
2.402 x 103-2.480 x 10°
4339

2.5 x 103-2.7 x 10° (USA)
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13
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Network structure
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Algorithm Chinese character recognition Letter and number Time(ms)

accuracy recognition accuracy rate
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As described in Section 2.1

Hyperparameters

Maxp: 5; Maxq: 5

P2

Alpha: 0.6

Number of trees: 100;
Minimum sample number: 1
Maximum depth of tree: 9
Optimizer:Adam

LSTM layer unit: 50

Dense layert unit: 1,040
Dense layer2 unit: 520
Dense layer3 unit: 24
Epoch: 500

Batch size: 100

As described in Section 2.2
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Algorithm 1 Q-Learning Algorithm Executed
in Pricing Stage

Start initalizing Q value table

Determine the current status S; and select an action A

Observe the state at the next moment Sy,

Galculate the reward value and update the Q value table

If Satisfy convergence conditions End If

Eise Does not satisfy the convergence condition t = t+1 and return
to step 2

7 Until iterative condition is satisfied

E-i S n =
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Algorithm 2 ADMM Algorithm Executed
in Scheduling Stage

Initialization parameters

2 Iterative calculation is carried out with formula (33) and
formula (34)
3 If Satisfy convergence conditions, judging from (38) and (39) End

-

Else Does not satisfy convergence condtion
5 Unti iterative condition is satisfied. k = k+1 and retur to step 2
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Price Type Off-Peak Mid-peak On-Peak
Time window 1-6 a.m; 22-24 p.m. 7-10 am; 15-17 p.m. Other time

Price Electricity 0.543 0.856 1.432
Refrigeration - 035 -
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Items (cm) Decision coefficient Correlation coefficient RMSE

320 Measured and Simulation 0.99 095 0.06
160 Measured and Simulation 0.98 094 052
40 Measured and Simulation 098 092 071
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The buried depth from the
ground (cm)
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160 Measured
Simulation

10 Measured
Simulation

Minimum ( C)

1452
1473
10.98
10.82
5.60
5.60

Maximum ( C)

2210
21.60
2596
2549
3008
2998

Mean value (C)

18.41
18.30
18.27
18.28
18.61
18.48

Standard deviation

2.69
245
513
5.07
7.68
7.51

Variance

727
6.03
2642
2557
59.06
56.52
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Research object Minimum ( C) Maximum (C) Mean value (C) Standard Variance Kurtosis
deviation coefficient

Target aquifer 1688 1874 17.75 0.66 022 -143
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Parameter

The buried depth from the ground of each layer

Longitudinal thermal dispersivity (a;)
Transverse thermal dispersivity (er)

Effective porosity (6)

Specific storage (S,)

Horizontal hydraulic conductivity (K. = K,,)
Vertical hydraulic conductivity (K..)

Solid thermal conductivity (1,)

Aquifer thermal conductivity (A.,)
Volumetric solid heat capacity (p, )

Volumetric aquifer heat capacity (p,, c,)

Value

Layer 1 (silty clay)

0-6
10

1
0.30
0.0001
0.02
0.002
11
07
21
42

Layer 2 (Gravel)

6-16
10

1
0.15
0.0001
25
25
15
07
29
42

Layer 3 (Conglomerate)

16-129
10

1

0.01
0.0001
0.001
0.0001
14
07
20
42

Unit

3 3 8

1/m

m/d

m/d
W/(m K)
Wi(m K)
MJ/(m® K)
MJ/(m’ K)
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Index

Maximum frequency excursion (Hz)

Setting frequency (Hz)

Maximum ROCOF (Hz/s)

Control scheme

Proposed (y = 10)
Proposed (y = 5)
No control scherme

Proposed (y = 10)
Proposed (y = 5)
No control scheme:

Proposed (y = 10)
Proposed (y = 5)
No control scheme

Case 1

59.641
59.581
59.498

59.838
59.825
59.810

-0.268
-0.288
-0.297

Case 2

59.557
59.487
59.395

59.807
59.789
59.773

-0.309
-0.337
-0.364

Case 3

59.427
59.330
59.196

59.740
59.720
59.696

-0.427
-0454
-0.476

Case 4

59.360
59.292
59.196

59.726
59.713
59.696

~0.444
-0.462
-0.476
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Equipment Accuracy Measurement range

Dual automatic temperature monitor o1c -20-100C
Data acquisition unit CR800 033 pv +5000 mV
Soil moisture sensor FDR 0.5% 10-300 cm depth
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Cases LOLE (hty) EENS (MWh/y) Prisi

Case 1 [193.05, 343.45] [14,736.80, 28,339.85) 08766
Case 2 [75.60, 126.80] [2,119.16, 9255.03] 09753
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Scenario Charge of ESS (MWh) Discharge of ESS (MWh) Generators (MWh) Wind power (MWh) Load shedding (MWh)

Lower 421.729 361.321 38,331.555 4200.825 26.695
Upper 433.116 370.315 50,372.940 3625.153 214.848
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Cases LOLE (h/y) EENS (MWh/y)

Case 3 177 8163.86
Case 4 [52.4. 219.6] midpoint 13656.82, 18.609.57] midpoint = 11,133.195
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Charge of ESS (MWh) Discharge of ESS (MWh) Generators (MWh) Wind power (MWh) Load shedding (MWh)
418.221 357.579 44,386,343 3912.989 117.399
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The rated capacity of ESS (MWh)

200
250
300
350
400
450

LOLE (hy)

(39, 167.2)
[45.4, 162)
[34.4, 124.8]
[31.6, 111.9)
[24, 89.4]
[205, 73.8)

EENS (MWh/y)

[2.835.78, 13,851.66]
[3095.66, 12,393.31)
[2020.91, 9284.41]
[1895.55, 8008.27)
[1410.49, 6347.13]
[1221.84, 5210.34]

Prmsup

0.9394
0.9517
0.9568
0.9681
0.9703
0.9748
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Period 1-8h 9-17h 18-24 h
Range of output 5% 8% +10%
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Equipment name

Centrifugal chiller 1
Centrifugal chiler 2
Cooling Towers
Refrigeration water pump 1
Refrigeration water pump 2
Cooling water pump 1
Cooling water pump 2

Rated power: 116.9 kW, cooling capacity: 813 kW
Rated power:138 kW, cooling capacity: 968 kW
Rated air volume: 126,400 mh, flow: 208 m*h, power:4.4 KW

Rated flow:
Rated flow:
Rated flow:
Rated flow:

Parameter

: 110 mh, power: 11 kW
= 66 m%/h, power: 7.5 kW

: 176 mh, power: 15 kW
: 106 m*/h, power: 7.6 kW

Quantity

[SECE SR PN

Remarks

Power frequency

Power frequency

Frequency conversion
Frequency conversion
Frequency conversion
Frequency conversion
Frequency conversion
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Parameter

Maximum number of training sessions
Number of implicit layer neurons
Network learing rate

Training target error

Value

5,000
24
0.00001
0.00001
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The cooling The chilled The cooling The cooling The cold
Mainframe (%) water pump water pump tower (%) source system
(%) (%) (%)

Energy-saving rate 82 31 285 175 105
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Main technical economic
indicators.

Min/Max Electric Outputs (kW)
Min/Max Heat Outputs (kW)
Min/Max Electric Charging (kW)
Min/Max Electric Discharging (kW)
Electricity/Heat Production Efficiency
Capacity (KWh)

Electric-heat ramping rates (KW/h)
Discharging/Charging Efficiency
Initial and max/min SOC

CHP

100/600
100/800

0.35/0.4

500/400

0/100
0/100

800

0.9/09
02/01/1

Regenerative electric boiler

0/150
0/125

800

0.855/0.9
02/01/1

HS

0/200
0/200

800

0.9/0.9
02/0.1/1
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Method

Genetic algorithm (Deshkar et al., 2015)
Gravitational search algorithm (Hasanien et al., 2016)
Particle swarm algorithm (Babu et al., 2018)

Modified Harris hawks algorithm (Yousri et ., 2020a)

Marine predators algorithm (Yousri et al., 2020b)

Grey wolf optimization algorithm (Balraj and Stonier, 2020)
Butterfly optimization algorithm (Fathy, 2020)

Artificial ecosystem-based optimization (Yousri et al.,
2020c)

Democratic polttical algorithm (Yang et al., 20216)

Year

2015
2016
2018
2020

2020
2020
2020
2020

2021

Evaluation criteria

Row current, power enhancement
Irradiiance level mismatch index, performance ratio (PR), power enhancement, execution time

Row current, execution time, total income per year, standard deviation (SD)

Row current, mismatch loss, fil factor (FF), percentage power loss, power enhancement, execution
time

Row current, mismatch loss, FF, percentage power loss, power enhancement, execution time
Giobal shade dispersion index, total irradiance value of each row, power enhancement

Row current, mismatch loss, FF, power enhancement, PR

Row current, power enhancement, mismatch loss, execution time, FF

Power enhancement, mismatch loss, execution time, FF, SD
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Mode

Speed (/min)

Load (Q)

PW voltage (V)

PW current ()

PW frequency (Hz)

CW frequency (Hz)

Rotor frequency (Hz)
Active power of PW (W)
Reactive power of PW (Var)
Power factor of PW

Active power of CW (W)
Resistance of PW ()
Resistance of CW (Q)
Copper loss of PW (W)
Gopper loss of CW (W)
Copper loss of rotor (W)
Total copper loss (W)

Iron loss of inner stator (W)
Iron loss of outer stator (W)
iron loss of inner rotor (W)
Iron loss of outer rotor (W)
Total iron loss (W)
Efficiency (%)

DS-BDFIM DS-BDFIM-SDCR
with wound rotor

Differential mode Differential mode
3,750 3,750
20 20
2205 222
10.85 10.78
50 50
125 125
75 75
7,068 -6,933
0 0
1 1
-1,245 -1,365
13 1.32
151 13
459 460.5
3426 330.3
1,036.5 5187
1838.1 1,309.5
202 12
112.8 72.7
12 126.4
1729 105.3
4269 316.4
786 83.6
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Algorithm Recognition accuracy %

CNN 807
8P 799
SVM 832
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Number Recognition accuracy % Loss value
of convolution kernels

2 88.54 0.047032
3 89.26 0.046895
4 89.13 0.050409
5 89.68 0.053083
6 88.54 0.058542
r 89.21 0.056897
8 87.29 0.056255





OPS/images/fenrg-09-783588/fenrg-09-783588-t005.jpg
Model

Energy storage equipment

Battery
Heat Storage Tank
Battery
Heat Storage Tank
Battery
Heat Storage Tank
Battery
Heat Storage Tank

Configuration capacity (MWh)

n=3

78
10
8.4
15
96
28
10.2
23

10.2
22
10.8
25
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Functional region

Residential Region
Commercial Region
industrial Region

Cost of
energy storage
construction

4.875
5.534
3.923

Cost of
wind and
photovoltaic abandonment

4.369
5.728
3.542

Cost of
‘CHP output

8.292
7.292
7.932

Cost of
power purchasing

12.895
11.704
10.121

Cost of
demand response

8.402
6.792
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Energy storage equipment

Battery
Heat Storage Tank

Configuration capacity of physical energy storage (MWh)

n=2 n=3 n=4

66 7.8 84
8 20 12
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Physical energy Power (kW) Capacity (kW-h) Investment cost Efficiency% Life cycle
storage (CNY/kW-h) Charge Discharge

Battery 300 600 650 75 (%) 75 (%) 10 years
Heat Storage Tank 500 1,000 500 90 (%) 90 (%) 15 years





OPS/images/fenrg-09-827942/inline_5.gif





OPS/images/fenrg-09-748673/math_24.gif
(24)





OPS/images/fenrg-09-748673/math_23.gif





OPS/images/fenrg-09-748673/math_22.gif
3 w2 TO(w, - @)






OPS/images/fenrg-09-748673/math_21.gif
3 (- u) 2 TS (s~ wiy) @)






OPS/images/fenrg-09-748673/math_20.gif
- K= P,






OPS/images/fenrg-09-748673/math_2.gif





OPS/images/fenrg-09-748673/math_19.gif
Wit Py oin S Py S0 Py oo





OPS/images/fenrg-09-748673/math_18.gif
0,stop.
= e a9





OPS/images/fenrg-09-748673/math_17.gif
3 (s Prons = Pu) 2P 3 Pass a7)





OPS/images/fenrg-09-748673/math_16.gif
Y Pupaie = ) Poupuis Ypower nodes (16)





OPS/images/fenrg-09-809254/math_7.gif





OPS/images/fenrg-09-827942/fenrg-09-827942-g008.gif





OPS/images/fenrg-09-809254/math_6.gif
Pr(V,>V_.)>a,





OPS/images/fenrg-09-827942/fenrg-09-827942-g007.gif





OPS/images/fenrg-09-809254/math_51.gif
g - Xo.





OPS/images/fenrg-09-827942/fenrg-09-827942-g006.gif





OPS/images/fenrg-09-809254/math_50.gif
S pdf (), (50)





OPS/images/fenrg-09-827942/fenrg-09-827942-g005.gif
el

£l W\/’\ W\IW/ \\Vm

N w“w W et f’wx/ Al

R e i T





OPS/images/fenrg-09-827942/fenrg-09-827942-g004.gif
DHSI Vibeton s
cllectng st





OPS/images/fenrg-09-783588/fenrg-09-783588-g003.gif





OPS/images/fenrg-09-783588/fenrg-09-783588-g002.gif





OPS/images/fenrg-09-827942/fenrg-09-827942-t001.jpg
Main specification

Model
Phase

Rated frequency
Rated capacity
Voltage combination
Rated current
Connection group label
Cooling method
No-load current (%)
No-load loss/load loss

Main transformer parameters
of non-excitation voltage
regulation mode

SSP - 360000/500
Phase 3
50 Hz
360/360 MVA
515 + 2°1.256%/18 kV
404/11547 A
YN di1
ODWF
0.11%
139.6 KW/839.1 kW

Main transformer parameters
of on-load voltage
regulation mode

SSP - 360000/500
Phase 3
50 Hz
360/360 MVA
5156 + 8*1.26%/18 kV
404/11547 A
YN d11
OFWF
0.15%
138.2 KW/872.6 KW
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o9 = 0.3,k°9 = 200

Energy storage equipment

Battery
Heat storage tank
Battery

Heat storage tank
Battery

Heat storage tank

Configuration capacity (MWh)

n=1 n=2 n=3 n=4 n=5
5.4 6.6 7.8 8.4 9
5 8 10 12 13
6 72 84 9 9
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Model

Energy storage equipment

Battery
Heat storage tank
Battery

Heat storage tank
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Heat storage tank
Battery

Heat storage tank

Configuration capacity (MWh)

n=3

78
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15
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Mode

Speed (/min)

Load ()

PW voltage (V)

PW current (4)

CW voltage (V)

CW current (A)

PW frequency (Hz)

CW frequency (Hz)

Rotor frequency (Hz)

Active power of PW (W)
Reactive power of PW (Var)
Power factor of PW

Active power of CW (W)
Apparent power of CW (W)
Power factor of CW

Flux linkage of PW (Wb)
Flux linkage of GW (Wb)
Current of conductor bar (A)
Current of outer and inner end rings ()
Resistance of PW (0)
Resistance of CW (0)
Resistance of rotor bar (0))
Resistance of inner end ring (0)
Resistance of outer end ring (€2)
Gopper loss of PW (W)
Copper loss of CW (W)
Gopper loss of rotor (W)
Total copper loss (W)

Iron loss of inner stator (W)
Iron loss of outer stator (W)
Iron loss of inner rotor (W)
Iron loss of outer rotor (W)
Total copper loss (W)
Efficiency (%)

Sub-natural synchronous speed

bc SC
2,250 750
20 20
220.4 220.6
10.8 10.74
99.2 114.8
9.19 9.19
50 50
-125 -125
25 25
-6,963 -6,894
0 0
1 1
1867.5 24495
2,734.9 3,165
0.68 0.756
0.746 0.74
0.91 1.16
2326 2257
723/1,443 735/1,438
132 132
13 13
1.678¢-4 1.678e-4
1.467e-6 1.467e-6
2.227¢-6 2.227¢-6
461.1 4572
320.5 329.4
558.2 510.8
1,348.8 1,297.4
102 1.6
253 26.5
394 40.8
103 97.9
177.9 176.8
76.9 751

Super-natural synchronous speed

DC sC
3,750 1,250
20 20

222 220.85
10.78 10.53
90.4 1203
9.19 219
50 50
125 125
75 8.33
-6,933 -6,633
0 0
1 1
-1,365 -2,390.1
-2,492.3 -3,316.67
0.548 072
0.746 0.729
0.997 1.47
230 219
721/1,442 720/1,426
1.32 132
13 13
1.678e-4 1678e-4
1.467e-6 1.467e-6
2.227¢-6 2227e-6
460.5 439.5
3303 320.4
5187 4784
1,309.5 1,247.3
12 174
727 249
126.4 338
105.3 1131
316.4 188.9
836 86.3
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CR

Pole pair 1
Slot 40 (20 VSs)
Electric phase angle 18°(VSs)
Group | Bar No

3

3
5
7
9

33

35

37

39

Group Il 2
4

6

8

10

34
36
38

40

«

18
36
54
72

288
306
324
342

18
36
54
72

288
306
324
342

Bar No

BREISEREN

18
19
20
21
2
23
24
25

37
38
39
40

PR

40
18°

288
306
324
342
360
378
396
414
432
648
666

702
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Pole pair 2 4

Slot 7 14

Electric phase angle 1028 1028°

Group | Bar No a Bar No B
1 0 1 0
2 102.8 2 1028
3 2056 3 2056
4 308.4 4 3084
5 411.2 5 4112
6 514 6 514
7 6168 7 6168

Group Il 1 0 8 7196
2 1028 9 8224
3 2056 10 9252
4 3084 11 1,028
5 411.2 12 1,130.8
6 514 13 1,233.6
7 6168 14 1,336.4
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Design parameters

PW and CW pole pairs
Slot number of outer stator and outer rotor
Slot number of inner rotor and inner stator
Rated PW voltage (v)

Rated frequencies of PW and CW (H2)

Rated speed (1/min)

Outer and inner diameters of outer stator (mm)
Outer and inner diameters of outer rotor (mm)
Thickness of non-magnetic support (mm)
Outer and inner diameters of inner rotor (mm)
Outer and inner diameters of inner stator (mm)
Axial length of stator core (mm)

Values

21
48, 40
40, 36

220

50, 12.5
3,750
325, 277
276, 231
9
213, 159
158, 40
246
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DC-link operating voltage Ve 750V
MG voltage u 220V
Rated frequency f 50HZ
Inverter switching frequency f, 10 kHZ
Filter indluctance of the inverter i 1 mH
Filter capacitor of the inverter Cc 70 yF
Droop coefficient of active power m 5e-4 rad/s/w
Droop coefficient of reactive power n 3e-5 Vivar
Constant value virtual resistor Ro 020
Virtual inductor L 0.7 mH
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ltem

The fiiter parameters are balanced
Output inductors (Lia~ Laa, Lin~ Lap, Lic~ Lac)
Line impedance (Ria~ Raar Rio~ Rao, Rrc~ Rac)
Output capacitors (Cia~ Caa, C1u~ Cap, Cic~ Cac)
DC link voltages
Output AC voltage (phase voltage)
Linear load

Nonlinear load
Resistance (R,)
Inductance (L)
Capacitance (C;)

The fiiter parameters are unbalanced

(The filter parameters are unbalanced.)
Output inductors (Loa~ Laa, Lip~ Lap, L1c~ Lac)
Output inductors (L1,)

Specifications.

03mH
0.5Q
25 pF
560 V
220V/50 Hz (Ampiitude)
3750

50

0.1 mH
10 uF

0.3 mH

0.1 mH
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Output inductors (L, Lz, L)
Output capacitors (C;, Cz. Ca)
DC link voltages
Output AC voltage
Linear load
Nonlinear load
Resistance (R,)
Inductance (L)
Capacitance (C,)

Specifications

2mH
25 F
175V

110 Vims
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Symbol

Mio/mH
Ly/mH
Lo/mH
Mio/mH
Mag/mH
Lo/mH
Ui/kY
Ri/Q
Ro/O
CIuF

Parameter

Mutual Inductance
FCL Inductance

FCL Inductance

Mutual Inductance

Mutual Inductance

FCL Inductance

Trigger voltage of the MOA
Energy storage resistance
Energy storage resistance
Energy storage capacitance

Value

12
40
10
0.375
0.1

0.01
0.01
100
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Wiring mode

Ring network room cable double ring
network connection
“Double petals” wiring

Shanghai Diamond Wiring

The diamond-shaped distribution
network structure in this paper

Index

Adaptability

Occupies 8 10 kV
intervals
Occupies 4 10kV
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Occupies 8 10 kV
intervals
Occupies 4 10KV
intervals

Security and flexibility

Meet the N-1 calibration under the condition of overhaul,
and the line utilization efficiency is stil 50%

Meets the N-1 calibration under the condition of overhaul,
and the line utilization efficiency is increased to 75%
Meet the N-1 calibration under the condition of overhaul,
and the line utilization efficiency is still 50%

Meets the N-1 calibration under the condition of overhaul,
and the line utilization efficiency is increased to 75%

Power supply
reliability

Increase
0.00472%
Increase
0.00696%
Increase 0.007%

Increase
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Economy

Investment of 147.92 ten
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thousand dollars.
Investment of 357.47 ten
thousand dollars
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Switch station/ring Trunk line (ten Protection/distribution Total

network thousand automation (ten thousand
room (ten thousand dollars) (ten thousand dollars) dollars)
dollars)

Ring network room cable double ring network 83.20 244,07 11094 438.21

connection
ouble petals” wiring 246.53 273.65 55.47 576.66
Shanghai Diamond Wiring 369.80 277.35 97.07 744.22
The diamond-shaped distribution network structure 11094 207.09 107.86 425,89

Note: The unit price of the switch station is 30.82 ten thousand dollars/seat, the unit price of the ring room i 4.62 ten thousand dollars/seat, the cable line unit price of 18.49 ten thousand
dollars/km, distribution automation device 3.08 ten thousand dollars/set, and the protection and self-healing system 7.7 ten thousand dollars/set.
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The diamond-shaped distribution network structure 99.99965
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Clearing results Time 1 Time 2 Time 3

Thermal unit 1/MW 56.0 8.0 56.0
Thermal unit 2/MW 216 43.8 173
Thermal unit 3/MW 24 24 2.4
Wind unit 1/MW 12.0 224 208
Wind unit 2/MW 8.1 30.4 232

Electricity price/yuan-MWh™* 310 360 200
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Thermal unit 1/MW 183 185 481
Thermal unit 2/MW 120 12.0 120
Thermal unit 3/MW 40.0 40.0 40.0
Wind unit 1/MW 40.0 28.0 26.0
Wind unit 2/MW 27.0 38.0 29.0

Electricity price/yuan-MWh™" 2750 315.0 195.0
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Template Characteristic Application scenarios

Ordinary hourly  The generator/consumer side bids the price, power, and time period at the same time  Various electricity power units and power customers
bids
Block bids Quotation of a variety of quantity-price combinations. Following the principle of “all deals o Nuclear power units or large thermal power units

1o deals”

Flexiole hourly bids  Only the power generation side bids the segment electricity and the corresponding price  Flexible power units such as hydraulic and thermal power
units
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Scenarios PSO TLBO POA

Start-up test 241812 238.986 243.423
Step change of temperature 244,966 241.996 247.214

The results obtained by POA are in bold.
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14 Photovoltaic 200 /
24 Stable output distributed generation supply 150 100
31 Stable output distributed generation supply 200 100
40 Stable output distributed generation supply 200 100
46 Stable output distributed generation supply 250 150
55 Wind turbines 160 /

60 Stable output distributed generation supply 180 100

64 Stable output distributed generation supply 150 80
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Level 2 load 1-4, 9-11, 15-18, 30, 42-45, 48, 55, 58

Level 3 load 22-29, 31, 35-38. 46. 49, 52, 56-57, 62-66. 68
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Concept Implication Actual background

No exditation response  Zero incentive level, voluntary user response Measure the adjustment space that customers have with no change in
(P-point) electricity costs

Critical excitation Minimum user responsiveness above zero Based on the maximum possible reduction/transfer cost per unit of electricity
(Q-point) when the customer begins to respond

Saturation excitation The user response reaches the ideal value, and the response  Reflects the maximum effective incentive intensity, which is determined by the
(M-point) fluctuation can be almost ignored marginal response cost when reaching the maximum potential
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Electricity
customer
LA

Electricity
company
Government
regulator

Business functions

Load shedding, changes in power consumption behavior, comfort
reduction, and compensation

Contacts power companies and customers, participates in market bidding
o bilateral contracts, controls load reduction, and measures and
compensates customers

Reports DR projects and purchases load resources from the market or
bilateral transactions

Approves DR project and sends DR signal to LA

Optimization status

“Trade-off between economy and satisfaction to obtain the optimal
reduction strategy

Revenue from sale of DR resources, getting maximization of net income
after economic compensation to consumers

Minimize electricity purchase costs
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Stages

Invitation

Feedback

DR execution

Response settlement
Subsidy distribution

Details

The first stage is invitation. After the DR project is approved, Jiangsu Economic and Information Commission wil frst send
response signals to the load aggregator (LAY, and LA will nitiate invitation notices to power consumers

The second stage is the feedback, the user feed backs whether to participate, LA collects the feedback information and
submits it to the power company and economic and information technology committee

The third stage is DR execution, in which participating consumers are determined to shut down or lower the load of the
electricity equipment at the agreed time. The data of electricity load of consumers will be monitored online by the inteligent
electricity cloud service platform and stored in the provincial demand-side management platform

The fourth stage is response settiement, accounting according to user practice response

The fifth stage s subsidy distribution, and the response subsidy is calculated according to the accounting result of the
response volume
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Energy storage system

Mechanical energy storage
Chemical energy storage
Electromagnetic energy storage
Thermal energy storage
Chemical energy storage

Details

Energy storage through compressed air and pumped storage
Sodium-sulur batteries, liquid-flow batteries, lead-acid batteries, and lithium electronic batteries
Superconducting magnetic energy storage and supercapacitor energy storage

Sensible heat storage and latent heat storage

Use of hydrogen or synthetic natural gas as a secondary energy carrier
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Parameter Value Parameter Value

DC-side voltage 700V DC-side capacitor 35mF
Rated grid power 7KW Equivalent series resistance  0.1.0
Sampling frequency 10kHz  Equivalent series inductance 2.4 mH
Outer voltage loop Kep 0.8 Outer voltage loop Ker 100

First resonant coefficient 240 Second resonant coefficient 1
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