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NiV/B4C multilayers with a small d-spacing are suitable for multilayer monochromator working at a photon energy region from 5 to 8 keV, or photon energy region from 10 to 100 keV. To investigate the influence of background pressure during fabrication, NiV/B4C multilayers with a d-spacing of 3.0 nm were fabricated by magnetron sputtering with different background pressures. The grazing incidence x-ray reflectivity (GIXR) and transmission electron microscopy (TEM) measurement illustrated the structural change that happened in NiV/B4C multilayers when background pressure is high. The electron dispersive x-ray spectroscopy (EDX) of NiV/B4C multilayer deposited with a high background pressure suggests a gradient distribution of oxygen, which corresponds to the gradient thickness change. The detailed x-ray absorption near edge spectroscopy (XANES) comparison of NiV/B4C multilayers, NiV coating, and B4C coating showed the chemical state change induced by background pressure. We concluded that during the deposition, vanadium oxide promoted the oxidation of boron. In order to fabricate a good performance of NiV/B4C multilayers, the background pressure needs lower than 1 × 10−4 Pa.
Keywords: NiV/B4C, multilayer, magnetron sputtering, XANES, background pressure
1 INTRODUCTION
Multilayer interference coating is an important optics in the hard x-ray region, which enables the reflection of the short-wavelength light beyond the total external reflection region, and chooses a narrow-band spectrum from the white light radiation. Thus, it is widely used in advanced imaging, spectroscopy, and monochromator systems for synchrotron radiation facilities and astronomical observation projects [1–3]. As photon energy requirement of synchrotron radiation facilities and space telescopes extends to several tens of kiloelectron volts, the multilayer working at such wavelength region requires an extremely small d-spacing which is less than 3.0 nm [4–7]. This makes the x-ray reflectance very sensitive to the interface and surface quality of the multilayer, which also needs the more precise control of fabrication and the more suitable selection of materials. As for fabrication, magnetron sputtering has been proved as an effective technique for fabricating small d-spacing multilayers, which has the good controllability of the process and the relatively low cost of the instrument [8]. For materials selection, more and more researchers began using a compound to replace the elementary substance [9, 10].
In the hard x-ray region, a multilayer monochromator has the advantage of a large spectral bandwidth and high reflectance, which can provide one or two orders of magnitude higher integral flux than a crystal monochromator [11]. Nickel is one of the ideal absorption materials in the whole hard x-ray region, except for 8.3 keV (Ni K-edge) [12, 13], but nickel is a magnetic material, which is not compatible with magnetron sputtering for small d-spacing multilayers. For solving this problem, a nonmagnetic alloy was made up of 93% nickel, and 7% vanadium has been proposed (in the following article, we will use NiV instead of the more correct Ni93V7). At the beginning, NiV has been suggested by Danish Space Research Institute as a potential candidate for hard x-ray telescope. [14] Because compared with tungsten and platinum, there was no absorption line for NiV at the photo energy range from 20 to 200 keV [9]. Until 2017, NiV was first used as a multilayer monochromator in European Synchrotron Radiation Facility (ESRF) [15]. Given the higher reflectivity and integral flux, the NiV/B4C combination was thus chosen as the material of choice for a monochromator working at 8 keV and around 20 keV [16–18]. Apart from that, the detailed studies on NiV/B4C multilayers were really limited, especially on how to fabricate this promising X-ray multilayer mirror.
During the magnetron sputtering process, there are a lot of factors that will influence the final performance of multilayers. For example, the pressure of working gas (typically argon) impacts stress and the layer density, and the speed of the spin motion of the substrate during deposition influences the uniformity of the coating. The background pressure is also one of the parameters that needs to be characterized and precisely controlled. It is reported that the background pressures affect the stress and layer morphology of layers [19, 20]. The residual gas in vacuum chamber will react with sputtering atoms and alter the refractive index contrast between multilayer materials, furthermore changing the film structure by the formation of compounds and impacting the interface quality [21, 22]. In order to understand the background pressure effect on the growth of the NiV/B4C multilayer, a comparative study of the NiV/B4C multilayers fabricated with different background pressures was performed in this paper. The multilayer structure, layer morphology, and chemical state of the multilayers were investigated and discussed systematically.
2 EXPERIMENTS
In order to realize the application of NiV/B4C multilayers in hard x-ray telescope or multilayer monochromator, the multilayer d-spacing in this research was set to d = 3.0 nm and the thickness ratio γ = dNiV/d = 0.6. The number of bilayers was N = 60 to test the period drift of multilayer. The NiV/B4C multilayers were fabricated by direct current magnetron sputtering technique. The B4C (purity 99.5%) target was used at a constant power of 80 W, the NiV target (Ni:V = 93:7, purity 99.99%) at 20 W. Both targets have a diameter of 4 inches. The distances from substrate to target are 8.5 and 9.0 cm, respectively to NiV and B4C. During the deposition, high-purity argon (99.999%) was used as the working gas at a pressure of 0.16 Pa, for keeping a relatively high kinetic energy of the deposited atoms and, thus, to form smooth interfaces, and the flow rate for Ar is 8 sccm. The multilayers were deposited on superpolished Si (100) wafers (20 mm × 20 mm) with a root-mean-square roughness of 0.2 nm (1 × 1 μm2 atomic force microscope scan). The individual layer thicknesses in the multilayer were, thus, adjusted by controlling the sputtering time independently over each target. The background pressures, which arise from residual air in the deposition chamber, were measured before inflating Ar. In each case, the chamber was pumped from the normal air condition to the background pressures of 4 × 10−4, 2 × 10−4, 1 × 10−4, 8 × 10−5, 4 × 10−5, and 2 × 10−5 Pa, by using a combination of a turbomolecular pump and a mechanical pump. The fabricated multilayers are symbolized as S-4 × 10−4, S-2 × 10−4, S-1 × 10−4, S-8 × 10−5, S-4 × 10−5, and S-2 × 10−5 Pa, respectively. Except for background pressure, all the deposition parameters were the same in all cases.
The grazing incidence x-ray reflectivity (GIXR) measurement used a laboratory-based diffractometer (Bede, Durham, UK) with the Cu Kα line as the source (λ = 0.154 nm). Fits of the GIXR curve were performed using the Bede Refs software [23]. The information of the individual layer thickness and interface width was determined from the fitting.
High-resolution transmission electron microscopy (TEM) measurements were made to compare the microstructure and layer morphology of the two samples deposited with different background pressures. The samples were prepared by focused ion beam and observed by FEI Talos F200X (FEI, Hillsboro, OR, United States). The elemental composition of the layers was further measured by energy dispersive x-ray spectroscopy (EDX) during the TEM measurements. Mapping and one-dimensional line scans across several bilayers were performed to measure the composition depth profiles of the different elements.
X‐ray absorption near‐edge structure (XANES) spectroscopy was commonly used to probe the local atomic structure around specific elements in films and often used as a fingerprint of the changes in the coordination numbers of elements [24–26]. XANES measurements were conducted after fabrication at the Beamline U12b at the National Synchrotron Radiation Laboratory (NSRL) in the total electron yield (TEY) mode by collecting sample drain currents under a vacuum, which was greater than 5 × 10−8 Pa. The beam from a bending magnet was monochromatized with a varied line‐spacing plane grating and refocused using a toroidal mirror. An energy range from 100 to 1,000 eV was used with an energy resolution of approximately 0.2 eV. All XANES spectra were measured using the process of normalization by considering the low and high photon energy parts of the spectra far from the threshold [26, 27].
3 RESULTS AND DISCUSSION
3.1 Grazing Incidence X-Ray Reflectivity Measurement Analysis
The GIXR measurements of as-deposited samples are shown in Figure 1A. The different colors represent different background pressures. As the background pressure becomes lower, the Bragg peaks become narrower, which indicates that the multilayer sample has less d-spacing drift from the surface to the substrate. Besides the width of Bragg peaks, the positions of Bragg peaks also changed with different background pressures. With the background pressure decreasing from 4 × 10−4 to 1 × 10−4 Pa, the grazing angles of Bragg peaks kept increasing, which means the d-spacing of multilayer becomes thinner. When the background pressure reached 8 × 10−5 Pa and further lower, the grazing angle of Bragg peaks did not change, indicating that the d-spacings of different samples became consistent with varied background pressures. Figure 1B shows the fitted result of NiV/B4C multilayer deposited with background pressure of 4 × 10−5 Pa. The fitted curve matched very well with GIXR measurement result, which means the fitted model is in agreement with the deposited layer structure, and the bandwidth of the measured Bragg peaks is similar with the fitted curve, which indicates the good uniformity of 60 bilayers. The fitted values of two individual layers are also shown in this figure; the thicknesses of NiV and B4C were 1.65 and 1.10 nm, respectively. The average interface width for the two kinds of materials were 0.29 nm (NiV) and 0.31 nm (B4C).
[image: Figure 1]FIGURE 1 | (A) Grazing incidence x-ray reflectivity (GIXR) measurement of NiV/B4C multilayer deposited with different background pressures. (B) GIXR measurement and fitted result of NiV/B4C multilayer deposited with a background pressure of 4 × 10−5 Pa.
Based on GIXR measurements, we can assume that the change in layer structure happened in NiV/B4C multilayers when the background pressure was higher than 1 × 10−4 Pa because all of the parameters for GIXR measurement and deposition are the same except for background pressure. There are two most possible reasons for broader Bragg peaks, one is the gradient d-spacing change in a multilayer, and the other one is the gradient refractive index change. How did the background pressure induce a gradient change in multilayer? We need further analysis to investigate how the change happened in NiV/B4C multilayers.
3.2 Transmission Electron Microscope Analysis
The cross-sectional TEM images and selected area electron diffraction (SAED) patterns of NiV/B4C multilayer deposited with different background pressures are shown in Figure 2. The bright layers are B4C, and the dark layers are NiV. Based on low-magnification images, we found that the total thickness of sample S-4 × 10−4 Pa was 47.7 nm thicker than that of sample S-4 × 10−5 Pa, which confirmed the structural change induced by background pressure. In Figures 2A,B, both samples have flat layers, but the interfaces of sample S-4 × 10−5 Pa are shaper. In the high-resolution images (Figures 2C,D), it can be easily found that the individual d-spacing of S-4 × 10−4 Pa was different from S-4 × 10−5 Pa, indicating the different positions of Bragg peak in Figure 1A. Based on further analysis of high-resolution images, we found that the d-spacing of sample S-4 × 10−4 Pa changed gradually from the surface to the substrate, which range from 3.38 to 4.18 nm. Such a gradient d-spacing will cause the broadened Bragg peak as shown in Figure 1A. The thicker layers were close to the substrate, and the B4C layers changed much more than the NiV layers. As for sample S-4 × 10−5 Pa, the d-spacing was constant for the whole multilayer. The d-spacing was 2.79 nm measured from high-resolution images, which was close to the fitted result (shown in Figure 1B) of GIXR measurement and indicating that the fitted model was similar with the actual structure. SAED images were recorded with a large electron beam covering several tens of bilayers of the NiV/B4C multilayers. Figures 2E,F display the SAED images of samples S-4 × 10−4 and S-4 × 10−5 Pa, respectively. Both of them only have a diffraction pattern coming from the multilayer structure indicating an amorphous layer structure in these samples [7]. However, compared with S-4 × 10−4 Pa, the electron diffraction pattern of S-4 × 10−5 Pa is more regular, which means that the layer structure in S-4 × 10−5 Pa is more uniform.
[image: Figure 2]FIGURE 2 | Transmission electron microscopy (TEM) and selected area electron diffraction (SAED) images of the NiV/B4C multilayers fabricated with background pressures of 4 × 10−4 Pa (A,C,E) and 4 × 10−5 Pa (B,D,F).
To our knowledge, the background pressure may cause the change in deposition rate for sputtering materials, but would not induce a gradient d-spacing in multilayers. Therefore, the only physical reason that can explain the formation of a gradient d-spacing is the element composition change in the multilayer due to the residual gas in the chamber [21, 22]. The element composition change will also cause the refractive index change. Analysis of this hypothesis will be performed in the following section.
3.3 Energy-Dispersive X-Ray Spectroscopy Analysis
The higher background pressure means more residual gas stayed in the chamber. During the deposition process, some gas would be activated by plasma environment, then forming compounds with sputtering particles. In order to analyze the elemental composition of samples S-4 × 10−4 and S-4 × 10−5 Pa, EDX mapping and one-dimensional line scans across several bilayers were performed during the TEM measurement. In our work, the EDX measurements were performed to characterize elements of boron (B), carbon (C), nitrogen (N), oxygen (O), nickel (Ni), and vanadium (V).
The EDX measurement allowed to approximately determine the atomic concentration of different elements. In Figures 3A,B, the high angle annular dark field (HAADF) images are combined with element mapping images, for observing the element distribution in samples S-4 × 10−4 and S-4 × 10−5 Pa, respectively. Vanadium and nitrogen mapping images are not included in these figures because of the low atomic concentration (vanadium is only 7% in NiV target). In HAADF images, the bright layers are NiV and the dark layers are B4C. As shown in Figures 3A,B, the Ni and C element distributions are both in accordance with HAADF images; the main difference happened in O and B elements distributions. In sample S-4 × 10−4 Pa, oxygen distribution exhibits the layer structure, and these layers are in keeping with B4C layers, which means a lot of oxygen atoms stayed in the B4C layers. On the contrary, the oxygen distribution in sample S-4 × 10−5 Pa does not have such an obvious layer structure. Because the sensitivity for boron detection in the EDX measurement is not good, the boron distributions in both samples are not as clear as the other elements, but in sample S-4 × 10−5 Pa, boron distribution seems to have a blurred layer structure compared with S-4 × 10−4 Pa.
[image: Figure 3]FIGURE 3 | Electron-dispersive x-ray spectroscopy (EDX) mapping-scan and line-scan (from surface to substrate) measurements of chemical elements in the NiV/B4C multilayers fabricated with background pressures of 4 × 10−4 Pa (A,C) and 4 × 10−5 Pa (B,D).
The detailed one-dimensional line scans of samples S-4 × 10−4 and S-4 × 10−5 Pa are shown in Figures 3C,D. In sample S-4 × 10−4 Pa (Figure 3C), except for boron, the other elements both have a periodic oscillation of concentration. The element with the most remarkable profile is oxygen, the average atomic concentration of oxygen in the whole scan area is more than 30%, and from the surface to substrate, the atomic concentration of oxygen keeps increasing, which is consistent with the d-spacing change in sample S-4 × 10−4 Pa. In sample S-4 × 10−5 Pa (Figure 3D), all measured elements have a periodic oscillation of concentration, which further illustrates that sample S-4 × 10−5 Pa has a uniform layer structure.
According to the EDX measurement results, we find that oxygen is the main reason for the gradient d-spacing in NiV/B4C multilayer. When the deposition process happened with a higher background pressure, the oxygen in residual gas would interact with boron and carbon atoms. Then the tri-element compound layer replaces B4C and causes the volume expansion. As the deposition time went by, the oxygen concentration in the chamber becomes lower, the tri-element compound layer also becomes thinner, which means the volume of the tri-element compound is proportion to the concentration of oxygen. Due to this phenomenon, the d-spacing of the multilayer is gradually thinning from the substrate to the surface. This gradient change is consistent with the results obtained from the GIXR and TEM measurements. Except for the volume change, the refractive index of this tri-element compound layer may also change with the oxygen concentration. When the deposition process happened with a lower background pressure, the oxygen concentration also lower in the residual gas. Although the oxygen still has the opportunity to interact with sputtering particles (which has been proved in our previous work [4]), the lower concentration of oxygen would not cause the obvious thickness change in the boron carbide layer, which promote the uniformity between bilayers (as shown in Figures 1B, 3D).
3.4 X-Ray Absorption Near-Edge Structure Spectroscopy Analysis
In order to further explore the chemical change caused by different background pressures, XANES measurements have been implemented in several samples (S-4 × 10−4 , S-1 × 10−4, S-8 × 10−5, S-4 × 10−5, S-2 × 10−5 Pa). Except for multilayer samples, we also fabricated two single-layer samples for comparison. One is NiV coating marked as S-NiV in the following part, and this sample was deposited with a background pressure of 1 × 10−4 Pa. Another one is B4C coating marked as S-B4C, which was deposited with a background pressure of 6 × 10−5 Pa. These two background pressure values were suggested by GIXR and TEM measurement results to mitigate the influence caused by residual gas. The thicknesses of S-NiV and S-B4C are 16 and 35 nm, respectively, which fitted the GIXR measurements. Because the purpose for this study is investigating the influence from background pressure, pre- and post-edge normalizations have not been carried out during the data analysis in this paper.
3.4.1 B K-Edge X-Ray Absorption Near-Edge Spectroscopy
The B K-edge absorption spectra of five NiV/B4C MLs are presented in Figure 4A. There are three prominent features in the B-K absorption spectra, which are marked as a, b, and c, respectively. Features a and b are both narrow peaks appearing at photon energies of ∼192.8 and ∼194.2 eV. Feature c looks like a broad bump in the high-energy regime (195–205 eV). The narrow edge peak a (192.8 eV) occurs due to the transition of a B 1s electron to the unoccupied B 2p π* state. According to Jiménez’ s research, this feature seems related to inter-icosahedral B–B bonds [28]. The other narrow peak b (194.2 eV) is due to transition of a B 1s electron to the unoccupied B 2p π* state in B in the presence of oxygen [29, 30]. The feature c is due to the transition of B 1s electrons to the unoccupied B σ* states, which corresponds to bonding within the C–B–C chain structure [31, 32].
[image: Figure 4]FIGURE 4 | The B K-edge X-ray absorption near-edge spectroscopy (XANES) spectra of different samples: (A) NiV/B4C MLs deposited with different background pressures (S-4 × 10−4, S-1 × 10−4, S-8 × 10−5, S-4 × 10−5, and S-2 × 10−5 Pa). (B) NiV/B4C ML deposited with 2 × 10−5 Pa and B4C coating deposited with 6 × 10−5 Pa.
With the background pressure changing from 4 × 10−4 to 2 × 10−5 Pa, the relative intensities of features a and b become lower, but the intensity of feature c becomes higher. This result indicates the sputtered boron atoms tend to bond with carbon atoms to form a C–B–C chain with a lower background pressure in a vacuum chamber. These C–B–C chains mainly stay in boron carbide layers and make the boron carbide layer have a regular layer structure, which is proven by boron distribution in Figure 3D, but with a higher background pressure, the oxygen concentration becomes higher, the sputtered boron atoms seem to prefer to combine with oxygen atoms. Therefore, the oxygen atoms destroyed parts of the C–B–C chains and formed a lot of B–O bonds. These B–O bonds stayed in boron carbide layers and formed a tri-element compound layer, which is consistent with the oxygen distribution in Figure 3C. The increased B–B bonds may come from some dissociated boron in NiV/B4C ML [33], which results in an aperiodic boron distribution shown in EDX measurements (Figure 3C).
In Figure 4B, the B K-edge absorption spectra of NiV/B4C ML and B4C coating are presented. The main difference between these two curves is the feature b, which is marked by an orange line. The background pressure during the deposition of S-B4C (6 × 10−5 Pa) is higher than S6 (2 × 10−5 Pa), but S6 has a higher intensity at feature b, which means the boron in NiV/B4C ML is easier to bond with oxygen. We suspect in NiV/B4C ML that boron was excited by other elements then tend to combine with oxygen. There is a material worked as catalyst [34] during the deposition of NiV/B4C ML.
3.4.2 V L-Edge and O K-Edge X-Ray Absorption Near-Edge Spectroscopy
The V L-edge and O K-edge XANES were measured to investigate the catalysis of the boron oxidation that happened in NiV/B4C ML. The V L-edge and O K-edge absorption spectra of samples S-NiV, S-1 × 10−4 Pa and S-B4C are presented in Figure 5A. S-NiV and S-1 × 10−4 Pa were deposited with the same background pressure. There are much more features in V L-edge and O K-edge XANES compared with B K-edge. Each feature is labeled with different letters shown in Figure 5A.
[image: Figure 5]FIGURE 5 | The V L-edge and O K-edge XANES spectra of different samples. (A) NiV/B4C ML and NiV coating deposited with 1 × 10−4 Pa, B4C coating deposited with 6 × 10−5 Pa. (B) NiV/B4C MLs deposited with different background pressures (S-4 × 10−4 , S-1 × 10−4, S-8 × 10−5, S-4 × 10−5, and S-2 × 10−5 Pa).
In the spectrum of S-NiV, the most distinct dual-peak feature (marked as e) at the region from 519.6 eV (left peak; known as L3-edge) to 525.7 eV (right peak; known as L2-edge), which correspond to the electronic transitions from the V 2p3/2 and V 2p1/2 core levels, respectively, to the unoccupied 3d levels [35]. Based on previous researches, the spectrum of S-NiV is similar with the V2O5, especially that they both have the small peak (peak d) besides the V L3-edge [36]. This small peak (centered at 513.0 eV) can be assigned to the splitting of the unoccupied V 3d orbitals, which also indicates that the V2O5-liked structured formed in the S-NiV sample during the deposition. The features located at the energy region higher than 530.0 eV originated from the electronic transitions from O 1s to O 2p hybridized V 3d orbitals and are known to provide valuable information on the crystal structure, local symmetry of metal ions, and ligand-field effects [37, 38]. In an octahedral environment, the metal eg (dz2, dx2—y2) orbitals are pointed directly toward the O ligands to form strongly bonded σ bonds with the O pz orbital. On the other hand, the metal t2g (dxy, dxz, dyz) orbitals point between the O ligands and make weak π bonds with O px and py [38]. In Figure 5A, peak f (531.7 eV) and peak g (534.1 eV) correspond to eg and t2g, respectively. The intensity of eg is lower than t2g, indicating that the V2O5-liked structured formed in S-NiV is closer to tetrahedrally coordinated compounds rather than octahedrally coordinated compounds [38, 39]. The broad feature i is due to the transition of O 1s electrons to the unoccupied O σ* states [38, 40].
Compared with S-NiV, the absorption spectrum of S-1 × 10−4 Pa shows less features. The dual-peak feature has a blue shift, L2-edge centered at 517.0 eV, and L3-edge changed to 523.9 eV, which means that the oxidation state of vanadium changed [41]. The position of features g and i are consistent with S-NiV, indicating that the coordinated structure around O atoms is similar, but the features d and f become absent, which means that the vanadium oxide in S-1 × 10−4 Pa is amorphous or highly disordered [36]. The O K-edge absorption spectrum of S-B4C only has two features, one looks like a shoulder around 535.9 eV (labeled as h), which is also shown in the curve of S-1 × 10−4 Pa. The other one is also a broad feature, but peak has a little bit of shift compared with feature i in S-1 × 10−4 Pa and S-NiV. This shift is because the local atomic structure around O atoms was changed in different samples.
In Figure 5B, we compared NiV/B4C MLs deposited with different background pressures. There are four orange dash lines corresponding to features e, g, h, and i (shown in Figure 5A), respectively. With the background pressure becoming lower, the L3-edge has a gradual blue shift, which means that the oxidation state of vanadium keep changing toward a higher oxidation state. All the five curves both have feature h, and this feature is located at the same position, but the relative intensity of feature h also becomes lower as the background pressure changed. This is the same with feature b shown in B K-edge XANES because these two features are both related to B–O bonds. As for features g and i, the curve of S-4 × 10−4 Pa is totally different with other samples. The feature g in the curve of S-4 × 10−4 Pa is absent, and feature i has a shift compared with others. This shift is also shown in Figure 5A. Except for S-4 × 10−4 Pa, in the other samples, features g and i are both located at the same position. The relative intensity of feature i has a slight change with the changed concentration of oxygen in a vacuum chamber. On the contrary, the relative intensity of feature g seems to become higher when oxygen atoms become fewer, which means the structure of vanadium oxide tends to become ordered with less oxidation of boron.
Based on the comparison of the V L-edge and O K-edge XANES of different samples, we can conclude that several facts had happened during the magnetron sputtering deposition process: 1) Vanadium will form vanadium oxide during the deposition even with a background pressure of 2 × 10−5 Pa, and vanadium oxide is a well-known catalyst [34], which enhanced the combination of boron and oxygen. 2) As the combination of boron and oxygen has been catalyzed, the boron will grab more and more oxygen atoms, which will prevent the vanadium oxide from going to its highest oxidation state. 3) When the background pressure is lower than 1 × 10−4 Pa, the local atomic structure around O atoms does not change a lot, which means the chemical state and the layer structure are relatively stable in NiV/B4C ML.
3.4.3 Nickel L-Edge X-Ray Absorption Near-Edge Spectroscopy
The Ni L‐edge x‐ray absorption near‐edge structure spectra were measured to analyze the change in local atomic structure around the nickel atoms. The Ni L-edge absorption spectra of five NiV/B4C MLs are presented in Figure 6A. There are two features in the measurement results, marked as j and k. The feature j centered at 857.3 eV (assigned at Ni L3-edge) and the feature k located at 875.0 eV (assigned at Ni L2-edge), which correspond to the electronic transitions from the Ni 2p3/2 and 2p1/2 ground states, respectively, to the unoccupied Ni 3d final states [42, 43]. As shown in Figure 6A, the relative intensities and positions of the different samples are the same, which means the background pressure does not cause any change in the Ni element in NiV/B4C ML.
[image: Figure 6]FIGURE 6 | The nickel (Ni) L-edge XANES spectra of different samples. (A) NiV/B4C MLs deposited with different background pressures (S-4 × 10−4 , S-1 × 10−4, S-8 × 10−5, S-4 × 10−5, and S-2 × 10−5 Pa). (B) NiV/B4C ML and NiV coating both deposited with 1 × 10−4 Pa.
In Figure 6B, we compared the Ni L-edge absorption spectra of S-NiV and S-1 × 10−4 Pa. We found that features j and k both have a blue shift (∼1.9 eV) in the curve of S-NiV. In the NiV coating, only vanadium and oxygen atoms are around Ni atoms, but in a multilayer, Ni atoms also adhere to the interface between NiV and B4C layers. We suspected that the presence of interface caused the change in local atomic structure around Ni atoms, which caused the shift of Ni L-edge.
4 CONCLUSION
NiV/B4C multilayers fabricated with different background pressures were studied comparatively. When the background pressure was higher than 1 × 10−4 Pa, an obvious structural change has been found in multilayers. This structural change is mainly shown in the thickness change in the B4C layer. According to the EDX measurement, the thickness change is directly proportionate to the oxygen concentration in a vacuum chamber. Therefore, a gradient d-spacing change happened in a sample deposited with a high background pressure. Such a change will make the reflectivity spectrum broadened, which causes a severe performance loss when using an NiV/B4C combination for a multilayer monochromator. XANES has been applied to further investigate the chemical change that happened in NiV/B4C multilayers deposited with different background pressures. The oxidation of vanadium and boron has been found in all samples, which means the oxidation of active elements is inevitable during magnetron sputtering process, as long as the oxygen atoms stay in the vacuum chamber. After comparing the NiV/B4C multilayer, NiV coating, and B4C coating, an interesting phenomenon has been found. When the oxygen concentration is lower in the vacuum chamber, the vanadium oxidates work as a catalyst, which promotes the combination of boron and oxygen, but in the higher oxygen concentration environment, boron will “rob” the majority of oxygen atoms, which prevents the oxidation state of vanadium oxide toward its highest oxidation state. Besides the NiV/B4C multilayers, a similar catalysis has been found in the Pd/B4C multilayers [27]. Due to the catalysis, the ultrathin Pd/B4C multilayers degraded rapidly when stored in air. Therefore, the lifetime and stability of NiV/B4C multilayers is worth to be further studied. In this study, the structural and chemical changes both suggest that the NiV/B4C multilayers need to fabricate with a background pressure lower than 1 × 10−4 Pa. Besides, the chemical state change found in this work can also provide useful guidance for further development and fabrication of NiV/B4C multilayers.
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Speckle scanning metrology is an effective tool to determine the X-ray wave front error in synchrotron radiation. By measuring wave front radii of curvature, X-ray optics can be high-precision aligned and adaptive optics can be used for compensating these wave front errors to pursue an aberration-free wave front. Photon beam and motor vibrations are the major limitations in characterizing the beam performances. An analytical model is presented in this article to reveal the influences of photon beams and motor vibrations on the measurements of the wave front radii of curvature. It is worth noting that the influence of low-frequency vibration is oscillatory and thus the selection of sampling frequency is strongly related. The experimental results verify the model and reveal the main dependency of the experimental deviations on the amplitude and frequency of vibrations.
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INTRODUCTION
As a novel X-ray wave front sensing technique, the near-field speckle-based technique has been successfully applied to X-ray imaging [1–3] and metrology [4–7]. Compared to the previous techniques such as the Hartmann wave front sensor [8], propagation iterative algorithm [9], and grating interferometry [10], the speckle-based technique has the advantages of high measurement accuracy, flexible experimental setup, and economical application cost. X-ray speckle scanning metrology utilizes the speckle pattern produced by the diffuser (such as sandpaper or membrane) as a wave front marker to modulate the X-ray wave front [11]. By analyzing a series of speckled patterns acquired during a diffuser scan, the wave front phase gradient or local curvature can be extracted [12].
Noise and vibration inevitably interact with synchrotron radiation facilities. For high-precision scanning-based metrology or an imaging experimental process, often, they have more influence than photon flux. Zhou discussed the noise properties on the speckle-based imaging and found a behavior similar to that of the grating-based method [13]. The signal-to-noise ratio was found to have a strong influence on the subset size choice in speckle-based imaging [14]. Photon beam vibrations from the electron beam orbit, insert devices [15], ground [16], optics (mechanical or thermal instability), mechanical pieces of equipment [17], and other human activities occur more unpredictably. Vibrations can be roughly divided into three frequency regimes: low (<1 Hz), intermediate (1–100 Hz), and high (>100 Hz) regimes [18]. Although the vibrations of intermediate and high frequencies can be greatly suppressed through the optimization of buildings and environment, as well as the beamline equipment and optics, the vibrations of intermediate and low frequencies in the submicron scale are widespread, which have a significant impact on the experiments of high spatial or temporal resolution. Optical vibrations have been revealed to have relations with beam coherence [19], beam size, and divergence [20]. Scanning motor vibrations or errors in different scan sequences that change the effective scan step size can also introduce artifacts in the measurement [21]. Berujon used the X-ray speckle tracking technique to measure the beam stability with a fast time-sampling resolution ∼80 Hz [22]. However, rapid exposure requires a high beam flux, and this technique can only measure the vibrations below the sampling frequency. To the best of our knowledge, comprehensive studies discussing the influence of vibrations on beam quality or the accuracy of related metrology in the synchrotron radiation field are still lacking, which makes it difficult to accurately characterize the wave front and realize the stability adjustment with high-speed feedback. In contrast, a similar situation of laser propagation [23, 24] or sensor [25] in a turbulent atmosphere has been treated with an emphasis.
This article analytically analyzes and discusses the influence of photon beams and motor vibrations with various amplitudes and frequencies on the X-ray speckle scanning metrology.
THEORY
In speckle scanning metrology, X-rays pass through a diffuser and are collected on a pixel detector. As is shown in Figure 1A, the diffuser plane and detector plane are represented in the different coordinating systems. The diffuser can be scanned along the vertical direction driven by a high-precision motor at a constant step μ and a constant speed v. The line intensity profiles of the kth row Io(x, zk) in a stack (n) of speckle patterns collected during a scan time t can be stitched as a new speckle pattern Io(x, zk, ζk(t)), as shown in Figure 1B. Here, ζk (t) = ζk (0)+vt and vt < nμ. Since all images in the horizontal direction do not change, in order to simplify the expression, x will be omitted in the subsequent expressions.
[image: Figure 1]FIGURE 1 | (A) Measurement configuration for the speckle scanning metrology. (B) The new stitched speckle patterns built from the kth and (k + j)th rows of a stack of speckle patterns.
The square difference between the kth and (k + j)th stitched speckle pattern can be expressed as follows:
[image: image]
In this expression, with the change in ζ, a region of interest as the subset moves in the range of scan sequence for the square difference calculation. The location of the least-square difference at ζ = δζk can denote the best matching of two stitched speckle patterns, as shown in Figure 1B. Equation 1 is equivalent to the cross-correlation function using a digital image correlation method [26]. In this situation, the kth and (k + j)th stitched speckle patterns have an approximate relational expression:
[image: image]
where Ii is the incoming beam intensity at the diffuser plane and T is the transfer function of a diffuser. In the case where the focus is upstream of the diffuser, the local wave front radius of curvature Rk with respect to the kth row pixels can be calculated based on a geometrical relation given as follows:
[image: image]
where s is the detector pixel size and d is the diffuser-to-detector distance. The local wave front radius of curvature can be measured with higher angular resolution by analyzing the speckles using more neighboring pixels (smaller j), but too many neighboring pixel choices may result in an indistinguishable shift compared to the scan step.
Whether it is the vibration of a point source or a reflective mirror, the beam vibration mainly presents as the shift in position or angle. Actually, both linear and angular vibrations exist in any synchrotron beamline. In the small-angle approximation of a paraxial system, all vibration processes can be reflected on the linear position shift of speckles. Assuming the vibration occurs in the vertical direction, the vibration at the diffuser plane is described by a sinusoidal function of time and a random vibration τb in the form of 
[image: image]
where A is the amplitude and f is the vibration frequency. τb normally satisfies Gaussian probability distributions with zero mean and a known standard deviation. The location of the irradiation on the diffuser changes with the vibration, therefore Ii in Eq. 2 is no longer constant. Similarly, the scanning motor also has a random vibration or a step error, which can be denoted as τm. Defining a calculation error δζek of the shift δζk resulting from a photon beam vibration ξ(t) and a random motor vibration τm(t), Eq. 2 can be changed as follows:
[image: image]
where Δζ = Asin(2πfζk/v) is the beam offset when the diffuser moves a displacement of δζk.
Since δζe is far less than δζ, and the vibrations ξ and τm are small quantities, the first-order Taylor expansions can be used to express these disturbances. Combining Eq. 1 and Eq. 5, the following equation is obtained:
[image: image]
where M(ζk) = d2Ii(ζk)/dζk2 and h (ζk) = dT (ζk)/dζk. Minimizing Eq. 6 by solving dχ2/dζ = 0 when ζ = δζk, we can get the relationship between the error of shift and the different vibrations as follows:
[image: image]
We assume that the motor vibration τm is Gaussian white noise. For a situation with only motor vibration, the variance of the error of shift can be expressed [27] in a simple form σ2ζ = σ2 τm. For a situation with only beam vibration, the second summation term of the numerator in the Eq. 7 equals zero. If the beam vibration obeys a Gaussian statistical relation ξ(t) = τb(t), the variance of the error of shift can be mathematically expressed as follows [27]:
[image: image]
When the beam vibration is described by a sinusoidal function, the situation is highly dependent on the vibration frequency. The beam intensity function can be expressed as the convolution of the probability density function P and its original intensity distribution [28]: Ii(ζk+ξ(t)) = P(ζk)*Ii(ζk), where * is the convolution operator. In a small range within the vibration amplitude A, the intensity can be regarded as a constant. In this case, the beam intensity function is equivalent to I (ζk+ξ(t)) = P (ζk)Ii(ζk). If the beam vibration ξ(t) = Asin(2πft), the probability density function of ξ(t) is P(ζk) = 1/[π(A2-ζk2)1/2]. The variance of the error of shift can be given as follows:
[image: image]
where fs = v/nμ is the sampling frequency of the detector during a scan sequence in the range of any subset, i is the row order in the scan sequence, and N = [f/fs] is the integral value. In a sinusoidal period, the mean square σ2ξ1 = A2/2. For extra beam offset beyond periodic vibrations, the mean square σ2ξ2 is as follows:
[image: image]
When the vibration frequency is much higher than the sampling frequency in a single exposure f >> f0 = fsn, the collected patterns are the statistical average of the speckle patterns in a sampling time, that is, low-contrast or blur speckle patterns. In this case, the second term can be neglected. Since the vibration period cannot be recorded by the detector, the frequency no longer affects the value of the first term. When the vibration frequency satisfies fs << f < f0, the stitched speckle image includes N reciprocating vibrations, which is the first item in the given expression. The vibrations with opposite directions in any vibration period produce reverse deviations δζe, which makes a relatively small competition error in the algorithm for searching out a maximum δζ14. The weight of the first term Eq. 9 is greater as N increases and the first term increases slowly with the increase of the vibration period and amplitude. The second term depicts the influence from the extra beam offset beyond these periodic vibrations. It is clear that if the vibration frequency f is exactly an integral multiple of fs, the second term is equal to zero, so there is a relative minimum of the error of shift. If the vibration reaches maximum amplitude A, there is a relative maximum of the error of shift. When the vibration frequency is close to or lower than the sampling frequency of the detector within the subset range, the effect of the vibration performs as the linear movement of the incoming beam. In this case, the first term is equal to zero and the low-frequency beam offset expressed in the second term determines the error of shift.
In consideration of the complex form of Eq. 9, we can simplify its expression based on the analysis in the last paragraph. Compared to the influence from multiple vibration periods on the correlation method, the influence from the statistical fluctuations of T, M, h, and I can be neglected so that a constant term can be used to replace the formula in summation term. Eq. 9 and Eq. 10 can be simplified as follows:
[image: image]
where K1 and K2 are constants and the weight function γ(f) = Nfs/f.
Based on Eq. 3, the root-mean-square error (RMSE) of the wave front radius of curvature has a relationship with that of the speckle shift, which is given as follows:
[image: image]
Combining Eqs 9, 10, or using a simplified Eq. 11, the calculation error of the radius of curvature can be estimated from the vibration influence.
 Except the calculation error of the wave front radius of curvature, the angular resolution of the measurement also changes. In theory, the angular resolution of the radius of curvature is sj/R. When the photon beam has a vibration with its frequency smaller than the sampling frequency, the angular resolution changes to (sj+Δζ)/R. For the position of a sudden change of curvature, M(ζk) in Eqs 8, 9 increases significantly and the vibration increases the error. For a high-frequency vibration, the angular resolution remains unchanged.
EXPERIMENTS
The X-ray speckle scanning metrology measurements were performed at the BL09B measurement beamline of the Shanghai Synchrotron Radiation Facility with an X-ray energy of 10 keV. As shown in Figure 1, the cylindrical mirror was mounted with the vertical deflection on the sample manipulator of L0 = 39 m downstream of the source. The sandpaper with the pore size of 3 μm was L1 = 380 mm downstream of the mirror. The grazing-incidence angle of the mirror was at the total reflection θ = 0.18°. The detection system, a microscope objective lens system (Optique Peter) with a magnification of 10 coupled to a CMOS camera (Hamamatsu) was placed at d = 955 mm behind the sandpaper. The effective pixel size was s = 0.65 μm. The exposure time was 5 s for each capture. During scanning measurements, the sandpaper was driven at a nano-precision linear motion stage (PI) with a step size of μ = 200 nm along the vertical direction and m = 51 speckle patterns were recorded during each scan. The movement time of each step is 0.2 s. The vibrations of a cylindrical mirror were simulated by a sinusoidal motion of another piezo linear motion stage (Coremorrow) along the vertical direction with different frequencies (0.01–60 Hz) and different amplitudes (20–200 nm). The subset width of 31 steps was used in the digital image correlation algorithm.
RESULTS AND DISCUSSIONS
Figure 2 shows the measured wave front radius of a curvature with different vibration frequencies from 0.01 to 60 Hz and fixed amplitude of 50 nm. It is clear that at the low-frequency regime, the vibration caused a significant influence. Based on the simplified analytical model of Eq. 11, the RMSE of these wave front radii of curvature versus the frequency can be simulated, as seen in Figure 3. The RSME curve can be regarded as the sum of the algorithm error from periodic vibration (first term), the extra deviation (second term), and the random errors. It is clear that when the vibration frequency is greater than f0 = 0.19 Hz, the RSME tends to a constant, and in the low-frequency regime, the RSME shows a characteristic of oscillation. When the f = 0.025, 0.075, 0.125, and 0.175 Hz, the sinusoidal vibration almost reached the maximum amplitude. As seen in Figure 3, the RMSEs of the wave front radii of curvature are closer to the maximum. Whereas when the f/fs is close to an integer such as f = 0.1 or 0.6 Hz, the RMSEs are relatively small. Based on the aforementioned results, it is obvious that if the sampling frequency is set lower than most of the vibration frequencies, to avoid the region of oscillation, relatively stable, and predictable experimental results can be obtained.
[image: Figure 2]FIGURE 2 | Measured wave front radii of curvature with different vibration frequencies from 0.01 to 60 Hz and fixed vibration amplitude of 50 nm. When low-frequency vibrations below 0.15 Hz are added, the measured wave front curvature starts to diverge away from the no-vibration state.
[image: Figure 3]FIGURE 3 | Comparison of the experimental and the theoretical RMSE of the wave front radius of curvature. The solid red line represents the simulated curve based on Eq. 11. The green short dot, blue dash dot, and magenta dot, respectively, represent the first term, second term, and error term in Eq. 11. The black line and solid ball are the experiment data. The extra inserted figure is to expand the frequency range of 0–0.16.
Figure 4 presents the measured wave front radii of curvature at the frequencies 0.15 and 5 Hz as the vibration amplitudes changed from 20 to 200 nm. Since the measurements for frequencies of 0.15 and 5 Hz were carried out on different days, the wave front curvature radii in cases of zero amplitude were a little different. In the case of 5 Hz, the measurement can tolerate a very large vibration amplitude and the curvature radius profile almost maintains the same shape. In contrast, the test data with 200 nm vibration amplitude at 0.15 Hz has significant errors and in some locations, the error is even more than 0.4 m. Figure 5 compares the RMSE curves of the two frequencies. Since the amplitude changes, the summation terms in Eq. 9 contain the variable A. In this case, the RMSE is a quartic increasing function of amplitude. Since the second term in Eq. 9 has a certain weight at 0.15 Hz and the σ2ξ2 is greater than σ2ξ1, the RMSE at 0.15 Hz has a greater slope than that at 5 Hz as the amplitude increases. As the frequency decreases further, the weight of the first term in Eq. 9 also decreases so that the RMSE increases significantly with the increase of amplitude.
[image: Figure 4]FIGURE 4 | Measured wave front curvature radius with different vibration amplitudes from 20 to 200 nm for a given frequency of 0.15 Hz (left) and 5 Hz (right). The measurement can tolerate a vibration amplitude of 200 nm at 5 Hz but much lower amplitude at 0.15 Hz.
[image: Figure 5]FIGURE 5 | Comparison of the RMSE of wave front radius of curvature at 0.15 and 5 Hz.
Figure 6 presents a stability test of the pitch angle for the horizontal-deflecting collimating mirror with the water-cooling system at the Shanghai Synchrotron Radiation Facility. The relative pitch stability was measured using the Renishaw XL-80 laser interferometer, and the data were collected at a sampling frequency of 250 Hz. The lower figure reports the Fourier transform of vibration amplitudes with a bandwidth upper limit of 120 Hz. The eigenmodes below 50 Hz are always related to the support. For such a mirror longer than 800 mm, the low-frequency vibration of <0.5 Hz can be closed loop compensated by using a feedback system based on the beam position monitor because this low-frequency vibration has significant negative effects on X-ray speckle scanning metrology. The RMS vibration below 20 Hz is beyond 20 nrad. The sampling frequency of X-ray speckle scanning metrology needs to avoid higher than main frequency peaks or at least avoid the maximum of the second term in Eq. 10. The vibration of the frequency higher than 20 Hz cannot be compensated by a feedback system; hence, its influence on the metrology is almost a constant as demonstrated in Figure 3.
[image: Figure 6]FIGURE 6 | Vibration of the pitch angle for the horizontal-deflecting collimating mirror (upper) and its power in the frequency domain (lower).
CONCLUSION
In conclusion, we presented an analytical model and experimental verification of the vibration-induced effect on the measurement of the wave front radius of curvature by using the X-ray speckle scanning technique. The proposed method can be used to estimate the experimental errors or optimize the sampling time in X-ray speckle scanning metrology based on the known eigenfrequency of the optics or the vibration frequency of the X-ray beam. It suggests that [1] the sampling frequency should be lower than most of the main vibration frequencies [2]; the rest of the lower vibration frequency should remain an integer multiple of the sampling frequency in a scan sequence within the range of a subset [3]; the low-frequency vibration should be eliminated as much as possible. When the aforementioned three conditions are satisfied, the test error of metrology can be considered as a constant and easily estimated.
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Monocapillary x-ray lenses (MXRLs) are mostly used as condensers in full-field transmission x-ray microscopy (TXM) based on synchrotron radiation or laboratory x-ray tubes. The performance of the condenser has a significant impact on the imaging quality of the TXM. In this paper, a procedure for the characterization of the MXRL as a condenser is presented. The procedure mainly includes two parts: optical measurement and x-ray tests. From the test results of the characterization procedure, it can be seen that a relatively high-performance condenser can be screened out from a series of MXRLs drawn by an electric furnace. This is also fed back to the manufacturing process, and therefore, the technology of manufacturing the condenser can be gradually optimized. Moreover, the method of characterizing the performance of the condenser designed for synchrotron radiation TXM by laboratory x-ray tubes is proposed to be used in this procedure, which effectively reduces the manufacturing time of high-performance condensers for synchrotron radiation TXM.
Keywords: capillary condenser, zone plate, quality assessment, full-field transmission x-ray microscopy, optical measurement
1 INTRODUCTION
Full-field transmission x-ray microscopy (TXM) is a powerful technique to observe the spatial structure of complex samples at nanoscale. TXM has a similar structure to visible light or electron microscopy. The resolution of TXM is superior to visible light microscopy because of the shorter wavelength of x-rays than visible light. Moreover, the powerful penetrating ability of x-rays enables TXM to nondestructively and three-dimensionally (3D) image complex structures compared to the either opaque to visible light microscopy or those that are too thick to be penetrated by electron microscopy. In the past decade, with the development of highly efficient x-ray optics and powerful x-ray sources, TXM working on the hard x-ray regime has been built at many synchrotron radiation facilities and in conventional laboratories using portable sources [1–9]. Besides, ZEISS in Germany offers commercial TXM, with a resolution down to 50 nm (ZEISS Xradia 800 Ultra). Because of its superior ability to nondestructively explore the internal structure of optically opaque solids with submicron resolution, TXM plays an important role in research in the fields of biology, medicine, minerals, and materials science [10–14].
The precision fabricated zone plate and the condenser are the key optical components of a TXM system. In the system, the zone plate works as an objective lens that receives the propagated image of the sample and produces a magnified image on a charge-coupled device (CCD) camera. TXM that has a zone plate as an objective lens needs a condenser to focus the x-ray beam onto the sample and increase the flux density while matching the numerical aperture (NA) with the zone plate [15]. So far, four main kinds of condenser optics for TXM have been reported in the studies: a zone plate, a multilayer mirror, a Kirkpatrick–Baez mirror, and a monocapillary x-ray lens (MXRL) [15–20]. The operating principle of the zone plate and the multilayer mirror confirms that they have a limited bandwidth, which is inconvenient for TXM to image at multiple wavelengths. In practice, to match the NA with the zone plate as an objective lens, the zone plate as a condenser is required to have a large diameter with a high number of zones and a small zone width, which is too difficult to manufacture, especially for hard x-rays. In addition, both types suffer from low efficiency, especially when used in TXM based on laboratory x-ray sources. Kirkpatrick–Baez mirrors and MXRLs based on total reflection are achromatic focusing optics. They have advantages such as being efficient, rugged, and achromatic, which is suitable for TXM systems. However, the illumination from the Kirkpatrick–Baez mirror is asymmetric, which generally generates inferior images when used in absorption contrast imaging and is not suitable for Zernike phase contrast imaging [21]. Besides the advantages of MXRLs mentioned above, they are symmetric, are easy to be aligned, and have a wide NA and bandwidth. This is clearly superior to other condensers used for TXM. In addition, MXRLs show good performance in focusing photons in the energy range of 5–25 keV. So far, a majority of tabletop and synchrotron hard x-ray TXM has chosen MXRL as the condenser. Figure 1 shows the schematic diagram of the TXM system based on the capillary condenser.
[image: Figure 1]FIGURE 1 | Schematic diagram of the TXM system based on the capillary condenser.
Ellipsoidal or parabolic MXRLs used in tabletop and synchrotron TXM are drawn using an optical fiber drawing machine as shown in Figure 2. A straight raw glass tube with a fixed inner and outer diameter is placed in the heating furnace along its axle line, which ensures the raw glass tube is heated evenly in the furnace. The heating furnace is set at a certain temperature to maintain the glass tube in a softened state. The shape of the MXRL is formed by controlling the speed of the puller and holder, which is attached to a linear stepper motor and utilized to feed the raw tube into the heating furnace. The embryo tube that contains the desired MXRL takes shape between the heating furnace and the puller. To obtain a high-performance MXRL for TXM, characterizing the performance of the MXRL is an inevitable choice that can not only select the most appropriate MXRL as the condenser in the TXM system but also facilitate the parameter optimization of the optics during the capillary pulling process. The characterization procedure of the MXRL mainly includes optical measurement and x-ray tests. According to the previous studies [22], the optical measurement of the embryo tube provides the outer profile accurately, and the inner profile is calculated from the fixed ratio of the inner to outer profiles (the ID/OD ratio). However, there are some variations in the ID/OD ratio with regard to fabrication conditions, such as the capillary material, the temperature of the furnace, and the speed of the puller and holder. Therefore, optical measurement can only roughly assess the quality of the optics. In this paper, the measured characterization procedure of a certain designed MXRL as a condenser for TXM of the Shanghai Synchrotron Radiation Facility (SSRF) was presented. The MXRL was cut apart to measure the inner diameter so that a more accurate ID/OD ratio can be obtained. After cutting, the performance of the MXRL as a condenser was more intuitively tested using the x-ray source.
[image: Figure 2]FIGURE 2 | Schematic diagram of the MXRL drawing using an optical fiber drawing machine.
2 METHODS AND EXPERIMENT RESULTS
2.1 Optical Measurement
Table 1 lists the main parameters of the designed MXRL used as an example to demonstrate the condenser characterization procedure proposed in this study. In order to cut the designed MXRL from the embryo tube, a light microscope (LS-7030M, Keyence, Japan) with a motorized X stage as shown in Figure 3 was used to measure the outer profile of the embryo tube. The detection precision and the diameter detectable range of the light microscope are ± 2 μm and 0.3–30 mm, respectively. The measurement step of the embryo tube is 200 μm.
TABLE 1 | Main parameter of the designed MXRL.
[image: Table 1][image: Figure 3]FIGURE 3 | Photograph of the optical test platform based on a light microscope.
Differently to the method used by Huang and Bilderback, in which the inner diameter (ID) is calculated by the constant ID/OD ratio of the embryo tube, varying ratios of OD/ID as shown in Figure 4A were used to infer the inner profile of the embryo tube [22]. In our manufacturing process, it was discovered that the OD/ID ratio of the embryo tube slightly varies with fabrication conditions, such as the glass tube material, glass tube diameter, temperature of the furnace, and speed of the holder. Therefore, to acquire an accurate inner profile, the OD/ID ratio of the embryo tube is needed to be measured before the MXRL drawing under specific conditions. To determine the OD/ID ratio of the embryo tube, the OD and ID of the embryo tube were measured using a micrometer and a high-powered digital microscope (VHX-500F, Keyence, Japan) after cutting at different positions. The designed MXRL was cut out referring to the inner profile of the embryo tube. Figure 4B presents the comparison of the measured and ideal inner profile of the designed MXRL, indicating that the measured curve of the inner profile is very close to the ideal one. To observe the deviation clearly, Figures 4C and D show the diameter error and straightness of the designed MXRL, respectively. The deviation in the diameter and the centerline of the designed MXRL as a condenser is < ±2 μm and < ±0.5 μm, respectively.
[image: Figure 4]FIGURE 4 | Optical measurement results of an MXRL used as a condenser. (A) Ratio of OD/ID versus OD of the embryo tube. (B) Measured (dotted curve) and design ID (solid curve) profile of the MXRL. (C) Diameter error of the MXRL. (D) Center line deviation of the MXRL.
2.2 X-Ray Tests
2.2.1 NA of the MXRL as a Condenser
NA is an important parameter of the MXRL used as a condenser in the TXM system. NA match between the condenser and the objective zone plate is a prerequisite for the normal operation of TXM [15]. As for the condenser designed for the laboratory x-ray source, the NA of the ellipsoidal MXRL as a condenser can be easily measured by a series of far-field patterns captured at different distances from the exit of the condenser when the x-ray source was placed at the input focal spot of the ellipsoidal MXRL. However, due to the time limit of the synchrotron radiation, the NA of the condenser hardly directly tests in synchrotron radiation. In this study, we proposed using the microfocusing x-ray tube to measure the NA of the condenser used in synchrotron TXM. The major semiaxis of the MXRL designed as the condenser of synchrotron radiation TXM is usually much longer than the laboratory x-ray optical test platform. In practice, the NA of the condenser was measured with the x-ray source deviated from the input focal spot. As shown in Figure 5, the measured NA ([image: image]) for the x-ray source deviated from the input focal spot has a definite relationship with the designed NA ([image: image]), which could be used to evaluate whether the NA of the newly drawn condenser meets the design. According to the total reflection of the x-ray transmitting in the condenser, we can know that the angle [image: image] is equal to [image: image]. From the geometric diagram shown in Figure 5, the following equations can be obtained:
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | Geometric sketch of the x-ray source deviating from the input focal spot of the ellipsoidal MXRL as a condenser for TXM (the blue line represents the transmitting light from the x-ray source to the input focal spot of the condenser, and the red line represents the transmitting light from the x-ray source deviating from the input focal spot).
Therefore, the relationship of the NA of the condenser and the distance [image: image] between the x-ray source and the condenser can be expressed as
[image: image]
Here, [image: image] is the inner radius at the middle of the condenser, [image: image]; L is the length of the condenser; and [image: image] is the input focal distance of the condenser. The corresponding measured working distance [image: image] of the condenser can be expressed as
[image: image]
A tungsten target micro-x-ray tube (L9631, Hamamatsu, Japan) with a focal diameter of 20 μm, operating at 30 kV and 800 μm, was employed in this experiment. An x-ray CCD (C11440-22CU, Hamamatsu, Japan) camera with a 13-μm pixel size was placed downstream of the condenser and was used to acquire the output far-field pattern of the condenser. The condenser was adjusted by a high-precision five-dimensional adjustment platform, which could ensure the lens can be accurately placed in a specific position. The photons from the x-ray tube are reflected from the inner surface of the condenser when the incident angle is smaller than the critical angle of total internal reflection and then are detected by the CCD camera. As shown in Figure 5, the incident angle and the location where the photons are reflected are both determinants of the take-off angle. Thus, the far-field pattern of the condenser was produced. The distance between the MXRL and the micro-x-ray tube is about 80 cm. With the measured method mentioned above, the theoretical NA and the working distance ([image: image]) are 1.45 mrad and 117.0 mm, respectively, when the x-ray source is located in the input focal spot (S) of the condenser. After calculation, the theoretical NA and the working distance ([image: image]) are 1.60 mrad and 101.2 mm, respectively, when the condenser is placed 80 cm behind the micro-x-ray tube. The actual measured value of the NA and the working distance is 1.62 mrad and 102.5 mm, respectively. It is obvious that the measured value of the NA agrees well with the theoretical one, which proves the validity of the calculation method proposed in this paper.
2.2.2 Quality of the Far-Field Pattern of the Condenser
The ring shape region of the zone plate in the TXM system is an effective working area used to propagate and magnify the sample image to the CCD detector. In the TXM system, not only the NA of the condenser must match the zone plate but also the illuminating field of the hollow cone beam from the condenser must cover the effective working area of the zone plate. Therefore, the far-field pattern of the condenser is best when a standard ring shape is the effective working area of the condenser. Besides, the intensity distribution of the ring shape facula should be uniform to ensure the uniformity of the image field. The far-field pattern of the condenser mentioned above captured by the CCD detector placed 60 cm away from the condenser is shown in Figure 6. From the figure, we can intuitively observe the roundness and intensity uniformity of the ring shape facula of the condenser.
[image: Figure 6]FIGURE 6 | (A) Far-field pattern of the condenser. (B) Intensity distribution of the far-field pattern.
To quantitatively describe the suitability of the condenser and the zone plate, a polar coordinate system with the center of the far-field pattern of the condenser as the origin was established as shown in Figure 7. Three sets of data as shown in Figure 8 show the quality of the far-field pattern of the condenser: intensity, proportion of the x-ray photons from the measured condenser irradiating on the theoretical region (the ring with the red line in Figure 7), and the ring width at different angles. The ring shape facula was divided into 12 30° parts . The uniformity of the intensity distribution of the ring shape facula is characterized by its standard deviation. In Figure 8A, the standard deviation of the intensity distribution of the ring shape facula is 0.0387, and the average value of the proportion of the x-ray photons from the measured condenser irradiating on the theoretical region is 91.525%. The standard deviation of “0.0387” indicates the degree to which the far-field pattern of the condenser deviates from the theoretical region, and the proportion of the x-ray photons shows that most photons transmitted from the MXRL can be employed for TXM. Figure 8B shows that the root mean square error of the ring width is 3.1 μm. The intensity distribution with the angle reflects the uniformity of the far-field pattern of the condenser. The higher the proportion of the output x-ray beam irradiating on the theoretical region, the higher the utilization rate of the output x-ray photons from the condenser.
[image: Figure 7]FIGURE 7 | Establishment of a polar coordinate system with the center of the far-field pattern of the condenser as the origin (the circle region with the red line is the ideal far-field pattern of the condenser, and the inset at the upper right shows the intensity profile along the white line).
[image: Figure 8]FIGURE 8 | (A) Intensity distribution with angle (red line) and proportion of the output x-ray beam irradiating on the theoretical region. (B) Annulus width of the ring shape facula from the condenser at different angles.
2.2.3 Transmission Efficiency
The transmission efficiency of the MXRL used as a condenser is a significant parameter that influences the imaging efficiency of the TXM system. It is the ratio of all the reflected x-ray photons to the total incident photons intercepted by the condenser. In our experiment, the transmission efficiency of the condenser was measured by a beam stop and pinhole, as shown in Figure 9. With the assistance of the beam stop and pinhole, the incident x-ray beam can be regulated to only illuminate on the inner surface of the condenser. Using the CCD detector, a reflected and direct facula can be obtained with and without the condenser, respectively. Transmission efficiency can be calculated by dividing the intensity of the reflected and direct facula. The MXRL designed for the SSRF had a transmission efficiency of 81.4%, measured using the laboratory x-ray tube.
[image: Figure 9]FIGURE 9 | Transmission efficiency of the condenser by the beam stop and pinhole.
3 DISCUSSION
The performance of the condenser has a significant impact on the performance of the TXM system. The characterization procedure of the MXRL can not only pick out a relatively high-performance MXRL as the condenser in a TXM system but improve the optics manufacturing process according to the feedback of the measurement results. The characterization procedure of the MXRL designed for the condenser in the TXM system includes two parts: optical measurement and x-ray tests. The overall quality of the condenser can be inferred from the optical measurement results of the diameter error and centerline deviation of the condenser. Furthermore, according to the optical measurement results, we can adjust the drawing parameters of the optical fiber drawing machine to make the ID profile of the MXRL be more in line with the ideal one and cut the designed condenser in the proper position from the embryo tube. In the drawing process of the MXRL, the temperature of the heating furnace and the feeding speed of the holder remain unchanged, and the ellipsoidal ID profile of the MXRL is formed by changing the drawing speed. As shown in Figure 10, the ID profile deviates from the ideal one. For the measured ID profile of the MXRL greater and smaller than the design, as shown in Figure 10, we could correspondingly reduce and increase the drawing speed to correct the measured ID profile of the MXRL more close to the ideal profile in the next drawing procession.
[image: Figure 10]FIGURE 10 | ID profile of the embryo tube measured using a light microscope greater (A) and less (B) than the design
The x-ray test with an x-ray source directly indicates the quality of the MXRL as a condenser. Imperfections in the far-field pattern of the condenser are mainly caused by the diameter error and centerline deviation, as mentioned above in the optical measurement. In the past research work, we have simulated that the inner surface imperfections of the condenser influence its performance [23]. The imperfections of the inner surface of the condenser cause nonuniformity in the intensity and ring width of the far-field pattern, which greatly reduces condenser efficiency in the TXM system. Figure 11 shows the simulated and measured deformation of the far-field pattern of the condenser caused by the elliptic deformation and the deviation in the centerline. In the manufacturing process, the main cause of condenser error can be inferred by analyzing the results of optical and x-ray tests. For instance, as shown in Figure 11, for the far-field pattern of the MXRL deformed by elliptic deformation and centerline deviation, we would optimize the manufacturing process by using high-quality glass tubes and rotating the embryo tube to ensure the tube is pulled evenly in the drawing process.
[image: Figure 11]FIGURE 11 | Two main kinds of deformation of the condenser resulting in an imperfect far-field pattern. Simulated (left part) and measured (right part) distorted output facula of the condenser caused by elliptic deformation (A) and center line deviation (B) of the condenser (simulated figure cited from Ref. [23]).
In addition, it should be noted that the characterization of the capillary condenser is related to the measuring condition, such as the energy of incident photons and the size of the x-ray source. Compared to monochromic beams from the synchrotron, the polychromic x-ray beams bring about changes in the intensity distribution of the far-field pattern of the condenser while the shape of the image is not affected. In addition, as the x-ray source size increases, the blurred area in the far-field pattern of the condenser and the NA are increasing, which can be calculated by geometrical optics [24].
4 CONCLUSION
In this study, the procedure for the characterization of the MXRL as a condenser in the TXM system was presented in detail. The procedure mainly includes optical measurement and x-ray tests. According to the results of the quality assessment procedure, we can not only screen out a high-quality MXRL that meets the design as a condenser of the TXM system but also find out the causes resulting in the mismatch between the condenser and the zone plate and then optimize the condenser manufacturing process. Besides, as for the x-ray test, we established a method that tests the condenser designed for synchrotron TXM using a laboratory x-ray source, which overcomes the limited access of the synchrotron source and accelerates the process of manufacturing high-performance condensers.
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Soft X-ray off-axis elliptical mirrors bring new challenges for X-ray mirror metrology. These highly asymmetrically curved elliptical cylindrical mirrors with a total slope range >10 mrad are extremely challenging to measure. Their total slope range exceeds the measuring range of most angular sensors used for X-ray mirror inspection. To overcome this problem, it is possible to stitch partial slope data by measuring the mirror at different pitch angles (multi-pitch angles). By revisiting the theory of the multi-pitch Nano-accuracy Surface Profiler (NSP), we derive the sampling position error on the mirror surface as a function of the mirror height profile and the measurement error of the pitch rotation center. When measuring “extreme”, highly asymmetrically curved, elliptical mirrors, the calculation of the mirror height profile with iterative reconstruction outperforms the classical “flat assumption” (i.e., assuming that the mirror sag is negligible). As demonstrated by our simulations, a proper tolerance evaluation on the measurement of pitch rotation center is needed to assess the measurement accuracy (systematic error) for these strongly aspherical mirrors using the multi-pitch NSP technique. Taking a real design of an “extreme” elliptical mirror as a case study, we conduct a Monte Carlo simulation to mimic the measurement and characterization process to analyze the impact of several error sources. With the measurement uncertainty of the pitch rotation center, the multi-pitch NSP measurement can estimate the grazing angle [image: image] and the chief ray location [image: image] with their uncertainties, as well as the slope residuals.
Keywords: x-ray mirror, mirror metrology, multi-pitch NSP, mirror inspection, tolerance study
INTRODUCTION
To match the evolution of the light source facilities (synchrotron radiation and free-electron lasers), X-ray optical elements must be at the diffraction limit to deliver the high-quality X-ray beam to the end station for scientific research. As a type of widely used X-ray optics, X-ray mirrors are required to be fabricated at the sub-100 nrad Root Mean Square (RMS) level for residual slope errors or the sub-nm RMS for residual height errors to preserve the wavefront of the incoming X-ray beam and produce a diffraction limited focal spot. Special dedicated optical metrology systems were developed to characterize such high-precision long rectangular X-ray mirrors. The Long Trace Profiler (LTP) [1] and the Nanometer Optical component measuring Machine (NOM) [2] are two classical optical slope profilers widely used in the light source facilities all over the world [3–8]. With slightly different configuration, the Nano-accuracy Surface Profiler (NSP) [9] was developed with two separate beam arms. The sample beam arm (with the sample beam autocollimator) scans the test mirror surface (x-scan) with a fixed working distance, while the reference beam arm (with reference beam autocollimator) monitors the carriage wobble.
To meet the increasing need of the scientific research, more strongly curved focusing mirrors have been proposed for soft X-ray beamline. A soft X-ray nanoprobe will offer nano-imaging and spectroscopy tools non-destructive capabilities to study advanced materials using Nano ARPES and Nano RIXS experimental techniques [10]. To produce a diffraction-limited spot size for low energy (high λ), X-ray mirrors with high numerical aperture are required. These mirrors can have a total slope range larger than the current measuring range of the LTP/NOM/NSP (10 mrad). To overcome this problem, it is possible to stitch partial slope data recorded by measuring the mirror at different pitch angles. Based on this idea, Polack et al. proposed the Linearity Error Elimination Procedure (LEEP) algorithm [11]. This algorithm can reconstruct not only the mirror slope profile, but also the instrument error of the optical head at the same time. A modified LEEP algorithm was proposed for the NSP setup to reconstruct the instrument error of the sample-beam autocollimator [12]. The ambiguity in the algorithm was addressed by proposing several regularizations in the data acquisition and the algorithm constraints.
On the experimental side, when the LEEP algorithm or any other stitching algorithm is used where the pitch angle must be adjusted between different x-scans, the rotation center of the pitch needs to be known to a certain extent. The error on the position of the rotation center leads to pitch-dependent discrepancies of the sampling positions on the test mirror. For circular cylinders and shallow elliptical mirrors (few mrad total slope), the pitch rotation center does not need to be known with high accuracy, because the sampling position errors introduce little systematic slope errors in the final results (<10 nrad RMS). However, when highly curved and asymmetric elliptical mirrors must be measured, it becomes critical to know the pitch rotation center location with enough accuracy as this error leads to nonnegligible total systematic slope error contribution. In addition, the commonly applied “flat assumption” in the LEEP algorithm or the multi-pitch NSP technique as shown in Figure 1, assuming that the mirror sag is negligible, may no longer be valid when measuring such “extreme” ellipses.
[image: Figure 1]FIGURE 1 | The schematic diagram of the multi-pitch NSP setup.
In this work, the theory of the multi-pitch NSP technique is briefly reviewed, followed by the analysis of the influence of the pitch rotation center location with respect to the surface of the mirror under test. We propose a method to overcome the invalid “flat assumption” issue in the reconstruction of “extreme” ellipses. Then we focus on the measurement tolerance of the pitch rotation center location in the horizontal and the vertical directions. Series of simulations with different ellipse geometries are carried out to study the trend between the measurement tolerance of the pitch rotation center location and the curvature variation of the aspherical mirrors. We implement a Monte Carlo simulation with a real mirror design. Taking the uncertainty of the pitch rotation center measurement and the uncertainty of the angle measurement as two inputs, the multi-pitch NSP technique with the Monte Carlo simulation can give the slope residuals and an estimation of the grazing angle [image: image] and the chief ray location [image: image] with their respective uncertainties.
THEORY OF THE MULTI-PITCH NSP TECHNIQUE
Based on the redundant dataset acquired from all the x-scans for different pitch angles, the multi-pitch NSP technique can simultaneously calculate the mirror surface slope, the instrument error of the sample-beam autocollimator, and the introduced pitch angles [12]. For simplicity, we define the origin of the world coordinate system [image: image] at the rotation center of the pitch angle [image: image] as shown in Figure 2. The direction of the x-translation in the NSP is defined as the direction of [image: image] axis in the world coordinate system, while the [image: image] axis in the world coordinate system points upwards.
[image: Figure 2]FIGURE 2 | The world coordinate system [image: image] and the mirror coordinate system [image: image] defined in the multi-pitch NSP technique when the pitch angle [image: image] (A) and [image: image] (B).
The center point of the x-scan range on the mirror surface is defined as the origin of the mirror coordinate system [image: image]. The x-axis of the mirror coordinate system [image: image] is along its tangential direction and shares the same direction of [image: image] when the pitch angle [image: image] as shown in Figure 2A, but they are different for other pitch angles as illustrated in Figure 2B. The [image: image] axis of the mirror coordinate system is defined along the surface normal and pointing outwards the mirror surface. When the pitch angle [image: image], the [image: image] axis shares the same direction of [image: image]. The coordinates of the pitch rotation center, expressed in the local frame of the mirror coordinate system, are given by [image: image]. It is illustrated in Figure 2 that, for the same world abscissa [image: image], the mirror abscissa [image: image] can be different at different pitch angles [image: image]. Moreover, as shown in Figure 2B, there is a clear difference in the [image: image] calculation with and without “flat assumption” which will be addressed in Iterative Reconstruction.
After a rotation in pitch with an angle [image: image], one point [image: image] in mirror coordinate system can be transferred to the world coordinate system as
[image: image]
The x position in world coordinate system can be calculated as
[image: image]
For a particular measurement ([image: image], [image: image], and [image: image] are determinate), the [image: image] can be expressed as a function of [image: image] and [image: image].
[image: image]
Under the [image: image] th actively-introduced pitch angle [image: image], the angular signals captured in the sample-beam arm [image: image] and the reference-beam arm [image: image] can be explained by the mirror slope [image: image] at the actual sampling position [image: image] and the instrument error of the sample-beam autocollimator [image: image] at its current reading [image: image] as well as the uncorrelated additive random noise [image: image].
[image: image]
Here the instrument error of the reference-beam autocollimator is ignored in our model, as the reference-beam angle [image: image] varies in a small range, usually <10 μrad, if an air-bearing translation stage is used.
The mirror slope [image: image] and the instrument error of sample-beam autocollimator [image: image] are then represented by two independent uniform cubic B-splines [image: image] and [image: image] as [image: image] and [image: image], respectively, where [image: image] and [image: image] are column vectors containing the B-spline coefficients. Therefore, the mathematical model of multi-pitch NSP becomes
[image: image]
Once the coefficients [image: image] and [image: image] are determined, we can reconstruct the mirror slope [image: image] and the sample-beam instrument error [image: image]. The multi-pitch NSP algorithm is essentially to optimize the B-spline coefficients [image: image] and [image: image], and the pitch angles [image: image]. In addition, to avoid the ambiguities in the optimized results, several regularizations are applied in the designs of the data acquisition and the constraints in algorithm [12]. Putting the constraints on the first pitch angle, the instrument error intercept, and the linear term, the optimization can be expressed as
[image: image]
where the first pitch angle [image: image] is constrained to 0. When the slope signal [image: image], the instrument error intercept is constrained as [image: image]. If we fit the instrument error [image: image] up to the linear terms, we have [image: image], where [image: image] is the column vector of all slope sample values, the symbol [image: image] stands for equal in a least squares sense. and [image: image] is the linear term coefficient. Since we have constrained the instrument error intercept [image: image], we have [image: image]. As the third constraint, the linear term coefficient [image: image] is also constrained to 0, so we have [image: image]. Because [image: image] is a nonzero scalar value, this constraint is simplified as [image: image].
One thing to highlight is that nonuniform pitch steps [image: image] are necessary in data acquisition to avoid the periodic errors in the optimization results. Technical details on the ambiguities and the regularization can be found in Ref. [12] with more simulations and discussions.
To calculate the sampling position [image: image] in the mirror coordinate system from the NSP x-scanning position [image: image] and pitch-scanning angle [image: image] by Eq. 3, we need to know the profile of the mirror height [image: image] and where the pitch rotation center ([image: image]) is in the mirror coordinate system. In the following sections, we are discussing the necessary accuracy of these different values.
THEORETICAL ANALYSIS OF THE SAMPLING POSITION ERROR AT DIFFERENT PITCH ANGLES CONSIDERING THE MIRROR HEIGHT PROFILE AND THE MEASUREMENT ERROR OF THE PITCH ROTATION CENTER LOCATION
The pitch rotation center [image: image] can be determined using additional metrology instruments. The measurement error of the pitch rotation center can be expressed as [image: image], and [image: image], where ([image: image]) is the measured pitch rotation center. If the estimated mirror height profile is symbolized as [image: image], the estimation error is [image: image]. In a real measurement, the dwell position of the x-stage [image: image] in the scans are defined as
[image: image]
If we have a measurement error of [image: image] when determining [image: image], then the true dwell position [image: image] is
[image: image]
Based on Eq. 3, the estimated sampling position on the mirror [image: image] is
[image: image]
And the true sampling position [image: image] is
[image: image]
The sampling position error [image: image] in the mirror coordinate system is
[image: image]
With some simplifications, it becomes
[image: image]
Finally, we have the sampling position error as
[image: image]
Considering the pitch angle [image: image] rad, the error [image: image] will contribute a sampling position error of [image: image] in Eq. 13, while [image: image] only gives [image: image] error on [image: image]. It means that the error [image: image] has more impact on the multi-pitch NSP results than the error [image: image].
By using a simple measurement tool, such as a metric ruler, and the mechanical tolerances of the pitch rotation system, it is not difficult to determine the pitch rotation center location with a few mm accuracy. For a circular cylinder, this level of uncertainty is enough. The slope profile of a circular cylinder is linear with [image: image]. In this case, the reconstruction is not sensitive to the measurement error [image: image], because the slope error with a constant sampling error [image: image] at the [image: image] th pitch [image: image] due to [image: image] in Eq. 13 will almost be equivalent to a slope offset on this linear slope profile. This slope offset will be treated as a pitch offset and will not affect the slope result by using the reconstruction algorithm. However, if the test mirror become strongly aspherical, the tolerance of the measurement on the pitch rotation center location becomes tighter, especially for the vertical distance [image: image]. Since the slope profile of an aspherical mirror has nonlinear terms, the sampling error [image: image] will lead to slope errors from these nonlinear terms. This becomes an important error source of the reconstruction in the multi-pitch NSP technique. A tolerance value is needed to control this type of error in the reconstruction result.
For simplicity, the mirror height profile [image: image] is usually assumed as a flat surface, i.e., [image: image]. This “flat assumption” can be used when the mirror sag is much smaller than the tolerance of [image: image]. However, if the tolerance for [image: image] starts to be comparable to the mirror sag, its contribution [image: image] to the sampling position error [image: image] in Eq. 13 cannot be ignored and this will severely affect the reconstruction accuracy. A better estimate of the mirror height profile [image: image] is necessary. Two options can be used: the known mirror shape parameters or an iterative reconstruction with an initial guess.
Simulation Study on Multi-Pitch NSP With “Extreme” Ellipses
To study the influence of [image: image], [image: image], and [image: image] on the reconstruction results we have simulated the multi-pitch NSP data acquisition process as illustrated in Figure 3. This simulation features random variations of the pitch angles, the sample-beam instrument error that is an additive random noise [image: image], and the measurement errors of [image: image] and [image: image].
[image: Figure 3]FIGURE 3 | The simulation of the multi-pitch NSP dataset. (A) the tangential slope of the elliptical cylinder with the default parameters, (B) the pitch angle and its random variations in step, (C) the instrument error of sample-beam autocollimator from a real multi-pitch NSP measurement, and (D) the simulated multi-pitch NSP data with the dashed curve showing the whole slope profile of the test mirror.
Descriptions of the Multi-Pitch NSP Simulations
In our simulations, as shown in Figure 3A, we used a default ellipse with the following parameters: the source distance [image: image] 30 m, the image distance [image: image] 0.3 m, the grazing angle [image: image] 30 mrad, and the tangential mirror length [image: image] 0.3 m (total slope = 18.07 mrad). The mirror default parameters will be modified to make different comparisons.
To avoid the known periodic errors in the reconstruction [12], pitch steps with small random variations are implemented. For simplicity as shown in Figure 3B, we choose the average pitch step [image: image] 0.2 mrad and the standard deviation of the random variation on the pitch step is 30 µrad. The starting and ending pitch angles are determined by the slope range of the test mirror. The whole multi-pitch scan starts and finishes at angle values within (−1, 1) mrad at the two ends of the scanning range as shown in Figure 3D. The slope measuring range is set to be [image: image] 5 mrad like the sample-beam autocollimator installed in our NSP instrument.
The instrument error used in the simulation shown in Figure 3C is a reconstruction of the instrument error from a real multi-pitch NSP experiment [12]. The measurement error of the pitch rotation center [image: image] and [image: image] are also considered in the data acquisition when calculating the sampling position on the mirror [image: image]. We add the normally distributed random angular noises [image: image] with a standard deviation [image: image] nrad, which is a typical value based on our real NSP measurement. Finally, the multi-pitch NSP data is simulated as shown in Figure 3D.
Target Ellipse Fitting
For the characterization of synchrotron mirrors, the target ellipse fitting on slope is usually implemented with [image: image], [image: image], and [image: image] fixed and the chief ray position [image: image] and the tilt (the slope bias) optimized. But in this work focusing on the extreme” ellipses, we include the grazing angle [image: image] into the optimization with the following considerations:
1) The source and image distance values [image: image] and [image: image] are usually more constrained in most applications.
2) By changing the grazing angle [image: image] with [image: image], the corresponding focus displacement will be [image: image]. The q value for an “extreme” ellipse is commonly much shorter comparing to a “relaxed” ellipse. With the same restrict on the focus displacement, the tolerance of [image: image] becomes larger when fit an “extreme” ellipse.
Therefore, we fit the reconstructed slope to the best ellipse with fixed [image: image] and [image: image], while [image: image], [image: image], and the tilt are optimized. As a fitting result, we can get the best fitted [image: image] and [image: image] with their confidence intervals, and the associated slope residuals.
Iterative Reconstruction
Our first example is to demonstrate that the “flat assumption” ([image: image]) does not work for the ellipse with the default parameters: [image: image] 30 m, [image: image] 0.3 m, [image: image] 30 mrad, and [image: image] 0.3 m (mirror sag [image: image] 777 µm), but it works well for some more “relaxed” ellipses (for example with the [image: image] 0.6 m (mirror sag [image: image] 328 µm) as illustrated in Figure 4A). For this purpose, the measurement error of the pitch rotation center is set as [image: image] and [image: image]. In this case, theoretically we should reconstruct the mirror slope “perfectly” with only the algorithm error and the random errors due to the slope noise.
[image: Figure 4]FIGURE 4 | The “flat assumption” ([image: image]) does not always work when reconstructing the “extreme” ellipse in multi-pitch NSP. It is demonstrated with the simulated multi-pitch NSP dataset for (A) a “relaxed” ellipse with [image: image] 30 m, [image: image] 0.6 m, [image: image] 30 mrad (mirror sag [image: image] 328 µm), (B) the default ellipse with [image: image] 30 m, [image: image] 0.3 m, [image: image] 30 mrad (mirror sag [image: image] 777 µm). By optimizing [image: image] and [image: image], the best fitting results of (C) the “relaxed ellipse” with the “flat assumption”, (D) the default ellipse with flat assumption, and (E) the default ellipse with the proposed iterative reconstruction.
However, as demonstrated in Figure 4, the “flat assumption” does not always give a perfect reconstruction. For the more “relaxed” ellipse with [image: image] 0.6 m in Figure 4A, the reconstruction assuming [image: image] ends up with an acceptable fitting result in Figure 4C: small slope residuals (due to the redundancy, the RMS of the slope residuals is much less than the standard deviation of the slope noises), about only 1 µrad grazing angle change, and 9 µm [image: image] adjustment. By contrast, the reconstruction error becomes much larger for a more “extreme” elliptical mirror in Figure 4B using the “flat assumption” ([image: image]). As shown in Figure 4D, even after the best fit adjusting [image: image] and [image: image] with 3 µrad and 20 μm, respectively, we still have more than 40 nrad RMS slope residuals giving about 1.5 nm RMS residuals in height as a systematic error from the metrology instrument. This is dominated by the algorithm error, which is too large for the X-ray mirror characterization. Therefore, the “flat assumption” ([image: image]) cannot always provide correct results even if we have no measurement errors on the pitch rotation center [image: image] and [image: image].
To measure “extreme” elliptical mirrors, we need to consider the mirror height profile [image: image]. To solve this problem, we propose to use the “flat assumption” to get a reconstructed mirror slope first and then integrate the obtained slope to get the mirror height profile. This mirror height profile is then used as our estimation for [image: image] to recalculate the slope with the multi-pitch NSP approach. This iterative reconstruction process usually needs only one iteration to give a satisfactory result as shown in Figure 4E.
Using this approach, the [image: image] estimation issue is resolved for “extreme” elliptical mirrors. Since many of the mirrors in this study are extremely “extreme” ellipses which cannot be assumed as “flat”, we apply the proposed iterative reconstruction method by default to enable the following study on the tolerance of the pitch rotation center location errors [image: image] and [image: image] for different elliptical mirrors.
SIMULATION STUDY ON THE MEASUREMENT TOLERANCE OF THE PITCH ROTATION CENTER
To conduct a tolerance study, we need to set a threshold. Here we set the threshold on the systematic slope error contributed from [image: image] and [image: image]. If 100 nrad slope accuracy is expected, the systematic slope error contribution from [image: image] and [image: image] should be less than 10 nrad RMS.
The error contribution due to [image: image] and [image: image] is isolated by setting the additive random noise on slope in the model to zero. Therefore, by meeting the reconstruction error <10 nrad RMS on the slope residuals, we can give a tolerance to the pitch rotation center error [image: image] and [image: image].
Default Ellipse Case and Influence of Shape Parameters
Here we take the default ellipse ([image: image] 30 m, [image: image] 0.3 m, [image: image] 30 mrad, and [image: image] 0.3 m) as our sample mirror. When the measurement errors [image: image] changes from −10 to 10 mm, we can see in Figure 5A that the slope residuals is less than 10 nrad RMS (the red dash line in Figure 5) after [image: image] and [image: image] optimization, so the tolerance of [image: image] is obviously much larger than [image: image] 10 mm. It is easy to meet this tolerance requirement.
[image: Figure 5]FIGURE 5 | Simulation with the default ellipse demonstrates the tolerance of [image: image] is much tighter than that of [image: image]:(A) the slope residuals due to [image: image] less than 10 nrad RMS within [image: image] 10 mm range. (B) the slope residuals due to [image: image] across the red dash line (10 nrad RMS threshold) at [image: image] 1 mm for this ellipse.
From Figure 5B, we can see that only when the measurement errors on the vertical distance [image: image] changes within [image: image] mm, after [image: image] and [image: image] are optimized, the RMS value of the slope residuals are smaller than 10 nrad.
Following Eq. 13 and Figure 5, the tolerance of [image: image] is much larger than the tolerance of [image: image] and it is easier to measure [image: image] with the required accuracy in practice. For this reason, we will focus on the tolerance of [image: image] in the following study.
Starting with the default ellipse parameters, we then modify one of the parameters [image: image], [image: image], and [image: image] within a certain range while the others are maintained at their default values. We can then study the tolerance values of [image: image] with different ellipse geometries. First, we change the image distance [image: image] from 0.2 to 0.6 m with 0.1 m step, and the corresponding tolerance values of [image: image] are shown in Figure 6A. Then, we vary the grazing angle [image: image] from 10 mrad up to 40 mrad with 5 mrad step and the tolerance values of [image: image] are shown in Figure 6B. Finally, the mirror length [image: image] is changed from 0.15 to 0.4 m with 0.05 m step. The tolerance values of [image: image] are shown in Figure 6C.
[image: Figure 6]FIGURE 6 | Tolerance of [image: image] becomes tighter when the ellipse becomes more “extreme”. From the default ellipse, change one parameter at a time: (A) the [image: image] value, (B) the [image: image] value, (C) the length of the optical area.
The results in Figure 6 clearly reveal that the more “extreme” are the ellipses, with shorter image distance [image: image], larger grazing angle [image: image], or longer optical length [image: image], the tighter are the tolerance values of [image: image] (in orange in Figure 6). Therefore, measuring “extreme” ellipses using the multi-pitch NSP technique brings new challenges on the [image: image] measurement. In the next section, we present some results of the [image: image] tolerance calculations for two real “extreme” elliptical mirrors from an actual beamline optical design.
Two Ellipses From Beamline Optical Designs
The parameters of two elliptical cylindrical mirrors are listed in Table 1. These two mirrors are taken from two different sets of Kirkpatrick-Baez mirror systems proposed for the NSLS-II ARI beamlines.
TABLE 1 | Parameters of the two elliptical cylindrical mirrors.
[image: Table 1]To give a better description of these ellipse parameters, the height, slope, Radius of Curvature (RoC), and curvature variations of M1 and M2 are plotted in Figure 7. For M1, the mirror sag is about 0.5 mm, and its total slope range is almost 15 mrad, which is beyond the 10-mrad angular measuring range of the sampling-beam autocollimator in the NSP instrument. It is therefore necessary to change the pitch angle to measure the whole tangential profile of M1. Compared to M1, M2 is even more “extreme”. The mirror sag is 1.65 mm and the total slope range is about 45 mrad.
[image: Figure 7]FIGURE 7 | The height, slope, RoC, and curvature profiles of M1 on the (A) and M2 on the (B).
These mirrors are intended to focus the incoming X-ray beam to a diffraction limited spot size at 1 keV and 250 eV for M1 and M2, respectively (the diffraction limited spot size of about 37 and 72.6 nm for M1 and M2). To satisfy the Maréchal criterion, the height error of the diffraction limited mirror should be less than [image: image]. This means that the mirror height error must be in the order of 1.16 nm RMS and 1.98 nm RMS for M1 and M2, respectively.
In this study, we disregard the RoC limit by the sample-beam autocollimator in our NSP instrument (around 7–8 m). We assume the optical head can measure the mirror surfaces with these RoC values. Our main objective is to evaluate the tolerance of the pitch rotation center location. The RMS values of the multi-pitch NSP reconstructed slope residuals are calculated when the [image: image] varies within [image: image] 3 mm for M1 and [image: image] mm for M2 as shown in Figure 8.
[image: Figure 8]FIGURE 8 | The RMS value of the slope residuals varies along the measurement error of the vertical distance [image: image] for the M1 on the (A) and the M2 on the (B).
Applying the 10-nrad-RMS threshold as the error budget analyzed above, the tolerance of the [image: image] for M1 is about [image: image] 2.2 mm. The tolerance for the [image: image] for M2 is only around [image: image] 0.23 mm, which is very tight and not easy to measure with simple approaches.
By numerically searching the intersections between the curve of the RMS of slope residuals and the red dash line of 10-nrad-RMS threshold, we can determine the tolerance values of [image: image] for all ellipses of this study. If we use the variation range of the mirror curvature (1/RoC) as the horizontal axis, these different ellipses in series ([image: image]-, [image: image]-, and [image: image]-series in Figure 6) and two real mirror designs (M1 and M2) can be included into one unified plot as shown in Figure 9.
[image: Figure 9]FIGURE 9 | The [image: image] tolerance values versus the curvature variation ranges of the ellipses of [image: image]-series, [image: image]-series, [image: image]-series, M1, and M2. The tolerance of the [image: image] generally gets tighter when a mirror with a larger curvature range is under test.
An elliptical mirror becomes more “extreme” when its curvature varies in a larger range. The requirement on the pitch rotation center measurement becomes tight if the ellipse to test is very “extreme” as shown in Figure 9. The use the multi-pitch NSP technique to measure these kind of X-ray mirrors requires a precise auxiliary measurement of the pitch rotation center.
The vertical error of the pitch rotation center [image: image] introduces a systematic bias (or say a systematic error) on the reconstructed slope of the elliptical mirror under test from its true values. This systematic bias affects the fitting parameters (e.g., [image: image] and [image: image]) and the fitting residuals (on slope and height), as well as their uncertainties.
Let’s take a critical condition, M2 with [image: image] mm (the red cross marker in Figure 9), as an example. In presence of a 70 nrad RMS angular noise, as shown in Figure 10B, we get 14.2 nrad RMS slope residuals and the corresponding height residuals are 0.36 nm RMS after optimizing [image: image] and [image: image], though they only require a small adjustment. Since M2 should be characterized with a diffraction limited shape error below [image: image] 1.98 nm RMS, the 0.36 nm RMS bias added by an [image: image] mm estimation error in the rotation center location, is barely acceptable.
[image: Figure 10]FIGURE 10 | The slope and height residuals when measuring M2 with [image: image] nrad angular noise: (A) when [image: image] mm, (B) under a critical condition of [image: image] mm, and (C) when [image: image] mm.
As shown in Figure 10A, the slope and height residuals are smaller when the center of rotation error is reduced to [image: image] mm, and the best fit parameters [image: image] and [image: image] are closer to their nominal target values, compared to the critical condition [image: image] mm.
When [image: image] mm as shown in Figure 10C, the height residuals increase to 0.71 nm RMS which is more than 1/3 of the diffraction limited allowed shape error. In this case, the characterization of M2 would be significantly biased because the systematic error due to [image: image] mm is too large.
Framework to Determine the Measurement Tolerance of the Pitch Rotation Center
Before performing a multi-pitch NSP, it is required to ensure that the measurement of the pitch rotation center can meet the tolerance requirement. Therefore, we suggest a framework to determine the needed measurement accuracy of [image: image]:
1) Set the RMS threshold of slope residuals from the best fit. This RMS threshold should be 1/10 of the RMS value of the desired slope errors in total. For example, if 100 nrad RMS total slope error is pursued based on the mirror specification, the RMS threshold of slope residuals should be set as 10 nrad.
2) Calculate the tolerance of the [image: image] according to the target ellipse parameters and the preset RMS threshold of slope residuals.
3) The RMS value [image: image] of the [image: image] measurement should be 1/6 of the range of the [image: image] tolerance, if we take the [image: image] as the full range of the [image: image] tolerance.
Within this framework, one can estimate if the selected metrology tool is adequate to measure [image: image] for a particular elliptical mirror. Knowing the ellipse parameters and the uncertainty of the [image: image] measurement device, step 2 can be realized by simulating the multi-pitch NSP measurement without introducing any angular noise.
Moreover, we can also carry out Monte Carlo simulations considering both uncertainties of the angular sensor and of the [image: image] measurement device. As a result, it will give the uncertainties of the fit parameters, [image: image], [image: image] and of the slope residuals as well.
MONTE CARLO SIMULATION ON M1
From what precedes we can infer that a correlation exists between the error committed on [image: image] and the resulting errors in estimating the fit parameters. We use Monte Carlo simulations to study this correlation considering that the uncertainty of the two inputs, coming from the two separate metrology tools, are uncorrelated. The standard deviation of the additive angular noise [image: image] is still set to 70 nrad, as previously.
M1 is selected as the test mirror in this Monte Carlo simulation. The average pitch steps are about 0.2 mrad, and 76 pitch angles are performed in the multi-pitch NSP simulation. As shown in Figures 8, 9, the tolerance of the [image: image] for M1 is about [image: image] 2.2 mm if the RMS threshold of slope residuals is set at 10 nrad, so we will need a metrology technique to measure [image: image] with an accuracy of [image: image] mm. We simulated a sequence of 1,000 independent measurements of M1 mirror with the multi-pitch NSP technique, taking [image: image] mm and [image: image] nrad for standard deviation of the two random inputs, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | The Monte Carlo simulation of measuring M1 using the multi-pitch NSP with a pitch rotation center measurement error [image: image] with a standard deviation [image: image] mm and a normally-distributed angular noise with [image: image] nrad gives the ellipse fitting results of the grazing angle [image: image] in an uncertainty of [image: image] µrad, the [image: image] with an uncertainty of [image: image] µm, and the RMS of the slope residuals from the best fit around [image: image] nrad RMS.
After the best fit of ellipse (optimization of [image: image] and [image: image]), as shown in the right panel of Figure 11, the Monte Carlo simulation can give the uncertainty of the measurement in [image: image] and [image: image], and the slope residuals from the best fit as the result of the measurement and data analysis. Taking this simulation as an example, if we measure the vertical distance [image: image] with [image: image] mm and perform the angle acquisition for multi-pitch NSP with [image: image] nrad, the slope residuals will end up at 10 nrad RMS level (the RMS of slope residuals due to [image: image] is less than 10 nrad RMS threshold). The grazing angle is estimated with a [image: image] uncertainty as [image: image] mrad and the chief ray location, with a [image: image] uncertainty, as [image: image] mm. The Monte Carlo simulation offers a better picture of what we are expecting to get from the multi-pitch NSP measurement of a specific test mirror with a particular measurement of the pitch rotation center.
CONCLUSION
To take the challenge of measuring extreme off-axis elliptical mirrors, we revisit the multi-pitch NSP technique from its basic theory to the reconstruction algorithm. The true abscissa [image: image] of the measured position in the mirror coordinate system is needed in the reconstruction algorithm. This abscissa [image: image] in the mirror coordinate system is derived as a function of recorded position in the instrumental word coordinate system, the mirror height profile [image: image] and the measurement error on the pitch rotation center ([image: image], [image: image]). We discuss the failure of the “flat assumption” ([image: image]) when measuring “extreme” ellipses and propose a solution with iterative reconstruction in multi-pitch NSP system.
The tolerance of the measurement of the pitch rotation center location ([image: image], [image: image]) is studied with simulations on a series of ellipse parameters. We find out from both theoretical analysis and simulations that the tolerance of the [image: image] measurement is large, and the requirement can easily be satisfied. When measuring “extreme” ellipses, the tolerance of the [image: image] measurement is much tighter. We proposed a practical framework to determine the needed measurement accuracy of the [image: image] measurement. For some extreme cases, the tolerance of the [image: image] is so small that the measurement of [image: image] can be a challenge.
A Monte Carlo simulation on a real design of an “extreme” elliptical mirror shows that, with a known accuracy of the pitch rotation center measurement, we can estimate [image: image] and [image: image] with their uncertainties and get the slope residuals from the best fit. The RMS value of the slope residuals due to measurement error [image: image] is controlled by meeting the tolerance of the [image: image].
This simulation study can guide the real multi-pitch NSP measurement for “extreme” elliptical mirrors. The tolerance of [image: image] can be calculated before the design of the measurement. A proper way to measure [image: image] becomes the key to the “extreme” elliptical mirror characterization with the multi-pitch NSP technique.
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Two trapezoidal plane mirrors of 240 mm in length were fabricated by ion beam figuring (IBF) technology for application in a bendable KB focusing system. The correction of surface height and slope errors in different spatial frequency ranges of the mirrors was studied systematically. After one to two iterations of IBF, the figure height errors of the vertical focusing mirror (VFM) and horizontal focusing mirror (HFM) were improved from 32.4 and 65.4 nm to 2.7 and 7.2 nm (RMS), respectively. If the best-fit sphere of the surface profile was subtracted, the residual two-dimensional height errors were only 1.1 and 1.2 nm (RMS). The slope errors in the low spatial frequency range were corrected much faster than the middle frequency ones (f = ∼1 mm−1), which make the low-frequency slope error much smaller. After IBF, the two-dimensional slope errors of the two mirrors calculated with a spatial interval of 1 and 10 mm were reduced to approximately 0.29 and 0.08 μrad, respectively. Full spatial frequency characterization of the VFM before and after IBF showed that the low-frequency figure errors (f < 1 mm−1) were significantly reduced while the middle- and high-frequency morphologies (f > 1–2 mm−1) remain almost the same as before figuring. The fabricated plane mirrors were applied in the hard X-ray micro-focusing beamline in the Shanghai Synchrotron Radiation Facility (SSRF), which realized a focal spot of 2.4 μm × 2.8 μm at 10 keV.
Keywords: ion beam figuring, X-Ray mirror, height error, slope error, focusing
INTRODUCTION
The new generation synchrotron sources and free-electron laser can provide diffraction-limited X-ray beams with high coherence and a nearly perfect wavefront. This brings an extremely high requirement on the mirror figure accuracy, down to nanometer height error and hundreds to sub-hundred nanoradian slope error, to avoid any distortion of the wavefront. At the same time, the mirror roughness requirements also reached the sub-nanometer level. These requirements pose a great challenge for the manufacturing technology [1, 2].
At present, the deterministic methods for X-ray mirror fabrication include elastic emission machining (EEM) [3, 4], ion beam figuring (IBF) [5–8], and profile coating [9]. Among them, IBF is the most commonly used high-precision manufacturing method. It has a relatively high figuring efficiency with sub-nanometer accuracy and thus has been used by major suppliers such as Carl Zeiss and Thales SESO as the mirror finishing process. For example, Peverini et al. reported their achievements in the fabrication of high-precision flat mirrors and ellipsoid mirrors using IBF. A very low figure error of 1 nm RMS was obtained on a 1.2 m long mirror, and a 0.2 μrad slope error has been achieved on a large ellipsoid mirror with highly curved surface [10].
Meanwhile, the optics groups within different synchrotron radiation facilities are also studying the IBF techniques to fabricate high-precision mirrors. Liu et al., from Advanced Photon Source, presented a method for pre-shaping mirror substrates through figuring with a broad-beam ion source and a contoured mask. A 100 mm-long elliptical cylinder substrate was obtained from a super-polisher flat Si substrate with a 48 nm root-mean-square (RMS) figure error and 0.15 nm roughness after one profile figuring process [11]. Hand et al., from Diamond Light Source, have designed and built an IBF system for the research and manufacture of high-quality X-ray mirrors [12]. Wang and Huang et al., from National Synchrotron Light Source II, have made significant progress in ion beam figuring of X-ray mirrors. They first proposed an effective 1D-IBF method with improved calibration of coordinate correspondence and dwell time calculation [13]. Several new dwell time calculations and optimization algorithms were further developed to reduce the estimated figure error residuals and enhance the computation efficiency [14, 15]. These methods were demonstrated in their own-built IBF system. Two elliptical mirrors of 80 mm in length were fabricated from cylinders which showed 0.62 and 0.71 nm RMS figure error, respectively [14]. The figure error of a flat mirror over an aperture of 92.3 mm × 15.7 mm was reduced from 6.32 to 0.2 nm RMS [15].
In these years, the synchrotron radiation and free-electron laser facilities in China are also undergoing a new wave of upgrading and construction [16, 17]. Driven by the increasing demand for high-precision X-ray mirrors, we are building a new platform in Institute Precision Optical Engineering (IPOE) combining ion beam figuring and interferometry measurement methods. Based on this platform, two trapezoidal plane mirrors have been fabricated as bendable mirrors for a hard X-ray KB focusing system in SSRF. Residual figure errors of only 1.1–1.3 nm RMS were achieved over the 240-mm length substrates. The slope errors were found to have a much faster convergence and smaller RMS value in the lower spatial frequency range after IBF. The two mirrors have been installed in the beamline for micro-focusing applications.
MATERIALS AND METHODS
The sizes of the two trapezoidal mirrors are 240 mm (length) × 34/20 mm (width) × 14 mm (thickness) and 240 mm × 67/20 m × 10 mm. The smaller one is for vertical focusing (VFM), and the larger one is for horizontal focusing (HFM). A commercial IBF machine (Trim 200) from SCIA company was used in this work. Ar gas was used in this experiment with a beam voltage of 1500 V. The beam removal function was calibrated in a small Si substrate, and the measurement result of the Fizeau interferometer is shown in Figure 1. It is very close to a two-dimensional Gaussian beam with full width at half maximum (FWHM) of 7.2 mm in both directions. The maximum removal rate at the center of the beam is 5.8 nm/s.
[image: Figure 1]FIGURE 1 | (A) Measured ion beam removal function. (B) One-dimensional profile of the removal function and its Gaussian fit.
The Fizeau interferometer (model is DynaFiz™) from Zygo company was used to measure the low spatial frequency surface figure of the mirrors. During the test, the surface normals of the reference mirror remain parallel to those of the mirror under test. A camera resolution of 1,200 × 1,200 pixels with a pixel size of 0.2635 × 0.2635 mm2 was employed. An optical profiler (model is ContourGT-X3) and atom force microscope (AFM, model is Icon Dimension) from Bruker company were used to measure the middle- and high-frequency surface morphologies. The optical profilometer used ×10 and ×50 magnification with test areas of 0.62 × 0.47 mm2 and 0.13 × 0.1 mm2, with minimum resolutions of 923 mm−1 and 103 mm−1, respectively. AFM used a 2 × 2 μm2 test area and 256 × 256 pixels resolutions.
RESULTS AND DISCUSSION
Ion Beam Figuring of VFM
The surface figures of VFM before and after IBF are shown in Figure 2. The 2-mm edge area was removed from all sides of the mirror. The mirror was mechanically polished previously to a figure of 32.7 nm (RMS) with an ultrasmooth surface (roughness <0.3 nm). A small curvature existed in the surface profile which has a best-fit radius of 56.4 km (Figure 2A). If the best-fit sphere was subtracted, the residual figure error before IBF is 13.2 nm (RMS) (Figure 2B). The mirror surface profile (including the 2nd order spherical error) was figured by two iterations. After that, the radius of the best-fit sphere was increased to 603 km with a figure of 2.7 nm RMS (Figure 2C). Due to the small mirror thickness, it is difficult to completely remove the 2nd order curvature, and this extremely large radius of curvature will have negligible effect for application in the beamline. The residual height error after subtraction of the best-fit sphere was only 1.2 nm (RMS) (Figure 2D).
[image: Figure 2]FIGURE 2 | (A) Initial surface figure of VFM. (B) Initial surface figure after subtracting the best-fit sphere. (C) Surface figure after IBF. (D) Surface figure after IBF with the best-fit sphere subtracted.
The one-dimensional height profile along the length direction at the center area of the mirror is shown in Figure 3A. The height error (including the 2nd order curvature) decreased dramatically from 132.9 to 7.8 nm (PV) and from 33.9 to 2.2 nm (RMS). The height error after IBF with the best-fit sphere subtracted is also shown in Figure 3B. The residual error is 4.8 nm (PV) and 0.88 nm (RMS) after subtracting the best-fit sphere, while some small oscillations can still be seen in the height profile. These middle-frequency errors will need to be removed in future work.
[image: Figure 3]FIGURE 3 | (A) One-dimensional height profile along the length direction of VFM before and after IBF. (B) Height error after IBF without and with the best-fit sphere was subtracted.
In order to further characterize the slope error of the figured surface topography, two-dimensional images of slope errors were made (as shown in Figure 4). The slope error was calculated along the length direction over the two-dimensional surface area, and the second-order curvature has been removed. Two different slope error maps with a spatial interval of 1 and 10 mm were calculated, and the RMS values were determined, respectively. In the case of a 1 mm interval (close to middle-frequency region), the slope error decreased from 0.77 to 0.28 μrad after two times figuring. In the case of the 10 mm interval, the slope error was smaller than in the 1 mm case in general, and it decreased from 0.65 to 0.08 μrad. A more detailed calculation of the slope error at different intervals (from 0.2635 to 42.16 mm) is shown in Figure 5.
[image: Figure 4]FIGURE 4 | (A) Initial slope error calculated with 1 mm interval. (B) Initial slope error calculated with 10 mm interval. (C) Slope error after IBF calculated with 1 mm interval. (D) Slope error after IBF calculated with 10 mm interval.
[image: Figure 5]FIGURE 5 | RMS values of two-dimensional slope errors of VFM calculated at different spatial frequencies.
In Figure 5, the slope error of the vertical axis is the root mean square of the slope error of the two-dimensional slope error maps, i.e., the root mean square value of slope error at different spatial frequencies. We calculated the slope error from pixel interval 1 to interval 160 (the interval is 1, and there are 160 groups of data points) and made the slope error-frequency graph. The spatial frequency of the horizontal axis is calculated from the selected interval (spatial frequency = 1/interval, pixel intervals range from 1 to 160, so the spatial frequencies range from 3.8 mm−1 to 0.0237 mm−1). It is worth noting that in the two-dimensional image, in order to better compare the two images, we cut off the image to make them the same size, but this is not carried out in the spatial frequency error distribution, so there is a slight vertical difference between the two images.
It can be seen that the slope error gradually decreased as the spatial intervals increased. The reduction of slope error is significantly larger at the lower frequency region, indicating a stronger correction effect of IBF in this region. As a result, the slope error calculated with larger intervals exhibited a much smaller value. Considering the different effects of the slope errors located in different frequencies on the X-ray wavefront [18], it is worth estimating the surface slope quality in a frequency-dependent way rather than using a fixed spatial interval.
Ion Beam Figuring of HFM
The surface figures of HFM before and after IBF are shown in Figure 6. A few millimeters of the edge area were removed from all sides of the mirror. A relatively large second-order curvature was observed in the mirror before IBF. After a single iteration figuring, the radius of curvature of HFM was increased from 26.7 to 267 km. The height error was reduced from 65.4 to 7.2 nm (RMS) (Figures 6A, C). If the best-fit sphere was subtracted, the residual figure error before IBF was 13.2 nm (RMS) (Figure 6B), and the residual error after IBF was only 1.1 nm (RMS) (Figure 6D).
[image: Figure 6]FIGURE 6 | (A) Initial surface figure of HFM. (B) Initial surface figure after subtracting the best-fit sphere. (C) Surface figure after IBF. (D) Surface figure after IBF with the best-fit sphere subtracted.
The one-dimensional height profile along the length direction of the center area of the mirror is shown in Figure 7. The height error (including the 2nd order curvature) decreased dramatically from 290.5 to 31.5 nm (PV) and from 74.1 to 8.0 nm (RMS). The height error with subtracting the best-fit sphere after IBF is further shown in the following diagram of Figure 7. The residual error is 3.9 nm (PV) and 1.1 nm (RMS) after subtracting the best-fit sphere, while some small oscillations can still be seen in the height profile. These middle-frequency errors will need to be removed in future work.
[image: Figure 7]FIGURE 7 | (A) One-dimensional height profile along the length direction of HFM before and after IBF. (B) Height error after IBF with the best-fit sphere was subtracted.
Figure 8 shows the two-dimensional slope error distribution of HFM. After figuring, the RMS of slope errors decreases from 0.78 to 0.29 μrad in the case of a 1-mm interval and from 0.64 to 0.08 μrad in the case of a 10-mm interval. Both VFM and HFM showed sub-hundred nanoradians slope error after IBF if a 10 mm spatial interval was used for estimation. Figure 9 shows the slope error of HFM at different frequencies. It can be seen that the evolution of slope error is similar to VFM, while the effectiveness of IBF correction in the lower frequency region is much better.
[image: Figure 8]FIGURE 8 | (A) Initial slope error calculated with 1 mm interval. (B) Initial slope error calculated with 10 mm interval. (C) Slope error after IBF calculated with 1 mm interval. (D) Slope error after IBF calculated with 10 mm interval.
[image: Figure 9]FIGURE 9 | RMS values of two-dimensional slope errors of HFM calculated at different spatial frequencies.
To further estimate the absolute accuracy of our interferometer measurements, the HFM mirror was also measured by NOM in the optics group in SSRF. The trapezoidal mirror was mounted sideways in NOM, and a line profile indicated in Figure 10A was measured accordingly. The comparison of NOM and the interferometer results are shown in Figures 10B, C. The general trend of the height profiles of NOM and interferometer is similar while a difference of ±4 nm (PV) was observed. This can be caused by the reference error of the interferometer that was not perfectly corrected. The slope error measured by NOM is 160 nrad, given the relatively large beam size of NOM. The consistent results proved the high figure accuracy of the trapezoidal plane mirrors fabricated by IBF.
[image: Figure 10]FIGURE 10 | (A) Schematic representation of the line position of HFM measured by NOM. (B) Comparison of the line profiles measured by NOM and Fizeau interferometer after IBF. (C) Difference between the height profiles of two measurements.
Analysis of Surface Morphology in the Full Spatial Frequency Range
In addition, the low-frequency surface figure was measured by using the Fizeau interferometer; the middle and high spatial frequency morphologies of the mirrors were also measured before and after IBF by using an optical profiler and atom force microscope, respectively. The RMS values of VFM are listed in Table 1. The middle- and high-frequency roughness values after IBF are 0.23–0.25 and 0.11 nm (RMS), respectively, which are similar to before IBF.
TABLE 1 | Surface roughness measured by using an optical profiler and AFM before and after IBF.
[image: Table 1]The one-dimensional power spectral densities (PSDs) of the measured surface morphology of the interferometer, optical profiler, and AFM are calculated and shown together in Figure 11. It can be seen that in the low-frequency region of f < 1 mm−1, the surface height errors were significantly reduced, whereas the height error convergence become slower as the frequency increased. In the higher frequency region of f > 1–2 mm−1, the height errors remain almost the same as before, which indicates that the ion beam figuring process in this work has a negligible effect on the middle- and high-frequency errors.
[image: Figure 11]FIGURE 11 | PSD results of VFM before and after IBF as measured by the Fizeau interferometer, optical profiler, and AFM.
Application in Hard X-Ray Micro-focusing Beamline in SSRF
After the high-precision ion beam figuring, a linear magnetron sputtering machine was used to coat both mirrors with 50-nm Rh film [19]. A thin Cr bonding layer was first deposited before the Rh layer. The coated mirrors were installed and applied in the bendable KB system in the end station of the hard X-ray micro-focusing beamline (XMF) in SSRF (Figure 12). The plane mirrors were bent into an elliptical shape by mechanical benders. The object distance of VFM is close to infinite, and the image distance is 42 cm; the object distance of HFM is 500 cm, and the image distance is 27 cm. Due to the toroidal mirror upstream providing collimation and pre-focusing in vertical and horizontal directions, respectively, the divergence angle of the incident beam is approximately 1 3 and 60 μrad for VFM and HFM. X-ray energy of 10 keV was used, and the grazing incidence is 3 mrad for both mirrors. The focal spot was measured by knife-edge scan to analyze the spot size and shape.
[image: Figure 12]FIGURE 12 | (A) Pictures of two trapezoidal mirrors after coating and (B) after the installation in the bendable KB system.
The focusing results are shown in Figure 13, and the simulation results performed by SHADOW software based on geometrical ray tracing were also added. The measured focal spot sizes (FWHM) are 2.8 and 2.4 μm in vertical and horizontal directions, respectively. The spot size in the horizontal direction is very close to the simulated result, while the one in the vertical direction is larger than the simulation. This can be caused by the surface errors of the upstream mirrors after long-term usage and the small error of the bender system in the vertical direction. The small figure error of the two mirrors has a negligible effect on the focusing result, according to simulation.
[image: Figure 13]FIGURE 13 | (A) Measured focusing spot of the KB system in a horizontal direction and (B) in a vertical direction.
CONCLUSION
High-precision X-ray plane mirrors were fabricated by the developed IBF process. The figure errors of the 240 mm length mirrors were reduced down to 1.1–1.2 nm (RMS), and the ultrasmooth middle- and high-frequency morphologies were maintained the same as before IBF. The two-dimensional slope errors at different spatial frequency ranges were studied in detail. It was found that IBF has a much better correction effect on slope errors with a lower frequency, and a sub-hundred nanoradian slope error was obtained if a spatial period of 10 mm was used in estimation instead of the conventional 1 mm. The two mirrors were successfully installed in the hard X-ray micro-focusing beamline in SSRF, and a focusing spot of 2.4 μm × 2.8 μm was obtained. The KB focusing system has been opened to user applications.
Currently, the middle-frequency height errors still exist in the figured mirror surface. It needs to be further corrected by IBF, and even smaller slope errors can be expected. The IBF technology will also be developed for figuring curved mirrors and other more complex surface profiles to meet the different requirements in the beamlines.
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In order to draw a high-quality single-bounce capillary (SBC) to meet various applications, there is an increasing demand for detailed simulations of the SBC. In this study, a code based on the ray-tracing method was developed to simulate SBCs in detail for various X-ray sources to optimize their performances by considering factors such as attenuation of X-rays, coating, X-ray source characteristics (spot-size, distribution of energy, and intensity), surface shape errors, centerline errors, surface roughness, and absorption edges of X-rays. This code has monochrome and polychrome modes which were usually used to simulate the monoenergetic and polyenergetic performances of the SBC.
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1 INTRODUCTION
The capillary X-ray optics works on total external reflection. When the grazing incidence angle of X-rays is less than the critical angle of total reflection [image: image], X-rays can be transmitted on the inner surface of the wall of the capillary. This critical angle [image: image] depends on the refraction attenuation of the reflective material, and it can be described as follows:
[image: image]
where [image: image] is the real part of X-ray reflection [image: image].
According to the number of capillaries, capillary X-ray optics is divided into poly-capillary and mono-capillary X-ray optics. The poly-capillary X-ray optics is drawn from tens of thousands to hundreds of thousands of hollow glass fibers, and each capillary points to the same focal spot, as shown in Figure 1A. Generally, the focal spot size is in the range of tens of microns to hundreds of microns, and the gain in power density can reach the order of 103 [1, 2]. The poly-capillary X-ray optics has been widely used in X-ray fluorescence (XRF) [3], X-ray diffraction (XRD) [4, 5], and X-ray absorption fine structure spectroscopy (XAFS) [6].
[image: Figure 1]FIGURE 1 | Sketches of capillary X-ray optics focusing X-rays. (A) is poly-capillary X-ray optics. (B), (C), and (D) are tapered, ellipsoidal, and parabolic capillaries, respectively.
The mono-capillary X-ray optics drawn by a hollow glass tube can be divided into the multi-bounce capillary (MBC) and single-bounce capillary (SBC) based on the number of total reflections of X-rays on its inner surface. The MBC is often made into tapered surface which is easier to manufacture than the SBC (e.g., parabolic and ellipsoidal capillaries), as shown in Figure 1B. However, the tapered surface capillary has smaller transmission efficiency due to the multiple reflections of X-rays on its inner wall. Compared with the tapered surface capillary, the parabolic and ellipsoidal capillaries can obtain a transmission efficiency larger than 95% by a single X-ray reflection [7], as shown in Figures 1C, D. In addition, the SBC has the advantages of long working distance and controllable divergence, and it is suitable for a larger variety of X-ray microbeam experiments such as X-ray crystallographic analysis [7], X-ray fluorescence imaging [8], and full-field transmission X-ray microscopy [9].
In practice, SBCs typically have centerline and surface shape errors. The centerline errors are the deviations of the actual centerline of the SBC from the theoretical centerline. Also, the surface shape errors are the deviations of the actual surface shape of the SBC from the theoretical surface shape. To draw a high-quality SBC to meet an application, the SBC should be designed specifically, and its various parameters, such as focal spot size, transmission efficiency, working distance, and divergence, should be optimized according to the special requirement of the application. There are some programs for simulating the SBC [10–12]; however, such programs cannot simulate the properties of an SBC with centerline and surface shape errors, and the attenuation of X-rays and X-ray source characteristics is not considered in their simulations. Therefore, a more detailed code should be designed to simulate the properties of an SBC.
In this study, a code based on the ray-tracing method was developed to simulate the SBC for various X-ray sources (e.g., synchrotron radiation source, laboratory source, and secondary X-ray source with focusing optical devices) by considering factors such as attenuation of X-rays, coating, X-ray source characteristics (spot-size, distribution of energy, and intensity), surface shape errors, centerline errors, surface roughness, and absorption edges of X-rays. To adapt to different applications, two working modes were designed. One was a monochrome mode which was usually used to simulate the mono-energetic performances of the SBC, and the other was a polychrome mode for simulating the polyenergetic performances by importing a primary spectrum of the X-ray source into the model.
2 X-RAY TRANSMISSION THEORY
The smooth surface can totally reflect X-rays with a grazing incidence angle that is smaller than the critical angle [image: image] for total external reflection (Figure 2).
[image: Figure 2]FIGURE 2 | X-ray reflection on a smooth surface.
For X-rays, the index of refraction can be written as follows: 
[image: image]
where the real part [image: image] is related to X-ray reflection and the imaginary part [image: image] has relations with X-ray absorption.
Relations between the reflectivity R and the incident angle [image: image] can be given by the continuity conditions of the electric and magnetic fields at the interface [13]. The reflectivity R can be described as follows:
[image: image]
where
[image: image]
The inner wall of the SBC is not completely smooth, and the corrected reflectivity [image: image] by the roughness can be given by [14].
[image: image]
where [image: image] (nm) is the wavelength of incident X-rays and [image: image] (nm) is the standard deviation of roughness.
Because of the photoelectric interaction, Rayleigh scattering, Compton scattering, and pair production (energy≥1.02 MeV, this effect can be neglected for SBC simulation), the intensity of X-rays passing through the air attenuates. When an X-ray beam with intensity [image: image] propagates in the air, the intensity [image: image] of the X-rays transmitted along a length [image: image] in the air can be expressed as follows:
[image: image]
where [image: image] is the linear attenuation coefficient of the air.
3 SIMULATION MODEL
The code is built using MATLAB software. The simulation process is shown in Figure 3. First, the number N of X-ray beams emitted to the SBC was set. Then, the position coordinates, direction vectors, and the energy of the incident X-rays could be sampled. Finally, a series of ray-tracing processes were carried out. Since the ray-tracing method is a commonly used X-ray optical simulation method, it will not be repeated. The detailed description is given in reference [10].
[image: Figure 3]FIGURE 3 | Flow chart for simulating the SBC.
This simulation model has two types of X-ray simulation sources: point and planar X-ray sources (Figure 4). The planar X-ray source is more in accordance with the actual X-ray source than the point X-ray source. Therefore, elliptical and rectangular planar X-ray sources were provided to meet different simulation requirements. The model can utilize both uniform and Gaussian X-ray intensity distributions.
[image: Figure 4]FIGURE 4 | Schematic diagram of X-rays incident on the SBC. (A) X-rays from the point source are incident on the SBC. (B) X-rays from the planar source are incident on the SBC.
This simulation model has two modes: monochromatic and polychromatic. In the monochromatic mode, the mono-energetic performances of the SBC were simulated. Compared with the monochromatic mode, the primary spectrum of the X-ray source could be imported into the model to simulate the X-ray transmission in the polychromatic mode. In order to obtain the reflected energy spectrum, the primary spectrum was converted into a probability density distribution of energy E, as shown in Figure 5. The distribution law of the discrete random variable E can be given below:
[image: image]
where [image: image] is a possible value of E.
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | Probability density distribution of the X-ray source. Probability density distribution converted from the primary spectrum of the X-ray source.
In practice, the centerline error is an important factor affecting the simulation results of the SBC. The ideal centerline of the SBC is a straight line along the y-axis; however, the actual centerline is a three-dimensional space curve, as shown in Figure 6. We assume that [image: image] is the first centerline data point at the entrance of the SBC and the centerline offsets along the x-axis and z-axis are [image: image] and [image: image], respectively. Therefore, the centerline errors of the SBC can be expressed as [image: image]. Due to the complexity of the perturbation of the surface shape of the SBC, we simplified the expression of surface shape errors and assumed that the cross-section of the SBC at the coordinate y could be expressed as follows:
[image: image]
where a was the semi-axis of the ideal ellipsoid in the x- and z-axis directions.
[image: Figure 6]FIGURE 6 | Schematic diagram of the SBC with centerline and surface shape errors.
Surface shape errors can be given by [image: image]. In order to simplify the calculation process, the centerline and surface shape perturbation of the SBC can be fit by polynomial functions [image: image]. Then, the model of the ellipsoid capillary with centerline and surface shape errors can be expressed as follows:
[image: image]
where b is the semi-axis of the ideal ellipsoid in the y-axis direction.
The model of the parabolic capillary with centerline and surface shape errors is built as follows:
[image: image]
where [image: image] is any real number.
4 SIMULATION
To verify the validity of the code, SBCs for three different X-ray sources were simulated by using polychromatic and monochromatic modes. We studied such parameters of the SBCs, that is, transmission efficiency, focal spot size, and divergence. The transmission efficiency [image: image] of X-rays through the SBC can be defined as follows:
[image: image]
where [image: image] is the beam flux entering the SBC with a beam stop (Figures 1C, D) and [image: image] is the beam flux emitted from the outlet of the SBC.
The parameters of the simulation X-ray sources are presented in Table 1. Sources S1 and S2 are synchrotron X-ray sources with focusing optical devices, and S3 is a W-target laboratory X-ray source.
TABLE 1 | Parameters of the simulation X-ray sources.
[image: Table 1]The design parameters of SBCs are shown in Table 2. The El1 is an ellipsoid capillary used for the synchrotron radiation soft X-ray source S1, and Pa1 is a parabolic capillary for the synchrotron radiation hard X-ray source S2 with a quasi-parallel beam. The laboratory X-ray source has relatively less beam flux than synchrotron radiation sources. The coated SBC has a large solid angle for receiving incident X-rays than the uncoated SBC, which improves the beam flux at the focal spot. El2 is an Ir-coated ellipsoidal capillary for the W-target laboratory X-ray source S3, with an energy range of 5–120 keV.
TABLE 2 | Design parameters of SBCs.
[image: Table 2]5 RESULTS AND DISCUSSION
The simulated far-field image of the ellipsoid capillary El1 is presented in Figure 7. The distortion of the focusing ring is related to the centerline and the surface shape errors. If the focusing ring of the SBC has larger distortion, the SBC is of low quality and its parameters (transmission efficiency, focal spot size, and divergence) will have a large deviation from the theoretical design parameters.
[image: Figure 7]FIGURE 7 | Simulated far-field image of the ellipsoid capillary El1. The two red circles represent the inner and outer boundaries of the ideal focusing ring. The two white irregular circles represent the inner and outer boundaries of the ideal focusing ring with the centerline and the surface shape errors.
The divergence angle and focal spot size of SBCs are shown in Table 3. The focal spot size was obtained by fitting the simulated focal spot data with a Gaussian function, and it is the full width at half maximum (FHWM) of the Gaussian fitting function. The synchrotron radiation hard X-ray source S2 has high collimation properties so that the focal spot size of the parabolic capillary Pa1 is smaller than that of the other two SBCs. Due to the large critical total reflection angle [image: image] of soft X-rays, the SBC used for soft X-rays usually has large acceptance and divergence angles. Therefore, the divergence angles of the ellipsoid capillary El1 are much larger than those of the other two SBCs.
TABLE 3 | Divergence angle and focal spot size of SBCs.
[image: Table 3]Figure 8 shows the evolution of the focal spot size with the distance to the focal spot. When the incident X-ray energy is less than the cut-off energy, the focal spot characteristics are energy-independent [15]. Therefore, it was only necessary to study the focal spot characteristics of a certain energy. As shown in Figure 8A, the X-ray beams exited from the ellipsoid capillary El1 were first focused to a minimum focal spot size, and then they were rapidly defocused so that the ellipsoid capillary El1 had a shorter focal depth. The non-strictly parallel incident X-rays resulted in an asymmetry in a focal spot size of the parabolic capillary Pa1 between 0.0 and 1.0 mm and 0.0 and 1.0 mm, as shown in Figure 8B.
[image: Figure 8]FIGURE 8 | Evolution of the focal spot size with the distance to the focal spot. (A) and (C) are the ellipsoid capillaries El1 and El2, respectively. (B) is the parabolic capillary Pa1.
Figure 9 shows the energy dependence of the transmission efficiency for the ellipsoid capillary El1 and parabolic capillary Pa1. Since the SBC is usually made of borosilicate glass with a large amount of oxygen, X-rays at the absorption edge of oxygen are strongly absorbed, which can lead to lower transmission efficiency of the ellipsoid capillary El1 at an energy of 0.543 keV, as shown in Figure 9A. The transmission efficiency of the parabolic capillary Pa1 was greater than 95% in the energy range of 5–20 keV, as shown in Figure 9B. Therefore, it is necessary to consider the absorption edge effect in the simulation of the SBC for soft X-rays.
[image: Figure 9]FIGURE 9 | Energy dependence of the transmission efficiency. (A) and (B) are the transmission efficiency curves of the ellipsoid capillary El1 and parabolic capillary Pa1, respectively.
Figure 10 shows normalized spectrums of the reflected X-rays of the ellipsoid capillary El2. We compared the polyenergetic performances of the Ir-coated ellipsoid capillary and uncoated ones for the W-target laboratory X-ray source S3. The transmission efficiency of the uncoated ellipsoid capillary El2 rapidly decreased to zero at the energy of 20 keV. The critical angle of total reflection [image: image] of the Ir-coated capillary was increased by 1.77 times. Hence, in the energy range greater than 20 keV, the transmission efficiency of the Ir-coated ellipsoid capillary El2 had a significant increase compared to that of the uncoated ones. In addition, when the energy is greater than 60 keV, the incident angle of the Ir-coated capillary was smaller than the critical angle of total reflection [image: image], which leads to the transmission efficiency decreasing to zero quickly. Therefore, the coating could enhance the performance of the SBC to reflect high-energy X-rays.
[image: Figure 10]FIGURE 10 | Normalized spectrums of the reflected X-rays of the ellipsoid capillary El2. The gray curve is the W-target primary normalized spectrum. The red and blue curves are the normalized reflected energy spectrums of the uncoated and Ir-coated ellipsoid capillaries, respectively.
6 CONCLUSION
To meet the rapid development of the SBC, a code for various types of X-ray sources was proposed to optimize their performance by considering such factors (e.g., attenuation of X-rays, roughness, coating, X-ray source characteristics, surface shape error, centerline error, surface roughness, and absorption edges of X-ray). Also, we have given two different modes: monochrome and polychrome modes. The monochromatic mode is usually used for the simulation of the SBC of the synchrotron radiation source. For the polychrome mode, the primary spectrum of the practical X-ray source can be imported into the program to simulate the SBC parameters, which is more in accordance with reality. In addition, the reflected energy spectrum can be obtained in the polychromatic mode, which can help scientists design the SBC that is most suitable for their application.
Although only the ellipsoid and parabolic capillary models are established in Sec.3, they can be easily extended to other types of capillaries, such as hyperbolic, double parabolic, and Walter-1. Relevant investigations on these topics will be carried out in the near future.
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The compound refractive lens (CRL) is a commonly used X-ray optical component for photon beam conditioning and focusing on the beamlines of the X-ray facilities. The normal preparation materials are beryllium, aluminum, silicon of current lenses, and they all suffered from high heat load fatigue and short pulse damage risks. Hard materials based CRL is engaged attention for the advanced X-ray application. Sapphire crystal has the advantages of high density, high melting point, low thermal expansion coefficient. In this paper, properties of the refraction and absorption ratio of Sapphire and parameters of Sapphire lenses of effective aperture, transmittance, resolution, number of lenses needed for a certain focus, are taken into account for the CRL design, comparing with those of several common materials as well. The calculation results show that the performance of the sapphire lens is better than that of the aluminum lens and silicon lens, and inferior to that of the beryllium lens and diamond lens, but the number of lenses used is less. In the meantime, performances of sapphire lenses focusing are simulated and thermal effects on lenses are analyzed. Analysis and discussion are carried out under the same conditions as the metal Aluminum ones. The focusing simulation shows that the sapphire lenses can obtain a smaller spot with more intensity. The thermal analysis indicates that the temperature during use of the sapphire lens is much lower than the melting point of sapphire, and the thermal deformation is negligible.
Keywords: compound refractive lens, sapphire, x-ray optics, focusing, photon beam conditioning
INTRODUCTION
With the development of the forth-generation synchrotron radiation sources and X-ray free electron lasers facilities, beamlines with high energy, high intensity, low divergence have been produced, and X-ray analysis technology has been more widely used in material structure and material dynamics, biophysics and protein crystallography, geophysics and environmental science and the research in other subject areas [1]. With the deepening of these researches, the requirements for X-ray resolution are getting higher and higher. At the same time, higher standards are put forward for X-ray optical devices, and X-ray nano-focusing devices have also caused more and more focus.
Since the refractive index of material for X-rays is less than 1, the focusing of X-rays could only be done employing reflection and diffraction. Until 1996, researchers such as Snigirev demonstrated focusing capabilities of the refractive optics, so called compound refractive lens (CRL) [2]. They machined 30 circular holes with a diameter of 600 μm on an aluminum plate, focused X-rays with an energy of 14 keV at 1.8 m, and obtained a spot of 8 μm. Compared with other X-ray optics, compound refractive lenses have many advantages. CRL has low requirements on the surface roughness of the lens, does not change the direction of the optical path, can work at high temperature, and is easy to align. Therefore, CRL has developed rapidly. Therefore, it has been developed rapidly. At present, compound refractive lenses include cylindrical, parabolic [3], planar [4], saw-tooth [5], spherical [6], etc. Among them, the parabolic lens is the most widely used due to its small aberration.
At present, the most commonly used X-ray compound refractive lenses are made from elements of beryllium (Be) [7], diamond (C) [8], aluminum (Al) [2], silicon (Si) [9]. Be is the earliest applied lens material and is widely used in wide-spectrum X-rays ranging from 3 to 60 keV. However, Be is highly toxic. And after processing and manufacturing, the single crystal Be will be transformed into polycrystalline, and the single crystal Be lens cannot be obtained. Imperfections of Be leads to the increase of small-angle scattering, which is easy to produce spots, and spoil the focusing. The resolution of Be lens is only about 100 nm [10]. In addition, the thermal expansion coefficient of Be is relatively large, and the long-term high thermal load operation makes the Be lens prone to recrystallization behavior, resulting in fatigue damage and thermal deformation [11].
Diamond has the advantages of high density, low X-ray absorption, low thermal expansion coefficient, high thermal conductivity coefficient, and high thermal damage threshold [12]. Therefore, diamond has been the material of choice for several crucial high-heat component applications in X-ray optics, including double-crystal monochromators [13] and high-reflectivity Bragg mirrors [14]. Using single crystal diamond to prepare a composite refractive lens can improve the uniformity of electron density, small angle scattering signal, less speckle, and more conducive to focusing. A resolution of about 40 nm can be obtained [15]. However, the hardness of the diamond is relatively high, and the processing is complex. At present, diamond composite refractive lenses can be manufactured by ion beam lithography [15] and laser pulse technology [8] can be used to manufacture diamond composite refractive lenses at present. The surface roughness of the processed diamond lens can currently reach about 20 nm [16].
Another popular material for compound refractive lenses are polymer materials, such as polymethyl methacrylate (PMMA). Lenses are often prepared in combination with 3D printing technology [17]. A resolution of around 100 nm can be obtained [18]. It has many advantages. However, the lens made of this material has low thermal conductivity, low melting point, strong small-angle scattering signal, and poor resistance to thermal damage and radiation.
Alumina is a compound material of Aluminum Oxide (Al2O3) with high hardness, high density, high temperature resistance and low thermal expansion coefficient. In the past, alumina was not used for compound refractive lenses due to the limitation of processing techniques, since that it was difficult to manufacture a lens with sub-nanometer surface roughness and sub-microradian shape errors of hard materials. But at present, advanced processing techniques, such as ultrafast laser ablation, offers a higher level of surface quality (that is, low surface roughness values). Alumina has a variety of structures, commonly alpha-alumina (α-alumina) and gamma-alumina. Among them, α-alumina has the densest structure and the highest density, and at high temperature, all crystalline aluminas will be converted into α-alumina. Sapphire is α-alumina, doped with a small amount of titanium and iron, has been increasingly used in optical components for high heat load optics of light sources like powerful lasers, bright synchrotron radiation, etc.
In this article, we analyze the optical parameters, machinability, uniformity, etc. of sapphire material for X-ray compound refractive lenses, and the focusing simulation of the sapphire X-ray compound refractive lenses as designed is carried out compared to the ones made of metal Aluminum. As an addition, we also considered the thermal stability of the sapphire lenses proposed to be used for high heat load X-ray source as free electron lasers as well.
MATERIAL SELECTION CONSIDERATION
The refractive index of X-rays in the material is:
[image: image]
where [image: image] is the refractive indices, which is positively related to the atomic number and density. And [image: image] is the absorption coefficient, which is also positively related to the atomic number and density [7, 19]. In the process of using the lens, it is hoped that the refraction effect of the material is good and the absorption is small. Therefore, the higher the ratio of the refractive index to the absorption coefficient [image: image] of the material, the better. That is, it is better that the atomic number of the material is small. At the same time, the higher the density of the material, the stronger the refracted electromagnetic wave, so it is hoped that the material has a lower atomic number and a higher density to achieve a better focusing effect. And [image: image], so [image: image] can be also used to represent the refraction absorption ratio. Figure 1 shows the [image: image] value of several common compound refractive lens materials within 5–100 keV (the calculation data and the following are from the website [20]). As shown in Figure 1, below 50 keV, compared with beryllium and diamond, the refractive absorption of sapphire is relatively small. Still, it is better than that of materials such as silicon and aluminum. Above 50 keV, the refraction and absorption ratios of several materials are not much different. Although the refractive absorption ratio of beryllium and diamond is relatively large, as we mentioned in the Introduction, beryllium and diamond have limitations. Beryllium lenses are always polycrystalline, and diamond lenses are difficult to process, so we choose sapphire as the material of the lens.
[image: Figure 1]FIGURE 1 | The [image: image] ratio of several common materials at 5–100 keV.
The focal length of the lens is:
[image: image]
where R is the radius of curvature at the vertex of the lens (Figure 2), and N is the number of lenses. The number of lenses used can be determined after determining the required focal length, working energy, and materials used. Calculate the number of lenses as are necessary for several common materials within 5–100 keV. The radius of curvature is set to 50 μm. The focal length is set to 10m, and the calculation results are shown in Figure 3 (The result is not rounded). Compared with other materials, under the condition of achieving the same focusing effect, the number of sapphire lenses used is the least, even half the number of lenses required by other materials. Then, in the process of actual engineering use, can reduce the cost of the lenses. Certainly that, it can reduce alignment errors caused by the many-groups lenses stacks.
[image: Figure 2]FIGURE 2 | Geometrical scheme of a single lens.
[image: Figure 3]FIGURE 3 | The number of lenses required for several common materials at 5–100 keV.
Considerations of sapphire lenses will be discussed from the following aspects.
i) Consideration of the effective aperture of the sapphire lens. Due to the absorption and scattering effects of X-rays in materials, only part of the photons of X-rays can pass through the lens. Assuming that the intensity of the transmitted X-rays is evenly distributed on a circle, the diameter of the circle is the effective diameter of the lens. The effective aperture of the lenses is:
[image: image]
where [image: image]. Calculate the effective aperture of several common materials within 5–100 keV. Refer to Figure 3 for the setting of the number of lenses. The radius of curvature is set to 50 μm. The effective aperture is set to 1000 μm. The focal length is set to 10m. The calculation results are shown in Figure 4. Compared with beryllium and diamond, the effective aperture of sapphire is smaller under the same conditions, but compared with materials such as silicon and aluminum, the sapphire lens has advantages.
ii) Consideration of the transmittance of the sapphire lens during use, it is the ratio of the total light intensity passing through the lens to the full light intensity that the lens can receive. The transmittance of the lens is:
[image: image]
[image: Figure 4]FIGURE 4 | Effective aperture of several common materials at 5–100 keV.
It can be clearly seen from the formula that the transmittance. It is related to the choice of material and the distance between the two vertices of the lens. The transmittance of several common materials in the range of 5–100 keV is calculated. The distance between the two paraboloids is set to 50 μm. Other settings are the same as Figure 3 and Figure 4. The calculation results are shown in Figure 5. In the range of low energy, the transmittance of sapphire is higher, even better than that of the diamond; in the middle energy range, the transmittance of sapphire is lower than that of diamond, etc. In the high energy range, there is little difference between several materials.
iii) Consideration of the resolution of the sapphire lens. Resolution is divided into horizontal resolution and vertical resolution, which refers to the distance between the smallest two points that can be distinguished through the lens. That is to say, when the distance between two points is smaller than the resolution, it cannot be discerned. The resolution of the lens is [image: image] in the horizontal direction and [image: image] in the vertical direction, where [image: image] is the object distance. Both lateral and vertical resolution are negatively related to the effective aperture. The larger the effective aperture, the smaller the resolution of the lens. The lateral resolution of several common materials within 5–100 keV is calculated. The parameter settings are the same as before. The calculation results are shown in Figure 6 (For comparison purposes, we log the results). The results are similar to the refraction and absorption ratio and the effective aperture. Compared with beryllium and diamond, sapphire is weaker, but compared with materials such as silicon and aluminum, the sapphire lens has advantages.
[image: Figure 5]FIGURE 5 | Transmittance of several common materials at 5–100 keV.
[image: Figure 6]FIGURE 6 | 5–100 keV lateral resolution for several common materials.
Consideration of the uniformity of the lens. The uniformity of the material will affect the wavefront of the X-ray, which will affect the refraction and focusing effect of the lens. The better the uniformity of the material, the better the refraction and focusing effect of the lens. Density variations, stacking faults, dislocations, inclusions, and voids affect the uniformity of the material. These cause intensity variations across the beam cross-section, halos from small-angle X-ray scattering, and different phase shifts in the beam’s wavefront, all expressed as wavefront distortion. To evaluate the uniformity of the material, it can be measured by small-angle scattering [21]. For the same material, the small-angle scattering signal of single-crystal is smaller than that of polycrystalline material. Sapphire crystal has two forms of single-crystal and polycrystalline. Single-crystal sapphire will not be transformed into polycrystalline after mechanical processing or special processing, which can reduce the small-angle scattering signal, reduce the wavefront distortion, and is more conducive to focusing. A lens made of a single crystal material may cause Bragg diffraction when specific incident photon energies are satisfied, resulting in a decrease in the transmission intensity. Still when only one set of crystal planes is met, the diffraction can be ignored [22]. In addition to single crystal polycrystals affecting the uniformity of sapphire, the growth method of the sapphire also affects the uniformity. Tsai et al. [23] found that optical-grade sapphire grown by the heat exchange method (HEM) had a much lower dislocation density than sapphire grown by the Kylopoulos method (KYM). Obviously, the sapphire grown by the HEM method has better uniformity and is more suitable as a material for sapphire lenses.
iv) Consideration of the machinability of the sapphire lenses. The material of the lens needs to be capable of mechanical processing or special processing, and the properties of the material remain basically unchanged before and after processing. Lenses need to have a good surface profile and surface roughness but are much less demanding than mirrors. This is because the beam propagates almost perpendicular to the interface, rather than at grazing incidence, so high surface precision is not required [7]. Due to the advantages and characteristics of high-resolution processing capability, arbitrary designability, and a wide range of processing materials, femtosecond laser micro-nano processing technology has been widely used in micro-mechanics, micro-optics, optical sensing, and bionic devices. Any complex three-dimensional micro-nano structures preparation. Using femtosecond laser processing technology can realize the preparation of the micro-nano structure of the sapphire crystal. After fabrication, the surface roughness of sapphire can reach several tens of nanometers. The surface roughness of the sapphire-based Fresnel zone plate prepared by Li et al. achieved 12 nm [24]; Wang et al. found that the surface roughness can reach about 15 nm in the anisotropy study of sapphire [25].
SAPPHIRE LENS FOCUSING SIMULATION AND THERMAL ANALYSIS
Focusing Performance Simulation
After comprehensively considering optical performance parameters of the sapphire lenses, the SRW (Synchrotron Radiation Workshop) code [26] is used to perform a case of focusing simulation. The parameter settings are the same as the previous calculation. The simulation layout is shown in Figure 7. The simulation results are shown in Figure 8.
[image: Figure 7]FIGURE 7 | Optical configuration for Simulation.
[image: Figure 8]FIGURE 8 | (A) Intensity distribution of ∼10 keV X-ray focused with aluminum lens. (B) Intensity distribution of ∼10 keV X-ray focused with sapphire lens. (C) The intensity after propagation at x = 0. (D) The intensity after propagation at y = 0.
Simulations were performed at 10 keV for sapphire and aluminum lenses. The radii of curvature of the sapphire lens and the aluminum lens were both set to 250 μm, and the geometric apertures were both set to 1000 μm. To obtain the same focal length, the number of sapphire lenses is set to 2. And the number of aluminum lenses is set to 3. The calculated focus of the sapphire lens is about 7.66 m and the effective aperture is 279 μm. The calculated focus of the sapphire lens is about 7.64 m and the effective aperture is 221 μm. Figure 8A is the simulation result of the aluminum compound refracting lens, which is the light spot near the focal point. Figure 8B is the simulation result of the sapphire compound refracting lens, which is the light spot near the focal point. Figure 8C is the aluminum lens and the sapphire lens at x = The intensity at 0, Figure 8D is the intensity of the aluminum lens and the sapphire lens at y = 0. It can be seen from Figures (A) and (B) that the light spot formed by the aluminum lens is slightly smaller than that formed by the sapphire lens. The focal spot formed by the sapphire lens is significantly smaller than that formed by the aluminum lens. From Figure (C), the light spot passing through the sapphire lens has a longitudinal half-width of about 50 μm; the light spot passing through the aluminum lens has a longitudinal half-height width of about 47 μm. From Figure (D), the light spot passing through the sapphire lens has a lateral half-height width of about 54 μm; the light spot passing through the aluminum lens has a lateral half-height width of about 38 μm. Under the condition of obtaining the same focal length, the effective aperture of the sapphire lens is larger, and the required number is smaller, and the obtained beam intensity is higher.
Thermal Effects Analysis
The brightness of the third-generation synchrotron radiation source is significantly improved, and the thermal load is also considerably increased, which may cause related deformation. Therefore, the compound refractive lens material needs to have good thermal properties, high-temperature resistance, and low thermal expansion coefficient. For refractive parabolic lenses, the change of focal length with temperature is [image: image] [9], where α is the thermal expansion coefficient. So the thermal expansion coefficient is too large, which will affect the focusing effect. The melting point of sapphire is higher, reaching 2050°C, the thermal expansion coefficient is small, the deformation at high temperature is small, and the influence on the refraction is also tiny. Therefore, it can maintain relatively good working performance at high temperatures. In order to observe the temperature distribution of the sapphire lens under illumination, the finite element thermal analysis of the sapphire lens was carried out using ANSYS software [27]. During the simulation, the thermal load range is 0–200 [image: image], and the cooling coefficient of water cooling is around 2000–10,000 w/m2/°C [11]. A simple preliminary simulation is carried out according to this condition. Figure 9 shows the thermal analysis results of the sapphire lens and the aluminum lens. Under the same conditions, the temperature of the sapphire lens is always higher than that of the aluminum lens. But aluminum is a metal with a melting point of 660°C. When the temperature reaches about 200°C, recrystallization begins to occur. And the higher the purity of aluminum, the lower the recrystallization start temperature. Therefore, when the thermal load reaches 110, the aluminum lens will recrystallize, affecting the uniformity inside the lens, and even leading to the formation of cracks. Simulation calculations also show that, due to the small thermal expansion coefficient of sapphire, the stress and strain caused by temperature gradients in the lens are small and can be ignored.
[image: Figure 9]FIGURE 9 | Thermal analysis temperature comparison of sapphire lens and aluminum lens.
CONCLUSION
The parameters of several commonly used X-ray compound refractive lens materials are calculated and compared, including refraction and absorption ratio, number of lenses, effective aperture, transmittance, resolution, etc. Most calculations show that sapphire is superior to materials such as aluminum and silicon and inferior to materials such as beryllium and diamond. However, in the case of reaching the same focal length, the number of sapphire lenses used is the least, which can reduce the error caused by the length of the lens group. At the same time, the possible cost of the lens during actual use is reduced. Through the lens simulation, it can be found that under the same focal length, the number of sapphire lenses is less, and the transmitted X-ray light is stronger. Through thermal analysis of sapphire, it is found that the highest temperature that may be generated is much lower than the melting point of sapphire, and the resulting thermal stress can also be ignored. In actual use, the processing difficulty of sapphire lens is far less than that of diamond. Considering these factors, the use of sapphire lenses is feasible in future X-ray optics engineering.
In future work, we will conduct further simulations and calculations on the sapphire lens, including the phase defect of the sapphire lens based on X-ray wave optics for diffraction-limited synchrotrons and free-electron lasers [28]. Currently, Sapphire lenses are being fabricated by ultra-fast laser ablation. Experiments will be conducted soon for quality characterization of the sapphire lenses and focusing performances as well.
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Shanghai Soft X-ray Free-Electron Laser (SXFEL) is the first X-ray free-electron laser facility in China. The initial commissioning of the beamline was carried out in May 2021. Herein, we present a status report and the first experimental results obtained during the early commissioning of Kirkpatrick-Baez (KB) mirrors for the Coherent Scattering and Imaging (CSI) endstation, including three types of diagnostics. A bright X-ray focal spot of less than 3 μm was achieved by using edge-scan and silicon ablation imprint measurements. In order to confirm the spot size, the attenuated beam and full beam are used respectively for the two measurement methods.
Keywords: x-ray optics, diagnostics, free electron laser, KB mirrors, beamline
INTRODUCTION
Shanghai Soft X-ray Free-Electron Laser (SXFEL) [1, 2], as the first XFEL in China, consists of two established beamlines. One is a self-amplified spontaneous emission (SASE) beamline, and the other is echo enabled harmonic generation (EEHG) beamline. So far, there are five constructed endstations, focusing on dynamic and radiation damage-free imaging, ultrafast physical phenomena, surface and ultrafast chemical processes, and atomic and molecular physics. Among the five endstations, the Coherent Scattering and Imaging (CSI) endstation is designed for high temporal and spatial imaging with coherent diffraction imaging (CDI) and Fourier transform holography (FTH). Furthermore, other methods based on forward scattering geometry can also be available, such as time-resolved small-angle X-ray scattering (Tr-SAXS). To achieve high spatial resolution at the CSI endstaiton, a high flux density at sample position is required. A Kirkpatrick-Baez (KB) system was installed at the upstream of the CSI endstation to focus the beam down to a few micrometers [3]. The KB mirrors for CSI endstation were commissioned, and the first coherent diffraction imaging experiment of samples was successfully demonstrated.
Various appropriate diagnostics at the focusing position are required to obtain good focusing in the shortest time during the commissioning process. The pioneers of FEL have shown different diagnostics, such as a YAG screen with a microscope, PMMA ablation imprints, wire (or edge) scan, wavefront sensor, etc. The YAG screen method [4, 5] is a convenient way to characterize the focus spot. But to obtain a high spatial resolution, such as sub-micrometer, an in-vacuum high numerical aperture (NA) objective is essential and more space is needed. A low-resolution microscope is also very useful for rough alignment as it has a large field of view (FOV). Beam attenuation is required to avoid radiation damage to the YAG screen. The PMMA ablation imprints are usually used to obtain the actual beam shape. It has been widely used to determine the focus spot size and the focus position at FLASH, FERMI, LCLS and SACLA ([4, 6–10]). However, it can not give a fast online determination, as it takes time to remove the PMMA from vacuum and image it with a microscope or scan it with a AFM. The wire (edge) scan [9, 11–14] is a common method used to measure the beam size. Similar to YAG screen imaging, the XFEL pulse energy needs to be attenuated to avoid radiation damage to wire (edge). On the other hand, the wire (edge) scan is an accumulation of multi-shot, thus, the stability of the beam is convoluted to the beam size. It can not identify the tilt of the spot, but it is suitable for the final measurements. The wavefront sensor [6, 13, 15–19] is a very useful method, especially for bendable mirrors. A bendable KB system with a wavefront sensor was developed at FERMI [5, 7]. It is an ideal method, as the wavefront error can be decomposed into Zernike coefficients which represent the possible source of errors. It can give the direction of the alignment. However, the FOV of the wavefront sensor is limited, and a rough commissioning is still necessary beforehand. In summary, although each method has its own advantages and limitations, combining various characterization methods can accelerate the commissioning process and get optimized focus results during the KB mirrors commissioning.
In this paper the KB system alignment process and focusing result at the CSI endstation of SXFEL are reported. The different characterization methods for rough commissioning, fine commissioning, and final characterization are presented.
BEAMLINE AND FOCUS DIAGNOSTICS
Figure 1 shows the beamline layout of the CSI endstation. The first and second plane mirrors are offset mirrors, which are located at 59 and 65 m downstream of the source respectively, and generate a horizontal offset of 314 mm to block the high energy radiations easily. A plane mirror PM3 located at 117.5 m, is parallel with the vertical focusing mirror ECM1, so it can make the exit beam in the horizontal plane. The last mirror is the horizontal focusing mirror ECM2. The image distances of ECM1 and ECM2 are 2 and 1.5 m, respectively. These three mirrors are in the same chamber. A gas attenuator is positioned in front of PM1 to adjust the pulse energy. Two gas monitors are installed in front and back of the gas attenuator to monitor the pulse energy. A solid attenuator is located in front of PM3 to supply further attenuation abilities. The grazing angles of all mirrors are 1.5°, and all mirrors are coated with B4C for the energy range of 100–1,000 eV (except for the carbon K edge and boron K edge). The mirrors were made by Jtec. According to the Maréchal criterion, the height errors were calculated with Eq. 1, where h is height error, λ is the wavelength, θ is the grazing angle, and N is the number of optics. It should be smaller than 0.76 nm RMS for 5 mirrors at 1,000 eV, and 1.46 nm RMS at 520 eV. Table 1 shows the requirements of the mirrors. The theoretical beam size is about 1.8 μm (H) × 2.4 μm (V) from the simulation.
[image: image]
[image: Figure 1]FIGURE 1 | Layout of the beamline for CSI.
TABLE 1 | Requirements of mirrors.
[image: Table 1]The CSI endstation is shown in Figure 2. The main components are sample chamber and detector chamber. To characterize the KB focusing properties, various diagnostic tools were installed inside and on the sample chamber. First, a large FOV imaging system was mounted on the sample chamber cover as shown in Figure 2. It includes a camera (Basler a2A5328-15 um BAS, 2.74 μm pixel size) and a 75 mm focal length lens (Computar V7531-MPZ). Through a 45° view window which points to the focusing position, a YAG screen mounted on the sample stage could be imaged by the large FOV imaging system. Such a configuration can offer a pixel resolution of about 15 μm with a FOV of about 78 mm × 67 mm. Because the YAG screen is not perpendicular to the optical axis of the lens, the image out of focal depth is blurred. The second is an inline microscope, which is designed for locating the fixed target sample and XFEL beam position. It consists of a long working distance (LWD) microscope (UWZ400F), a view window, and a 45° mirror. The LWD microscope has a fixed working distance of 400 mm and allows samples to be viewed through an observation window with the help of a 45° lens. On the 45° mirror, a 2 mm hole was drilled to enable it to work online. It has inline illumination, its spatial resolution is 6.71 μm, and its pixel resolution is about 1 μm. Due to the numerical aperture (NA) limitation, it is difficult to catch the focusing spot with enough signal-to-noise ratio (SNR). The edge scan system includes a knife-edge (silicon edge) and an X-ray sensitive photodiode (XUV100), which is achieved by scanning the knife-edge mounted on the sample stages and recording the signal of the photodiode behind the frame step by step. The signal is recorded by an oscilloscope. The X-ray detector was used to confirm the full beam entering to the sample chamber. A shutter was installed at the beam entrance of the chamber to select single pulses. All of the devices are controlled with the EPICS and triggered by the White Rabbit based timing system. The data acquisition is realized with PyEpics. The commissioning of the KB system was performed at 520 eV with a repetition of 2 Hz.
[image: Figure 2]FIGURE 2 | Photo of the CSI endstation.
THE COMMISSIONING OF KB SYSTEM
Before commissioning, all the components of the beamline were aligned with a laser tracker. A number of apertures were mounted in front of important components to avoid damage. Especially, there are two 8 mm apertures in the differential pumping system between the KB mirror chamber and the sample chamber. These apertures make the online alignment complicated. Therefore, an X-ray detector was used initially to ensure that the entire beam entered to the sample chamber.
Rough alignment
The main purpose of rough alignment is to focus the beam to a size that can easily damage the silicon. It was performed with the large FOV imaging system. A 10 mm × 10 mm YAG screen mounted on the sample stages was placed at the theoretical focusing position. From the large FOV imaging system, a bright spot of hundreds of micrometers was observed. The beam was focused from hundreds of micrometers to tens of micrometers by tuning the KB mirrors. In order to avoid radiation damage of the YAG screen, the pressure of the gas attenuator was increased as the spot size diminishing. A Python script was used to track and display the spot area for convenience. It can display the spots in an image with pixel values as shown in Figure 3. When the spot size is big, the image can show the special shape of the beam, such as tilt and tails. When the beam size is small and only few pixels are bright, the pixel value is very useful. Figure 4 shows the ratio of the maximum pixel value of the Gaussian beam to neighbor pixel value changed with the full width at half height (FWHM) beam size. For example, the maximum pixel value is 12, and the maximum neighbor pixel value is 2 in Figure 3, the ratio is 6. According to Figure 4, the FWHM beam size is about 1 pixel. This is a rough estimation, as the beam is not an ideal Gaussian shape, especially during commissioning. After this step, the beam size was about 15 μm.
[image: Figure 3]FIGURE 3 | The spot image displayed in a matrix way.
[image: Figure 4]FIGURE 4 | The ratio of the max pixel value to the neighbor pixel value changed with the FWHM beam size.
Micrometers focusing with silicon ablation imprint
The silicon ablation imprint imaged by the inline microscope was used for further tuning of the KB system. The aim of this step was to decrease the coupling of the horizontal and vertical beam sizes caused by the spot tilt and to focus to less than 10 μm. The silicon ablation imprint is not as sensitive as PMMA, but it can also be used as an indicator of beam shape and size. The silicon frame of the sample holder was used as the ablation target. It was well polished, with good reflectivity. When the silicon surface is perpendicular to the optical axis of the inline microscope, the image is very bright. Because the inline illumination directly reflects back to the microscope. Any defect larger than the pixel resolution of the microscope can be imaged as a dark spot under this condition. When the silicon surface is not perpendicular to the optical axis of the inline microscope, the image is dark, and the defects on the silicon can be imaged as a bright spot. This phenomenon was used to adjust the contrast of the image.
After the rough alignment, the spot was small enough for ablating the silicon. Here, the damage threshold of silicon is about 0.88 eV/atom [20], corresponding to an energy density 0.007 μJ/μm2 at 520 eV and 90° incidence. Assuming a Gaussian distribution of focus spot, Figure 5 shows that the ablation area diameter changed with the pulse energy and FWHM beam size in theory. For the yellow area, the pulse energy is relatively low, and the beam size is big. The ablation area diameter is sensitive to the pulse energy. In the other area, the ablation area diameter is not sensitive to the pulse energy.
[image: Figure 5]FIGURE 5 | The contour of ablation area diameter changed with FWHM beam size and pulse energy.
The silicon ablation imprint was performed with the full beam of about 10–100 μJ. The shutter at the entrance of the sample chamber was used to select a single pulse to shoot the silicon frame for each scan step. During tuning of the KB mirrors, the focus profile was detected by imaging the silicon ablation imprint. Figure 6A shows a typical commissioning process. The tilt of the spot or the coupling of the horizontal and vertical beam size was decreased during the process. The silicon was moved after index 21, so the index is not continuous. Figure 6B shows the silicon ablation imprint after adjusting KB mirrors. Finally, the shape looks round and small. But it is not the real beam shape because the spatial resolution of the inline microscope is 6.71 μm. The shape is the convolution of the beam shape and the point spread function of the microscope. The diameter of the damage area is about 10 pixels. With the silicon ablation imprint, the beam size was focused down to 10 μm.
[image: Figure 6]FIGURE 6 | (A) Typical commissioning process. (B) Silicon ablation imprint.
Edge scan and final silicon ablation imprint
To further optimize the KB system and check the focus spot size, the edge scan was used for finer alignment. The pulse energy was attenuated 3–4 orders of magnitude with the gas attenuator to avoid radiation damage to silicon. A photodiode was mounted downstream of the silicon edge to record the transmitted pulse energy. The X-ray beam was cut step by step by moving the silicon edge, the transmitted pulse energy was recorded by the oscilloscope. For the rough edge scan, 10 pulses were recorded per step. The averaged photodiode signals were normalized to the averaged pulse energy. Figure 7 shows the edge scan result after silicon ablation imprint. Due to the poor SNR, it was difficult to differentiate and fit. To solve this problem, one way is to record more pulses and then average them. It is effective, but it will take a long time to record enough pulses considering the repetition rate of 2 Hz. Alternatively, the edge scan results were fitted with the integral of the Gaussian function. Although it cannot distinguish the side peak, it can give an estimation of beam size and trend without requiring a high SNR. Figure 7 shows the fitting results with a beam size of about 7.2 μm in the horizontal direction and about 6.4 μm in the vertical direction. Then, we adjusted the mirror and performed the edge scan each time. Finally, to accurately measure the beam size, 20 pulses per step were recorded and averaged to improve the SNR. Figure 8 shows the final result by fitting the differentiation of edge scan result with the Gaussian function. The beam size is about 2.2 μm × 2.5 μm (FWHM). Compared to the theoretical beam size, the horizontal beam size is slightly larger. The stability and figure errors of PM1, PM2 and horizontal focusing mirror ECM2 are the main factors to the horizontal beam size. The spot tilt is also a possible reason, which requires more experiments and analysis.
[image: Figure 7]FIGURE 7 | The edge scan result after silicon ablation imprint. (A) The horizontal beam size is 7.2 μm. (B) The vertical beam size is 6.4 μm.
[image: Figure 8]FIGURE 8 | The final edge scan result. (A) The horizontal beam size is 2.2 μm. (B) The vertical beam size is 2.5 μm.
After the edge scan, the silicon ablation imprint was performed again. To examine the detailed profile and measure the accurate size of the crater, the silicon was removed from the vacuum chamber and imaged with a high NA microscope. Figure 9A shows a representative 4 by 4 silicon ablation imprint image. Figures 9B,C are the enlarged view of the red and blue rectangular area. The FEL pulse not only ablated the central region, but also destroyed the surrounding region. Spallation and cracks could be found around the crater. The size of the craters ranges from 6 to 10 μm, which is consistent with Figure 5. When the focus spot size is 2–3 μm, and the pulse energy is 10–100 μJ, the central ablation diameter is about 6–10 μm.
[image: Figure 9]FIGURE 9 | Image of the final silicon ablation imprint. (A) 4 by 4 silicon ablation imprint image. (B) Enlarged view of the red rectangular area. (C) Enlarged view of the blue rectangular area.
CONCLUSION
In this paper, the first commissioning results of the KB system at SXFEL were reported. A focused X-ray spot of 2.2 μm × 2.5 μm was achieved, which was characterized by edge scan and silicon ablation imprint. To obtain better focusing performance, three methods were used for the commissioning of the KB system at different stages. A large FOV camera was used for rough alignment in the first stage, and a rough estimation method of beam size was described. When the ratio of the maximum value to the neighbor value is 6, the FWHM beam size is about 1 pixel. Then the inline microscope was used to characterize the silicon ablation imprint. With the help of this method, the beam tilt was corrected. The beam was focused to about 8 μm. Finally, the method of edge scan was used for fine alignment. By adjusting the KB mirrors, the focal spot size of less than 3 μm was achieved. The final result was confirmed with the silicon ablation imprint. In the future, the wavefront sensor at the CSI endstation, which is being commissioned, will be optional for further alignment of KB mirrors and better focusing performance.
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The Ne VII line is an intense solar line emitted from the solar transition region located at 46.5 nm with a temperature of approximately 0.5 MK. The observation of a Ne VII line is important to deepen the understanding of solar physics. For observing the Ne VII line at 46.5 nm, we have proposed a narrowband Sc/Si multilayer that could avoid the other solar emission lines going to the observatory instrument. In this article, Sc/Si multilayers with a Sc thickness ratio of 0.35 (conventional design) and 0.65 (narrowband design) were deposited. The microstructures of both multilayers were measured by grazing incidence X-ray reflectometry, X-ray diffraction, and transmission electron microscopy. The results showed that the interdiffusion at the Si-on-Sc interface was more significant than that at the Sc-on-Si interface in both multilayer. Compared with the conventional multilayer, the narrowband multilayer had a thinner Si-on-Sc interface width. The measured reflectivity of the Sc/Si multilayer with a Sc thickness ratio of 0.65 was 37.9% at 45.5 nm with a near-normal incident angle of 4.60°. The bandwidth was 3.68 nm, which is narrow enough to observe the Ne VII solar line.
Keywords: Ne VII line, Sc/Si, multilayer, narrowband, thickness ratio
1 INTRODUCTION
The solar transition region (TR) is a highly dynamic and nonuniform area between the chromosphere and corona [1]. Within this region, the temperature rapidly increases from roughly 0.02 to 0.8 MK, and the collisional and partially ionized plasma transforms into the less collisional and fully ionized plasma [2]. Emission lines from the TR cover approximately 40–160 nm in the extreme ultraviolet (EUV) and far ultraviolet (FUV) regions and contain physical information about the TR. In this spectral range, the imager and spectrograph are mostly used as observing devices [3–5]. An intense Ne VII emission line is formed at a temperature of 0.5 MK in the upper TR, which is important for monitoring solar eruptions [6]. The Ne VII line is located at 46.5 nm, and in order to realize the observation of this specific emission line, a solar EUV telescope operating at 46.5 nm has been proposed. Because the Ne VII line is surrounded by other solar emission lines, such as Mg VIII at 43.7 nm and the Ne V line at 48.0/48.3 nm, the EUV telescope requires a narrow spectral bandpass to avoid the influence of other lines [7]. The EUV telescope is designed using a Ritchey–Chrétien structure [8], and the narrow spectral bandpass for this instrument is achieved by multilayer mirrors. The telescope requires the bandwidth of multilayer mirror less than 4 nm to ensure performance, and the narrowband multilayer mirror can be achieved by optimizing the multilayer structure.
Sc/Si multilayers show a high reflectivity in the 35–50 nm wavelength range and have been used for 46.9 nm Ne-like Ar X-ray tabletop lasers, spectroheliography, and X-ray microscopy [9–11]. Yulin obtained the asymmetrical interface width as dSc-on-Si = 2.6 nm and dSi-on-Sc = 1.6 nm using the four-layer model (Sc/ScSi/Si/ScSi) [12]. At a Sc layer thickness ratio of 0.42 (ΓSc = dSc/d, where ΓSc represents the thickness ratio of the Sc layer, dSc represents the thickness of Sc, and d represents the d-spacing of the multilayer), the sample with a d-spacing of 25.45 nm had the highest reflectivity of 52% at 45.9 nm, and the bandwidth was 4.4 nm. At a constant d-spacing of 24.50 nm, the sample with ΓSc = 0.37 had the highest reflectivity. However, the microstructure of these multilayers with different ΓSc values has not been investigated. Gautier optimized the thickness of the top Si layer to 3.2 nm, whereby the reflectivity improved from 37 to 46% at 46 nm [13]. In the Sc/Si multilayer with a Sc ratio of 0.5, an asymmetrical interface was also found. The Si-on-Sc interlayer thickness was 2.5 nm, which was wider than the Si-on-Sc interlayer. Zhu indicated that the critical crystalline Sc layer thickness was about 5.68 nm [14]. However, previous work has usually focused on improving the reflectivity, and the Sc thickness ratio was between 0.37 and 0.5. The narrowband Sc/Si multilayer is important for 46.5 nm line imaging observations. Increasing the Sc layer thickness ratio is expected to achieve a narrow bandwidth of the Sc/Si multilayer, which is confirmed in the Mo/Si multilayer [15].
In this article, we designed the narrowband Sc/Si multilayer working at 46.5 nm. The narrowband Sc/Si multilayer with ΓSc = 0.65 and the conventional Sc/Si multilayer with ΓSc = 0.35 are deposited. These multilayers are characterized by different methods. The microstructures of both multilayers are measured by grazing incidence X-ray reflectometry (GIXR), X-ray diffraction (XRD), and transmission electron microscopy (TEM). The EUV reflectivity is measured by normal incidence reflectometry.
2 Design of a narrowband Sc/Si multilayer at 46.5 nm
Taking into account the diffusion in periodic Sc/Si multilayers, a four-layer structure (Sc/ScSi/Si/ScSi) was set up for simulation, where ScSi was the diffusion interlayer at the Sc-on-Si interface and the Si-on-Sc interface. In the design, the density of the ScSi layers was assumed to be 3.30 g/cm3 [12]. The interlayer thickness at the Sc-on-Si and Si-on-Sc interfaces was set to 2.60 and 1.60 nm, respectively [16]. The surface and interface roughness were set to 0.30 nm. The reflectivity was computed at a near-normal incidence of 4.60°. To study the impact of ΓSc on the bandwidth and reflectivity of the Sc/Si multilayer, the reflectivity curves with different ΓSc values were calculated by the software IMD [17], as shown in Figure 1. Figure 1A shows the theoretical reflectivity of Sc/Si multilayers with a fixed d-spacing of 24.50 nm. With increasing the ratio from 0.35 to 0.75, the peak position increased from 45.5 nm to a longer wavelength of 48.9 nm. Meanwhile, the corresponding bandwidth and reflectivity decreased greatly, that is, the bandwidth decreased from 5.83 to 3.12 nm and the peak reflectivity decreased from 39.0 to 16.9%. It was demonstrated that increasing the Sc thickness ratio could effectively reduce the bandwidth of a Sc/Si multilayer while the reflectivity would drop. Figure 1B shows the theoretical reflectivity of Sc/Si multilayers with a d-spacing of 22.90–25.25 nm and a fixed working wavelength of 46.5 nm. When ΓSc was 0.65, the bandwidth decreased to less than 4.0 nm and the peak reflectivity was 31.8%. Based on these simulations, the Sc/Si multilayer with a d-spacing of 23.38 nm and ΓSc = 0.65 was opted to achieve a narrow bandwidth and relatively high reflectivity. In order to draw comparisons with this narrowband multilayer design, a conventional Sc/Si multilayer with ΓSc = 0.35 was designed. Schematics of the designed multilayer are depicted in Figure 2. Without considering the interlayer, the number of bilayers was 20.
[image: Figure 1]FIGURE 1 | Theoretical reflectivity of the Sc/Si multilayers with different ΓSc values at a fixed d-spacing (A) and a fixed working wavelength of 46.5 nm (B).
[image: Figure 2]FIGURE 2 | Schematic of the Sc/Si multilayer structures with ΓSc = 0.35 and ΓSc = 0.65.
3 EXPERIMENTS
According to the designed results, Sc/Si multilayers with ΓSc = 0.65 and ΓSc = 0.35 were deposited by direct-current magnetron sputtering. The base pressure was less than 7.0 × 10−5 Pa. High-purity Ar (99.999%) was used as the sputtering gas and the Ar pressure was maintained at 0.160 Pa during the deposition. The layer thickness was confined by varying the residence time of the substrate as it passed over each sputtering target. The sputtering power of the Sc and Si targets was 30 and 80 W, respectively. The multilayers were deposited on 20 × 20 mm2 super-polished silicon wafers with a root-mean-square roughness of 0.2 nm.
The structure of the samples was characterized by grazing incidence X-ray reflectometry (GIXR) with the 2theta-omega mode using an X-ray diffractometer (Bede, Durham, United Kingdom). The source was the Cu-Ka line at 0.154 nm. The GIXR measured curves were fitted by the software IMD using a two-layer model initially. However, compared with the intensity of the measured Bragg peaks, the simulated Bragg peaks had a lower intensity. According to previous literature, the measured curves were fitted with a four-layer model which took into account the Sc-Si mixtures at the interface. More information about the details of the multilayer structure is provided in Section 4.
Characterization of the crystallinity of multilayers was performed by X-ray diffraction (XRD, Bruker D8 Advance, Karlsruhe, GER). The detector scanned from 10° to 68° at a grazing incidence angle in the 2theta-omega mode. In this mode, the crystal plane parallel to the multilayer surface can be detected. The crystal phases can be obtained by matching the angular positions of the diffraction peaks with the powder diffraction file (PDF) of the International Center for Diffraction Data (ICDD). The average grain size perpendicular to the crystal phase direction was deduced by the Scherrer equation [18]:
[image: image]
where D is the average grain size, [image: image] is a dimensionless shape factor with a value of 0.89, [image: image] is the wavelength of 0.154 nm, B is the full width at half maximum of the diffraction peak, and [image: image] is the angular position of the diffraction peak.
In order to verify these results obtained by GIXR and XRD, the microstructures of multilayers were also investigated by transmission electron microscopy (TEM) using an FEI Talos F200X instrument (FEI, Hillsboro, OR, United States). It was equipped with a scanning TEM imaging with a nanoprobe for elemental contrast and an energy dispersive X-ray (EDX) spectrometer for elemental mapping. Selected area electron diffraction (SAED) measurements were used to characterize the crystallization of the multilayer. The profile of the layers along the growth direction was obtained by reading the gray value of the high-resolution TEM image using the software Digital Micrograph [19].
The EUV reflectivity of the Sc/Si multilayer with ΓSc = 0.65 was measured by Optics Beamline PM-1 at the BESSY-II facility. For the reflectivity measurement, the normal incidence monochromator was equipped with a grating of gl = 150 L/mm, and the beam stability was better than 0.1% [20]. The measurement was performed at an energy range of 22.3–33.5 eV (37.0–55.6 nm) and at a near-normal incidence angle of 4.60°.
4 EXPERIMENTAL RESULTS AND DISCUSSION
4.1 Grazing incidence X-ray reflectometry analyses of Sc/Si multilayers
The measured and fitted GIXR curves of Sc/Si multilayers with ΓSc = 0.35 and ΓSc = 0.65 are shown in Figure 3. The measured curves were fitted with a two-layer model, but the fitted curves could not fit nicely with the measured curves and did not present details of the interfaces. According to previous studies, Sc-Si mixtures would be formed at the interface of Sc/Si multilayers, which were considered as ScSi compounds. Thus, ScSi interlayers were added to the fitted model as the four-layer model (Sc/ScSi/Si/ScSi). The theoretical reflectivity peaks and intensities were in good agreement with the experimental reflectivity. At a grazing angle range from 0.4° to 1.0°, there was a little deviation between the measured and fitted curves. This was mainly caused by surface oxidation and contamination. This deviation will not affect the fitted thickness value of the interlayer. Table 1 presents the fitted structure of Sc/Si multilayers, including oxidation of the silicon surface layer. It clearly exhibits the interlayer asymmetry in both Sc/Si multilayers. For the Sc/Si multilayer with ΓSc = 0.35 and a d-spacing of 24.86 nm, the Si-on-Sc interlayer thickness was 2.96 nm, while the Sc-on-Si interlayer thickness was smaller at 1.30 nm. For the Sc/Si multilayer with ΓSc = 0.65 and a d-spacing of 23.26 nm, the Si-on-Sc interface thickness was 2.73 nm, while the Sc-on-Si interface thickness was 1.41 nm. In both multilayers, interdiffusion at the Si-on-Sc interface was wider than that at the Sc-on-Si interface. Interlayer asymmetry may be related to the crystallization of the Sc layers.
[image: Figure 3]FIGURE 3 | Measured GIXR and fitted results of Sc/Si multilayers with ΓSc = 0.35 (A) and ΓSc = 0.65 (B).
TABLE 1 | Sc/Si multilayer fitted parameters deduced from GIXR measurements.
[image: Table 1]4.2 X-ray diffraction analyses of Sc/Si multilayers
Figure 4 shows the diffraction curves of the Sc/Si multilayers obtained by XRD in symmetrical reflection mode. The angular positions and the bandwidths of diffraction peaks were determined by fitting the peaks with a Gaussian profile. According to the PDF reference, the two peaks identified at diffraction angles of approximately 34.01° and 35.65° correspond to the Sc (002) and (101) crystal planes of a hexagonal close-packed structure, respectively. These crystal phases were also proposed by Zubarev [21]. Compared with the Sc/Si multilayer with ΓSc = 0.35, the diffraction peaks of the Sc/Si multilayer with ΓSc = 0.65 were narrower, and the intensity was increased. It was also clearly observed that the crystallization of Sc (101) was stronger than that of Sc (002). According to the Scherrer formula, the average grain size of the crystal phases was calculated. For the Sc/Si multilayer with ΓSc = 0.35, the average grain sizes perpendicular to the Sc (002) and (101) crystal phases were 5.9 and 5.5 nm, which were close to the Sc layer thickness. For the Sc/Si multilayer with ΓSc = 0.65, the average grain sizes perpendicular to the Sc (002) and (101) crystal planes were increased to 7.6 and 8.6 nm, respectively.
[image: Figure 4]FIGURE 4 | Measured XRD and fitted curves of Sc/Si multilayers with ΓSc = 0.35 (A) and ΓSc = 0.65 (B).
When the sputtered Si atoms were deposited on the crystalline Sc layer during the deposition, the crystal grains provided some diffusion channels and formed a thicker interlayer at the Si-on-Sc interface with Sc atoms [22]. When the sputtered Sc atoms were deposited on the amorphous Si layer, the underneath Si layer diffused into the growing Sc layer and formed another interlayer at the Sc-on-Si interface, which was thinner than that at the Si-on-Sc interface. Because the Sc layer was crystallized, while the Si layer was amorphous, the diffusion activities of Sc and Si atoms were different, which made the asymmetric interlayer at different interfaces.
4.3 Transmission electron microscopy analyses of Sc/Si multilayers
The microstructures of the Sc/Si multilayers with ΓSc = 0.35 and ΓSc = 0.65 were measured by TEM and SAED; the measurements are shown in Figures 5A–F. Figures 5A and D are the bright-field TEM images and directly show the multilayer structure. The light and dark areas represent Si and Sc layers. A great number of grains obviously formed in the Sc layers. It was indicated that the Sc layers were partly crystallized. The thin gray area between the Sc and Si layers is Sc-Si mixtures, which can be observed more clearly in the high-resolution TEM images. Through Digital Micrograph software analysis, the d-spacings of the Sc/Si multilayer with ΓSc = 0.35 and ΓSc = 0.65 were 24.83 and 23.13 nm. This was almost consistent with the GIXR results. The bright-field high-resolution TEM images are shown in Figures 5B and E. The distribution of the Sc-Si mixtures and the different crystal orientations in the Sc layers are clearly observed. The average gray-value profile of the Sc/Si multilayers for one period was obtained from the same area later.
[image: Figure 5]FIGURE 5 | Bright-field TEM and SAED images of Sc/Si multilayers with ΓSc = 0.35 (A–C) and ΓSc = 0.65 (D–F).
The selected area electron diffraction (SAED) images are shown in Figures 5C and F. The bright diffraction spots were both aimed at Sc crystal phases. The Si layer and interlayers were in the amorphous phase. For the Sc/Si multilayer with ΓSc = 0.35, there were diffraction spots in the longitudinal direction, which corresponded to the Sc (002) and (101) crystal planes. For the Sc/Si multilayer with ΓSc = 0.65, the diffraction spots were brighter. It was illustrated that the crystallization of Sc (101) and (002) crystal phases was enhanced, and most of the Sc grains grew along the direction of the multilayer growth.
The average gray-value profiles of the Sc/Si multilayers obtained near the middle of the multilayer are shown in Figure 6. The Y axis represents the average reading gray values along the growing direction of the multilayer. The X axis represents the observed position along the direction of the multilayer growth, and 20% of the peak and valley difference in the selected area was defined as the interface width [23]. The peak value was chosen from the Si layer near the edge, and the valley value was chosen from the internal Sc layer. The purple arrows marked the selected peak and valley values in Figure 6. At the top of the gray-scale curve was the selected area in the TEM images in Figures 5B and E, which were rotated by 90°. For the Sc/Si multilayer with ΓSc = 0.35, the thickness of the interlayer at the Si-on-Sc and Sc-on-Si interfaces was approximately 3.00 and 1.51 nm, respectively. For the Sc/Si multilayer with ΓSc = 0.65, the thickness of the interlayer at the Si-on-Sc and Sc-on-Si interfaces was approximately 2.67 and 1.35 nm, respectively. The asymmetrical interlayers were close to the fitted values of the GIXR results. The diffusion of Si atoms was easier along the grain boundaries of the Sc layer when Si atoms were deposited on it. Thus, the Si-on-Sc interlayer thickness was wider than the Sc-on-Si interlayer thickness. In addition to the asymmetrical interlayer, it was also found that the Si-on-Sc interlayer thickness decreased from 3.00 to 2.67 nm when ΓSc increased to 0.65. This was mainly caused by the crystallization enhancement of the Sc layer. With the increase of the Sc layer thickness, the crystallization of Sc increased and the defect in the Sc layer decreased, which inhibited the diffusion of Si atoms.
[image: Figure 6]FIGURE 6 | Gray-value profiles of Sc/Si multilayers with ΓSc = 0.35 (A) and ΓSc = 0.65 (B) derived from the selected area in the TEM images in Figures 5B and E (rotated by 90°).
Energy dispersive X-ray (EDX) spectroscopy was performed to study the depth distribution of chemical elements heavier than carbon [24]. Figure 7 shows the depth distribution of chemical elements of both Sc/Si multilayers. It obviously presents a periodic oscillation of the concentration of each element. The asymmetrical distribution of Si shown in Figure 7A is evidence of interfacial diffusion, but not concrete diffusion, due to the resolution. There was a small amount of O and Ar detected in both multilayers. This can be explained by Sc possessing active chemical properties, and it would react with the only remaining O during the deposition. Ar atoms were probably incorporated from the sputtering gas. Gautier also found that Ar impurities mainly existed in the Si layers through a Rutherford backscattering test [13]. The existence of Ar and O was one of the reasons affecting the reduced reflectivity.
[image: Figure 7]FIGURE 7 | Depth distribution of the chemical elements of Sc/Si multilayers with ΓSc = 0.35 (A) and ΓSc = 0.65 (B). Sc/Si reflectivity measurement by synchrotron radiation.
4.4 Sc/Si reflectivity measurement by synchrotron radiation
The optical performance of the Sc/Si multilayer with ΓSc = 0.65 was performed by Optics Beamline PM-1 at the BESSY-II facility. We used the four-layer model with the parameters obtained from GIXR to calculate the reflectivity curve at a near-normal incidence angle of 4.60°. Figure 8 shows the measured reflectivity of the Sc/Si multilayer in comparison with the theoretical reflectivity. The experimental peak reflectivity was 37.9% at 45.5 nm with a 3.68 nm bandwidth at a near-normal incidence angle of 4.60°. The theoretical peak reflectivity of the Sc/Si multilayer with ΓSc = 0.35 was 40.1% based on the fitted structure. To the best of our knowledge, this is the narrowest measured bandwidth of Sc/Si multilayers obtained so far. However, there were differences between the measured and theoretical reflectivity. The wavelength of the measured peak reflectivity of the narrowband Sc/Si multilayer was 45.5 nm instead of 46.5 nm. This difference was due to uncertainties in the interlayer optical constants used in the calculation. These parameters might change in multilayers, especially in interlayers. The change in optical constant will affect the peak position of the reflectivity curve [25].
[image: Figure 8]FIGURE 8 | EUV reflectivity of the Sc/Si multilayer with ΓSc = 0.65.
5 CONCLUSION
We studied the structure properties of the Sc/Si multilayer with ΓSc = 0.35 and ΓSc = 0.65 and further characterized the optical performance of the Sc/Si multilayer with ΓSc = 0.65. The GIXR measurement showed that the Sc-on-Si interlayer thickness was almost unchanged (∼1.4 nm), whereas the Si-on-Sc interlayer thickness decreased from 3.0 to 2.7 nm when ΓSc increased from 0.35 to 0.65. XRD measurements revealed that the Sc crystal phases were mainly Sc (002) and (101). This was consistent with SAED measurements. At the Si-on-Sc interface, the diffusion between Sc and Si was reduced by the increasing crystallization of Sc. In the EUV measurement, the peak reflectivity of the multilayer with ΓSc = 0.65 was 37.9% at 45.5 nm. The bandwidth was 3.68 nm, achieving the current narrowband requirement for observation.
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The influence of the X-ray mirror errors on the performance of the beamline increases as the X-ray beam’s coherence improves in advanced light sources. The spatial dispersion of the X-ray beam is crucial for spatial resolution and field of view. However, selecting the appropriate merit function for expressing light distribution and identifying its relationship to optical error is very important in beamline design. We develop a high-efficiency wave-optics simulation platform and a deterministic analysis model to address this issue. The simulation experiments evaluated merit functions, including Strehl ratio, root-mean-square spot size, and encircled energy radius. We proved that the encircled energy radius is a good metric of the x-ray beam spatial dispersion, which matches the results of the Church-Takacs theory. In addition, it is found that limiting the contribution of the low frequency [image: image] error is effective for specifying the requirements of X-ray mirrors.
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INTRODUCTION
X-rays emitted by advanced light sources, including free-electron lasers (FELs) and synchrotron radiation facilities, have advantages such as high flux and brightness. The fourth-generation synchrotron radiation source can achieve sub-micron spatial resolution. It can be used in many applications such as materials science, spectroscopy, chemistry, biology, etc. However, due to the high coherence of X-rays, various optical devices and equipment of beamlines will cause wavefront errors, which will reduce the system’s spatial resolution or the peak intensity of beams. Therefore, these advantages of synchrotron radiation make high demands on optics quality for beamline transmission. For example, the surface shape accuracy of the High Energy Photon Source (HEPS)[1] for the X-ray nano-focusing mirror is required up to 2 nm peak-to-value (PV) or 0.5 nm root-mean-square (RMS), and the slope error is required to be better than 50 μrad RMS.
The influence of X-ray mirror shape errors have always been an essential issue in synchrotron radiation facilities. X-ray optical elements’ specifications have been studied over the past few years. Church and Takacs [2] performed a systematic analysis of the errors of optical focusing elements as early as 1993, and they used the error statistics of the focusing elements to predict the imaging degradation of simple imaging systems. Church’s article presents a model of errors and proposes two types of error, including the figure error left by the molding process during manufacturing and the finish error left by the finishing and polishing process. At the same time, R. Signorato and M. Sanchez del Rio[3] researched X-ray mirrors based on geometric ray tracing. They proposed that the power spectral density (PSD) does not contain all the information about the intensity and position of the light spot. On this basis, Pardini[4] finds that for diffraction-limited systems, within a critical spatial wavelength, the optical focusing element can appropriately relax the slope error requirements and still maintain a good light intensity distribution. Yashchuk[5] studied the effect of the specular error on the quality of the X-ray beam delivered to the sample location at different spatial frequencies. It shows that for a surface irregularity comparable to the mirror length, a significantly reduced photon flux density results in reduced beam quality. On the basis of the theoretical model, the power spectral density function[6–8], surface finish function[9,10] can be used to express the specific requirements of X-ray optical components.
According to the requirements for the manufacturing parameters of optical elements, adequate progress has also been made in manufacturing high-precision optical elements. Many researchers[11,12] have investigated high-precision optical components suitable for X-rays. But inevitably, high-precision optical components are expensive and difficult for manufacture. Also, not all experiments require highly coherent or diffraction-limited light, which means imperfect mirrors can suffice for application. For example, most conventional beamline experiments, including the experiment of small-angle scattering and absorption, only requires regular quality light spots. Westfahl [13] found that in the partially coherent beams of fourth-generation synchrotron radiation sources, use of mirrors with smaller errors caused wavefront distortions, but their coherence lengths were virtually unchanged. Moreover, in Church’s article[2], it is also theoretically demonstrated that the imaging properties of surfaces with fractal errors perform well even if the fractal power spectrum diverges at low spatial frequencies.
In addition, how to implement the construction of such beamlines with low risk and low cost makes it necessary to carry out error evaluation of X-ray optical components for applications. With the improvement of the coherence of the light source, the application of wave optics is increasing, with the problems caused by the wave characteristics of light becoming the key to beamlines and experiments. The beamline simulation platform is important to study these problems. High-level beamline design requires a simulation platform that fully combines wave optics with traditional geometric optics tracing methods. The Ray tracing method can quickly evaluate the beamline’s energy spectrum, the optics layout device’s position, etc. Moreover, the existing simulation softwares are relatively mature, such as SRW, SHADOW, XRT[14,15]. Wave optics can more accurately evaluate the changes in coherence and wavefront errors caused by various device errors and vibrations. How to quickly carry out the wave simulation of optical problems is still difficult for many researchers. To slove the problem, we will introduce our simulation strategy.
As different applications have different requirements on the image quality, Figure 1 shows the HEPS strategy on the error solution in order to give the over-/under- specification of the optics. In this paper, we studied the focusing partially coherent light and give a simplified model of the beamline system. Based on the DABAM numerical simulation, we focus on the study of the energy spatial dispersion characterization of the focused beam, and giving the general requirements for the mirror quality of the beamlines.
[image: Figure 1]FIGURE 1 | Issues related to the optics error problem.
SIMULATION METHODS
In order to give an explicit explanation, this paper focuses on the wavefront distortion and features of the beam spot on sample in a simplified optical system. The optical system is shown in the Figure 2, where the phase modulation function t (x, y) = A (x, y)eiϕ(x,y) is used to model the X-ray optics. The simplified system setup is beneficial for improving the simulation speed and performing theoretical calculations. Numerical simulation tools have been adopted to study the issues related to the X-ray optics imperfection. It has been proved that the insert device or bending magnet can be simulated with very high precision. Optimizing the source mainly depends on the energy spectrum requirement and has little relationship with the beamline issue we are concerned about in this paper. We will perform the simulation for the specified source.
[image: Figure 2]FIGURE 2 | Scheme of the beamline system with focusing optics.
In partially coherent light sources, the wave-optics calculation of beamline simulation software is very time-consuming, which also limits its applications in the study of beamline design engineering techniques. The physical basis of the simulation is to modulate the wavefront of the light source into the detected and received data through Fresnel diffraction and to perform calculation and analysis. It can be divided into four parts: model and calculation of the light source of the insert, model of optical components, optical wave-optics propagation, and data analysis. Among them, the first and third steps are the most time-consuming processes. Figure 3 shows our strategy for the simulation platform development. In order to improve the calculation efficiency, we integrated the mature software package (XRT/SRW) and adopted the following calculation strategies:
1) Optimizing light source and beamline set up separately. The source field by multiple electrons is calculated and saved to the local hard disk to avoid the repeated SR source calculations, which are time-consuming. In the beamline design stage, the data is loaded and used to perform beamline simulation. Replacing numerical calculations with local data access also reduces the requirement on the large memory.
2) Optical wave propagation. Bluestein algorithm[16,17] is used to accelerate the Fresnel diffraction calculation. It can avoid the sampling issue in the traditional fast Fourier transform process.
3) MPI-based[18] parallel calculation for multiple electron loop. It has been successfully adopted in SRW.
[image: Figure 3]FIGURE 3 | Roadmap of the calculation platform for partial coherence system simulation.
Through these three optimization, this project’s calculation time is significantly reduced. In modeling the optical element, the optical element error directly converts into wavefront error. Figure 4 shows the comparison of the SRW and our method in multi-electron simulation. The parameters of the undulator and X-ray light source are given by Table1, 2. In the debug process, the beamline parameters optimization (including sampling range, resolution, etc.) is suggested to be first carried out for single-electron calculation. After the debugging is completed, the multi-electron calculation is finally carried out.
[image: Figure 4]FIGURE 4 | Comparison chart of SRW and new method.
TABLE 1 | Parameters for the Storage and undulator.
[image: Table 1]TABLE 2 | Parameters of X-ray light source at 10 keV for low beta beamline.
[image: Table 2]SURFACE ERROR ANALYSIS
Characterization of the surface error
Reasonable specification on the x-ray mirror quality should consider the features of the error data for real mirrors. In Church & Takacs [19] article, the specification of mirrors is studied based on their performance in the optical system. The Strehl Ratio (SR) and the power spectral density (PSD) of the mirror’s surface error, is selected as a merit function of image quality. Because the PSD curve changes significantly with different mirrors, the RMS slope error, RMS height error, and PV height error are commonly used to specify the optics. The surface error statistical data (1D) is obtained from the DABAM database. By subtracting the original shape of mirrors, we extracted residual height and slope error.
As shown in the Figure 5, the raw data of height error (Figure 5A), slope error (Figure 5B) and the PSD (Figure 5C) of mirror M2 from DABAM database is displayed as an example with the coordinates of Figure 5C expressed in logarithmic form.
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | (A) The height error of mirror M2 in the DABAM database. (B) The slope error of mirror M2 in the DABAM database. (C) The PSD of the mirror in the DABAM database.
Where there are equal interval df between sampling frequencies during the frequency range [image: image], [image: image], with L the length of the mirror, dy the spatial interval between sampling points.
Figure 6 shows the [image: image] calculated for the mirrors in the DABAM database. The σNormalized values exceed 0.8 when the horizontal coordinate is 0.1 for all of the mirrors, which means that low-frequency error accounts for the major component of the total error. Further, we calculate the position fm where the σNormalized value reaches 0.8, the results are shown in Figure 6B demonstrating that the wavelength of the corresponding shape error is mostly greater than 0.1L. Figure 6) shows the relationship between PV and RMS of height error is approximately linear, which simplifies the analysis procedure later.
[image: Figure 6]FIGURE 6 | (A) The relationshape between σNormalized with the spatial wavelength (/L).(B) the spatial wavelength (/L) of error for existing mirrors in DABAM when the σNormalized reach 0.8.(C) the relationshape between PV with RMS of height error.
Deterministic analysis on the beamline performance
From the point of view of integration calculation, it is challenging to perform an analytical analysis of the low-frequency error. However, the physical rules behind the appearance are more important for practical beamline design work than simulation. In Section 2.2, it can be seen that the low-frequency error is the main component of the machining error. In order to study the influence of the spatial distribution characteristics of the surface shape error on the optical system performance, considering the statistical dilemma, here we develop the deterministic analysis method. In the case of a coherent light field, the entire aperture function t (x1) is divided into many segments, and the transmittance function in each segment can be expressed as
[image: image]
Where wi and ci are segment width and center position. [image: image] is error distribution function. rect (⋯)is the rectangular function. It is easy to obtain the light field distribution on the focal plane as
[image: image]
[image: image]
Where x0 and y0 are the coordinates of the focal plane, x1 and y1 are the coordinates of aperture, k is the wave number, z is the distance to the focal plane, [image: image] is the Fourier transform function, fx is spatial frequency in the x-direction, and C is a constant. The intensity of the light field is given by
[image: image]
According to the Formulas 4 and 5, the final light field distribution can be divided into three contributions: [a]. Single slit diffraction factor wisinc(wifx). Slit width determines peak intensity and distribution width. [b]. Positional parameters exp ( − 2πfxci) is the phase factor due to distance between slits. [c]. Diffraction modulation within each single hole [image: image]. Consider the Consine model, we have [image: image] and the Fourier transform function is
[image: image]
[image: image] is q-order Bessel function of the first kind, fx is initial frequency. Each level component is shown in the Figure 7. Only the finite level can be considered when the error level is relatively low. As the height error increases, the higher-order contribution increases, leading to a dispersion of the light field over a large angular range. For general smooth surfaces, choosing the 0 and ± 1 order spreads of the Cosine wave is sufficient.
[image: Figure 7]FIGURE 7 | Contributions of different diffraction order versus the magnitude of the surface shape error under the cosine shape error model.
To demonstrate the effectiveness of this approach, Figure 8 presents the results of the piecewise approximation of the shape error under parallel light illumination for Mirror-34 from the DABAM database. It is shown that the piecewise approximation can generate the profile of the light field similar to the result by the nature error. It also verifies that the low-frequency error contributes to the structure in the focal spot. The structure feature can be well analyzed by a deterministic method using the segmented model with simple functions.
[image: Figure 8]FIGURE 8 | Verification of multi-segment decomposition approximation. (A) is shape fit of segmented surface error. (B) gives focused spot profile by different components and their interference.
On the other hand, quantitatively, the simplest single-bump case can be considered to analyze the impact of low-frequency errors. The bump is set in the middle of the section. The width of the bump is w0, the center position c0, and the width of the entire aperture of the amplitude PV is w.
In the case of complete coherence, the distribution of the light spot on the focal plane is shown in the Figure 9 when considering the effect of position, width, height, and shape. The bump’s position will cause the symmetry of the light field distribution, and the width will cause the intensity distribution of the interference fringes. The smaller the width of the bump, the smaller the error contribution of this part. As the height of the bump changes, multiple cycles of wavefront oscillations are formed in the bump, which also causes structural changes. Although the cosine distribution model is used in the above calculation, it does not affect the conclusion of the light field distribution structure compared with the calculation results of the parabolic and flat-topped model.
[image: Figure 9]FIGURE 9 | Bump model of simulation considering the effect of position (A), width (B), height(C), and shape(D).
MERIT FUNCTION SELECTION
In this section, we perform error experiments in a low-beta beamline of the HEPS light source. The parameters of the HEPS storage ring and the insert device are shown in Table 1, and the corresponding light source parameters are shown in Table 2. The Figure 10 uses the beamline tracing and mode decomposition modules to calculate the coherence and the angular distribution of the light field in different angular ranges. The source can provide X-ray with perfect coherence in the vertical direction, and the coherence ratio in the horizontal direction is less than 20%. The focusing characteristics in these two directions can reflect the relationship between the degree of coherence and error characteristics. At the same time, considering the efficiency of the optical field flux, the acceptance angle range to be studied in this paper is 10 μrad in the vertical direction and 18 μrad in the horizontal direction.
[image: Figure 10]FIGURE 10 | Coherence(A) and intensity(B) distribution of light field by the undulator source. Coherence is measured by the percentage of the 0-order mode.
Strehl ratio
SR is the illuminance ratio at the center of the system’s Airy disk to the comparable value in an ideal imaging system. It is widely used as a standard function for diffraction limited systems. SR shows the degree of energy dispersion, the effect of diffraction and aberrations on the Airy disk. When SR is above 0.8, it is usually dependable in most optical system. The closer SR approaches to 1, the better the imaging quality are.
The relationship between the RMS optical path difference Wrms and SR is
[image: image]
Where h is height of mirror. The aberration is relatively modest for SR[image: image]0.8, and the SR can be approximated as
[image: image]
The surface error in the DABAM library is added on the horizontal and vertical directions in our simulation process, respectively. In the numerical experiment, the residual shape error is added on the vertical direction for the beamline acceptance angle β = 10 μrad and on the horizontal direction for β = 18 μrad, which corresponds to the different coherence of the light field. Figure 11 is the SR of simulation in which we calculate the theoretical value of SR and the RMS height error using the Formula 7. SR scatter plots for 10μrad and 18 μrad receive angles in response to height error are shown in Figure 11A,B. When 1) and 2) are compared, it is clear that the 10 μrad results differ from the 18 μrad results. The 10 μrad results are more associated in theory than 18 μrad results. This demonstrates that, in good coherence, especially more than 0.8, the theoretical value of SR related to the height error can be utilized as a mirror selection criterion. We also noticed that the correlation between the theoretical and actual values reduces when the SR drops. Figure 11C,D give scatter plots of slope error versus SR value, which do not show a clear correlation between them. The above results show that the SR value can describe the dispersion degree of the light field only in the system close to the diffraction limit. SR is closely related to the height error.
[image: Figure 11]FIGURE 11 | SR for Optical Simulation. (A) is the height error - SR scatter plot for 10 μrad acceptance angle, (B) is the height error - SR scatter plot for 18 μrad acceptance angle, (C) is the slope error - SR scatter plot for 10 μrad acceptance angle, (D) is the slope error - SR scatter plot for 18 μrad acceptance angle.
Root-mean-square spot size
The extension of the spot is another measure of the energy or flux spread caused by the error. It should consider three contributions, including diffraction, geometric magnification, and the surface error given by
[image: image]
[image: image]
[image: image]
where [image: image], q is image distance and p is object distance. C is a constant, D is aperture diameter, σslope is the residual surface error and θ is the gracing angle. The convolution of the three parts will all contribute to the final spot width:
[image: image]
For single slit diffraction, the distribution of the light field is[image: image]. We pay attention to the positions of the first minimum t1, min = ±π. The position of half width is at tFWHM = ±1.39, thus the FWHM is [image: image]. If the transformation relationship of 2.35 times between FWHM and sigma is defined according to the Gaussian distribution, there is a relationship of [image: image]. From the distribution of the real light field, the RMS size of the light field size is given by
[image: image]
The value of the integral spot size fluctuates with the range of the light field using this connection. We get [image: image] for single slit diffraction if we limit it to the first principal maximum range, which is very close to the Gaussian assumption.
Then, we calculate the light SR field diffracted by the single slit, where the selected acceptance angle is 10 μrad. In the Figure 12, the first integral width sigma value is 0.538μm, the minimum position is 1.593μm, and the ratio is 0.538/1.593 = 0.33. It is consistent with the theoretical slit diffraction width characteristics. However, the integrated sigma value will increase significantly with the increase of the integration range. For example, the sigma value in this calculation is 1.8 μm over ± 30 μm. In practical applications, the experiment will configure a slit to block weak light from a large angle while only maintaining intense light in the central lobe, which already holds 90% of the light field energy and ensures a higher system spatial resolution at the same time. Unlike a Gaussian distribution, the spot’s standard deviation size cannot accurately reflect the spot’s energy dispersion in advanced light sources. As a result, we suggest that it is unsuitable for use as a light field standard.
[image: Figure 12]FIGURE 12 | RMS spot size calculation for single slit diffraction.
Encircled energy radius
Encircled energy is another metric for specifying the performance of traditional optical systems, which is defined as the flux in a circle as a function of radius. However, it has not yet been studied and used in the SR beamline design. In this section, we will demonstrate that this metric is good for the spatial dispersion of the light field considering different coherence. The encircled energy distribution is calculated by integrating intensity from the center. When no specular error is loaded, the flux obtained by taking the FWHM of the intensity curve of focal plane as the encircling radius which is 70.6% for vertical direction and 72.2% for horizontal direction. And the ratio of the flux at the FWHM of the standard Gaussian distribution is 76%. Therefore, we calculated 76% flux of encircling energy radius.
In Figure 13, 76% encircled energy radius of the focus spot is plotted verse different surface error parameters with a linear regression fit performed. Figure 13B shows a more significant Pearson correlation coefficient and a smaller p-value for the hypothesis test compared to Figure 13A, indicating that the coordinate value of 18 μrad with 76% light intensity is more correlated with the slope error. Similarly, compared to Figure 13D, Figure 13C has a more significant Pearson correlation coefficient and a smaller p-value for the hypothesis test, indicating that the coordinate value of 10 μrad containing 76% of the light intensity is more correlated with the height error. This finding is similar to the result by Church & Takacs [19] that the performance is related to the height error for the coherent system while to the slope error for the low-coherence system. In addition, the PV and RMS height errors have shown no significant difference in the encircled energy radius in both cases, suggesting that both can be used to specify the mirror quality.
[image: Figure 13]FIGURE 13 | Encircled energy spot radius by values of RMS slope error(A,B), RMS height error(C,D) and PV height error(E,F). The left and right columns correspond to 10 μrad acceptance angle in vertical direction and 18 μrad acceptance angle in horizontal direction, respectively. The criterion for the encircled energy spot radius width is 70%.
CONCLUSIONS
The influence of X-ray mirror error on beamline system performance is studied in this paper. We employ a simplified model and an accelerated simulation platform with improved computational efficiency for error analysis. It is investigated through the analysis of error characteristics and the simulation of beamline performance in order to identify more effective specification methods for various applications. As a result, we arrive at the following conclusion:
1) While the statistics of individual mirrors are highly debatable, the RMS and PV height error can be used together to constrain mirror errors. Low-frequency component with a period greater than 1/10 L is the major contributor to the fabrication error.
2) It is required to reduce the residual surface error to get an unstructured light spot. We discovered that a low-frequency mistake of more than 1/10 L period impacts system performance through the deterministic analysis and bump simulation.
3) The encircled energy spot size is a good measure for spatial energy dispersion for partial coherence application.
Through the calculation and analysis in this paper, it is helpful to determine the parameter requirements of low-risk optical components. On the other hand, the calculation method in this paper can also be used to study other problems, such as vibration, coherence control, and others, which require many wave calculations. In addition, some adaptive X-ray mirrors have been reported to control and correct low-frequency defects[20,21], and we hope to investigate such mirrors in the future.
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