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Editorial on the Research Topic 
Mechanistic studies of genome integrity, environmental health, and cancer etiology

Genomic DNA in all cell types is exposed to insults from endogenous sources, such as oxidative stress, as well as exogenous sources, including environmental genotoxins and anti-cancer therapeutics. Deficiencies in genome integrity maintenance pathways have been implicated in the etiology of cancer and other disease states. To mitigate the debilitating genomic lesions, cells have evolved many different pathways to sense, repair, and signal in response to such challenges. Research studies focused on understanding genome integrity mechanisms have utilized a variety of model organisms and cutting-edge technologies at the molecular, cellular, organismal, and ecological levels. Mechanistic studies that help define the process of genome integrity maintenance, the impact of such mechanisms on environmental health, and their role in cancer etiology are highly significant and have led to new ways of diagnosing and treating cancers and other human diseases. Because of the many advances in this area of research over the past few years, this Research Topic intends to provide the latest insights on the field of genome integrity and to discuss the trends of current and future studies aimed at improving our understanding of disease pathogenesis and treatment. Here, we provide an editorial to summarize these seven research articles and two review articles.
Oxidative stress is a cellular process that is aggravated with aging, by consumption of certain diets, or under chemotherapeutic treatment, and results in damage to the DNA of the cells (Pizzino et al., 2017). Oxidative DNA damage is mainly repaired through the base excision repair (BER) pathway (Maynard et al., 2009). Here, Burchat et al. identified a novel function of human 8-oxoguanine DNA glycosylase-1 (OGG1) beyond its conventional DNA repair function as an initiator of BER-mediated DNA repair related to an increase in tissue mitochondrial content (Figure 1). Further, they reported for the first time that OGG1-mediated obesity resistance in both the Agouti obese (Ay/a) mouse model and the diet-induced obesity (DIO) model requires maternal transmission of the hOGG1 transgene. This novel finding of a critical role for OGG1 in modulating energy balance will open a new research field to connect the conventional DNA repair machinery with mitochondrial function in tissues.
[image: Figure 1]FIGURE 1 | A diagram summarizing the findings from papers included in this Research Topic. Please see text for more details.
Whereas the BER protein Apurinic/Apyrimidinic endonuclease 2 (APE2) has been implicated in the Ataxia-telangectasia and Rad3 related (ATR)-Checkpoint kinase 1 (Chk1) DNA damage response (DDR) pathway in the Xenopus system (Willis et al., 2013; Wallace et al., 2017; Lin et al., 2018; Lin et al., 2021), Hossain et al. here provide evidence in pancreatic cancer cells that APE2 is a general regulator of the ATR-Chk1 DDR in response to different stress conditions including oxidative stress, DNA replication stress, and DNA double-strand breaks (DSBs) (Figure 1). A small molecule compound named Celastrol was reported as the first-known APE2 inhibitor that specifically impairs APE2 exonuclease activity by inhibiting its binding to single-stranded DNA (ssDNA). Sensitizing pancreatic cancer cell viability to chemotherapy drugs via APE2-knockdown or exposure to the APE2 inhibitor Celastrol supports the idea that targeting APE2 can provide novel insight into new cancer treatments.
In addition to its well-known checkpoint function in the nucleus, cytoplasmic ATR is converted from trans-into a cis-isomeric conformation at the Ser428-Pro429 motif within the BH3 domain in a Pin1/DAPK1-regulated manner to suppress apoptosis in mitochondria following ultraviolet (UV) damage (Hilton et al., 2015). Biswas et al. provides the structural basis of the mitochondrial isoform of ATR using a mass spectrometry-based foot printing approach (Figure 1). Two biotin-modified residues K459 and K469 within the BH3 domain of cis-ATR are not accessible in trans-ATR, suggesting a conformation change around the BH3 domain between cis- and trans-ATR. Furthermore, cis-ATR with the accessible BH3 domain, but not trans-ATR, is able to associate with tBid. These findings suggest that the isomerization-induced structural changes of mitochondrial specific cis-ATR are essential for its role in cell survival and the DDR pathway.
In recent years, PARP inhibitors (PARPi) targeting PARP1 and PARP2 have been developed as a novel targeted cancer therapeutic due to their roles in DNA damage repair (Javle and Curtin, 2011; Lord and Ashworth, 2017). But many other members of the PARP protein family with a catalytic domain similar to PARP1 and PARP2 are understudied regarding their function on DNA damage repair and tumor initiation (Jubin et al., 2016). Richard et al. comprehensively reviews the current knowledge of the potential functions of PARP isoforms 4 and 6-16 and discusses the roles these proteins may play in DNA damage repair and as targets for cancer therapeutics (Figure 1). This review also points out the future research directions and further research needs to be conducted.
Following the initial treatment of radiation and chemotherapy, cancer recurrence and acquired resistance are major problems in the clinic. Using pairs of same patient-derived primary and recurrent oral cancer cell lines, Wang et al. identified PARP1 upregulation in the recurrent but not primary oral tumor cells and such PARP1 upregulation was augmented by the chemotherapy drugs cisplatin and 5-fluorouracil (Figure 1). Ectopic overexpression of PARP1 rendered the primary cancer cells resistant to chemotherapy drugs and PARP1 inhibitors sensitized recurrent cancer cells to chemotherapy drugs in vitro and in vivo. Thus, PARP1 upregulation in recurrent oral cancers suggests that targeting PARP1 can be expanded to recurrent oral cancer treatment.
Y-box binding protein 1 (YBX1, YB-1) is a cold shock domain protein that binds both DNA and RNA and is implicated in numerous cellular processes including transcription, translation, mRNA packaging, pre-mRNA splicing and DNA repair. The involvement of YB-1 in these myriad mechanisms are mediated via numerous protein-protein interactions. Similarly, its role in DNA repair involves interactions with MSH2, DNA polymerase delta, Ku80 and WRN (Gaudreault et al., 2004), RAD21 (Panigrahi et al., 2012), BARD1 and BRCA1 (Woods et al., 2012). Recently, YB-1 was identified among proteins proximal to trapped PARP1 (Krastev et al., 2022). This new report by Naumenko et al. provides more detail on the interaction between YB-1 and PARP1 and the role of YB-1 in regulating poly-ADP-ribose (PAR) synthesis via the interaction between the disordered YB-1 C-terminal domain (CTD) and PAR (Figure 1). Overall, they suggest that YB-1 CTD-like domains may be considered PAR “readers” similar to other known PAR-binding modules.
Nucleotide excision repair (NER) plays an essential role in the removal of bulky DNA lesions induced by UV radiation and other genotoxins. Though biochemical studies have defined the NER mechanism on naked DNA in vitro, the packaging of DNA into histones and higher order chromatin structures in the cell in vivo likely impacts the ability of the NER machinery to do its job. In this perspective, Li et al. provides a comprehensive summary of how different post-translational modifications to histones by specific classes of enzymes impact NER function in vivo (Figure 1).
Proteins of the mismatch repair (MMR) pathway function to correct replication errors including base-base mispairs and small insertion/deletion mispairs (Jiricny, 2006; Li, 2008; Fishel, 2015). In addition, the MMR pathway recognizes DNA damage induced mispairs to trigger apoptosis, such as that induced by the O6-methylguanine:thymidine mispairs that arises after exposure to SN1 alkylators (Fu et al., 2012; Soll et al., 2017; Fujii et al., 2022). While the core proteins for MMR have been well defined (Modrich, 2016), additional proteins that complex with MMR proteins and that may regulate the MMR pathway are anticipated. Here, Miller et al. identified Rad5 (Saccharomyces cerevisiae) as an Mlh1 and Msh2 interacting protein (Figure 1). Further, they show that the human counterparts of Rad5 (HLTF and SHPRH) interact with MSH2 and MLH1, respectively. This novel finding will form the basis for future studies to uncover the detailed functional role of these and other MMR interacting proteins.
In response to constant endogenous and/or exogenous sources of DNA damaging agents, it is essential for cells to maintain the stability of the 16.5 kb mitochondrial DNA (mtDNA) in humans, in addition to the nuclear genome (Copeland and Longley, 2014). Sharma et al. here reported and characterized the interaction between the BER protein Nei-like DNA Glycosylase 1 (NEIL1) and mitochondrial transcription factor A (TFAM) which requires the presence of DNA/RNA (Figure 1). Interestingly, NEIL1 is necessary for efficient transcription by TFAM upon alkylating agent induced DNA damage. The regulation of the NEIL1-TFAM interaction by salt concentrations, protein availability, nucleic acids, and the presence of DNA damage suggests a transient, dynamic, and functional association to maintain mtDNA stability.
Overall, the research and review articles in this Research Topic have identified and/or characterized several distinct mechanisms of how cells respond to environmental factors, such as diet, UV, and chemotherapy drugs, and how nuclear genome and epigenome integrity and mitochondria stability are maintained (Figure 1). Future studies in the field to consider include 1) how different environmental factors including but not limited to air pollutants, viruses, and pesticides affect genomic and/or epigenomic integrity; 2) how distinct DNA repair and DDR pathways sense and signal environmental and intrinsic insults; 3) how cutting-edge omics technologies are applied to better understand genome integrity and public health; and 4) how our novel knowledge in genome/epigenome integrity provides better strategies for cancer therapeutics.
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Obesity and related metabolic disorders are pressing public health concerns, raising the risk for a multitude of chronic diseases. Obesity is multi-factorial disease, with both diet and lifestyle, as well as genetic and developmental factors leading to alterations in energy balance. In this regard, a novel role for DNA repair glycosylases in modulating risk for obesity has been previously established. Global deletion of either of two different glycosylases with varying substrate specificities, Nei-like endonuclease 1 (NEIL1) or 8-oxoguanine DNA glycosylase-1 (OGG1), both predispose mice to diet-induced obesity (DIO). Conversely, enhanced expression of the human OGG1 gene renders mice resistant to obesity and adiposity. This resistance to DIO is mediated through increases in whole body energy expenditure and increased respiration in adipose tissue. Here, we report that hOGG1 expression also confers resistance to genetically-induced obesity. While Agouti obese (Ay/a) mice are hyperphagic and consequently develop obesity on a chow diet, hOGG1 expression in Ay/a mice (Ay/aTg) prevents increased body weight, without reducing food intake. Instead, obesity resistance in Ay/aTg mice is accompanied by increased whole body energy expenditure and tissue mitochondrial content. We also report for the first time that OGG1-mediated obesity resistance in both the Ay/a model and DIO model requires maternal transmission of the hOGG1 transgene. Maternal, but not paternal, transmission of the hOGG1 transgene is associated with obesity resistance and increased mitochondrial content in adipose tissue. These data demonstrate a critical role for OGG1 in modulating energy balance through changes in adipose tissue function. They also demonstrate the importance of OGG1 in modulating developmental programming of mitochondrial content and quality, thereby determining metabolic outcomes in offspring.

Keywords: DNA repair, metabolic syndrome (in offspring), obesity, developmental origins of disease, mitochondrial function


INTRODUCTION

Oxidatively-induced damage to both nuclear and mitochondrial DNA is repaired via the base-excision repair (BER) pathway, initiated by DNA glycosylases. The most commonly formed oxidative lesion, 8-oxoguanine (8-oxoG), is recognized and cleaved by the enzyme, 8-oxoG DNA glycosylase (OGG1). OGG1 initiates repair of 8-oxoG in both the nuclear and mitochondrial genome and has been shown to play a role in diverse pathologies, including neurodegenerative disease, various cancers, and metabolic dysfunction (Sampath et al., 2012a; Vartanian et al., 2017; Sampath and Lloyd, 2019). We have previously demonstrated that mice lacking endogenous OGG1 (Ogg1–/–) are prone to diet-induced obesity (DIO) and its sequelae, including insulin resistance, ectopic lipid accumulation in liver and skeletal muscle, gut dysbiosis, and chronic inflammation (Sampath et al., 2012b; Vartanian et al., 2017; Simon et al., 2020). Conversely, enhanced expression of human OGG1 downstream of a constitutive mitochondrial targeting sequence protects mice from DIO, insulin resistance, and adipose tissue inflammation (Komakula et al., 2018). This metabolic protection in hOGG1 transgenic mice (Ogg1Tg) was accompanied by increases in whole body energy expenditure and increased mitochondrial content and respiration in white adipose tissue (WAT) (Komakula et al., 2018). Thus, our previous studies reported this novel role for OGG1 in modulating energy balance in the context of a hypercaloric high-fat diet (HFD). In the current study, we sought to explore whether hOGG1 expression could confer protection against genetically-induced obesity. Several models of genetically-induced obesity become obese due to chronic hyperphagia (Robinson et al., 2000; Ellacott and Cone, 2006; Chang et al., 2018). In most of these models, obesity develops spontaneously on a chow diet, without requiring the use of a hypercaloric HFD. We therefore asked the question of whether hOGG1 expression would be protective in the context of genetically-induced obesity. To address this question, we transferred the gene expressing human OGG1 downstream of a constitutive mitochondrial targeting sequence (Ogg1Tg) (Wang et al., 2011; Komakula et al., 2018) into the Ay/a obese mouse (Ay/a). The Ay/a model develops hyperphagia and consequent obesity and insulin resistance due to ectopic overexpression of the Agouti protein, an antagonist of the melanocortin receptor (Klebig et al., 1995; Moussa and Claycombe, 1999; Tschöp and Heiman, 2001). Interestingly, our studies indicate an important function for OGG1 in protecting against genetically-induced obesity. Further, they also uncover a critical role for maternal OGG1 genotype in determining obesity resistance both in the context of genetically-induced as well as DIO.



EXPERIMENTAL APPROACH


Animals

Age-matched mice on the C57BL6J background were used in all studies. The generation of hOGG1-expressing mice (Ogg1Tg) has been previously described (Wang et al., 2011). Ay/a mice were obtained from Jackson Labs (stock #000021) (Siracusa et al., 1987; Klebig et al., 1995). Ay/a mice expressing the hOGG1 transgene are designated as Ay/aTg and were bred in house by mating Ay/a or Ay/aTg animals with Ogg1Tg animals. Cohort sizes were as follows: males– Ay/a: 10; Ay/aTg: 11; females – Ay/a: 10; Ay/aTg 11; Ay/aTg–dad: 5; all HFD studies—n = 5–9 males per cohort. For studies using Ay/a mice, body weights were measured weekly from week 4 onward, and food intake was measured weekly between weeks 10–22 for males and 18–22 for females. At 50 weeks of age, body composition was measured by NMR (Echo Medical Systems, Houston, TX, United States) and energy expenditure and physical activity were measured via open circuit indirect calorimetry (CLAMS Comprehensive Lab Animal Monitoring System, Columbus Instruments, Columbus, OH, United States). Following an acclimation period of 24 h, oxygen consumption (VO2) and carbon dioxide production (VCO2) were recorded every minute for 48 h, with a room air reference taken following each cycle of measurements. Beam breaks on the X, Y, and Z axes were tallied for voluntary physical activity measurements. Gonadal WAT, subscapular brown adipose tissue (BAT), liver, and gastrocnemius were collected at 52 weeks of age. For HFD feeding studies, 8-week old male mice were individually housed and given ad libitum access to a 60% HFD for 12 weeks, and body weights and food intake were measured weekly. Body composition was assessed, and tissues were collected at 20 weeks of age. All mice were euthanized between 9 and 11 am by isoflurane overdose followed by exsanguination via cardiac puncture. For all in vivo procedures, every effort was made to minimize discomfort and suffering, in accordance with the protocols approved by the Animal Care and Use Committee of Rutgers University, New Brunswick, New Jersey under protocol No. 201900077.



Hepatic Lipids

Hepatic lipids were extracted and separated by thin-layer chromatography, as we have previously described (Komakula et al., 2018).



DNA and RNA Analyses

RNA was isolated using QIAzol Lysis Reagent and the Qiagen RNeasy kit. Superscript III first-strand synthesis system (Invitrogen, Carlsbad, CA, United States) was used to synthesize cDNA from 1 μg of RNA. Quantitative real-time PCR (qPCR) was performed on a QuantStudio 3 Real-Time PCR System (Applied Biosystems, Foster City, CA, United States) with gene-specific primers. Data were normalized to the expression of RNA18SN5 and quantification was done using the 2–ΔΔCt method. Relative copy number was quantified by qRT-PCR amplification of hOGG1 from 10 ng genomic DNA and normalized to expression of GAPDH.



Protein Analyses

Whole cell lysates were prepared from frozen tissue using HEPES homogenization buffer (50 mM pH7.4 HEPES, 150 mM NaCl, 10 mM Na-pyrophosphate, 2 mM EDTA, 1% NP-40, 10% Glycerol) with EDTA-free protease and phosphatase inhibitors. Samples are representative of 3–7 animals, and lysate protein concentrations were determined via Bradford assay. Equal amounts of protein were separated by SDS-PAGE and transferred to nitrocellulose membranes. Ponceau total protein staining was performed to confirm uniform loading and transfer of proteins. Following this, membranes were blocked with 5% non-fat dried milk in Tris-buffered saline (TBS, 150 mM NaCl, 50 mM Tris–HCl, pH 7.4) with 0.1% Tween 20 at room temperature with shaking for an hour. The membranes were then incubated overnight at 4°C with primary antibody. Primary antibodies used were as follows: VDAC (Pierce Biotechnology, Waltham, MA, United States), COXIV (Abcam, Cambridge, United Kingdom), PGC-1α (Novus Biologicals, Littleton, CO, United States), HSP60, SIRT1, and GAPDH (all from Cell Signaling Technology, Danvers, MA, United States). Membranes were incubated with HRP- or Alexa-fluor conjugated secondary antibodies and signal was detected using enhanced chemiluminescence or fluorescence imaging, respectively, on an Azure c600 imaging system (Azure Biosystems, United States).



Statistical Analyses

Data are expressed as mean ± SEM for biological replicates; statistical comparisons were carried out by student’s t-test for 2-group comparisons and by two−way ANOVA for multi−group comparisons, followed by post−hoc analysis (Bonferroni) in Graph Pad Prism (version 8.2.0 for Windows, GraphPad Software, La Jolla, CA, United States).




RESULTS


hOGG1 Expression Attenuates Body Weight in Ay/a Obese Mice

Ay/a yellow obese mice are a genetic model of obesity resulting from antagonism of the melanocortin receptor and consequent hyperphagia (Moussa and Claycombe, 1999; Tschöp and Heiman, 2001). Unlike other common models of obesity such as the leptin-deficient ob/ob or leptin-receptor deficient db/db mice, Ay/a mice express both a functional leptin gene and a leptin receptor. However, these mice develop insulin and leptin resistance, and are hence a valuable model to study genetically-induced obesity in a clinically relevant manner (Klebig et al., 1995; Miltenberger et al., 1997; Tschöp and Heiman, 2001; Rahmouni et al., 2002; Miyazaki et al., 2009). Melanocortin receptor antagonism in Ay/a mice results in chronic hyperphagia and consequent obesity, which is apparent starting at about 16 weeks on a standard rodent chow diet. To determine the potential impact of hOGG1 expression on body weight in this model, we introduced the hOGG1 transgene into Ay/a mice to generate Ay/a; Ogg1Tg (Ay/aTg) mice. Body weights were measured from weaning until 48 weeks of age on a standard chow diet in male and female Ay/a and Ay/aTg littermates. Female Ay/aTg mice had significantly lower body weights than Ay/a counterparts, starting as early as 5 weeks of age. Male Ay/aTg mice also had significantly lower body weights than their Ay/a counterparts, starting at 21 weeks of age (Figures 1A,B).
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FIGURE 1. Body weights, body composition, and food intake. (A,B) Body weights were reduced in Ay/aTg mice, relative to Ay/a obese counterparts. (C,D) Reductions in both lean and fat mass were apparent in Ay/aTg mice. (E,F) Food intake was measured weekly between weeks 10–22 for males and 18–22 for females; food intake was slightly increased in Ay/aTg mice (NS in females). Averages ± SEM. *p < 0.05 vs. sex-matched Ay/a.


Unlike in DIO, which is characterized by increases in fat mass, genetically-induced obesity in Ay/a mice results in increases in both lean and fat masses (Miltenberger et al., 1997). Body composition analyses at 52 weeks of age indicated that reductions in body weight in Ay/aTg mice were reflected in decreases in both lean and fat masses (Figures 1C,D). Thus, hOGG1 expression in this model attenuates aberrant increases in both lean and fat compartments of Ay/a mice. Increased body weight in Ay/a mice is a consequence of chronic hyperphagia. Interestingly, both female and male Ay/aTg had higher food intakes than their Ay/a counterparts (Figures 1E,F). This suggested that rather than due to attenuation of food intake, peripheral mechanisms may mediate the observed reductions in body weight in Ay/aTg mice.



hOGG1 Expression Increases Energy Expenditure and Mitochondrial Content in Ay/a Obese Mice

Given the similarities between male and female animals, we focused our downstream studies on female mice due to their larger sample size. Energy expenditure analyses were carried out using open circuit indirect calorimetry. Ay/aTg mice had a trend for elevated O2 consumption and CO2 respiration (Figures 2A,B); however, this was not statistically significant. These data suggested that the reduction in body weights in Ay/aTg mice may be due to physiologically relevant elevations in energy expenditure. Respiratory exchange ratios (RER) were unchanged by genotype (Figure 2C), indicating no differences in whole body substrate utilization. Physical activity was not significantly different between genotypes (Figure 2D).
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FIGURE 2. Energy expenditure. (A) O2 consumption and (B) CO2 respiration were measured by indirect calorimetry in female mice. (C) Respiratory exchange ratios (RER) were calculated during indirect calorimetry measurements. (D) Voluntary physical activity was measured during indirect calorimetry. n = 6. Averages ± SEM.


To investigate metabolic changes that contribute to this lean phenotype and elevated energy expenditure, we evaluated markers of mitochondrial content and energy sensing across multiple metabolically active tissues in Ay/a and Ay/aTg mice (Figure 3). Markers of mitochondrial content, including heat-shock protein 60 (HSP60), voltage-dependent anion channel (VDAC), and cytochrome c oxidase IV (COX4) were significantly elevated in WAT of Ay/aTg mice, relative to Ay/a counterparts. HSP60 and VDAC were increased in BAT and gastrocnemius of Ay/aTg mice (Figures 3A–F). In addition, expression of peroxisome proliferator-activated receptor gamma coactivator-1-alpha (PGC-1α), a master regulator of mitochondrial biogenesis, was elevated across tissues in Ay/aTg mice (NS in gastrocnemius) (Figures 3A–F). Expression of the deacetylase, Sirtuin 1 (SIRT1), which activates PGC-1α, was also significantly increased in WAT of Ay/aTg mice. The elevation in SIRT1 and PGC-1α are consistent with the observed increases in mitochondrial content in these animals. They are also consistent with prior reports from our lab and others indicating a role for OGG1 in altering tissue mitochondrial content and function (Rachek et al., 2002, 2006a,b; Yuzefovych et al., 2013; Vartanian et al., 2017; Komakula et al., 2018). Further, most of the significant changes related to mitochondrial function and content were observed in WAT, rather than in other tissues of Ay/aTg mice. These data are consistent with our prior observations of an important role for WAT remodeling in mediating the metabolic phenotypes of Ogg1Tg mice (Komakula et al., 2018). We thus propose that hOGG1 expression increases mitochondrial content in Ay/aTg mice, particularly in WAT, resulting in elevated energy expenditure and attenuation of body weight, relative to Ay/a littermates.
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FIGURE 3. Tissue mitochondrial content. Tissue expression of mitochondrial markers was measured by immunoblotting in (A,D) WAT, (B,E) BAT, and (C,F) Gastrocnemius. BAT, brown adipose tissue, COX4, cytochrome c oxidase; GAPDH, glyceraldehyde 3-phosphate dehydrogenase; HSP60, heat shock protein-60; PGC-1α, peroxisome proliferator-activated receptor gamma coactivator 1-alpha; SIRT1, Sirtuin 1; VDAC, voltage-dependent anion channel; WAT, white adipose tissue.




Maternal Transmission of the hOGG1 Transgene Is Necessary for Obesity Resistance

Breeding of Ay/a mice is inherently challenging, as the Ay/a mutation reduces fecundity and is embryonically lethal in offspring of homozygous mutants. Thus, animals used in the studies above were derived from parents where one parent transmitted the Ay/a mutation, with the female parent carrying the hOGG1 transgene. However, during colony expansion, we generated a limited number of offspring where the hOGG1 transgene was transmitted solely by the male parent (Ay/aTg–dad), since the female parent did not carry the hOGG1 transgene. Intriguingly, we noticed that offspring from this mating were not protected from obesity, relative to Ay/a controls. Thus, while offspring of female Ay/aTg mice were protected from agouti-induced obesity, offspring of male Ay/aTg mice were not (Figure 4). Regrettably, these mice were euthanized at 24 weeks, hence longer term body weight curves were not generated for this colony.
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FIGURE 4. Body weights following paternal transmission of hOGG1. Body weights were measured at weekly intervals in female mice. Averages ± SEM. *p < 0.05 vs. Ay/a.


Since Ay/aTg females were lighter than Ay/a animals at breeding age (8 weeks), we sought to determine if the differences in offspring phenotype were simply a function of maternal body weight during pregnancy. We therefore established breeding colonies in our non-Ay/a colony, such that either the female or male parent was hOGG1 transgenic (Ogg1Tg–mom orOgg1Tg–dad, respectively). Under chow-fed conditions, WT and Ogg1Tg mice do not differ in body weights or litter sizes. WT and Ogg1Tg offspring from all breeding pairs were placed on a 12-week HFD, starting at 8 weeks of age. Mice with maternal transmission of the hOGG1 transgene (Ogg1Tg–mom) were significantly protected from HFD-induced body weight gain, relative to WT littermates, as we have previously reported (Figure 5A). However, mice that received the transgene solely from the male parent (Ogg1Tg–dad) had body weights that were indistinguishable from WT littermates when fed a HFD (Figure 5A). Body composition analyses revealed that fat mass was significantly reduced in Ogg1Tg–mom mice, relative to WT counterparts (Figure 5B). Additionally, lean mass was increased in Ogg1Tg–mom mice, relative to WT controls. In contrast, fat and lean masses in Ogg1Tg–dad mice were indistinguishable from WT controls and significantly higher than Ogg1Tg–mom animals (Figure 5B). Hepatic lipid accumulation is a distinct risk factor for further metabolic dysfunction, and we have previously shown that while OGG1 deficiency increases hepatic lipid storage, OGG1-overexpression significantly reduces hepatic lipids (Sampath et al., 2012b; Komakula et al., 2018). Here we discovered that while stored hepatic lipids such as triglycerides (TG) and cholesterol esters (CE) were significantly reduced in Ogg1Tg–mom mice, no such reduction was apparent in Ogg1Tg–dad livers (Figure 5C). Thus, transgene inheritance from the female parent was both required and sufficient to confer protection against HFD-induced weight gain, whole body adiposity, and hepatic lipid accumulation.
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FIGURE 5. Maternal vs. paternal transmission of hOGG1 influences metabolic phenotype and mitochondrial content of WAT. (A) Ogg1Tg– mom or Ogg1Tg– dad animals were placed on high-fat diets (HFDs) at 8 weeks of age, and body weights were measured weekly. (B) Body composition was measured at the end of 11 weeks of HFD feeding. (C) Hepatic lipids were extracted and separated by thin-layer chromatography. (D) Relative hOGG1 copy number and (E) hOGG1 gene expression were measured by qPCR. (F) Tissue expression of mitochondrial markers was measured by immunoblotting. CE, cholesterol esters; DAG, diacylglycerols; FFA, free fatty acids; PL, phospholipids; TG, triglycerides.




Increased Mitochondrial Content in WAT Requires Maternal Transmission of the hOGG1 Transgene

Inheritance of the hOGG1 transgene from the male or female parent did not alter the relative transgene copy number nor gene expression of hOGG1 (Figures 5D,E). This led us to conclude that differences in obesity resistance were not a function of unexpected differences in copy number or hOgg1 expression levels in the offspring. We have previously shown that in the context of HFD-induced obesity, changes in mitochondrial content and function in WAT may mediate obesity resistance in Ogg1Tg mice. Consistent with these previous reports, we discovered that Ogg1Tg–mom mice had increased mitochondrial content, reflected in significantly increased content of VDAC in WAT. However, Ogg1Tg–dad animals did not have a similar increase in mitochondrial content, consistent with the lack of obesity resistance in these mice (Figure 5F). Similar increases in mitochondrial content were not observed in BAT or gastroc of Ogg1Tg mice (Figure 5F). These findings are consistent with our previous reports (Komakula et al., 2018) and suggest that differences in metabolic phenotypes in Ogg1Tg mice may stem from alterations in WAT mitochondrial content and function. Overall, our results indicate that maternal transmission of the hOGG1 transgene confers resistance not only to genetically-induced obesity (Figure 4), but also to HFD-induced obesity.




DISCUSSION

We demonstrate for the first time that enhanced expression of the human OGG1 gene confers protection against genetically-induced obesity. The Agouti yellow mouse obesity syndrome is a result of dominant mutations at the Agouti locus (Moussa and Claycombe, 1999). Ectopic expression of Agouti in multiple tissues in these mice results in a yellow coat color, chronic hyperphagia, obesity, increased linear growth, leptin and insulin resistance, and hyperglycemia. Mechanisms mediating hyperphagia and obesity in this model involve antagonism of the melanocortin receptor, and similar phenotypes have been described in mice overexpressing Agouti-Related protein (AGRP), a potent antagonist of the melanocortin receptors-3 and -4 (Moussa and Claycombe, 1999; Small et al., 2001). Human obesity is also frequently associated with resistance to both leptin and insulin, and genome-wide association studies have implicated mutations near the melanocortin receptor-4 in the development of obesity and insulin resistance (Chambers et al., 2008; Loos et al., 2008). Thus, our results indicating a role for OGG1 in attenuating body weights in the Ay/a obese model (Figure 1) are particularly relevant from a translational standpoint. As hOGG1 expression lowered body weight without lowering food intake (Figure 1), body weight reduction in Ay/aTg mice likely results from alterations in peripheral tissues. Consistently, we observed increases in whole body energy expenditure (Figure 2) and mitochondrial content in several metabolically important tissues, particularly in WAT of Ay/aTg mice (Figure 3).

An intriguing discovery of these studies is that of obesity resistance being determined by the maternal OGG1 genotype. Male Ogg1Tg parents were unable to transmit obesity resistance to their Ogg1Tg offspring. Female Ogg1Tg mice, conversely, could transmit this metabolically beneficial phenotype to both male and female (not shown) offspring. These data are strongly suggestive of the mitochondrial genome, which is inherited solely from the female parent, as being a critical determinant of the obesity resistance phenotype in Ogg1Tg mice.

Studies examining the developmental origins of disease have established a strong link between maternal obesity and adverse metabolic outcomes in offspring (Das et al., 2021). For instance, in both human and rodent studies, maternal obesity is associated not only with increased risk of pregnancy complications such as gestational diabetes, but also with adverse outcomes in the offspring, including increased risk of obesity and diabetes. The mechanisms underlying these effects are not completely known but likely involve hormonal regulation, epigenetic changes, oxidative stress in the uterine environment, and dysregulated gut microbiota, among other factors (Saben et al., 2016; Das et al., 2021). While these links between maternal obesity and fetal outcomes have been extensively studied in animal models, relatively few studies have examined a link between maternal obesity resistance and metabolic outcomes in the offspring. Our studies indicate that maternal, but not paternal, OGG1 genotype influences tissue mitochondrial content and energy balance in both male and female Ogg1Tg offspring. These findings clearly implicate a role for mitochondrial quality in determining obesity resistance phenotypes in offspring. They also raise intriguing questions about interactions between the intrauterine environment, which is influenced by maternal genotype, and offspring genotype. Prior studies have reported roles for increased maternal oxidative stress and DNA damage in impacting comparable stress in the fetus and offspring (Luo et al., 2006; Simmons, 2006; Raicević et al., 2010; Rodríguez-Rodríguez et al., 2018). Further, epigenetic modifications during development have been shown to be influenced by an adverse fetal environment and to, in turn, impair metabolic outcomes in adult offspring (Seki et al., 2012; Houde et al., 2013; Ruchat et al., 2013; Marchlewicz et al., 2016; Zhu et al., 2019). In this regard, 8-oxoG itself may serve as an epigenetic mark, thereby altering promoter transcription rates via the recruitment of OGG1 to sites of oxidation (Perillo et al., 2008; Ruchko et al., 2009; Zarakowska et al., 2014; Allgayer et al., 2016; Fleming et al., 2017a, b; Hao et al., 2020). In addition to being recruited to 8-oxoG sites, OGG1 activity influences DNA methylation, as oxidized guanines in CpG sequences are resistant to the action of DNA methyltransferases (Weitzman et al., 1994; Valinluck et al., 2004; Maltseva et al., 2009; Ba and Boldogh, 2018). Thus, oxidative stress and OGG1 activity are both critical determinants of epigenetic programming, although their roles in the uterine environment have not been investigated. We observed that protection from DIO required both the female parent and offspring to carry the hOGG1 transgene. Thus, it is possible that reduced uterine oxidative stress in an Ogg1Tg female may result in altered metabolic programming in Ogg1Tg offspring. The mechanisms mediating these interactions between maternal or in utero genotype with offspring genotype require further investigation.

These studies also suggested that among markers of mitochondrial content, which can directly influence energy expenditure, increased mitochondrial content in WAT was consistent with obesity resistance in Ogg1Tg–mom but not Ogg1Tg–dad mice (Figure 5F). These data further support our working hypothesis that the improved metabolic phenotype in Ogg1Tg mice is a consequence of increased mitochondrial content and improved function in WAT (Komakula et al., 2018). In further support of a role for OGG1 in modulating adipocyte behavior, we recently showed that OGG1 genotype corresponds with adipocyte differentiation capacity (Komakula et al., 2021). Preadipocytes lacking OGG1 differentiated faster and accumulated more lipids than WT cells, while hOGG1 expression significantly blunted adipocyte differentiation and lipid accretion. These phenotypes in isolated preadipocytes and 3T3 cells correspond with obesity predisposition or resistance in Ogg1–/– and Ogg1Tg animals, respectively (Komakula et al., 2021). They also indicate an important cell-intrinsic role for OGG1 in the adipocyte, as supported by our current studies.

In summary, we show here for the first time that hOGG1 expression is protective against obesity resulting not only from HFD consumption, but also from genetically-induced obesity. In both models, hOGG1 expression alters tissue mitochondrial content, particularly in WAT, and enhances overall energy expenditure. Importantly, maternal transmission of the transgene is both necessary and sufficient to confer resistance to obesity. These data have important implications to our understanding of the etiology of obesity and the role that DNA damage and repair may play in the process. They also establish an important role for interactions between the in utero environment, shaped by maternal genotype, with offspring genotype in impacting developmental programming and influencing metabolic outcomes in adult animals.
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APE2 Is a General Regulator of the ATR-Chk1 DNA Damage Response Pathway to Maintain Genome Integrity in Pancreatic Cancer Cells
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The maintenance of genome integrity and fidelity is vital for the proper function and survival of all organisms. Recent studies have revealed that APE2 is required to activate an ATR-Chk1 DNA damage response (DDR) pathway in response to oxidative stress and a defined DNA single-strand break (SSB) in Xenopus laevis egg extracts. However, it remains unclear whether APE2 is a general regulator of the DDR pathway in mammalian cells. Here, we provide evidence using human pancreatic cancer cells that APE2 is essential for ATR DDR pathway activation in response to different stressful conditions including oxidative stress, DNA replication stress, and DNA double-strand breaks. Fluorescence microscopy analysis shows that APE2-knockdown (KD) leads to enhanced γH2AX foci and increased micronuclei formation. In addition, we identified a small molecule compound Celastrol as an APE2 inhibitor that specifically compromises the binding of APE2 but not RPA to ssDNA and 3′-5′ exonuclease activity of APE2 but not APE1. The impairment of ATR-Chk1 DDR pathway by Celastrol in Xenopus egg extracts and human pancreatic cancer cells highlights the physiological significance of Celastrol in the regulation of APE2 functionalities in genome integrity. Notably, cell viability assays demonstrate that APE2-KD or Celastrol sensitizes pancreatic cancer cells to chemotherapy drugs. Overall, we propose APE2 as a general regulator for the DDR pathway in genome integrity maintenance.

Keywords: ATR-Chk1, DNA damage response, DNA double-strand breaks, DNA single- strand breaks, genome integrity, APE2


INTRODUCTION

Cells undergo continuous bombardments of exogenous and endogenous factors that can lead to genomic instability. It is critical for a cell to maintain genome integrity and fidelity for proper cellular function and survival in stress conditions. This task is daunting due to constant insults on the DNA by genotoxic agents, nucleotide mis-incorporation or deprivation during DNA replication, and the intrinsic biochemical instability of the DNA itself (Lindahl, 1993). Both exogenous and endogenous sources can result in DNA replication stress and/or DNA lesions that include DNA double-strand breaks (DSB), DNA single-strand breaks (SSBs), and oxidative DNA damage (Ciccia and Elledge, 2010; Yan et al., 2014; Tubbs and Nussenzweig, 2017). Although cells have evolved several different DNA repair pathways to resolve DNA lesions, deficiency in DNA repair pathways or failure to resolve replication stress may result in blockage or collapse of replication and transcription machinery, leading to cellular cytotoxicity, mutagenesis, and/or cell death (Friedberg, 2003; Yan et al., 2014). In humans, DNA lesions are involved in numerous genetically inherited disorders, aging and carcinogenesis (Friedberg, 2003; Tubbs and Nussenzweig, 2017). In response to DNA damage, cells have also evolved the DNA damage response (DDR) pathways to coordinate DNA repair, transcription activation, cell cycle progression, and cell death (Jackson and Bartek, 2009; Ciccia and Elledge, 2010). ATM (Ataxia telangiectasia mutated) and ATR (ATM and Rad3-related) kinases are the key regulators in DDR pathways. Whereas ATM-mediated DDR pathway is primarily activated in response to DSBs, ATR-mediated DDR pathway is triggered by several types of stressful conditions, including DNA replication stress, oxidative stress, SSBs, and DSBs (Cimprich and Cortez, 2008; Marechal and Zou, 2013; Paull, 2015). The ATR DDR pathway is critical for duplicating DNA under stressful conditions (Saldivar et al., 2017), and ATR inhibitors as either monotherapy or combination therapy have been in different phases of clinical trials of cancer patients (Karnitz and Zou, 2015; Bradbury et al., 2020).

Depending on the nature and context of DNA damage or replication stress, the ATR DDR pathway is activated by different regulatory mechanisms. It has been proposed that single-strand DNA (ssDNA) coated with RPA (i.e., RPA-ssDNA) together with a 5′-ssDNA/dsDNA junction may serve as a platform to recruit ATR DDR complexes including ATR, ATRIP, TopBP1, and the Rad9-Rad1-Hus1 (9-1-1) complex for ATR activation (Cimprich and Cortez, 2008; Marechal and Zou, 2015). In DNA replication stress, stalled DNA replication forks induced by aphidicolin or gemcitabine (GEM) uncouple helicase and DNA polymerases, generating RPA-ssDNA for ATR activation (Byun et al., 2005; Yan and Michael, 2009; Fredebohm et al., 2013). In response to DSBs induced by γ-radiation, Topoisomerase I inhibitor Camptothecin (CPT), and Topoisomerase II inhibitor Etoposide (ETO), ATR can also be activated by ssDNA derived from bidirectional DSB end resection by different endonucleases and exonucleases such as Mre11 and Exo1 (Shiotani and Zou, 2009; Symington, 2014; Daley et al., 2015). Oxidative DNA damage induced by hydrogen peroxide (H2O2) also activates ATR DDR pathway by generating ssDNA at oxidative damage sites (Willis et al., 2013; Wallace et al., 2017). Recent studies have demonstrated that defined SSB structures can activate the ATR DDR pathway via a distinct 3′-5′ end resection mechanism that generates necessary short ssDNA (Hossain et al., 2018; Lin et al., 2018).

APE2 (Apurinic/apyrimidinic endonuclease-2, also known as APEX2 or APN2) is an evolutionarily conserved protein with strong 3′-phosphodiesterase and 3′-5′ exonuclease activities but weak AP endonuclease activity and has been implicated in genome and epigenome integrity maintenance (Burkovics et al., 2009; Chaudhari et al., 2021; Lin et al., 2021). Prior studies using different model systems have shown that APE2 plays crucial roles in DNA repair pathways including the base excision repair (BER) pathway, SSB repair pathway, DSB generation and DSB repair pathway, DDR pathways including the ATR-Chk1 DDR pathway and p53-dependent DDR pathway, immune responses including immunoglobulin somatic hypermutation (SHM) and class switch recombination (CSR), and active DNA demethylation (Unk et al., 2001; Burkovics et al., 2006, 2009; Guikema et al., 2007; Dan et al., 2008; Sabouri et al., 2009; Willis et al., 2013; Li et al., 2018; Lin et al., 2018, 2020; Cupello et al., 2019; Yan, 2019; Alvarez-Quilon et al., 2020). Furthermore, APE2 has been implicated in development and growth as well as cancer etiology. A prior study has shown that APE2-knock out (KO) mice are viable but display growth retardation (Ide et al., 2004). Accumulating evidence has shown genomic alterations and abnormal expression of APE2 expression in multiple cancer tissues, including pancreatic cancer and multiple myeloma (MM), and APE2 is proposed to function as an oncogene in liver cancer (Kumar et al., 2018; Jensen et al., 2020; Zheng et al., 2020). Although the underlying molecular mechanism remains to be determined, recent genetic screens identified APE2 as a synthetic lethal target in BRCA1- or BRCA2-deficient human colon cancer cell line DLD-1, human ovarian cancer cell line PEO1, or engineered human epithelial cell line RPE1-hTERT under unperturbed conditions (Mengwasser et al., 2019; Alvarez-Quilon et al., 2020). It has been demonstrated in recent series of studies using Xenopus egg extracts that APE2 is critical for the ATR-Chk1 DDR pathway in response to oxidative DNA damage and defined SSB structures (Willis et al., 2013; Wallace et al., 2017; Lin et al., 2018). Mechanistically, APE2 is recruited to oxidative stress-derived SSB sites or defined SSB structures for a distinct 3′-5′ SSB end resection via its 3′-5′ exonuclease activity, leading to RPA-ssDNA, assembly of the ATR DDR complex including ATR, ATRIP, TopBP1, and the 9-1-1 complex, and activation of the ATR DDR pathway (Willis et al., 2013; Wallace et al., 2017; Hossain et al., 2018; Lin et al., 2018). Moreover, APE2 recruitment and activation require its interaction with ssDNA via its C-terminal Zf-GRF motif and two modes of association with PCNA via its Zf-GRF motif and PCNA-Interacting Protein box (PIP) (Wallace et al., 2017; Lin et al., 2018). APE2 directly associates with and brings Chk1 to the activated ATR for phosphorylation (Willis et al., 2013). However, it remains largely unknown whether and how APE2 regulates the ATR DDR pathway in response to different stressful conditions in mammalian cells.

With a ∼9% 5-year survival rate for all stages combined, pancreatic cancer ranks the fourth most common form of cancer-related deaths in the United States, with nearly 57,600 estimated new cases and over 55,000 estimated deaths in 2020 (Siegel et al., 2020). Although GEM has been the standard treatment of pancreatic cancer, the clinical effect of GEM monotherapy remains limited such as low overall survival months and efficacy (Merl et al., 2010). In contrast, new therapy regimen such as a modified FOLFIRINOX regimen (a combination of fluorouracil, leucovorin, irinotecan, and oxaliplatin) as an adjuvant therapy after surgical resection of pancreatic cancer is still developing (Conroy et al., 2018). A combination of GEM with radiotherapy or other chemotherapy drugs such as ATR inhibitor AZD6738 shows great promise in pancreatic cancer regression (Wallez et al., 2018). Because targeting ATR has emerged as a new area of research for cancer treatment (Fokas et al., 2012; Karnitz and Zou, 2015; Bradbury et al., 2020), it is reasonable to investigate and explore innovative therapy via targeting the ATR-Chk1 DDR pathway’s regulatory mechanisms to increase efficacy and/or reduce the toxicity of chemotherapy drugs in pancreatic cancer treatment.

This study provides evidence using pancreatic cancer cell lines that activation of the ATR-Chk1 DDR pathway induced by hydrogen peroxide (H2O2), GEM, CPT, and ETO is compromised when APE2 is down-regulated via siRNA. Furthermore, siRNA-mediated APE2-knockdown (KD) leads to a higher percentage of γH2AX-positive cells and micronuclei-positive cells. These results suggest that APE2 is a general regulator of the ATR-Chk1 DDR pathway to maintain genome integrity. In addition, we found that Celastrol, a natural compound derived from thunder god vine Tripterygium wilfordii (Lu et al., 2020), impaired APE2 interaction with ssDNA and APE2 3′-5′ exonuclease activity in vitro and also compromised the defined SSB-induced ATR-Chk1 DDR pathway in Xenopus egg extracts. Notably, the ATR-Chk1 DDR pathway activation induced by H2O2, GEM, CPT, and ETO in pancreatic cancer cells was compromised by the addition of Celastrol. Cell viability assays demonstrated that APE2 suppression via siRNA-mediated KD or the addition of Celastrol sensitized pancreatic cancers to chemotherapy drugs. Our evidence suggests that APE2 regulates the ATR DDR pathway in pancreatic cancer cells and that targeting the novel function of APE2 in ATR DDR may open a new avenue for future therapeutics in pancreatic cancers.



MATERIALS AND METHODS


Cell Culture, Treatments and Cell Lysate Preparation

PANC1 and MiaPaCa2 cells were purchased from ATCC (Cat#CRL-1469 and CRL-1420) and cultured in complete media [DMEM (Corning) supplemented with 10% FBS (Atlanta Biologicals) and 1% penicillin/streptomycin (Gibco)] for PANC1 or completed media with 2.5% Horse Serum (Sigma) for MiaPaCa2, respectively. Cells were treated with H2O2 (Sigma Cat#HX0635), Gemcitabine (GEM, Sigma Cat#G6423) Camptothecin (CPT, Calbiochem Cat#208925), Etoposide (ETO, Calbiochem Cat#341205), VE-822 (Selleckchem Cat#S7102), KU55933 (EMD Millipore Cat#118500), or Celastrol (Sigma Cat#219465) to the final concentrations and incubated for the times as indicated in the individual experiments. GEM, CTP, ETO, VE-822, KU55933, and Celastrol were dissolved in DMSO and stored at −20°C.

Briefly, cells were washed with phosphate-buffered saline, PBS (Gibco Cat#10010023) and trypsinized (Corning Cat#25-053-CI). The cells were collected by centrifugation and resuspended in ice-cold PBS followed by centrifugation. Cultured cells were lysed with in lysis buffer (20 mM Tris–HCL pH 8.0, 150 mM NaCl, 2 mM EDTA, 0.5% Non-idet P-40, 0.5 mM Na3V04, 5 mM NaF, 5 μg/mL of Aprotinin, and 10 μg/mL of Leupeptin). Lysates were centrifugated at 13,000 rpm for 30 min at 4°C. The supernatants were transferred into fresh tubes for measuring protein concentrations via Bradford assays (BIO-RAD Cat#5000205) and subsequent immunoblotting analysis.



Transfection and siRNA-Mediated APE2-KD Assays

For siRNA experiments, APEX2 siRNA (Dharmacon-HorizonDiscovery ON-TARGETplus Human APE2 siRNA Cat#L-013730-01-0005) or control siRNA (Dharmacon-HorizonDiscovery ON-TARGETplus non-targeting siRNA Cat#D-001810-01-05) was mixed with LipofectamineR RNAiMAX (Thermo Fisher Scientific Cat#13778100) in Opti-MEM I Reduced Serum Medium (Gibco Cat#31985070) and incubated for 3–5 days according to the manufacture’s protocol. The target sequences of the Dharmacon APE2 siRNA include 5′-GAGCCAUGUGAUGCGUA-3′, 5′-CAACAAUCAAACCCGGGUA-3′, 5′-GGACGAGCUGGAUG CGGAU-3′, and 5′-GAGAAGGAGUUACGGACCU-3′, whereas the non-targeting siRNA sequence is 5′- UGGUUUACAUGUCGACUAA-3′. For the rescue experiments in Figure 1B and Supplementary Figure 1A, after siRNA-mediated APE2-KD, transfecting control plasmid pcDNA3-YFP (Addgene Cat#13033) or pcDNA3-YFP-xAPE2 with Lipofectamine 2000 (Thermo Fisher Scientific Cat#116680019) in Opti-MEM I Reduced Serum Medium. After different treatment and incubation, cells were imaged via fluorescence microscopy to ensure YFP or YFP-xAPE2 was expressed in cells.
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FIGURE 1. APE2 is important for the activation of the ATR-Chk1 DDR pathway in pancreatic cancer cells. (A) After 1-h pretreatment of VE-822 (5 μM), PANC1 cells were added with or without H2O2 (1 mM) for 4 h. Cell lysates were examined via immunoblotting analysis as indicated. (B) Transfecting YFP-xAPE2 but not YFP can rescue the Chk1 and RPA32 phosphorylation induced by H2O2 in APE2-KD PANC1 cells. The ATR-Chk1 DDR pathway analysis of cell lysates from different samples were examined via immunoblotting as indicated. (C) Fluorescence microscopy analysis shows that YFP-xAPE2 or YFP was expressed similarly in APE2-KD PANC1 cells with or without treatment of H2O2. Scale bar, 100 μm. (D) The ATR DDR signaling in cell lysates of PANC1 cells with control (CTL) or APE2 siRNAs after treatment of various DNA damaging condition was examined via immunoblotting analysis as indicated. Cells were treated with H2O2 (1 mM), GEM (50 μM), CPT (5 μM), or ETO (50 μM) for 4 h. Quantifications of Chk1-P/Chk1 (a.u.) and RPA32-P/RPA32 (a.u.) were shown in a dashed box under the immunoblots. The immunoblotting analysis results are representative from two independent experiments.




Immunofluorescence Analysis

Cells were fixed in 3% formaldehyde solution for 15 min at room temperature and permeabilized with 2% Triton-X 100. Cells were then incubated with antibodies again γH2AX (EMD Millipore Cat#05-636-AF488, anti-phospho Histone H2AX Ser139-Alexa Fluor 488 conjugate) or APE2 (GeneTex Cat#GTX80642) overnight at 4°C. For APE2 experiment, goat anti-rabbit IgG H&L-conjugated with Alexa Fluor 594 (Abcam Cat#ab150080) was probed as the secondary antibodies. Then cells were mounted with ProLong Gold Antifade Mountant with DAPI (Invitrogen Cat#36941) before immunofluorescence imaging by confocal laser scanning microscope (Olympus FluoView FV1000) or upright fluorescence microscope (Leica DM6 B) analyses.



Cell Viability Assays

Cell viability assay was carried out to assess percentage of viable cells via CellTiter-GLO 2.0 assays (in experiments in Figures 2B,E, and Supplementary Figure 4G) or MTT (Thiazolyl blue tetrazolium bromide) assays (other cell viability assay experiments). We performed both of the techniques and got similar results by analyzing the raw data of absorbance values (in MTT) or luminescence values (in CellTiter-GLO 2.0) using Microsoft Excel Spreadsheet. Pancreatic cells were seeded at 3,000 cells/well in transparent 96-well plates for MTT assays or Opaque 96-well plates for CellTitreGLO-2.0 assays. After different treatment as indicated in different experiments, cells are incubated for 72 h before cell viability assays. For MTT assays, each well with cells (in 100 μl) was added 20 μl of MTT reagent (5 mg/mL, Acros Organics Cat#158992500) and incubated at 37°C for 3.5 h. After cell medium was removed, 150 μl of MTT solvent (VWR Chemicals, Isopropyl ethanol and 37 M Hydrochloric acid) was added to each well for a 10-min incubation with rocking and a subsequent 5-min incubation without rocking. For CellTiter-GLO assays, 100 μl of CellTiter-GLO 2.0 reagent (Promega Cat#G9241) was added to each well with cells (100 μl) followed by incubation at room temperature for 10 min. MTT (absorbance, abs) and CellTiter-GLO 2.0 (luminescence, lum) values were determined by SpectraMAX iD5 Multiplate Reader (Thermo Fisher Scientific). The MTT/CellTiter-GLO 2.0 values were calculated based on Percentage (%) = [100 × (sample abs/lum)/(control abs/lum)]. MTT/CellTiter-GLO 2.0 assay analyses using Microsoft Excel and GraphPad PRISM software were performed in triplicates (n = 3). Data are presented as mean ± SD for the error bars and normalized with no treatment group.
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FIGURE 2. APE2 suppression or Celastrol sensitizes PANC1 cells to chemotherapy drugs. (A–D) Cell viability assays show that APE2-KD PANC1 cells are more vulnerable to stress conditions [H2O2 (A), GEM (B), CPT (C), or ETO (D)] than Control (CTL) siRNA transfected cells. (E–H) Cell viability assays demonstrate that Celastrol (0.5, 0.75, or 1 μM) sensitizes PANC1 cells to H2O2 (E), GEM (F), CPT (G), or ETO (H). After different treatment as indicated, cells were incubated for 72 h before cell viability assays via CellTiter-GLO method (B,E) or MTT method (other experiments).




Recombinant DNA, Plasmid DNA, FAM-Labeled DNA Structures, and Recombinant Proteins

pcDNA3-YFP was a gift from Doug Golenbock (Addgene plasmid Cat#13033; http://n2t.net/addgene:13033; RRID:Addgene_13033). Recombinant pcDNA3-YFP-xAPE2 was prepared by subcloning the full-length of xAPE2 into pcDNA3-YFP at EcoR1 and XhoI sites. Briefly, the coding region of xAPE2 was amplified by PCR with a forward oligo (5′-GGGGGGAATTCATGAAGATTGTGAGCTGGAACATCAAT G-3′) and a reverse oligo (5′-GGGGGCTCGAGGTCCTCA CATCCAGCTTTTTTGGTGAG-3′). Purified PCR product and pCDNA3-YFP were catalyzed by EcoRI (New England Biolabs Cat#R3101) and XhoI (New England Biolabs Cat#R0146) and ligated together by T4 DNA ligase (New England Biolabs Cat#m0202). After transformation into DH5alpha E. coli, plasmids were prepared via QIAprep Spin Miniprep Kit (QIAGEN Cat#27106) following vendor’s protocol. In addition, the control (CTL) plasmid, SSB plasmid, FAM-labeled 70-nt ssDNA, and FAM-labeled 70-bp dsDNA with a gap or nicked structure in Figure 3 were described previously (Lin et al., 2018, 2019, 2020). The pET32a-hAPE2 was described previously (Tsuchimoto et al., 2001). The expression and purification of recombinant protein GST-xAPE1, GST-Zf-GRF, GST-xAPE2, His-tagged xPCNA, and His-tagged RPA complex in Figure 3 and Supplementary Figure 3 has been described recently (Willis et al., 2013; Acevedo et al., 2016; Lin et al., 2018; Lin et al., 2020). The His-tagged human APE2 recombinant protein was expressed and purified as described previously (Tsuchimoto et al., 2001).
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FIGURE 3. A small molecule inhibitor Celastrol impairs APE2 function in the SSB-induced ATR DDR pathway in the Xenopus system. (A) Chemical structure of a small molecule inhibitor compound Celastrol. (B) Celastrol (1 mM) compromises Chk1 phosphorylation induced by SSB plasmid but not CTL plasmid in the Xenopus HSS system via immunoblotting analysis. (C) The binding of recombinant GST-Zf-GRF but not GST to Dynabead coupled with ssDNA was impaired by Celastrol in GST-pulldown assays. (D) The binding of GST-Zf-GRF to ssDNA was impaired by Celastrol in EMSA assays. (E) The PCNA-stimulated 3′-5′ exonuclease activity of xAPE2 on a gapped DNA structure in vitro was inhibited by Celastrol in TBE-Urea gel electrophoresis. (F) EMSA assays show that Celastrol almost had no effect on the binding of GST-xAPE1 to 70nt-ssDNA in vitro. (G) Celastrol was dispensable for the 3′-5′ exonuclease activity of GST-xAPE1 on a nicked DNA structure in TBE-Urea gel electrophoresis in vitro.




Electrophoretic Mobility Shift Assays

For the Electrophoretic mobility shift assays (EMSA) assays in Figures 3D,F, similar method has been described previously (Lin et al., 2018, 2020). Briefly, different concentrations of purified recombinant proteins were incubated with 0.15 μM of FAM-labeled 70-nt ssDNA in EMSA Reaction Buffer (10 mM Tris pH 8.0, 50 mM NaCl, 0.2 mM TCEP, 5% glycerol) with or without Celastrol for 3 h at 4°C. Reaction samples were resolved on TBE native gel and virtualized on a BioRad imager.



Protein-DNA Interaction Assays and in vitro Exonuclease Assay

A similar method for the ssDNA-bead binding assays in Figures 3C, 4A was described recently (Lin et al., 2018). The Input and Bead-bound fractions were analyzed via immunoblotting analysis as indicated. Similar methods for the in vitro exonuclease assay of APE2 (Figure 3E) and APE1 (Figure 3G) were described previously (Lin et al., 2018). Briefly, FAM-labeled 70-bp dsDNA with a gap structure (0.5 μM) was incubated with purified recombinant GST or GST-APE2/His-PCNA with different concentrations of Celastrol in Exonuclease Assay Buffer (50 mM HEPES, pH 7.5, 20 mM KCl, 10 mM MgCl2, 2 mM DTT). Similarly, FAM-labeled 70-bp dsDNA with a nick structure (0.5 μM) was incubated with purified recombinant GST or GST-APE1 (4 μM) in Exonuclease Assay Buffer. After 1 h-incubation at 37°C, exonuclease assay reactions were quenched with equal volume of TBE-Urea Sample Buffer and denatured at 95°C for 5 min. Samples were resolved on TBE–urea PAGE and imaged on a BioRad imager.



Experimental Procedures for Xenopus Egg Extracts and the SSB-Induced DDR Pathway Assays

The preparation of Xenopus HSS and the similar setup of SSB-induced DDR pathway assays for Figure 3B were recently described (Willis et al., 2012; Yan and Willis, 2013; DeStephanis et al., 2015; Cupello et al., 2016; Lin et al., 2018, 2019). Briefly, SSB plasmid or control plasmid was added to the HSS to a final concentration of 75 ng/μL and incubated for 30 min at room temperature. Then the samples were examined via immunoblotting analysis.



Immunoblotting Analysis and Antibodies

Immunoblotting analysis of cell lysates or Xenopus egg extracts was carried out similarly as we described previously (Willis et al., 2013; Wallace et al., 2017; Lin et al., 2018, 2020). Primary antibodies against Chk1 (Santa Cruz Biotechnology Cat#sc-8408), Chk1 phosphorylation Ser345 (Cell Signaling Technology Cat#133D3), RPA32 (Thermo Fisher Scientific Cat#MA1-26418), RPA32 phosphorylation Ser33 (Bethyl Laboratories Cat#A300-246A), and Tubulin (Santa Cruz Biotechnology Cat#sc-8035) were purchased from various vendors. Anti-human APE2 antibodies were prepared as described previously (Tsuchimoto et al., 2001).



Quantification and Statistical Analyses

Intensity of immunoblotting bands such as Chk1-P-S345, Chk1, RPA32-P-S33, and RPA32 was quantified using Image J in Figures 1, 4 and Supplementary Figure 1. Chk1-P/Chk1 (a.u. indicates arbitrary units) and RPA32-P/RPA32 (a.u.) were calculated when intensity of Chk1-P-S345 or RPA32-P-S33 is normalized to that of Chk1 or RPA32, respectively. Chk1-P/Chk1 (a.u.) and RPA32-P/RPA32 (a.u.) after treatment of hydrogen peroxide were set as 100 a.u. The quantification of γH2AX-positive cells in Figures 5B,C, Supplementary Figures 2B,D was carried out by eye scoring from three different images for the average percentages and standard deviations. GraphPad PRISM 8 statistical analysis software was used to perform statistical analysis of in Figures 5B,C,E, Supplementary Figures 1D,E,2B,D,F. Data were presented as mean ± SD from three experiments. A paired two-sided t-test was conducted to determine significance of difference. p < 0.05 is considered significant and p < 0.01 is considered highly significant.


[image: image]

FIGURE 4. Celastrol compromises the ATR-Chk1 DDR pathway activation in pancreatic cancer cells. (A) The binding of recombinant His-tagged human APE2 protein to beads coupled with ssDNA was compromised by the addition of Celastrol (100 ng/μl). (B,C) Cell viability assays show the toxicity of Celastrol in PANC1 (B) or MiaPaCa2 (C) cells after 3-day treatment. (D,E) PANC1 (D) or MiaPaCa2 (E) cells were pretreated with Celastrol (2.5 μM) for 1 h followed by 4-h treatment of H2O2 (1 mM), GEM (50 μM), CPT (5 μM), or ETO (50 μM), respectively. Cell lysates were then extracted and examined via immunoblotting analysis as indicated. Quantifications of Chk1-P/Chk1 (a.u.) and RPA32-P/RPA32 (a.u.) were shown in a dashed box under the immunoblots. The immunoblotting analysis results are representative from two independent experiments.
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FIGURE 5. APE2-KD induces substantially more γH2AX foci and micronuclei under normal or stress conditions in PANC1 cells. (A) Immunofluorescence microscopy analysis shows γH2AX and APE2 foci after DMSO or treatment of H2O2 (1 mM for 5 h) or GEM (100 μM for 5 h) in PANC1 cells with CTL or APE2 siRNA in a slide view. Scale bar, 100 μm. (B,C) Percentage of γH2AX-positive PANC1 cells after treatment of H2O2/GEM or CPT/ETO. (D) Microscopy analysis shows micronuclei (circled with red) after DAPI staining in PANC1 cells after treatment of CPT (1 μM for 13 h) or ETO (20 μM for 13 h) with CTL or APE2 siRNA. Scale bar, 5 μm. (E) Percentage of micronuclei-positive PANC1 cells after treatment of CPT or ETO with CTL or APE2 siRNA was quantified. (B,C,E)* indicates p < 0.05; ** indicates p < 0.01; *** indicates p < 0.001; n = 3.




RESULTS


APE2 Is Important for the ATR-Chk1 DDR Pathway in Different Stressful Conditions in Pancreatic Cancer Cells

Our series of studies using Xenopus egg extracts have demonstrated that APE2 is important for the ATR DDR pathway in oxidative stress (Willis et al., 2013; Wallace et al., 2017). To determine the role of APE2 in the ATR DDR pathway in pancreatic cancer cells, we first established that H2O2 triggered Chk1 and RPA32 phosphorylation in human pancreatic cancer PANC1 cells and that ATR-specific inhibitor VE-822 prevented H2O2-induced Chk1 and RPA32 phosphorylation (Figure 1A). Notably, the H2O2-induced Chk1 phosphorylation and RPA32 phosphorylation were compromised in siRNA-mediated APE2-KD cells compared with control (CTL) siRNA cells (Lane 2 vs. Lane 4, Figure 1B). To validate the phenotype of oxidative stress-induced ATR DDR pathway is due to APE2 reduction, we performed complementation assays by transfecting recombinant plasmid of full-length Xenopus APE2 tagged with YFP (YFP-xAPE2) or control plasmid of YFP in APE2-KD PANC1 cells (Lane 5–8, Figure 1B). Due to the sequence difference between Xenopus APE2 and human APE2 in the four targeting regions of APE2-siRNA, YFP-xAPE2 cannot be targeted for protein reduction by APE2-siRNA. Using this siRNA-resistant YFP-xAPE2 approach, we showed that YFP-xAPE2 but not YFP rescued the H2O2-induced Chk1 and RPA32 phosphorylation in APE2-KD PANC1 cells (Lane 4, 6, and 8, Figure 1B). Because anti-human APE2 antibodies do not detect Xenopus APE2 protein and anti-Xenopus APE2 antibodies do not recognize human APE2 protein, it is a technical difficulty to directly detect and compare endogenous human APE2 and ectopically expressed YFP-xAPE2 via immunoblotting analysis in our rescue experiment. Our control experiment showed that the expression of YFP-xAPE2 and YFP was similar in APE2-KD PANC1 cells regardless of H2O2 treatment (Figure 1C). These observations suggest that APE2 is critical for the ATR-Chk1 DDR pathway in oxidative stress in PANC1 cells. To exclude the possible cell-specific role of APE2 in the ATR DDR pathway, we performed similar experiments in another human pancreatic cancer MiaPaCa2 cells and found that APE2 was also important for the H2O2-induced ATR-Chk1 DDR pathway in MiaPaCa2 cells (Supplementary Figures 1A,B). Thus, the above findings demonstrate the important role of APE2 in the ATR-Chk1 DDR pathway following oxidative stress in human pancreatic cancer cells.

To test whether APE2 is a general regulator in the activation of the ATR-Chk1 DDR pathway, we investigated other stressful conditions such as GEM-induced stalled DNA replication forks and CPT/ETO-induced DSBs. Consistent with the ATR DDR pathway by H2O2-induced oxidative stress, Chk1 and RPA32 phosphorylation was triggered by GEM, CPT, or ETO in PANC1 cells with the treatment of CTL-siRNA but not APE2-siRNA, suggesting that APE2 plays an important role in ATR DDR under various stressful conditions in PANC1 cells (Figure 1D). We also noted similar findings of APE2 in the regulation of the ATR-Chk1 DDR pathway under these different stressful conditions in MiaPaCa2 cells (Supplementary Figure 1C). Our control experiments demonstrated that cell viability under unstressed conditions was reduced ∼25–30% in APE2-siRNA cells compared with CTL-siRNA cells in PANC1 and MiaPaCa2 (Supplementary Figures 1D,E), which is consistent with previous finding that APE2-knockout in mice leads to abnormal cell proliferation and cell cycle progression (Ide et al., 2004). Overall, our observations suggest that APE2 regulates the ATR DDR pathway in response to different stressful conditions in human pancreatic cancer cells.



APE2-KD by siRNA Leads to Severe DNA Damage and More Micronuclei in Pancreatic Cancer Cells

To determine the role of APE2 in protecting cells from various stressful conditions, we chose to measure γH2AX status in pancreatic cancer cells under normal or damaging environments (e.g., treatment of H2O2, GEM, CPT, or ETO). Our fluorescence microscopy analysis shows that the percentage of γH2AX-positive cells in APE2-KD PANC1 cells was higher than that in CTL-siRNA PANC1 cells regardless of the treatment of H2O2 or GEM (Figures 5A,B). We also noted similar observations from the treatment of CPT or ETO (Figure 5C). Similarly, we found that APE2-KD by siRNA led to severe γH2AX under normal conditions or after treatment of H2O2, CPT, or ETO in MiaPaCa2 cells (Supplementary Figures 2A–D). These observations suggest that APE2 may protect pancreatic cancer cells from DNA damage such as SSBs and DSBs derived from both endogenous and exogenous sources.

A recent study has shown the critical function of APE2 in the regulation of homologous recombination (HR)-mediated DSB repair in MM (Kumar et al., 2018). Micronuclei, a common feature of chromosome instability, are formed due to mitotic errors that mis-segregate intact chromosomes, errors in DNA replication, or repair defects that generate acentric chromosome fragments (Terradas et al., 2010; Guo et al., 2021). To further validate the critical role of APE2 in DSB repair, we examined the micronuclei formation in pancreatic cancer cells under normal or DSB-generating conditions. Our microscopy analysis demonstrated that more percentage of micronuclei-positive cells were observed in APE2-KD PANC1 cells regardless of the treatment of CPT or ETO (Figures 5D–E). We also observed similar results on the role of APE2 in micronuclei formation in MiaPaCa2 cells (Supplementary Figures 2E–F). These observations of severe γH2AX and micronuclei formation in APE2-KD cells suggest the important functions of APE2 in resolving the stressful environments, consistent with its role in DNA repair of DSBs and SSBs (Kumar et al., 2018; Cupello et al., 2019).



Function of APE2 in the SSB-Induced ATR DDR Pathway Is Compromised by a Distinct APE2 Inhibitor Celastrol in Xenopus Egg Extracts

To potentially translate the basic mechanisms of APE2 function in the DDR pathway into future cancer therapy, we sought to identify small molecule inhibitors of APE2 functions. From an unbiased screen of 9,195 compounds, four small-molecule compounds (Dihydrocelastryl, Anthothecol, Erysolin, and MARPIN) were identified to selectively inhibit Chk1 phosphorylation induced by stalled DNA replication forks in p53-deficient cells (Kawasumi et al., 2014). However, the underlying mechanism of how these identified compounds inhibit Chk1 phosphorylation directly or indirectly remains unclear. Dihydrocelastryl is structurally similar to Celastrol, which is a natural compound derived from thunder god vine and has been implicated in therapies for cancers such as pancreatic cancer and prostate cancer as an HSP90 modulator and/or proteasome inhibitor (Figure 3A; Hieronymus et al., 2006; Zhang et al., 2008). We recently characterized the requirement of APE2 in the ATR-Chk1 DDR pathway activation in response to defined SSB structures in the Xenopus high-speed supernatant (HSS) system (Willis et al., 2012; Cupello et al., 2016; Lin et al., 2018, 2019). First, we intended to test whether Celastrol affects the SSB-induced ATR-Chk1 DDR pathway. As expected, Chk1 phosphorylation was induced by defined SSB plasmid but not control (CTL) plasmid in the Xenopus HSS system. Importantly, the SSB-induced Chk1 phosphorylation in the HSS system was compromised by the addition of Celastrol (Figure 3B).

Next, we sought to elucidate how Celastrol regulates the ATR-Chk1 DDR pathway. Due to the significance of the C-terminal Zf-GRF motif of APE2 in the SSB-induced ATR DDR pathway, we tested whether Celastrol affects the binding of APE2 Zf-GRF motif to ssDNA. Our GST-pulldown experiments show that GST-Zf-GRF but not GST associated the beads coupled with ssDNA (Figure 3C), consistent with the APE2 Zf-GRF-ssDNA interaction from previous studies (Wallace et al., 2017; Lin et al., 2018). Notably, the binding of GST-Zf-GRF to ssDNA was compromised by Celastrol (Figure 3C). Furthermore, EMSA assays demonstrated that GST-Zf-GRF but not GST associated with 70-nt ssDNA in a dose-dependent manner in vitro (Supplementary Figure 3A), and that such Zf-GRF-ssDNA association was compromised by Celastrol (Figure 3D). To determine the potential role of Celastrol in the regulation of APE2 functions, we turned to the PCNA-mediated APE2 exonuclease activity (Figure 3E; Burkovics et al., 2009; Lin et al., 2018). Notably, Celastrol impaired the 3′-5′ end resection of dsDNA with a gapped structure by recombinant Xenopus APE2 and PCNA in a dose-dependent manner in vitro exonuclease assays, suggesting that APE2 3′-5′ exonuclease activity is inhibited by Celastrol (Figure 3E).

To test the specificity of the negative regulation of Celastrol in APE2 Zf-GRF binding to ssDNA and its exonuclease activity, we performed a couple of control experiments. RPA protein complex includes RPA14, RPA32, and RPA70 and has been demonstrated to preferentially associate with ssDNA (Marechal and Zou, 2015; Acevedo et al., 2016). Our EMSA assays showed that Celastrol had almost no effect on the binding of recombinant His-tagged RPA complex to a 70nt-ssDNA (Supplementary Figure 3B). Despite some structure and function similarities, APE1 and APE2 display distinct exonuclease and AP endonuclease activities (Li and Wilson, 2014; Lin et al., 2021). Our EMSA assays demonstrated almost no difference on the association of GST-APE1 with a 70nt-ssDNA by Celastrol in comparison to DMSO (Figure 3F). Furthermore, Celastrol had almost no noticeable effect on the 3′-5′ SSB end resection of dsDNA with a nicked structure by recombinant GST-xAPE1 in vitro exonuclease assays (Figure 3G). Overall, our data suggest that Celastrol is a previously uncharacterized small molecule inhibitor of APE2 for its function in SSB end resection and SSB signaling pathway in the Xenopus system.



Celastrol Impairs the ATR-Chk1 DDR Pathway in Pancreatic Cancer Cells

Next, we tested whether Celastrol affects the ATR-Chk1 DDR pathway in human pancreatic cancer cells. First, we found that the binding of recombinant human APE2 protein to ssDNA was also compromised by Celastrol (Figure 4A), suggesting that Celastrol may also affect APE2 functions in human cells. Second, we examined the role of Celastrol for cell viability after 3 days and found that IC50 of Celastrol was ∼3.054 and ∼3.032 μM in PANC1 and MiaPaCa2 cells, respectively (Figures 4B,C). Notably, Chk1 phosphorylation and RPA32 phosphorylation induced by H2O2, GEM, CPT, or ETO were impaired by 1-h pretreatment of Celastrol (2.5 μM) in PANC1 and MiaPaCa2 cells (Figures 4D,E). Our data here support the role of Celastrol in the suppression of the ATR-Chk1 DDR pathway under stress conditions via inhibiting APE2 in human pancreatic cancer cells.



APE2-KD by siRNA or APE2 Inhibition by Celastrol Sensitizes Pancreatic Cancer Cells to Chemotherapy Drugs

Previous studies show that ATR inhibitor VE-822 sensitizes cancer cells to radiation or chemotherapy drugs such as CPT (Fokas et al., 2012; Josse et al., 2014), and that Chk1-KD by siRNA or Chk1 inhibition by small molecule inhibitor AZD7762 has been shown to function in a synthetically lethal manner with GEM in pancreatic cancers (Venkatesha et al., 2012). Our findings on APE2 in the ATR-Chk1 DDR pathway in both the Xenopus system and pancreatic cancer cells prompt us to target the function and regulatory mechanism of APE2 in the ATR DDR pathway for cancer therapy. To directly test whether targeting APE2 functions may sensitize cancer cells to chemotherapy drugs, we took advantage of two strategies developed in this study: APE2 suppression by siRNA-mediated knockdown and APE2 inhibitor Celastrol. Notably, cell viability assays showed that APE2-KD PANC1 cells were more sensitive to H2O2, GEM, CPT, or ETO than CTL-KD PANC1 cells, suggesting that APE2 suppression sensitizes PANC1 cells to DNA damaging conditions (Figures 2A–D). Similarly, APE2 inhibition by Celastrol also sensitized PANC1 cells to H2O2-induced oxidative stress and chemotherapy drugs GEM, CPT, and ETO in a dose-dependent manner (0.5, 0.75, and 1 μM) (Figures 2E–H). Similarly, APE2 suppression by siRNA-mediated reduction or Celastrol-mediated inhibition also sensitized MiaPaCa2 cells to oxidative stress or chemotherapy drugs to some extent (Supplementary Figures 4A–H). These observations suggest that pancreatic cancer cells may need APE2-mediated ATR DDR pathway and DNA repair mechanisms to protect from various different stressful conditions including chemotherapy drugs, replication stress or oxidative stress.



DISCUSSION


Role of APE2 in the DNA Damage Response

Accumulating evidence suggests that APE2 plays various critical roles in maintaining genome and epigenome integrity (Lin et al., 2021). However, it remains unclear whether APE2 is required for the ATR DDR pathway in mammalian cells. This study demonstrated that APE2 is important for the ATR-Chk1 DDR pathway in response to different stress conditions including oxidative stress, DNA replication stress, and DSBs in pancreatic cancer cells (Figure 1 and Supplementary Figure 1). Fluorescence microscopy analysis shows that APE2-KD by siRNA leads to a higher percentage of γH2AX and more micronuclei under normal or stress conditions in pancreatic cancer cells (Figure 5 and Supplementary Figure 2). Furthermore, we identified a small molecule Celastrol as the first APE2 inhibitor that prevents the binding of APE2 Zf-GRF to ssDNA, APE2’s 3′-5′ exonuclease activity, and the SSB-induced ATR-Chk1 DDR pathway in the Xenopus HSS system (Figure 3 and Supplementary Figure 3). Notably, Celastrol treatment impairs the ATR-Chk1 DDR pathway in pancreatic cancer cells (Figure 4). Finally, APE2 suppression by siRNA-mediated knockdown or APE2 inhibition by small molecule inhibitor Celastrol can sensitize pancreatic cancer cells to chemotherapy drugs including GEM, CPT, and ETO (Figure 2 and Supplementary Figure 4). These observations from this study indicate the important role of APE2 in the DNA damage response to maintain genome integrity in mammalian cells. Here, we propose a working model how APE2 especially its exonuclease activity contributes to genome stability in pancreatic cancer cells: (I) in APE2-proficient cells, APE2 may process oxidative DNA damage, DSBs, and stalled forks to generate longer region of ssDNA coated with RPA for ATR DDR activation, leading to Chk1 phosphorylation and RPA32 phosphorylation; and (II) in APE2-deficient cells, siRNA-mediated APE2-KD or Celastrol-mediated APE2 inhibition (e.g., via ssDNA interaction and exonuclease activity) results in defects of RPA-ssDNA formation and ATR DDR activation, leading to more DNA damage, increased micronuclei, and decreased cell viability (Figure 6).
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FIGURE 6. A working model of the general regulator function of APE2 in the ATR-Chk1 DDR pathway. EEP, endonuclease/exonuclease/phosphatase; ZF, Zf-GRF motif; DDR, DNA damage response. See text for more details.


Previous studies have demonstrated that APE2 is required for the ATR DDR pathway in response to oxidative stress and defined SSB structures in Xenopus egg extracts (Willis et al., 2013; Wallace et al., 2017; Lin et al., 2018). Our observations in this study support the important role of APE2 in the ATR-Chk1 DDR pathway in response to hydrogen peroxide-induced oxidative stress, GEM-induced DNA replication stress and CPT/ETO-induced DSBs in human pancreatic cancer cell. These studies collectively support the upstream role of APE2 in the ATR DDR pathway during evolution, although future studies are needed to directly test whether the role of APE2 in the ATR DDR pathway is conserved in other cell types or under other DNA damaging conditions. It is noted that a recent genome-wide CRIPR/Cas9 screen identified APE2 as one of the 117 genes whose mutation leads to hypersensitivity to ATR inhibitors (Hustedt et al., 2019). Although different cell lines and experimental approaches may partially explain the discrepancy with the findings in this study, it is also possible that APE2 contributes to genome integrity via multiple mechanisms in addition to the ATR DDR pathway. Consistent with this speculation, it has been reported that APE2 is important for the HR-mediated DSB repair in MM cells (Kumar et al., 2018). It is interesting to test whether targeting APE2 via small molecule inhibitor such as Celastrol can sensitize cancer cells to ATR inhibitors.



Role of APE2 in the Maintenance of Genome Integrity

What are the phenotypes of APE2-KD? A prior APE2-knockout (KO) mice study demonstrated that the S and G2/M phases of the cell cycle were significantly increased in APE2-KO thymocytes compared with the wild type (Ide et al., 2004). Similarly, the G2/M phase was arrested in proliferating but not unstimulated APE2-KO splenocytes compared with the wild type (Ide et al., 2004). Consistent with these cell cycle phenotypes of APE2-KO, expression of 74 cell cycle related genes was altered in APE2-KO thymus (Dan et al., 2008). Although exact underlying mechanisms of APE2 in cell cycle regulation need further investigation, an independent group recently reported that APE2 is positively correlated with cell cycle and MYC pathway, and that APE2-KD can suppress CCNB1 and MYC expression likely at the transcription level (Zheng et al., 2020).

Our data demonstrate the critical function of APE2 in the protection of pancreatic cancer cells from DNA damaging conditions (Figure 5). Previous studies have shown that APE2 is critical for the SSB repair pathway in Xenopus egg extracts, and HR-mediated DSB repair pathway in MM cells (Kumar et al., 2018; Cupello et al., 2019). A recent CRISPR/Cas9-mediated genetic screen identified APE2 as a synthetic lethal target of BRCA2 in human colon epithelial cell line DLD-1 cells and human ovarian cancer cells PEO1 cells (Mengwasser et al., 2019). Although the underlying mechanism remains unknown, more γH2AX was observed in APE2-knockout (KO) PEO1 cells under unperturbed condition (Mengwasser et al., 2019). Nonetheless, this study is consistent with our observation of increased γH2AX and micronuclei in APE2-KD PANC1 and MiaPaCa2 cells under unperturbed and stress conditions (Figure 5 and Supplementary Figure 2). Furthermore, the function of APE2 in protecting cells from DNA damage and micronuclei under different stress conditions (Figure 5) is in line with its role in SSB repair and DSB repair mechanisms to promote survival in cancer cells. Alternatively, the protection of cancer cells from DNA damaging conditions by APE2 may be mediated from its critical function in the ATR-Chk1 DDR pathway indirectly due to the role of ATR in genome integrity.



Distinct Role of Celastrol as APE2 Inhibitor

Small molecule inhibitors targeting multi-function protein APE1 in DNA repair and redox signaling (e.g., Methoxyamine, AR03, APE1 inhibitor III, and E3330/APX3330) have been identified and characterized, and E3330/APX3330 as APE1 redox inhibitor has entered and completed Phase I clinical trials in patients with advanced solid tumors (NCT03375086) (Shahda et al., 2019; Caston et al., 2021). However, there is no any specific and/or non-specific small molecule inhibitor targeting APE2 functions from the literature. To the best of our knowledge, Celastrol is the first characterized APE2 inhibitor that impairs APE2’s function in the ATR DDR pathway both in the Xenopus system and pancreatic cancer cells via negative regulation of ssDNA binding and catalytic function of APE2.

Our recent studies have shown that APE1 and APE2 as well as their exonuclease but not AP endonuclease activity are important for the SSB-induced Chk1 phosphorylation in the Xenopus system (Lin et al., 2018, 2020). Our data in this study demonstrate the inhibitory effect of Celastrol on the ssDNA binding of APE2 Zf-GRF, but not APE1 nor RPA (Figure 3 and Supplementary Figure 3). Furthermore, exonuclease activity of APE2 but not APE1 was compromised by Celastrol, which may explain the suppression of SSB-induced Chk1 phosphorylation by Celastrol in the Xenopus system (Figure 3). More importantly, Celastrol treatment can sensitize pancreatic cancer cells to chemotherapy drugs including GEM, CPT, and ETO, which is similar to the phenotype of APE2-KD cells as expected (Figure 2 and Supplementary Figure 4). Although it is not possible to rule out the possibility that other Celastrol targets other than APE2 may also contribute partially to the decreased cell viability, at least the impairment of the ATR DDR pathway via Celastrol-mediated APE2 inhibition is one of the underlying mechanisms.

Although Celastrol exhibits anti-cancer and anti-inflammation activities in previous studies, the translational implication of Celastrol remains limited due to toxicity and narrow therapeutic window as a single agent (Cascao et al., 2017; Chen et al., 2018). Of note, Celastrol (0.5–1 μM) at lower micromolar concentrations than IC50 (∼3 μM) can sensitize cancer cells to chemotherapy drugs. Due to the inhibitory effect of Celastrol in the ATR DDR pathway, it will be interesting to test in future studies whether cancer cells with deficiency in ATM or BRCA1/2 are more vulnerable to Celastrol, and whether Celastrol in combination with other small molecules such as PARP1 inhibitors can sensitize cancer cells synergistically. Future follow-up studies are also warranted to identify the possible direct binding site (s) of Celastrol within APE2 and to characterize the APE2 interaction and inhibition by structural approaches. In addition, Celastrol may be further developed and optimized to more specific and efficient APE2 inhibitors in future studies.



Targeting ATR and Its Regulators in the DNA Damage Response Pathway for Cancer Therapy

Whereas ATR inhibitors with combinations of radiotherapy or chemotherapy have synergistic effects in cancer therapies (Josse et al., 2014; Wallez et al., 2018; Bradbury et al., 2020), regulators/modulators of the ATR-Chk1 DDR pathway have also been targets for cancer therapy. For example, a negative selection RNAi screen from over 10,000 genes in pancreatic cancer BxPC-3 cells identified Rad17, an important regulator of the ATR-Chk1 DDR pathway (Zou et al., 2002; Cimprich and Cortez, 2008), as the most significant synthetic lethal target with GEM treatment, and validation experiments showed that Rad17-KD sensitizes pancreatic cancer cells including BxPC-3, MiaPaCa2, and JoPaca-1 to GEM (Fredebohm et al., 2013). Whereas TopBP1 is a well-established regulator of the ATR-Chk1 DDR pathway (Cimprich and Cortez, 2008; Yan and Michael, 2009), recent studies have demonstrated that TopBP1 promotes prostate cancer progression and that down-regulation of TopBP1 significantly suppressed the proliferation of prostate cancer 22RV1 and LNCaP cells via an apoptosis-mediated mechanism (Li et al., 2020). Rad9-KD via siRNA enhanced sensitivity of breast cancer cell MCF-7 and MDA-MB-231 to doxorubicin that induces DSBs (Yun et al., 2014). Therefore, our findings from this study on the enhanced sensitivity of pancreatic cancer cells to chemotherapy drugs by siRNA-mediated APE2-KD or Celastrol-mediated APE2 inhibition is in with the overall concept that suppressing regulators of the ATR DDR pathway can enhance efficacy of chemotherapies.



Targeting APE2 in the DNA Damage Response for Future Studies in Cancer Therapy

Does APE2 overexpress in cancer cells compared with normal cells? A pan-cancer analysis from TCGA database and cBioPortal has identified APE2 overexpression at mRNA level in tumor tissues compared with adjacent non-malignant tissues from kidney cancer, breast cancer, lung cancer, liver cancer, and prostate cancer (Jensen et al., 2020). Similarly, APE2 in the MM patient group was overexpressed at mRNA level in comparison to control group monoclonal gammopathy of undetermined significance (MGUS) (Kumar et al., 2018). Furthermore, APE2 overexpression at protein level was also observed in MM cell lines compared with normal cell lines (Kumar et al., 2018). Another independent bioinformatics analysis validated APE2 overexpression in liver cancer and further demonstrated that APE2-high liver cancer patients had a lower overall survival rate compared with APE2-low liver cancer patients regardless of the cancer stages and the hepatitis infection status (Kumar et al., 2018). Thus, APE2 was suggested as an oncogene in liver cancer and could serve as a potential biomarker for cancer screening in the future.

In addition, APE2 was recently identified as a synthetic lethality target in BRCA1/2-deficient cells from a couple of CRISPR-mediated genetic screens, although the exact underlying mechanism remains to be elucidated (Mengwasser et al., 2019; Alvarez-Quilon et al., 2020). Our finding in this study on the critical role of APE2 in the ATR DDR pathway in pancreatic cancer cells provides vital knowledge for future translational studies targeting APE2 functions in various mice models with different genetic backgrounds such as deficiency of ATM or BRCA1/2. Notably, a recent study has shown that chemotherapy drug cisplatin increases APE2 abundance and provokes mitochondrial fragmentation and acute kidney injury (Hu et al., 2021). Thus, targeting APE2 at its expression level or inhibiting its catalytic function via small molecule inhibitor such as Celastrol will provide additional avenues for cancer therapy. While APE2-KD via siRNA or APE2 inhibition via Celastrol sensitizes PANC1 cells or MiaPaCa2 cells to chemotherapy drugs (Figure 2 and Supplementary Figure 4), future investigation is needed to test whether adding back wild type or various mutant hAPE2 to shRNA-mediated APE2-KD or CRISPR/Cas9-mediated APE2-knockout stable cell lines can rescue the phenotype of APE2 deficiency. Anticipated findings from these experiments are expected to elucidate the exact functional domains of APE2 critical for cancer cells’ sensitivity to chemotherapy drugs.

Overall, we have demonstrated the important function of APE2 in the ATR-Chk1 DDR pathway in pancreatic cancer cells, which can be targeted for future combination or synthetic lethality therapies for cancers.
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Supplementary Figure 1 | Important function of APE2 in ATR-Chk1 DDR pathway in pancreatic cancer cells. (A) MiaPaCa2 cells were treated with CTL siRNA or APE2 siRNA for 7 days. Plasmid expressing YFP-xAPE2 or YFP was transfected to APE2-KD MiaPaCa2 cells after 3 days of siRNA-mediated knockdown. After 4-h treatment of H2O2 (1 mM), total cell lysates were extracted and analyzed via immunoblotting as indicated. (B) Fluorescence microscopy analysis shows that the YFP-xAPE2 and YFP was expressed similarly in APE2-KD MiaPaCa2 cells. Scale bar, 100 μm. (C) The ATR DDR signaling in cell lysates of MiaPaCa2 cells with control (CTL) or APE2 siRNAs after treatment of various DNA damaging condition was examined via immunoblotting analysis as indicated. Cells were treated with H2O2 (1 mM), GEM (50 μM), CPT (5 μM), or ETO (50 μM) for 4 h. (D,E) Cell viability assays show cell proliferations after 3 days of APE2 siRNA vs. CTL siRNA transfected PANC1 cells (D) or MiaPaCa2 cells (E). ∗ indicates p < 0.05; ∗∗ indicates p < 0.01, n = 4.

Supplementary Figure 2 | APE2-KD induces substantially more γH2AX and micronuclei in MiaPaCa2 cells. (A,C) Immunofluorescence analysis was performed in MiaPaCa2 cells after CTL siRNA or APE2 siRNA with or without treatment of H2O2 (625 μM for 5 h), CPT (5 μM for 5 h), or ETO (50 μM for 5 h). DAPI, γH2AX, APE2, and merged images from presentative cells were shown in a slide view. Scale bars, 100 μm. (B,D) Percentage of γH2AX-positive cells from (A) or (C) was quantified in (B) and (D), respectively. (E) Micronuclei formation of MiaPaCa2 after CTL siRNA or APE2 siRNA with or without 5-h treatment of CPT (5 μM) or ETO (50 μM) was examined via microscopy analysis. Red-dotted circles indicated the micronuclei. Scale bar, 5 μm. (F) Percentage of micronuclei-positive MiaPaCa2 cells after treatment of CPT or ETO with CTL or APE2 siRNA from (E) was quantified. (B,D,F) * indicates p < 0.05; ** indicates p < 0.01; *** indicates p < 0.001.

Supplementary Figure 3 | In vitro EMSA assays. (A) EMSA assays show that the binding of GST-Zf-GRF but not GST can form ssDNA (70nt)-protein complex. (B) EMSA assays demonstrate that the recombinant His-tagged RPA complex associated with 70nt-ssDNA and that Celastrol had almost no effect on the association of 70nt-ssDNA and RPA complex.

Supplementary Figure 4 | APE2-KD or Celastrol sensitized MiaPaCa2 cells to chemotherapy drugs. (A–D) Cell viability assays show that APE2-KD MiaPaCa2 cells were more vulnerable to stress conditions (H2O2, GEM, CPT, or ETO) compared to CTL siRNA transfected cells. (E–H) Cell viability assays demonstrate that Celastrol sensitized MiaPaCa2 cells to H2O2, GEM, CPT, and ETO.
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First-line treatments for oral cancer typically include surgery, radiation, and in some cases, chemotherapy. Radiation and oral cancer chemotherapeutics confer cytotoxicity largely by inducing DNA damage, underscoring the importance of the cellular DNA damage repair and response pathways in cancer therapy. However, tumor recurrence and acquired resistance, following the initial response to treatment, remains as a major clinical challenge. By analyzing oral tumor cells derived from the primary and recurrent tumors of the same patient, our study revealed upregulated PARP1 expression in the recurrent tumor cells. Cisplatin and 5-fluorouracil treatment further augmented PARP1 expression in the recurrent, but not the primary, tumor cells. Post-treatment upregulation of PARP1 was dependent on the catalytic activities of PARP and CDK7. Consistent with the established function of PARP1 in DNA repair, we showed that overexpression of PARP1 rendered the primary tumor cells highly resistant to DNA damage treatment. Conversely, PARP inhibition partially reversed the treatment resistance in the recurrent tumor cells; combinatorial treatment using a PARP inhibitor and cisplatin/5-fluorouracil significantly sensitized the tumor response in vivo. Taken together, we reported here PARP1 upregulation as a clinically relevant mechanism involved in oral cancer recurrence, and suggested the clinical benefit of PARP inhibitors, currently approved for the treatment of several other types of cancer, in oral cancer.
Keywords: PARP inhibition, oral cancer, DNA repair, chemotherapy, PARP1
INTRODUCTION
Oral cancer, including cancers of the mouth and the back of the throat, is the sixth most common cancer worldwide. In the United States, approximately 50,000 new oral cancer cases are diagnosed each year. First-line treatments for oral cancer typically include surgery and radiation, with chemotherapy added to decrease the possibility of metastasis, to eliminate residual tumor cells after surgery, to enhance the efficacy of radiation, and for patients with confirmed distant metastasis (Casiglia and Woo, 2001; Gau et al., 2019; Johnson et al., 2020). Radiation and oral cancer chemotherapeutics, such as cisplatin and 5-fluorouracil (5-FU), confer cytotoxicity largely by inducing DNA damage. Oral cancer caused by HPV generally responds to the existing treatments, with over 80% 5-year survival rate for stage III and IV patients. On the other hand, only 10–20% HPV- oral cancer patients at stage III and IV survive the 5-year period. Moreover, the survival rate of oral cancer has not improved significantly over the past decades. Thus, it is important, and urgent, to discover new mechanisms of treatment resistance, and to develop new therapeutics and combinations to overcome resistance in oral cancer.
The cellular DNA damage response (DDR) pathway plays a crucial role in determining the treatment outcome of radiation and genotoxic chemotherapeutics (Jackson and Bartek, 2009). The DDR encompasses complex signaling pathways that lead to cell cycle arrest and cell death. On the other hand, the DDR employs various DNA repair mechanisms to remove DNA damage, and promote cell survival (Ciccia and Elledge, 2010). Based on these principles, it has been long proposed that targeting certain elements of the DDR can effectively sensitize tumor cells to radiation and other DNA damaging drug treatments (Zhou et al., 2003; Liang et al., 2009; Jalal et al., 2011; Lord and Ashworth, 2012).
Among the most promising new anti-cancer targets are poly (ADP-ribose) polymerases (PARPs). PARPs catalyze the attachment of poly (ADP-ribose) chains to substrate proteins, a process termed PARylation (Luo and Kraus, 2012; Dulaney et al., 2017; Martin-Hernandez et al., 2017; Ray Chaudhuri and Nussenzweig, 2017). In particular, PARP1 accounts for over 90% of DNA damage-induced PARylation, thereby playing an important role in the DDR. PARP1 acts as an early and upstream sensor for a variety of DNA damage, and is required for the recruitment of many downstream repair factors, such as X-ray repair cross-complementing protein 1 (XRCC1) (Luo and Kraus, 2012; Dulaney et al., 2017; Martin-Hernandez et al., 2017; Ray Chaudhuri and Nussenzweig, 2017). Consistent with the function of PARP1 in DNA repair, its inhibition has been considered as a valid approach to enhance the cytotoxic effect of radiation and chemotherapeutics, as well as to exploit synthetic lethality in tumors with defective DSB repair (Dulaney et al., 2017; Lord and Ashworth, 2017). Olaparib, a PARP inhibitor (PARPi), was approved by FDA and EMA in 2014 for the treatment of ovarian cancer with BRCA1 and BRCA2 mutations. The approval was extended also to breast cancer in 2018, and to prostate and pancreatic cancer in 2019. With these emerging successes of PARPi, it is important to investigate the involvement of PARPs in the pathophysiology of oral cancer, and to evaluate the potential application of PARPi in the treatment of oral tumors, particularly those exhibiting resistance to DNA damaging agents. In this study, we revealed upregulation of PARP1 as a mechanism that rendered oral cancer cells resistant to treatment, and PARPi as effective agents that re-sensitized these cells to chemotherapy in vitro and in vivo.
RESULTS
Upregulation of PARP1 in the Recurrent Oral Tumor Cells
To shed new light on oral cancer resistance and recurrence, we obtained a pair of patient-derived, matched, oral cancer cell lines. Of these lines, SCC11A was established from the initial oral tumor, and SCC11B was obtained from the recurrent tumor after treatment with radiation and chemotherapy. The patient expired due to tumor recurrence and the subsequent metastasis. These matched cell lines offer a physiologically relevant model to study molecular events that underlie treatment evasion and tumor recurrence. Interestingly, RNA sequencing analysis of gene expression revealed that SCC11B exhibited an elevated RNA level of PARP1, particularly when cells were treated with 5-FU (Figure 1A).
[image: Figure 1]FIGURE 1 | Upregulation of PARP1 in recurrent oral cancer cells. (A) The levels of PARP1 mRNA in SCC11A and SCC11B cells, without DNA damage (upper panel), or with 5-FU treatment (lower panel). (B) SCC11A and SCC11B cells were analyzed by immunoblotting for the protein levels of PARP1 and α-tubulin (loading control). The band intensity was quantified, and the PARP1 to α-tubulin ratio was shown in the lower panel. The relative PARP1 protein level in SCC11B was normalized to that in SCC11A. The average of three independent experiments was shown, with statistical analysis (**p < 0.01). (C) SCC11A and SCC11B cells were treated with cisplatin (10 μM) or 5-FU (10 μM), as indicated, for 1 day. The treated and untreated cells were analyzed by immunoblotting for PARP1 and α-tubulin. The band intensity was quantified, and the PARP1 to α-tubulin ratio was shown in the lower panel. The relative PARP1 protein level in drug treated cells was normalized to that in untreated cells. The average of three independent experiments was shown, with statistical analysis (*p < 0.05, n.s. not significant). (D) SCC10B cells were treated with or without 5-FU (10 μM), for 1 day. The cells were then analyzed by immunoblotting for PARP1 and α-tubulin. (E) The oral mucosal epithelial cells were treated with or without 5-FU (10 μM), for 1 day. The cells were then analyzed by immunoblotting for PARP1 and α-tubulin.
To confirm the RNA sequencing results, we analyzed the protein level of PARP1 in SCC11A and SCC11B cells. In fact, PARP1 protein in SCC11B was approximately two fold more abundant than that in SCC11A (Figure 1B). Upon treatment with cisplatin and 5-FU, two chemotherapeutic drugs used for oral cancer, PARP1 expression was further increased in SCC11B, by approximately 50 and 100%, respectively (Figure 1C). By comparison, cisplatin and 5-FU did not induce PARP1 expression in SCC11A cells (Figure 1C).
Furthermore, we noted a similar fashion of 5-FU-induced PARP1 upregulation in SCC10B, another oral cancer cell line derived from recurrent tumor (Figure 1D). PARP1 expression was unchanged in the control, oral mucosal epithelial cells upon 5-FU treatment (Figure 1E), confirming that upregulation of PARP1 reflects an acquired, post-treatment mechanism in some tumor cells.
The Catalytic Activity of PARP1 Mediates its Own Upregulation After DNA Damage
Upregulation of PARP1 expression was observed between 4 and 8 h post 5-FU treatment, possibly reflecting the time frame of PARP1 transcription and translation (Figure 2A). Next, we sought to reveal more mechanistic insights into the cellular activities that govern PARP1 upregulation. Interestingly, inhibition of PARP per se, using olaparib or veliparib, prevented PARP1 upregulation in the presence of 5-FU treatment (Figures 2B,C). By comparison, inhibition of ATM with ku55933, or ATM/ATR with caffeine, did not significantly alter PARP1 upregulation (Figures 2B,C). These results indicated that DNA damage-induced PARP1 upregulation does not rely on the conventional signaling pathway initiated via ATM/ATR activation. Moreover, a selective inhibitor of CDK7, BS-181, also reduced PARP1 expression (Figures 2B,C).
[image: Figure 2]FIGURE 2 | PARP1 upregulation upon chemotherapeutic treatments in recurrent oral tumor cells. (A) SCC11B cells were treated with or without 5-FU (10 μM), as indicated, for 4 or 8 h. The treated and untreated cells were analyzed by immunoblotting for PARP1 and α-tubulin. (B) SCC11B cells were treated with or without 5-FU (10 μM), in combination with olaparib (10 μM), veliparib (10 μM), Ku55933 (10 μM), caffeine (3 mM), and BS-181 (1 μM), as indicated, for 1 day. The treated and untreated cells were analyzed by immunoblotting for PARP1 and α-tubulin. (C) Quantification of PARP1 expression in panel (B). The relative PARP1 protein level in cells with combination drug treatments was normalized to that in cells treated with 5-FU alone. The average of three independent experiments was shown, with statistical analysis.
PARP1 Upregulation Renders Oral Cancer Cells Resistant to DNA Damaging Drugs
Consistent with PARP1 upregulation, an elevated level of Poly (ADP-ribosyl)ation (PARylation) was induced in SCC11B cells, compared to SCC11A cells, upon 5-FU treatment (Figure 3A). On the other hand, accumulation of γ-H2AX appeared alleviated in SCC11B cells, potentially owing to PARP1-mediated DNA repair (Figure 3B). Using a cell viability assay, we confirmed that SCC11B cells exhibited increased resistance to 5-FU treatment (Figure 3C). Thus, PARP1 upregulation during oral tumor recurrence correlated with increased PARylation, decreased DNA damage accumulation, and acquired drug resistance.
[image: Figure 3]FIGURE 3 | SCC11B cells exhibited increased PARylation and cell resistance. (A) SCC11A and SCC11B cells were incubated in 5-FU (10 μM), for 10 or 30 min, as indicated. Cells were harvested for immunoblotting. (B) SCC11A and SCC11B cells were incubated in 5-FU (10 μM), for 30 or 60 min, as indicated. Cells were harvested for immunoblotting. (C) Cell viability assay was performed as in the Materials and Methods. SCC11A and SCC11B cells were incubated for 4 days. 5-FU (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown.
To directly assess the functional impact of PARP1 upregulation, we expressed recombinant PARP1 in SCC11A cells, to approximately two to three fold over the endogenous level (Figure 4A). Compared to the vector control, PARP1 expression alone did not markedly influence the cell viability (Figure 4B). However, significant proliferative advantages were observed in PAPR1-expressing cells upon treatment with cisplatin or 5-FU (Figures 4C,D). Together, these results indicated that upregulation of PARP1 in SCC11A cells adequately conferred tumor cell resistance to chemotherapeutic drugs.
[image: Figure 4]FIGURE 4 | PARP1 upregulation rendered SCC11A cells more resistant to chemotherapeutic drugs. (A) The expression of recombinant and endogenous PARP1 was shown by immunoblotting. (B) SCC11A cells expressing GFP-PARP1 or control GFP vector were incubated for 4 days. Cell viability was determined as described in Materials and Methods, the cell numbers at days 2–4 were normalized to that at day 1. The mean values and standard derivations, from three independent experiments, were shown. (C) SCC11A cells expressing GFP-PARP1 or control GFP vector were incubated for 4 days. Cisplatin (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown. (D) SCC11A cells expressing GFP-PARP1 or control GFP vector were incubated for 4 days. 5-FU (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown.
PARP1 Targeting in Recurrent Oral Cancer Cells and Tumors
Our findings prompted us to evaluate the potential of PARP1 targeting in enhancing the therapeutic response of oral tumor cells, particularly in SCC11B cells that exhibited PARP1 upregulation. PARP inhibition using two clinically approved inhibitors, veliparib and olaparib, reduced the viability of SCC11B cells, suggesting the possible use of PARPi as monotherapeutic agents (Figure 5A). However, a more profound therapeutic benefit was observed, when SCC11B cells were treated with PARPi in combination with cisplatin or 5-FU (Figures 5B,C). In these cases, both veliparib and olaparib elicited synergistic effects with cisplatin and 5-FU. Interestingly, veliparib and olaparib increased the induction of γ-H2AX after 5-FU treatment (Figure 5D). This finding indicated that inhibition of PARP1 caused increased accumulation of DNA damage, particularly DNA double strand breaks, after therapeutic exposure to 5-FU.
[image: Figure 5]FIGURE 5 | PARP inhibition sensitized SCC11B cells to DNA damage. (A) SCC11B cells were incubated for 4 days, with or without veliparib and olaparib, as indicated. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown. (B) SCC11B cells were incubated for 4 days, with or without veliparib and olaparib, as indicated. Cisplatin (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown. (C) SCC11B cells were incubated for 4 days, with or without veliparib and olaparib, as indicated. 5-FU (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown. (D) SCC11B cells were treated with or without veliparib and olaparib for 1 day. The cells were harvested and analyzed by immunoblotting for γ-H2AX and H2AX.
We further confirmed the efficacy of PARP1 targeting using siRNA-mediated PARP1 depletion (Figure 6A). Consistent with PARP inhibition, reducing the expression level of PARP1 in SCC11B cells enhanced the therapeutic outcome of 5-FU, as indicated by decreased cell viability (Figure 6B). Finally, we established SCC11B xenograft tumor models in immunodeficient mice, to evaluate the effect of PARPi in chemotherapy. A combination regimen with both cisplatin and 5-FU was used, as in the clinical treatment of head and neck and many other cancers. Compared to chemotherapy alone, combination with olaparib substantially improved the tumor responses, and deceased the final tumor volume by approximately three fold (Figure 6C). Biochemical analyses of the tumor samples confirmed that PARPi treatment increased DNA damage accumulation, and decreased cell proliferation, as judged by γ-H2AX and phospho-histone H3, respectively (Figure 6D).
[image: Figure 6]FIGURE 6 | PARP targeting sensitized the SCC11B tumor response to chemotherapy. (A) SCC11B cells were treated with PARP1 siRNA or control siRNA, as described in Materials and Methods. Cells were analyzed by immunoblotting to confirm PARP1 depletion. (B) SCC11B cells were incubated for 4 days, with control or PARP1 siRNA, as indicated. 5-FU (10 μM) was added at day 1. The cell numbers at days 2–4 were normalized to that at day 1 (untreated). The mean values and standard derivations, from three independent experiments, were shown. (C) SCC11B cells were implanted into immunodeficient mice to form tumors. As described in Materials and Methods, mice were then treated with cisplatin/5-FU, with or without olaparib. Tumors were excised, and shown in the lower panel. The average tumor weight of olaparib/cisplatin/5-FU-treated group was normalized to that of cisplatin/5-FU. The mean values and standard derivations were shown, statistical significance was determined by Student’s t-test (n = 5 per group). (D) Tumor samples were processed, as described in Materials and Methods, and analyzed by immunoblotting.
MATERIALS AND METHODS
Antibodies and Chemicals
Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and immunoblotting was performed as described previously (Wang et al., 2019a). Anti-PARP1, H2AX, Histone H3 Ser-10, and γ-H2AX antibodies were purchased from Cell Signaling (Danvers, MA); anti-poly (ADP-ribose) polymer antibody was obtained from Santa Cruz Biotechnology (Dallas, TX); α-tubulin antibody was a gift from Dr. James Wahl (University of Nebraska Medical Center). The intensity of band signals was measured using NIH ImageJ software. Cisplatin and 5-fluorouracil were purchased from Sigma (St. Louis, MO); olaparib and veliparib were obtained from Selleckchem (Houston, TX) and Santa Cruz Biotech (Dallas, TX), respectively.
Cell Culture and Analyses
Human oral squamous-cell carcinoma cell lines SCC11A (UM-SCC-11A), SCC11B (UM-SCC-11B), and SCC10B (UM-SCC-10B) were obtained from the University of Michigan, and characterized genetically and morphologically (Brenner et al., 2010; Wang et al., 2012; Luong et al., 2016). These cells were maintained in Dulbecco’s modified Eagle medium (DMEM, Sigma) supplemented with 10% fetal bovine serum (FBS, Sigma). Mouse oral mucosal epithelial cells were purchased from Cell Biologics (Chicago, IL), and maintained in the recommended epithelial medium (Cell Biologics). To measure SCC11A and SCC11B cell sensitivity to cisplatin and 5-FU, cells were treated with cisplatin at indicated concentrations, and incubated for 1–4 days. The numbers of viable cells were counted using a hemocytometer. GFP-PARP1 was described in our previous study (Wang et al., 2019b), and was transfected to SCC11A cells using lipofectamine (Thermo Fisher Scientific, Waltham, MA). Cell pellets were submitted to Genewiz (South Plainfield, NJ) for RNA sequencing analysis. PARP1 siRNA (target sequence UGA​CUU​GGA​AGU​GAU​CGA) were purchased from Integrated DNA Technologies (IDT), and transfected into cells using Lipofectamine RNAiMAX (Thermo) following the protocol recommended by the manufacturer. A non-targeting control, or scramble siRNA was used as a control.
Mouse Tumor Studies
Athymic nude mice were purchased from the Jackson Laboratory (Bar Harbor, ME) and housed at the animal facility at the UNMC College of Dentistry. SCC11B cells were implanted into 6-week old mice by a single subcutaneous injection of tumor cells (2–6 × 105 cells in 100 μl of sterile PBS). To test how tumors respond to chemotherapy, once the tumor size reached 50 mm3, cisplatin and 5-FU (5 mg/kg mouse), with or without olaparib (10 mg/kg mouse) were administered intraperitoneally on days 1 and 3. Ten days after the initial treatment, the mice were euthanized, and tumors were removed and weighed.
To prepare tumor lysate for immunoblotting analysis, excised tumor samples were frozen on dry ice, and cut into small pieces. 20 μl/mg of RIPA (20 mM Tris-Cl (pH 7.4) 1 mM EDTA. 0.5 mM EGTA. 1% Triton X-100. 0.1% sodium deoxycholate. 0.1% SDS. 150 mM NaCl) was added, and the samples were homogenized. The samples were then centrifuged, and supernatants were collected for immunoblotting.
Statistical Analysis
Statistical analyses were performed in cell viability assays and in the tumor weight measurements. Briefly, data were analyzed using an unpaired 2-tailed Student’s t test to determine the statistical significance. A p-value less than 0.05 is considered as significant.
DISCUSSION
Acquired Cancer Resistance in Oral Cancer Is Associated With Altered DDR Pathways
In this study, we reported PARP1 upregulation during the recurrence of oral tumor, using patient-derived cell lines. We showed that the elevated PARP1 expression conferred treatment resistance in the primary oral tumor cells, and that the recurrent tumor cells are highly dependent on PARP activity for treatment evasion. Presumably, the initial clinical treatment using radiation and chemotherapy selected for cells with PARP1 upregulation. Furthermore, in these recurrent oral tumor cells, cisplatin and 5-fluorouracil were capable of inducing the gene expression of PARP1. To our knowledge, this mechanism of treatment-induced PARP1 expression is new. Strikingly, this phenomenon was not seen in the matched primary tumor cells, or in a control oral mucosal epithelial cell line, pointing to specific dysregulation of PARP1 expression that was acquired during tumor recurrence.
Our findings add to the emerging understanding of how tumor resistance and recurrence is driven by specific alterations of the DDR. Deficient DNA damaging signaling, particularly the ATM kinase-mediated pathway, has been observed in oral cancer cells, in correlation with reduced responsiveness to cisplatin (Wang et al., 2012). Other studies revealed polymorphisms of DDR genes as potential risk factors that promote head and neck cancer progression. Altered expression levels of DNA repair genes, including both upregulation and downregulation, have been shown in oral cancer studies (Wang et al., 2007; Jenkins et al., 20132013; Ali et al., 2017; Dylawerska et al., 2017; Psyrri et al., 2021). Thus, detailed functional studies are necessary to further elucidate how these DDR alterations impact the progression and treatment responses of oral cancer.
PARP1 as an Anti-Cancer Drug Target in Oral Cancer
With the proven clinical benefits of PARPi in other solid tumors, the potential application of PARPi in oral cancer treatment has been enthusiastically proposed (Glorieux et al., 2017; Moutafi et al., 2021). This therapeutic idea was further supported by multiple lines of preclinical studies. For example, PARPi was found effective in head and neck cancer with SMAD4-deficiency (Hernandez et al., 2020). The efficacy of PARPi, in combination with radiation, platinum-based drugs, DNA-PKcs inhibitor, PD-1/PD-L1 blockage agents, and many other drugs, has been suggested (Glorieux et al., 2017; Moutafi et al., 2021). Building on these premises, multiple ongoing clinical trials are evaluating the efficacy of PARPi in monotherapy or combination therapy of oral cancer. Combinatorial treatments using PARPi and conventional chemotherapy attracted particular interests, as potentially promising opportunities to overcome tumor resistance to either PARPi or chemotherapy alone (Lu et al., 2018; Li et al., 2020; McMullen et al., 2020).
Evidence provided in this study supported the use of PARPi in oral cancer therapy, especially in combination with cisplatin or 5-fluorouracil. PARP1 suppressed the induction of DNA double strand breaks following cisplatin or 5-fluorouracil treatment. This is well in line with the role of PARP1 in single strand break repair, and consistent with the observation of increased cell resistance upon PARP1 expression.
PARP1 Is Upregulated Upon DNA Damage Treatment in Resistant Oral Cancer Cells
Our study revealed upregulation of PARP1 expression in at least some recurrent oral tumor cells, as one of the underlying mechanisms of treatment resistance and tumor recurrence. Thus, the physiological relevance of PARP1 in oral cancer recurrence provides an additional rationale for PARP1 targeting. Unlike the primary oral tumor cells, recurrent tumor cells gained the capability of inducing PARP1 expression upon cisplatin or 5-fluorouracil treatment. This treatment-induced PARP1 expression can potentially serve as a prognostic biomarker that predicts both tumor resistance to DNA damaging agents, and therapeutic benefits of PARPi in combination therapy.
Regulation of PARP1 gene expression remains to be better understood. DNA damage-induced PARP1 expression, as shown in our studies, was not dependent on ATM/ATR kinase activities. PARP1 upregulation was disrupted by inhibitors of CDK7 and PARP. CDK7 is known to be associated with, and phosphorylate, transcription factors (Fisher, 2019); existing evidence also supported a role of PARP1 in transcriptional regulation (Schiewer and Knudsen, 2014). Interestingly, previous studies of mouse PARP1 expression suggested an autoregulatory model in which PARP1 binds to its own promoter region, and suppresses transcription (Vidaković et al., 2009). Thus, it shall be investigated if PARPi influences its own expression by trapping PARP1 in its promoter region, or through additional transcriptional factors that are directly or indirectly modulated through PARylation.
Taken together, our studies reported PARP1 upregulation as a clinically relevant mechanism of tumor resistance, and suggested PARPi as promising therapeutic intervention, in combination with chemotherapy. Further delineation of the underlying mechanisms will potentially shed new light on the signaling network of tumor recurrence, and uncover additional drug targets to cripple cancer resistance.
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The proteins within the Poly-ADP Ribose Polymerase (PARP) family encompass a diverse and integral set of cellular functions. PARP1 and PARP2 have been extensively studied for their roles in DNA repair and as targets for cancer therapeutics. Several PARP inhibitors (PARPi) have been approved for clinical use, however, while their efficacy is promising, tumours readily develop PARPi resistance. Many other members of the PARP protein family share catalytic domain homology with PARP1/2, however, these proteins are comparatively understudied, particularly in the context of DNA damage repair and tumourigenesis. This review explores the functions of PARP4,6-16 and discusses the current knowledge of the potential roles these proteins may play in DNA damage repair and as targets for cancer therapeutics.
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INTRODUCTION
As global populations age, cancer has emerged as the most prominent cause of death worldwide (Lin et al., 2019; Aburto et al., 2020; Sung et al., 2021). Therefore, identifying new therapeutic targets and designing non-invasive molecular mechanisms to inhibit and eliminate cancer growth is a major objective of academic and pharmaceutical teams worldwide. One such protein that has become a new therapeutic cancer target in recent years is Poly (ADP-ribose) Polymerase 1 (PARP1), which belongs to the PARP protein family. The members of this protein family have been associated with DNA repair, genomic instability and as targets for cancer therapy (D’Amours et al., 1999; Amé et al., 2004; Berti et al., 2013; Morales et al., 2014; Schlacher, 2017). Supporting this, PARP1 has emerged as a potent cancer target in ovarian and breast cancers. Since much is known about PARP1-3 (Bryant et al., 2005; Farmer et al., 2005; Murai et al., 2012; Ray Chaudhuri and Nussenzweig, 2017; Alemasova and Lavrik, 2019; Rodriguez-Vargas et al., 2019; Bilokapic et al., 2020) and the Tankyrases (PARP5a/5b) (Lakshmi et al., 2017; Li et al., 2019), this review will focus on the lesser-studied PARP family members, their roles in maintenance of genomic stability and cellular homeostasis, and their potential as cancer targets (Hottiger et al., 2010; Morales et al., 2014; Xu et al., 2020; Challa et al., 2021).
THE PARP FAMILY
The PARP protein family was initially described in 1963 (Chambon et al., 1963) and the crystal structure of the PARP1 catalytic domain was later elucidated in 1996 (Ruf et al., 1996). This unique family consists of 17 proteins to date (Amé et al., 2004; Hottiger et al., 2010; Morales et al., 2014; Challa et al., 2021), excluding the highly diverged PARP homologue tRNA 2′-phosphotransferase 1 (TRPT1) (Hottiger et al., 2010). The full range of functionality of this protein family has not been fully elucidated, however, they have all been shown (with the exception of PARP13) to catalyse the transfer of ADP-ribose (Morales et al., 2014) to substrates, via the use of nicotinamide adenine dinucleotide (NAD+) as a metabolic substrate (Hottiger et al., 2010; Morales et al., 2014; Gupte et al., 2017; Cohen, 2020). This modification is referred to as ADP ribosylation (ADPr). ADPr has so far been identified as important in many cellular processes, including transcription, chromatic structure modulation, replication, recombination, and DNA damage repair (D’Amours et al., 1999; Morales et al., 2014).
PARPs fall into two main categories depending on the (ADPr) modification they produce. These categories are mono-[ADPr] (MAR), and Poly-[ADPr] (PAR) (Figure 2). This difference is mechanistically important in biological processes. PAR ribosylation modifications create branched elongated chains that commonly act as signaling molecules (Ruf et al., 1996; Amé et al., 2004; Hottiger et al., 2010; Vyas et al., 2013). Current studies indicate that only PARPs with a H-Y-E amino acid triad domain can produce PAR modifications, due to the glutamic acid residue (E) facilitating the process of producing these elongated ribosylation chains (Hottiger et al., 2010; Challa et al., 2021). However, it is important to note that PARP3 contains a H-Y-E domain motif, but does not produce PAR chains, suggesting that the motif is not the only structural driving factor of PARylation (Hottiger et al., 2010; Vyas et al., 2014; Challa et al., 2021). There is less data surrounding the functional importance of MAR modifications. However, MAR modifications typically inhibit target protein function, which suggests a direct regulatory role (refer to Table 1 for PARP specific catalytic activity). Despite this fundamental difference, both PAR and MAR modifications utilise NAD+ as a substrate (Corda and Di Girolamo, 2003; Hottiger et al., 2010; Cohen, 2020). The PARP protein family is also involved in the formation of non-membranous structures (Amé et al., 2004; Vyas et al., 2013; Catara et al., 2017; Challa et al., 2021). These structures include: spindle poles, RNA granules, and DNA repair foci (Catara et al., 2017).
TABLE 1 | Overview of PARP family structure and basic function.
[image: Table 1]PARP1-3 have been identified as regulatory proteins in single-strand break repair pathways (Fisher et al., 2007; Hanzlikova et al., 2018; Rose et al., 2020). In recent years PARP inhibitors (PARPi) have been developed as a novel targeted cancer therapeutic (Dziadkowiec et al., 2016; Rose et al., 2020). These inhibitors work on tumours that are deficient in the double-strand break repair pathway of homologous recombination, caused by the dysfunction of proteins such as BRCA1/2, via promotor methylation or gene mutation (Dziadkowiec et al., 2016; Rose et al., 2020). These defects can be used to target tumours using PARPi, that bind to the NAD+ binding domain of several PARPs, predominantly PARP1/2, inhibiting their catalytic activity and trapping them on DNA (Dziadkowiec et al., 2016; Ronson et al., 2018; Rose et al., 2020). This inhibition can be used as a selective target in BRAC1/2 deficient cancer cells leading to a buildup of highly cytotoxic unrepairable double-strand breaks, resulting in cell death. This review will examine the potential of other members of the PARP family as targets for cancer therapy.
THE ROLES OF THE PARP FAMILY IN CELLULAR HOMEOSTASIS: IMPLICATIONS FOR TUMOURIGENESIS AND CANCER THERAPY
The proteins within the PARP family function to maintain cellular homeostasis through their involvement in a diverse array of biological pathways, beyond DNA damage repair (Figure 1). Through these diverse pathways the upregulation, depletion or mutation of these unique proteins can promote tumourigenesis. Although their catalytic domains share homology, PARP proteins vary widely in size and structure promoting a rich diversity of functions. PARPs range from 36.38 kDa (PARP16) to 202.8 kDa (PARP14) in size (Table 1). Their catalytic activity also varies, PARP1-2/4/5a/5b produce PAR modifications, whereas PARP3/4/6-12/14-16 produce MAR modifications (Figure 2; Table 1).
[image: Figure 1]FIGURE 1 | The confirmed and proposed diverse roles of the PARP protein family. These roles include: DNA Damage Repair (PARP1/2/3/5a/5b/9/10/14), Cell Structure, Adhesion and Motility (PARP6/7/14), Spermatogenesis (PARP11), Membrane and Nuclear Envelope Formation (PARP8/11/16), Innate Immunity (PARP7/9/13/14), Cell Transportation and Vault Particle Regulation (PARP4), Cell Stress Response (PARP1/7/12/16), Spindle Pole Regulation and Cell Replication (PARP6/10), Transcription (PARP1/7), and Chromatin Structure Modulation (PARP1/2/3). Due to the large diversity of PARP activity, it is likely that PARPs are also involved in biological processes beyond those exemplified in this figure, that are yet to be fully elucidated. Created with BioRender.com.
[image: Figure 2]FIGURE 2 | PARP family-dependent poly and mono ADP ribosylation. These processes comprise conversion of NAD+ to a ribosylation modification via PARP catalytic activity, producing nicotinamide as a biproduct. PARP1/2/4/5a/5b have been experimentally shown to produce poly-ADP ribosylation modifications. PARP3/4/6/7/8/9/10/11/12/14/15/16 have been experimentally shown to produce mono-ADP ribosylation modifications. Created with BioRender.com.
Due to its MARylation activity (Figure 2; Table 1), PARP4 has been categorized as a mono-[ADP-ribosyl] transferase (MART), however, PARP4 is not currently included in any PARP sub-family classification (Figure 3). Notably, this MART classification is true despite PARP4 having a H-Y-E catalytic triad domain which is commonly associated with PARylation (Vyas et al., 2013; Challa et al., 2021). Being a MART, it is likely that PARP4 is involved in protein regulation and transport (Challa et al., 2021). Supporting this, a study has implicated PARP4 in the regulation of vault ribonucleoprotein particle function (Kickhoefer et al., 1999). Interestingly, PARP4 begins producing PAR chains after re-localising to vault particles (Kickhoefer et al., 1999; Vyas et al., 2014). Vault particles are comparatively large highly conserved biological structures, comprising of hollow barrel structures, around 13 MDa in size, that are believed to be involved in intracellular transport of materials (Kickhoefer et al., 1999; Mossink et al., 2003; Woodward et al., 2015). In relation to cancer, a study found that two PARP4 mutations were found in 43% of their cohort diagnosed with breast and thyroid cancer (Ikeda et al., 2016). Conversely, these mutations were only present in 0.5% of the control cohort. Low PARP4 levels were also associated with poorer prognosis (Ikeda et al., 2016). This suggests that PARP4 may have a role in suppressing tumourigenesis.
[image: Figure 3]FIGURE 3 | The structural sub-classifications of the PARP family. These classifications include: DNA Dependent PARPs (PARP1/2/3), Tankyrases (PARP5a/5b), RNA Binding CCCH Zn Finger PARPs (PARP7/12/13), Macro Domain Containing PARPs (PARP9/14/15), PARPs with no sub-classification (PARP4/6/8/10/11/16), and Diverged PARP Homologues (TRTP1). Created with BioRender.com.
Although several of the clinically approved PARP inhibitors also target PARP4, in addition to PARP1-3, it is unclear what the effect of inhibiting PARP4 would have on tumour cells. However, a recent study describes the rational design of a new inhibitor to target PARP4 via its unique threonine residue in the nicotinamide sub-pocket (Kirby et al., 2021). The study found that the AEP07 compound had a 12-fold selectivity for PARP4 over other PARP family members and may form the basis for the further investigation of the activity and development of specific PARP4 inhibitors for therapeutic applications (Kirby et al., 2021).
Like PARP4, PARP6 produces MAR modifications (Figure 2; Table 1). Due to its unique structure it currently does not belong to any sub-family classification (Figure 3). However, recent studies have elucidated that PARP6 is involved in some key cellular functions. One study showed that PARP6 enzyme inhibition induces Multi-Polar Spindle (MPS) formation and centrosome defects (Wang et al., 2018). Inhibiting other PARPs such as: PARP1, PARP2, PARP3, PARP5a and PARP5b, did not create the same phenotype, providing strong evidence that PARP6 plays a unique role in the regulation of MPS induction (Wang et al., 2018). Furthermore, a previous study demonstrated that PARP6 is a negative regulator of cell proliferation and that PARP6 expression leads to accumulation of cells in S-phase (Tuncel et al., 2012). While at the time the reason for this was unclear, it is likely that this was caused by PARP6s involvement in MPS induction and centrosome homeostasis (Tuncel et al., 2012; Wang et al., 2018). PARP6 expression levels have been observed to be lower in colorectal cancer compared to neighboring non-cancerous tissue (Qi et al., 2016). It is suggested this may be due to hypermethylation of the PARP6 promotor region (Qi et al., 2016). Additionally, this paper also found that PARP6 expression is negatively correlated to Survivin expression. Survivin is an inhibitor of apoptosis (IAP) family member (Jaiswal et al., 2015). This anti-apoptotic property is largely suggested to be why high expression of Survivin is correlated with cancer and tumourigenesis, implicating PARP6 as a tumour suppressor (Jaiswal et al., 2015). However, a later paper, suggested that PARP6 positively regulates Survivin in gastric cancer, with higher expression of PARP6 showing a strong correlation with increased carcinogenic cell properties including: motility, proliferation, migration and invasion (Sun et al., 2018). These studies suggest contradicting roles for PARP6 in the regulation of Survivin and this may be explained by PARP6 having different regulatory roles in different tissue types. However, further research is required to confirm this. A potent PARP6 inhibitor, AZ0108 has been found to selectively inhibit PARP6 catalytic activity (Wang et al., 2018). This inhibitor has been found to induce MPS error-induced apoptosis in breast cancer cells in vitro and inhibition of xenograft tumour growth in vivo (Wang et al., 2018). Additionally, via mass spectrometry it was found that Checkpoint Kinase 1 (Chk1) (a protein involved in the regulation of the cell cycle and DNA damage response) is a substrate of PARP6. Inhibiting PARP6 activity with AZ0108 leads to an increase in Chk1 phosphorylation and defects in mitotic signalling (Wang et al., 2018). This provides strong evidence that it could be worthwhile investigating targeting PARP6 for cancer therapy in the future.
PARP7 adds MAR modifications (Figure 2; Table 1) to its substrates and belongs to the CCCH-Zn finger PARP sub-family (Figure 3) (Vyas et al., 2013; Challa et al., 2021). It has been determined that the Zinc finger of PARP7 has a high binding affinity for RNA, suggesting a potential regulatory role in transcription (Rasmussen et al., 2021). Depletion of PARP7 leads to an increase of cells in mitosis, but not reduced viability. This suggests that cells are still able to undergo mitosis, but that mitosis progresses more slowly in the absence of PARP7 (Vyas et al., 2013; Vyas et al., 2014). PARP7 has also been shown to be a regulator of innate immunity, transcription factor activity and stress responses (Xue et al., 2018; Palavalli Parsons et al., 2021; Rasmussen et al., 2021). A recent study has shown that PARP7 is a suppressor of aryl hydrocarbon receptor (AHR) and a positive regulator of Liver X Receptors (LXRs), type I interferons (IFN-Is), and hypoxia-inducible factor I (HIF-1a), suggesting it may have a role in innate immunity. AHR, LXRs, IFN-Is and HIF1a have all been shown to have a direct link to tumourigenesis (Lin and Gustafsson, 2015; Jun et al., 2017; Xue et al., 2018; Aricò et al., 2019; Rasmussen et al., 2021). PARP7 expression levels are typically increased in a wide range of cancers, such as: colorectal cancer, head and neck cancer, liver cancer and myeloma (Cheng et al., 2019). Whereas low PARP7 expression levels were found in: bladder cancer, cervical cancer, esophageal cancer, leukemia, lung cancer, lymphoma, melanoma, and in particular breast cancer (Cheng et al., 2019). Notably, high PARP7 expression levels in breast cancer have been correlated with improved patient outcome and patients with advanced breast cancer have very low expression of PARP7 (Cheng et al., 2019). Additionally, study of the PARP7 catalytic domain suggests it plays a regulatory role in microtubule control via MARylation modifications. One study found that mutation of the PARP7 catalytic site led to an overall increase in microtubule stability, resulting in slowed growth and migration of ovarian cancer cells (Palavalli Parsons et al., 2021). A recent study identified a potent and selective inhibitor of PARP7, RBN-2397. This compound has shown promising results in lung cancer xenografts, causing tumour regression after treatment (Gozgit et al., 2021). A phase 1 clinical trial on metastatic or advanced-stage solid malignant tumours is underway to assess its efficacy. In addition, another phase 1 clinical trial is underway to examine the efficacy of RBN-2397 against advanced squamous non-small cell lung carcinoma in combination with immunotherapy, highlighting the potential of PARP7 as a cancer therapy target.
PARP8 is catalytically capable of producing MAR modifications (Figure 2; Table 1) and at present is not catagorised into any structural sub-classification (Figure 3) (Hottiger et al., 2010). PARP8 is primarily localised on the nuclear envelope for the majority of the cell cycle but localises to centrosomes and spindle poles during mitosis. Consistent with this, depletion of PARP8 is associated with mitotic and nuclear morphology defects and a decrease in cellular viability, although the mechanism behind this is unknown (Vyas et al., 2013; Vyas et al., 2014; Challa et al., 2021). To date the biological pathways PARP8 is involved in have not been uncovered. Structural modelling and experimental analysis have revealed that PARP8 has MARylation activity, although its substrates have not been identified (Hottiger et al., 2010; Vyas et al., 2014; Challa et al., 2021). To date, a cellular function for PARP8 has not been established and no PARP8 inhibitors have been investigated for anti-cancer activity or clinically developed.
PARP9 was originally suggested to be catalytically inactive due to it’s inability to undergo auto-ADP-ribosylation (Vyas et al., 2014), but it was subsequently confirmed to have MAR activity (Figure 2; Table 1) (Yang et al., 2017). Similarly, to several other PARPs, PARP9 contains macrodomains that bind ADPr and PAR (Figure 3). In addition to its proposed role in DNA repair, a recent study showed a function for PARP9 in the detection of RNA viruses (Xing et al., 2021). PARP9 has also been implicated in chemoresistance in prostate cancer and diffuse large B cell lymphoma (Camicia et al., 2013; Bachmann et al., 2014). The levels of PARP9 are also elevated in breast cancer and its depletion inhibited the migration of breast cancer cells (Tang et al., 2018). To the best of our knowledge, no PARP9 inhibitors have been identified or investigated, to date.
PARP10 is a MAR transferase (MART) (Figure 2; Table1) (Kleine et al., 2008; Vyas et al., 2013; Challa et al., 2021). PARP10 is not structurally categorised in any PARP family sub-classifications (Figure 3). Up to 70 substrates have been identified for PARP10 (Feijs et al., 2013), however, it is unclear how many of these are genuine substrates in vivo. A subsequent study also showed that PARP10 also promotes cellular transformation, proposed to be through the alleviation of replication stress (Schleicher et al., 2018). Supporting this assertion, PARP10 depletion significantly inhibited tumour growth in a mouse xenograft model (Schleicher et al., 2018). A novel PARP10 inhibitor, A82-(CONHMe)-B354, has recently been developed (Lemke et al., 2020). This inhibitor was found to have an IC50 of 6.0 uM via a histone ADP-ribosylation assay. This study also generated a screen of various proposed PARP10 inhibitory molecules using a PARP10 virtual combinatorial library (VCL) (Lemke et al., 2020). These proposed inhibitors require further study to determine their efficacy against tumour cells and whether clinical development would have therapeutic applications (Lemke et al., 2020).
PARP11 is catalytically capable of producing MAR modifications, but has not been assigned to a structural sub-category (Figure 3; Table 1) (Hottiger et al., 2010). PARP11 is primarily located at nuclear pores, where it co-localises with Nucleoporin153 (NUP153) (Vyas et al., 2014; Meyer-Ficca et al., 2015). PARP11 is important in cellular processes such as maintaining nuclear envelope stability and nuclear remodeling during spermatogenesis (Vyas et al., 2014; Meyer-Ficca et al., 2015) and its activity is essential for spermatid formation in mice (Meyer-Ficca et al., 2015). The silencing of PARP11 resulted in deformed sperm heads due to improper nuclear envelope formation during spermatogenesis, leading to infertility (Meyer-Ficca et al., 2015). A recent study found that ITK7 is a potent and highly selective inhibitor of PARP11 activity (Kirby et al., 2018). Inhibition resulted in disassociation of PARP11 from the nuclear envelope. Further study is needed to establish a clinical application for this potent inhibitor (Kirby et al., 2018).
PARP12 produces MAR modifications (Figure 2; Table 1) on target proteins and belongs to the Zinc Finger CCCH Domain-Containing Protein sub-family (Figure 3) (Shao et al., 2018; Challa et al., 2021). This protein is localised in the Golgi and is punctate in the cytoplasm during interphase (Vyas et al., 2013; Vyas et al., 2014; Buch-Larsen et al., 2020). There is evidence to support a role for PARP12 in the cellular stress response, through a PARP1-dependent pathway. Following oxidative stress PARP12 is translocated from the Golgi to stress granules via a mechanism dependent upon PARP1 activity (Catara et al., 2017). It is hypothesised that PARP12 may have a function in Golgi maintenance under normal cellular conditions and is required to prevent translation under stress conditions. PARP12 may also have a tumour suppressor function and supporting this, low PARP12 expression levels are associated with tumourigenesis (Shao et al., 2018). One study demonstrated that PARP12 depletion via in vitro CRISPR-Cas9 modification in QGY-7703 and Huh7 cells promoted liver cancer cell migration (Shao et al., 2018). This was further supported by an in vivo metastasis assay that showed that PARP12 deficiency in mice promoted hepatocellular carcinoma metastasis via the regulation of the epithelial-mesenchymal transition process (Shao et al., 2018). To date, no studies have reported PARP12 selective inhibitors. Given the roles PARP12 plays in tumourigenesis and maintaining cellular homeostasis, identifying selective inhibitors of its activity may be an effective therapeutic strategy for cancer treatment.
PARP13 has no defined catalytic activity, producing neither PAR nor MAR modifications. However, its structure suggests that it is capable of producing MAR modifications (Table 1), although this has yet to be experimentally demonstrated (Hottiger et al., 2010). PARP13 belongs to the Zinc Finger CCCH Domain-Containing Protein sub-family (Figure 3) and is localized to punctate structures throughout the cell during interphase and is punctate in the cytoplasm during mitosis (Vyas et al., 2013; Vyas et al., 2014; Buch-Larsen et al., 2020; Challa et al., 2021). Depletion of PARP13 has a strong negative impact on cell viability, although the reason for this has not been determined (Vyas et al., 2013; Vyas et al., 2014). PARP13 is involved in specific anti-viral pathways, including recruiting cellular RNA degradation machineries such as poly(A)- specific ribonuclease (PARN) that removes the poly A tail of the viral mRNA (Todorova et al., 2014; Todorova et al., 2015). To date no PARP13 inhibitors have been reported and the impact of its depletion on tumour cell growth has not been investigated.
PARP14 produces mono-ADP ribosylation (MAR) modifications (Figure 2; Table 1) on target proteins (Vyas et al., 2013; Vyas et al., 2014; Buch-Larsen et al., 2020; Challa et al., 2021). PARP14 is associated with a multitude of disease states, including; cancer, atherosclerosis and the inflammatory response to allergens (Qin et al., 2019). PARP14 is an actin cytoskeleton-regulating, Macro-domain containing PARP (Figure 3) (Vyas et al., 2013; Buch-Larsen et al., 2020; Challa et al., 2021). Depletion of PARP14 leads to actin cytoskeletal defects, and overall cell viability defects. One study found that PARP14 depletion caused a phenotype with elongated processes extending from the cell body in approximately 60% of siRNA transfected cells (Vyas et al., 2013). It was hypothesised that this is due to the cells inability to retract and dismantle actin filaments as the cell moves. This provides strong evidence that PARP14 is important in maintaining cytoskeletal structure and cell motility. In addition to cytoskeletal regulation, PARP14 regulates the expression of B-cell survival factors and represses caspase apoptotic pathways to transduce survival signals in murine primary B cells (Cho et al., 2011; Barbarulo et al., 2013). This implicates PARP14 in promoting tumourigenesis via its role as a downstream effector of JNK2 and inhibiting the JNK1-JNK2 pro-apoptotic pathway (Barbarulo et al., 2013). In support of targeting PARP14 to treat cancer, an inhibitor of PARP14, RBN012759, was shown to lead to an inflammatory response in tumour explants, similarly to that induced by immune checkpoint inhibitors (Schenkel et al., 2021). This compound inhibits PARP14 activity at very low concentrations and displays approximately 300-fold selectivity for PARP14 over other highly homologous PARP family members (Schenkel et al., 2021). This makes targeting PARP14 a promising avenue for developing cancer therapeutics (Schenkel et al., 2021). However, further research needs to be conducted to fully elucidate the mode of action and clinical application of this inhibitor.
PARP15 is a catalytically active PARP that produces MAR modifications (Figure 2; Table 1) and is a member of the macro-PARP subfamily (Figure 3) (Vyas et al., 2013; Challa et al., 2021). PARP15 has low protein expression levels in cells and therefore its localisation and the effects of its depletion are unknown (Vyas et al., 2013). Two single nucleotide polymorphisms (SNPs) of PARP15 (rs6793271, rs17208928) have been associated with decreased survival rates in patients with acute myeloid leukemia (Lee et al., 2016). Further study is needed to elucidate whether PARP15 is involved in tumourigenesis and if it would be an appropriate target for tumour therapy. To date, no selective inhibitors of PARP15 have been reported.
PARP16 produces MAR modifications (Figure 2; Table 1) and is the smallest member of the PARP super-family (Table 1) (Hottiger et al., 2010). Notably, PARP16 possesses a tail anchor for attachment to membranous structures, which is a unique characteristic within the PARP protein family and such PARP16 is not categorized into any of the other structural sub-families (Figure 3) (Vyas et al., 2013; Yang et al., 2020). During interphase it has a punctate localisation and is within the membrane of the endoplasmic reticulum (ER); during mitosis it is punctate in the cytoplasm (Vyas et al., 2013; Vyas et al., 2014; Buch-Larsen et al., 2020). Depletion of PARP16 is associated with a defective membrane phenotype, with 30% of cells exhibiting completely round cell membrane morphology, suggesting a role in membrane structure. GFP-tagged PARP16 has been observed to localise to the ER membrane (Vyas et al., 2013), further supporting that PARP16 is involved in the maintenance or formation of the ER membrane. Failure to maintain proteostasis due to decreased ER efficiency is considered a driving factor of cellular aging and cancer. PARP16 also positively regulates ER stress sensors (PERK and IRE1) during the unfolded protein response (UPR), which is associated with cellular senescence (Yang et al., 2020). As such, inhibition of PARP16 activity in Angeotensin II (Ang II)-treated mice and vascular cells was found to reduce senescence-associated phenotypes (Yang et al., 2020). Ang II plays a key role in regulating the renin-angiotensin system (RAS), an increase in Ang II causes an increase in blood pressure (Benigni et al., 2010). Due to the critical role of PARP16 in the cellular stress response, it has been speculated that PARP16 maybe an efficient cancer target. Supporting this, treatment of a hepatocellular carcinoma cell line with a small molecule inhibitor of PARP16 in combination with agents that induced ER stress led to enhanced apoptosis (Wang et al., 2017). Further investigation of PARP16 inhibitors is required to explore the utility of their use as a cancer therapeutic. PARP16 has been identified as a potent novel target for cancer therapeutics when inhibited in conjunction with PARP1. For example, silencing PARP16 in vitro reduced cancer cell survival when cells were treated with the PARP1 inhibitor Olaparib and the WEE1 inhibitor adavosertib (Palve et al., 2021). In addition, chemical proteomics identified PARP16 as a novel secondary target of PARP inhibitor talazoparib. This raises the possibility that the off-target inhibitory effects of talazoparib on PARP16 may contribute to its potency as a selective cancer therapeutic and may support targeting PARP16 as an anti-cancer therapy (Palve et al., 2021).
PARP PROTEIN INVOLVEMENT IN THE DNA DAMAGE RESPONSE
DNA Damage repair, and genetic instability are intrinsically linked as hallmarks of cancer. Many members of the PARP protein family have been found to have strong involvement in these pathways. In contrast, many others are still yet to have their functional involvement in DNA damage fully elucidated.
In terms of a potential role for PARP4 in DNA damage, one study examined whether vault proteins relocalised to UV-induced DNA damage and found that PARP4 did not respond to UV irradiation (Kickhoefer et al., 1999). It is possible that PARP4 may respond to other forms of DNA damage, but to date no other experimental evidence has directly implicated PARP4 in DNA damage repair processes. However, PARP4 does contain a BRCT domain (Perina et al., 2014), which is prevalent in many DNA repair proteins, including PARP1, which may support a role for PARP4 in DNA repair and tumourigenesis (Jean et al., 1999; Perina et al., 2014; Hu et al., 2019).
There is currently no literature supporting a role for PARP6 in the DNA damage response and further study is required to establish what, if any, role it has in this process.
A direct role for PARP7 in DNA repair has not been confirmed experimentally, however a recent study detected several DNA repair proteins (including PARP1, and PARP2) as substrates of PARP7 MARylation, suggesting that PARP7 may have a regulatory role in DNA repair (Palavalli Parsons et al., 2021). PARP7 also undergoes auto-PARylation and has been shown to have affinity for PARP4 as a substrate (Palavalli Parsons et al., 2021). Auto-PARylation is heavily associated with DNA Damage repair related PARPs such as: PARP1. Moreover, the CCCH-type Zinc Finger of PARP7 suggests it may have a high binding affinity for RNA, raising the possibility that PARP7 could be a potential regulator of transcription or RNA-dependent DNA repair. However, more studies need to be conducted to establish these potential roles.
Supporting a role for PARP8 in DNA repair, auto-PARylation of a PARP8 cysteine residue occurs in response to oxidative stress induced by H2O2 treatment, suggesting that, like PARP1, it may have a role in the oxidative stress response (Buch-Larsen et al., 2020). Further investigation is needed to establish the precise function of PARP8 in the DNA damage response.
PARP9 has been shown to interact with the ubiquitin (Ub) E3 ligase Dtx3L to form a heterodimeric complex, which mediates mono-ubiquitylation of Histone H4 following DNA damage (Camicia et al., 2013; Yan et al., 2013). Expression of GFP-tagged PARP9 macrodomains were shown to be recruited to sites of DNA damage induced by microirradiation, suggesting that PARP9 is likely to have a direct role in the DNA damage response (Yan et al., 2013). Cells depleted of PARP9 or Dtx3L were also shown to have a 50% decrease in DNA double strand break repair via non-homologous end-joining (NHEJ), suggesting that the Dtx3L/PARP9 complex has a direct role in DNA repair (Yan et al., 2013; Yang et al., 2017). However, PARP9 deficient mice were subsequently shown to have functional V(D)J, which requires NHEJ, suggesting that PARP9 may not be essential for NHEJ or that compensatory mechanisms are involved (Robert et al., 2017). Taken together, the roles of PARP9 in DNA repair and tumourigenesis suggest it may be a successful anticancer target, however further investigation is required.
Like several other members of the PARP protein family, depletion of PARP10 results in genomic instability and hypersensitivity to DNA damaging agents. It was also demonstrated that PARP10 has a role in DNA repair and cooperates with the replication-associated Proliferating Cell Nuclear Antigen (PCNA) to mediate translesion synthesis in response to UV-induced lesions (Feijs et al., 2013; Nicolae et al., 2014). A subsequent study also showed that PARP10 also promotes cellular transformation, proposed to be through the alleviation of replication stress (Schleicher et al., 2018). Supporting this assertion, PARP10 depletion significantly inhibited tumour growth in a mouse xenograft model (Schleicher et al., 2018). Given that PARP10 has a role in DNA repair and its depletion inhibits tumour growth, it is suggested that it may be a chemotherapeutic target.
Further study needs to be conducted to determine if PARP11 has a role in DNA damage response pathways and tumourigenesis, to date its roles in these processes have not been established.
The direct involvement of PARP12 in the DNA damage response is yet to be experimentally confirmed. However, its PARP1-dependent response to cellular stress may indicate that it plays a role in the DNA damage response, although further study is required to fully elucidate the roles of PARP12 in this process.
In addition to antiviral responses, PARP13 has also been shown to be a mediator in DNA damage repair (Todorova et al., 2015; Fujimoto et al., 2017) and forms a complex with PARP1 and heat shock transcription factor 1 (HSF1). This complex aids in the facilitation of DNA damage repair via transportation of PARP1 (Fujimoto et al., 2017), which then disassociates from this complex and localises to sites of DNA breaks to promote repair. It is likely that it is via this pathway PARP13 plays a tumour suppressive role. Additionally, one paper hypothesised that the inhibitory effect of PARP13 on TRAILR4 (pro survival receptor) sensitises cells to TRAIL mediated apoptosis, acting as a protective barrier against tumourigenesis (Todorova et al., 2015). For these reasons PARP13 may be a strong novel target for designing cancer therapeutics.
PARP14 has been shown to have a role in DNA repair via an interaction with PCNA at replication forks promoting replication of DNA lesions and fragile sites (Nicolae et al., 2015). Depletion of PARP14 also leads to a decrease in repair of double-strand breaks via homologous recombination and subsequent sensitivity to DNA damaging agents such as bleomycin and hydroxyurea (Nicolae et al., 2015). The homologous recombination repair protein Rad51 was shown to be MARylated by PARP14. Furthermore, PARP14 also contains a Macro2 domain which enables it to recognise and bind MARylated substrates including Rad51 (Nicolae et al., 2015). This supports a direct role for PARP14 in DNA repair. A link was also observed between high PARP14 expression levels and poorer prognosis in multiple myeloma (Cho et al., 2011; Barbarulo et al., 2013; Iansante et al., 2015; Dhoonmoon et al., 2020). Moreover, another study found that PARP14 promoted cancer cell proliferation in hepatocellular carcinoma by promoting the Warburg effect (Iansante et al., 2015). In light of these studies, it has been suggested that PARP14 may be a novel drug target for several cancer types including diffuse large B-cell lymphoma, multiple myeloma prostate cancer and hepatocellular carcinoma (Qin et al., 2019). The role of PARP14 in DNA repair also suggests its inhibition may sensitise tumours to DNA-damaging chemotherapeutics (Qin et al., 2019).
The involvement of PARP15 and PARP16 in DNA damage repair has not been experimentally shown to date, further research needs to be conducted to determine this.
CONCLUSION
Studies of PARP family proteins have primarily focused upon PARP1-3 and the Tankyrases. As such, the roles of these prevalent proteins have been well defined in DNA repair, telomere maintenance, tumourigenesis and cancer therapy. In contrast, far less is known about the rest of the PARP family proteins. Here, we have highlighted the diverse and intricate roles the PARP family play within the cellular environment to maintain cellular homeostasis. Given that several of the PARPs discussed here have potential roles in mitosis and DNA repair, it is likely that the other PARP proteins could represent future targets for cancer therapy. The role of these PARPs in DNA repair and cell division may form the focus of subsequent studies and guide the consensus to develop further PARP family members as targets of anti-cancer therapy.
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Genomic DNA is constantly attacked by a plethora of DNA damaging agents both from endogenous and exogenous sources. Nucleotide excision repair (NER) is the most versatile repair pathway that recognizes and removes a wide range of bulky and/or helix-distorting DNA lesions. Even though the molecular mechanism of NER is well studied through in vitro system, the NER process inside the cell is more complicated because the genomic DNA in eukaryotes is tightly packaged into chromosomes and compacted into a nucleus. Epigenetic modifications regulate gene activity and expression without changing the DNA sequence. The dynamics of epigenetic regulation play a crucial role during the in vivo NER process. In this review, we summarize recent advances in our understanding of the epigenetic regulation of NER.
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INTRODUCTION
The genome is essential for the survival of all living organisms and its integrity is critical for accurate transmission of genetic information to offspring. However, genomic DNA is constantly attacked by a plethora of DNA damaging agents both from endogenous and exogenous sources; For example, the reactive oxygen species (e.g., superoxide) produced in cellular metabolic processes, environmental carcinogens such as ultraviolet (UV) light, polycyclic aromatic hydrocarbons (PAHs) and mycotoxins, and high-frequency ionizing radiation like X-rays and gamma rays can directly distort the structure of DNA double helix and/or break the DNA strand(s) (Hoeijmakers, 2001). DNA lesions can block genome transcription and replication, which threatens the viability of damaged cells, or the whole organism, and eventually leads to mutations or chromosomal aberrations if not repaired in a timely and efficient manner. To deal with DNA lesions, organisms have evolved a complex system including DNA damage response and a variety of DNA repair pathways. There are five major DNA repair mechanisms: direct reversal repair, base excision repair, nucleotide excision repair (NER), mismatch repair, and double-strand break repair.
Among the five major repair mechanisms, NER is the most versatile one as it recognizes and removes a wide range of bulky and/or helix-distorting DNA lesions such as UV-induced cyclobutane pyrimidine dimers (CPDs) and (6-4) pyrimidine-pyrimidone photoproducts [(6-4)PPs] (Sancar, 2016). The basic NER process involves DNA lesion recognition, dual incision bracketing the lesion, release of excision product, repair synthesis, and ligation (Hu et al., 2017). NER consists of two subpathways: global genomic repair and transcription-coupled repair (TCR). Global genomic repair removes DNA lesions throughout the whole genome, while TCR acts only on the transcribed strand of actively transcribed genes (Mellon et al., 1987; Hanawalt and Spivak, 2008). They differ at the step of DNA lesion recognition but share the same repair machinery for the following repair process. The biochemical basics of global genomic repair were reconstituted in vitro for both prokaryotes and eukaryotes (Sancar, 2016). Six repair proteins, UvrA, UvrB, UvrC, UvrD, DNA Pol I, and DNA ligase, are required for global genomic repair in E. coli (Sancar and Rupp, 1983; Husain et al., 1985; Sancar and Tang, 1993). For global genomic repair in humans, six core repair factors, RPA, XPA, XPC, TFIIH, XPG, and XPF-ERCC1, are essential for damage recognition, dual incision, and release of the excision product in an in vitro system (Aboussekhra et al., 1995; Mu et al., 1995). Then, DNA Pol δ/ε and DNA ligase I or XRCC1-ligase III complex perform the repair synthesis and ligation respectively (Sancar, 1996; Wood, 1997). In contrast, even though TCR mechanism in E. coli has been elucidated in vitro (Selby and Sancar, 1993), TCR reaction in eukaryotes has not been reconstituted with purified protein components because of its complexity. The stalling of elongating RNA polymerase II (RNAP II) at a DNA lesion triggers TCR (Li et al., 2014b), and cockayne syndrome group B (CSB), the human homolog of yeast Rad26, binds to the lesion-stalled RNAP II and sequentially recruits CSA, UVSSA, and TFIIH to initiate NER in a cooperative manner (van der Weegen et al., 2020). Besides the above TCR factors, a variety of factors such as Sen1 (Li et al., 2016), Spt4/5 (Li et al., 2014a) and PFAc (Tatum et al., 2011), which directly interact with RNAP II, have been discovered to either facilitate or repress TCR in yeast (Li and Li, 2017). Recently, another elongation factor, ELOF1 (Prather et al., 2005), was found to facilitate TCR through promoting UVSSA and TFIIH recruitment (Olivieri et al., 2020; Geijer et al., 2021; van der Weegen et al., 2021). Genetic defects in NER genes are associated with a broad range of human diseases including xeroderma pigmentosum (XP), cockayne syndrome (CS), UV-sensitive syndrome (UVSS) (Cleaver and Thomas, 1993), and trichothiodystrophy (TTD).
Even though the mode of dual incision in vivo for NER is the same as in vitro studies (Kemp et al., 2012; Hu et al., 2013), the NER process in cells is far more complicated than that of in vitro experiments. The reason lies in the fact that genomic DNA in eukaryotes is tightly packaged into chromosomes and compacted into a nucleus, while in vitro system uses naked DNA template and purified repair proteins. It is much easier for repair proteins to access damage site in naked DNA than it is to access that in nucleosomal DNA (Schieferstein and Thoma, 1998; Hara et al., 2000; Liu and Smerdon, 2000). The human genome in a diploid cell contains around 6 billion DNA base pairs (bp) with a length of 3 m, and about 146 bp DNA is wrapped around a histone octamer (H3, H4, H2A, H2B) to form a nucleosome core particle (NCP), the fundamental repeating unit of the chromatin (Luger et al., 1997). NCPs are connected by linker DNA (10–70 bp) to form a 11 nm diameter “beads on a string” array. With the addition of linker histones (H1 and H5), which bind the nucleosome at the entry/exit sites of the linker DNA, the nucleosomal array is further consolidated into a 30 nm diameter chromatin fiber (Li and Reinberg, 2011). The arrangement of chromatin fiber in three-dimensional (3D) space within the nucleus is not random. Instead, chromatin fiber is folded into a hierarchy of loops and coils with the aid of scaffold proteins in different nuclear regions, forming specific territories such as topologically associating domains (TADs) and lamina-associated domains (LADs). In this way, the entire human genome is compacted into 23 pairs of chromosomes. Each chromosome occupies a unique part of the nuclear space termed chromosome territory (Meaburn and Misteli, 2007). The presence of nucleosomes, chromatin fiber, and higher-order spatial organization chromatin domains poses barriers to the NER repair proteins because the NER process requires the repair machinery to have access to DNA lesions to allow the sequential assembly and actions of repair complexes (Figure 1). Not only that, but epigenetic regulation, which modulates gene expression without changing the DNA sequence, can also affect the entire in vivo NER process (Li, 2012). In its broadest definition, which includes both heritable and non-heritable changes in gene activity and expression, epigenetic regulation consists of histone modifications, chromatin remodeling, nucleosome positioning, DNA modifications, and non-coding RNA. It is complex, dynamic, and important for transcription, DNA replication, and DNA repair. Meanwhile, DNA damage formation and repair can also affect epigenetic activities.
[image: Figure 1]FIGURE 1 | Diagrammatic representation of the complex components of epigenetics and nucleotide excision repair in a eukaryotic nucleus. Eukaryotic genomic DNA is wrapped around a histone octamer to form a nucleosome, which is the repeating unit of the chromatin. Chromatin fiber is folded into a hierarchy of loops and coils to form topologically associating domains (TADs). In this way, eukaryotic DNA is compacted into chromosomes in a nucleus. Each chromosome has its own territory (shown as different colors) in the nucleus. Nucleotide excision repair (NER) removes a wide range of DNA damage (denoted as red star) in cellular DNA and NER machinery requires access to damaged DNA in chromatin. Modifications of histone tails, such as acetylation, methylation, ubiquitylation and phosphorylation (shown as various colored shapes), and chromatin remodeling catalyzed by remodelers (shown as a purple crescent) affect the genome architecture and thus regulate the NER process.
The dynamics of epigenetic regulation, which induces alterations of DNA lesion accessibility for repair machinery controlled by changes in spatial genome architecture, play a crucial role during the in vivo NER process (Dinant et al., 2008; Deem et al., 2012; Papamichos-Chronakis and Peterson, 2013; Karakaidos et al., 2020). In recent years, newly developed methodologies derived from next-generation sequencing (NGS) technology have been used for epigenomic profiling (Mehrmohamadi et al., 2021), genome-wide mapping of DNA damage and repair (Li and Sancar, 2020), and capturing spatial genome organization (Oluwadare et al., 2019). In addition, structural studies using cutting-edge cryo-electron microscopy (cryo-EM) and computer simulation modeling have revealed key insights into the NER process (Xu et al., 2017; Yan et al., 2021). In this review, we summarize recent advances in the epigenetic regulation of NER, focusing on insights into how the dynamics of genome architecture affect NER.
DIVERSE ROLES OF HISTONE MODIFICATIONS IN NER
Through a hierarchy of compaction, the entire human genomic DNA is tightly packaged within a nucleus with a diameter of 5–10 μm (Misteli, 2007). In contrast to in vitro reconstitution assay system, the cellular NER machinery must overcome obstacles introduced by DNA packaging to gain access to DNA lesions before and during the occurrence of NER. Furthermore, the spatial genome architecture must be restored upon completion of repair (Smerdon, 1991; Polo et al., 2006; Tiwari et al., 2017). The HIRA (histone regulator A) complex, a replication-independent histone chaperone, has been shown to play important roles in chromatin restoration and transcription recovery after DNA damage and repair (Bouvier et al., 2021; Caron et al., 2021). The genome organization at different hierarchical levels can affect DNA damage formation as well. For example, at the single-nucleosome level, distribution of CPDs shows a striking 10.3-base periodicity (Gale et al., 1987) and (6-4)PPs are enriched in nucleosome linker regions (Mitchell et al., 1990). Recent studies have revealed that CPDs formation is significantly higher at “out” rotational settings in a nucleosome (Mao et al., 2016; Mao et al., 2017). Histone modifications, the covalent post-translational modifications (PTMs) of both histone tails and the core of the histone octamer, have been shown to play diverse roles in NER by altering chromatin structure (Li, 2012; Mao and Wyrick, 2016). These modifications include acetylation, methylation, phosphorylation, ubiquitylation, sumoylation, ADP-ribosylation, neddylation, and citrullination. Distinct histone modifications act alone or in combination to form the so-called “histone code” (Jenuwein and Allis, 2001). They regulate most, if not all, chromatin-templated cellular processes, such as gene transcription, DNA replication, DNA repair, and chromosome condensation, by disrupting chromatin contacts and/or recruiting nonhistone factors to chromatin (Kouzarides, 2007). There are additional histone modifications that are still being discovered. Here, we focus on the four major modifications (acetylation, methylation, ubiquitylation and phosphorylation) and their effects on NER (Figure 1).
Histone Acetylation and NER
Histone acetylation, one of the most important and highly studied histone modifications, is the covalent addition of an acetyl group to the lysine residue within histones. It is mediated via histone acetyltransferases (HATs), which are divided into three families: GNAT (GCN5 related N-acetyltransferase), MYST (MOZ, YBF2/SAS3, SAS2, TIP60), and P300/CBP (Hodawadekar and Marmorstein, 2007). Histone deacetylation, on the other hand, is catalyzed by histone deacetylases (HDACs). Based on function and sequence homology to yeast original proteins, the 18 HDAC enzymes in humans are classified into four classes (Seto and Yoshida, 2014). The class I HDACs, homologous to yeast Rpd3 (reduced potassium dependency 3), include HDAC1, HDAC2, HDAC3, and HDAC8. The class II HDACs comprise HDAC4, HDAC5, HDAC6, HDAC7, HDAC9, and HDAC10 and share homology with yeast Hda1 (histone deacetylase 1). SIRT1, SIRT2, SIRT3, SIRT4, SIRT5, SIRT6, and SIRT7 belong to the class III and have homology to yeast Sir2 (silent information regulator 2), an NAD+-dependent enzyme. HDAC11 is assigned to the class IV as it is homologous to neither Rpd3 nor Hda1 yeast enzymes. Histone acetylation generally promotes open chromatin and gene activation because the addition of acetyl groups neutralizes the positive charge of histone lysine residues and thus reduces the strong electrostatic histone-DNA interaction, leading to a more open chromatin structure favorable for the transcriptional machinery. Histone acetylation can also be “read” by bromodomain-containing proteins which recruit positive elongation factors (Roth et al., 2001).
Seminal studies in the 1980s showed that histone hyperacetylation induced by sodium butyrate, an inhibitor of histone HDAC, stimulates NER in UV treated human fibroblasts (Smerdon et al., 1982; Ramanathan and Smerdon, 1989) and that a hyperacetylation phase, followed by a hypoacetylation phase, occurred immediately after UV irradiation (Ramanathan and Smerdon, 1986). Yeast Gcn5, a subunit of the SAGA (Spt-Ada-Gcn5 Acetyltransferase) transcriptional coactivator complex, was then identified to be responsible for H3 (K9 and K14) acetylation and global genomic repair at certain loci but not the whole genome (Teng et al., 2002; Yu et al., 2005). It was later found that Rad16, together with Rad7, mediate the UV-dependent H3 (K9 and K14) acetylation by increasing the occupancy of Gcn5 in chromatin after UV treatment (Teng et al., 2008; Yu et al., 2011). Intriguingly, histone variant Htz1 (H2A.Z in humans) promotes H3 acetylation for efficient NER by using the same way as Rad16 (Yu et al., 2013). Like H3 acetylation, histone H4 acetylation also increases in response to UV irradiation and NuA4 (nucleosome acetyltransferase of histone H4) HAT is important for efficient NER in yeast (Irizar et al., 2010; Hodges et al., 2019). Human GCN5, homologous to the yeast Gcn5, was also found to be involved in H3 acetylation and NER in UV-damaged chromatin by physically interacting with the transcription factor E2F1 (Guo et al., 2010; Guo et al., 2011). Another two transcription coactivators in mammalian cells, CBP (CREB-binding protein) and p300, were shown to participate in NER through their HAT activities and physical interactions with repair proteins such as p53, DDB2, CSB and PCNA (Datta et al., 2001; Hasan et al., 2001; Rubbi and Milner, 2003). H3K56 acetylation, catalyzed by P300/CBP in mammals and by Rtt109 (homolog of P300/CBP) in yeast, plays an important role in genome stability (Driscoll et al., 2007; Han et al., 2007). However, it is dispensable for NER and responsible for the restoration of chromatin structure after completion of NER (Battu et al., 2011). Similarly, H3K14 acetylation, on its own, was found to have no effect on the repair of UV damaged DNA in an elegant in vitro study. However, it could facilitate UV damage repair in the presence of RSC (Remodeling the Structure of Chromatin), a chromatin remodeler, by enhancing the interaction between RSC and nucleosome (Duan and Smerdon, 2014). Besides acetylating histones, P300/CBP also interacts and acetylates nonhistone NER factor XPG in a PCNA-p21 dependent manner, which makes the 3′ incision on the damaged DNA strand during dual incision (Tillhon et al., 2012). Thus, P300/CBP may promote NER by acetylating both histones and the essential NER factor XPG. Recently, it was reported that GCN5/PCAF (P300/CBP-associated factor) mediated acetylation of RPA1 (replication protein A1) and acetylation of XPF by TIP60 promote NER (He et al., 2017; Zhao et al., 2017; Wang et al., 2020). Like HATs, HDACs can deacetylate both histones and nonhistone NER factors. For example, HDAC3 deacetylates H3K14 after UV irradiation and this deacetylation of H3K14 facilitates the recruitment of XPC during NER (Kakumu et al., 2017; Nishimoto et al., 2020). Interestingly, HDAC4 itself was recently discovered to bind XPC directly for efficient NER (Li et al., 2020). A previous study has shown that XPA, a rate limiting NER factor, is deacetylated by SIRT1 and this deacetylation is required for optimal NER (Fan and Luo, 2010). However, it was later found that only a small fraction of XPA is acetylated and downregulation of SIRT1 has no measurable effect on overall rate of NER. Instead, XPA and hence NER is regulated by circadian clock at the transcriptional level (Kang et al., 2010; Kang et al., 2011).
With the development of NGS-based methods for genome-wide mapping of DNA damage and repair (Sloan et al., 2018; Li and Sancar, 2020), our understanding of DNA damage formation and repair in diverse chromatin environments has increased significantly. With the aid of XR-seq (Hu et al., 2015; Hu et al., 2019), which purely measures ongoing repair by isolating and sequencing the excision products released during NER, a genome-wide comparison of chromatin states, histone modifications, gene expression and UV damage repair kinetics was performed (Adar et al., 2016). It was found that the earliest repair occurs in active and open chromatin regions, while repair in repressed heterochromatin regions is relatively slow. Regions with H3K27 acetylation, which is associated with active promoters and enhancers, have high levels of early repair. Indeed, UV damage repair super hotspots, which are defined as the earliest-repair sites in the genome, are significantly enriched in both frequently interacting regions (FIREs) and super enhancers (Jiang et al., 2021).
Histone Methylation and NER
Histone methylation, catalyzed by histone methyltransferases (HMTs), is the process of adding one, two, or three methyl groups to lysine and arginine residues in histone proteins. Methyl groups can also be removed from histone residues by histone demethylases. Depending on which residues are methylated and how many methyl groups are added, histone methylation can either increase or decrease gene transcription activity (Greer and Shi, 2012). The most extensively studied methylation of H3K9, H3K27 and H4K20 is associated with repressed transcription, whereas methylation of H3K4, H3K36, and H3K79 is linked to active transcription. Like histone acetylation, methylation events, which can weaken electrostatic attractions between histone and DNA, lead to unwinding of the DNA followed by recruitment of transcriptional machinery, and thus increase transcription activity. Some histone methylations, however, trigger chromatin compaction and inhibit the access of transcriptional machinery to DNA. For example, H3K9 methylation can recruit HP1 (heterochromatin protein 1) and bind to the highly conserved chromodomain of HP1, resulting in chromatin compaction and gene silencing (Jacobs and Khorasanizadeh, 2002). In Drosophila melanogaster, a global decrease of H3K9 trimethylation after UV irradiation was discovered in salivary gland cells (Palomera-Sanchez et al., 2010).
In contrast to histone acetylation, which has been known to function in NER for a long time, the involvement of histone methylation in NER was only recently revealed, and one histone methylation, H3K79, was found to function in NER (Bostelman et al., 2007; Chaudhuri et al., 2009; Tatum and Li, 2011; Zhu et al., 2018). In yeast, the H3K79 methylation is catalyzed by Dot1 with its HMT activity. Both Dot1 and H3K79 methylation are required for efficient global genomic repair but not for TCR (Tatum and Li, 2011). It was found that the role of H3K79 methylation in global genomic repair was unlikely achieved through activating cell cycle checkpoints or regulating the expression of NER genes. Rather, it may serve as a docking site for the recruitment of the NER machinery required for global genomic repair (Gsell et al., 2020). It was later found that DOT1L mediated H3K79 methylation is indeed essential for XPC recruitment and efficient NER after UV irradiation in mammalian cells (Zhu et al., 2018). Nevertheless, another study in mouse embryonic fibroblasts suggested that DOT1L is not implicated in global genomic repair, and that it mainly facilitates the reactivation of RNAP II transcription initiation by securing an open chromatin structure (Oksenych et al., 2013). The difference may be explained by the fact that global genomic repair in rodents is significantly slower than that in humans (van der Horst et al., 1997) and that embryonic stem cells primarily eliminate cells containing massively damaged DNA through apoptosis rather than NER (Li et al., 2019). Besides its role in NER, DOT1L is also critical for transcription elongation, DNA damage response, normal development, and formation of heterochromatin (Wysocki et al., 2005; Wood et al., 2018; Ljungman et al., 2019).
H3K4 trimethylation (H3K4me3) and H3K4 monomethylation (H3K4me1) are associated with actively transcribed promoters and active enhancers, respectively. It was found that DDB2, a DNA damage-binding protein, interacts with and recruits the histone methyltransferase ASH1L (Absent, Small or Homeotic discs 1) to UV lesions leading to deposition of H3K4me3. Similar to H3K79 methylation, H3K4me3 facilitates the stable docking of XPC to DNA damage sites enabling the recruitment of downstream NER proteins by XPC (Balbo Pogliano et al., 2017). Interestingly, another study in yeast showed that H4H75E mutation decreases global genomic repair by impairing the recruitment of Rad4 (XPC in humans) to chromatin after UV irradiation (Selvam et al., 2019). As DDB2 preferentially binds to unmethylated nucleosomes, it is likely that H3K4me3 may promote the DDB2-XPC handover at DNA damage sites (Apelt et al., 2021). Like H3K27 acetylation, excision repair in regions marked by H3K4me3 and H3K4me1 occurs much earlier than those regions marked by repressive histone methylations (Adar et al., 2016). H3K4 methylation was also found to promote the repair of DNA double-strand breaks by the non-homologous end joining pathway (Wei et al., 2018). Whether and how H3K79 methylation and H3K4me3 are coordinated during the NER process needs to be elucidated in future studies.
Histone Ubiquitylation and NER
Ubiquitylation is the addition of ubiquitin, which consists of 76 amino acids and exists in all eukaryotes, to a substrate protein. This process is through a reversible three-step enzymatic reaction requiring ubiquitin-activating enzymes (E1), ubiquitin-conjugating enzymes (E2), and ubiquitin ligases (E3). During the ubiquitylation, one single ubiquitin (monoubiquitylation) or a chain of ubiquitin (polyubiquitylation) can be added to the substrate protein. For polyubiquitylation, the seven lysine residues (K6, K11, K27, K29, K33, K48, K63) and N-terminal methionine (M1) in ubiquitin serve as linkage points of the ubiquitin chain (Komander and Rape, 2012). It is associated with a wide range of cellular processes such as protein degradation, DNA replication, gene transcription and DNA repair (Welchman et al., 2005). Nevertheless, only polyubiquitylation, mostly K48- and K29-linked polyubiquitylation, marks the substrate protein for degradation by the proteasome. Other polyubiquitylations and monoubiquitylations may regulate other cellular processes including NER (Miranda and Sorkin, 2007; Chauhan et al., 2021). Histone ubiquitylation occurs primarily on H2A (K119) and H2B (K20 in humans and K123 in yeast). Both H2A and H2B are mainly monoubiquitylated and involved in crosstalk with other histone modifications such as histone methylations in a variety of cellular processes (Weake and Workman, 2008). H2A ubiquitylation is generally linked to gene silencing, while H2B ubiquitylation plays a role in both repression and activation of transcription. Ubiquitylation of H2A and H2B has been shown to participate in the process of NER. Meanwhile, a subset of NER-related proteins, such as XPC (Rad4 in yeast), DDB2, CSB, UVSSA and RPB1 (the largest subunit of RNAP II), are also ubiquitylated during NER (Gillette et al., 2006; Borsos et al., 2020; Apelt et al., 2021). For example, recent studies revealed that ELOF1 is required for the ubiquitylation of RPB1 K1268, a key signal for the recruitment of downstream repair factors including UVSSA and TFIIH (van der Weegen et al., 2021). However, how ubiquitylation of NER proteins functions in NER will not be discussed in detail in this review.
In yeast, the monoubiquitylation of H2B K123, catalyzed by Rad6/Bre1 complex, is partially required for global genomic repair. The Paf1 complex, a transcription elongation factor containing five subunits, is required for the catalytic activity of Rad6/Bre1 complex (Wood et al., 2003; Tatum et al., 2011; Tatum and Li, 2011). Interestingly, ubiquitylation of H2B K123 is essential for H3K79 methylation, which is catalyzed by Dot1 and required for global genomic repair but not TCR (Tatum and Li, 2011). Thus, it is likely that H2B ubiquitylation promotes global genomic repair indirectly by enabling the recruitment of Dot1 and the subsequent methylation of H3K79. Indeed, it was revealed that H2B ubiquitylation can regulate chromatin dynamics by enhancing nucleosome stability (Chandrasekharan et al., 2009; Chandrasekharan et al., 2010). Ubiquitylation of H2B is also necessary for H3K4 methylation which is mediated by the methyltransferase Set1-COMPASS and promotes NER in a similar way to H3K79 methylation.
UV-DDB, a heterodimeric complex containing DDB1 and DDB2, is part of a big ubiquitin E3 ligase complex that recognizes damaged chromatin and ubiquitylates core histones at damaged sites (Hannah and Zhou, 2009; Sugasawa, 2009). After UV irradiation, H2A (K118 and K119) and H2B are ubiquitylated by this ubiquitin E3 ligase complex (Kapetanaki et al., 2006; Lan et al., 2012). In addition, ubiquitin ligases Ring1B (Ring2) (Wang et al., 2004; Gracheva et al., 2016) and RNF8 (Marteijn et al., 2009) can also catalyze the H2A ubiquitylation. Ring1B was found to interact with UV-DDB-CUL4 and form a stable complex to ubiquitylate H2A at an early step of damage recognition after UV irradiation (Gracheva et al., 2016). Then, ZRF1, a H2A-ubiquitin binding protein, recognizes and remodels the UV-DDB-CUL4-RING1B complex causing the assembly of the canonical UV-DDB-CUL4 complex. XPC is, then, ubiquitylated by UV-DDB-CUL4 (Sugasawa et al., 2005). In this process, ZRF1 works as a switch protein that regulates XPC ubiquitylation through remodeling of the UV-DDB-CUL4-RING1B complex (Gracheva et al., 2016). It was later discovered that NER involves chromatin reorganization and ZRF1, in combination with XPC, facilitates the relocalization of damaged chromatin to the nucleolus for repair (Chitale and Richly, 2017). In the case of RNF8-mediated H2A ubiquitylation, it occurs after the incision step of NER and RNF8 is essential for the recruitment of downstream factors 53BP1 and BRCA1 (Marteijn et al., 2009; Zhu et al., 2009). Interestingly, RNAP II stalling caused by UV-induced DNA damage triggers H2B deubiquitylation at global level through histone deubiquitylases (Ubp8 and Ubp10) and H2B ubiquitylation level restores gradually during NER in yeast and humans (Mao et al., 2014). Without H2B deubiquitylation, TCR is decreased and RNAP II degradation is increased, suggesting deubiquitylation of H2B can facilitate rescue of RNAP II stalled at UV damage sites through TCR in chromatin (Meas and Mao, 2015).
Histones H3 and H4 can also be ubiquitylated by UV-DDB-CUL4 after UV irradiation, thus destabilizing the nucleosomes and facilitating the recruitment of XPC to DNA damage sites (Wang et al., 2006).
Histone Phosphorylation and NER
Histone phosphorylation is the addition of a phosphate group to histone residues (serine, threonine and tyrosine) by protein kinases and dephosphorylation is the removal of the phosphate group by phosphatases. The most well studied histone phosphorylation is that of the histone H2AX variant (γ-H2AX) on S139 in mammals (Rogakou et al., 1998) or S129 in yeast (Downs et al., 2000). Upon induction of DNA double strand breaks, histone H2AX is rapidly phosphorylated by ATM (ataxia telangiectasia mutated) and DNA-PKcs (Burma et al., 2001; Fernandez-Capetillo et al., 2004). In the case of UV induced γ-H2AX, the phosphorylation is mainly mediated by the kinase ATR (ataxia telangiectasia and Rad3-related) in the presence of DNA single-strand breaks (Ward and Chen, 2001; Hanasoge and Ljungman, 2007; Matsumoto et al., 2007). Histone phosphorylation reduces the positive charge of the histones, leading to a more open chromatin conformation. Unlike histone acetylation and methylation, histone phosphorylation interplays with other histone modifications and serves as a platform for recruiting factors for downstream cascade of events, such as DNA damage checkpoint activation (Fernandez-Capetillo et al., 2002).
It was shown that γ-H2AX has no significant effect on NER in mammals and yeast (Moore et al., 2007; Revet et al., 2011). Instead, NER plays a key role in the induction of γ-H2AX by generating single-stranded DNA during the repair process (Marti et al., 2006; Hanasoge and Ljungman, 2007; Matsumoto et al., 2007). Single-stranded DNA gap intermediates produced during NER can be extended by EXO1 (exonuclease 1) and coated by RPA (replication protein A), the major eukaryotic single stranded DNA-binding protein, which then recruits ATR and other ATR signaling proteins for ATR activation (Giannattasio et al., 2010; Sertic et al., 2011; Kemp, 2019). It is also likely that the single-stranded excision products released during NER are bound by RPA and involved in ATR kinase signaling pathway (Kemp and Sancar, 2012). Moreover, R-loop formation caused by the stalling of elongating RNAP II at a DNA lesion and DNA replication fork stalling induced by UV damage can activate H2AX phosphorylation (Halicka et al., 2005; Marti et al., 2006; Tresini et al., 2015). Interestingly, other phosphorylated histones, such as H3 (S10 and T11) in mammals and H2A (S122 and T126) in yeast, are dephosphorylated after UV irradiation (Sen and De Benedetti, 2006; Moore et al., 2007; Shimada et al., 2008). Phosphorylation on other histones, including H2B (T129) in yeast, H3 (T45) in humans and H3.3 (S31) in mouse embryonic stem cells, have been identified (Lee et al., 2014; Lee et al., 2015; Martire et al., 2019). However, whether and how histone phosphorylation on these residues is involved in NER remain to be investigated.
ATP-DEPENDENT CHROMATIN REMODELING AND NER
Besides histone modifications, ATP-dependent chromatin remodeling catalyzed by chromatin remodelers is another way to modulate chromatin structure allowing access of NER machinery to damaged DNA during repair (Nag and Smerdon, 2009; Waters et al., 2015). All the ATP-dependent chromatin remodeling complexes have a common ATPase domain and use the energy released from ATP hydrolysis to slide, eject, or restructure nucleosomes during important biological processes including chromosome assembly and segregation, DNA damage and repair, apoptosis, and cell cycle progression (Wang et al., 2007). ATP-dependent chromatin remodelers in eukaryotes are classified into four families: SWI/SNF (switch defective/sucrose nonfermenting), CHD (chromodomain helicase DNA binding), INO80 (inositol requiring 80), and ISWI (imitation switch). Even though all remodelers share a common ATPase domain, their functions are specific because each remodeler has unique protein domains (e.g., bromodomain and helicase) in their ATPase region (Clapier and Cairns, 2009).
The effect of ATP-dependent chromatin remodelers on NER was first studied in two independent in vitro studies. In one study, it was discovered that the Drosophila ACF (ATP-utilizing chromatin assembly and remodeling factor), which belongs to ISWI family, facilitates NER of (6-4)PP in the linker DNA region, but not in the nucleosome core region (Ura et al., 2001). In the other study, it was found that the yeast SWI/SNF complex enhances NER of AAF-G (acetylaminofluorene-guanine) in nucleosome core particle (Hara and Sancar, 2002). The different effects might be due to the specific functions for the two families of chromatin remodelers. ISWI remodelers maintain high order of chromatin structure by creating equal spacing between nucleosomes, while SWI/SNF remodelers rearrange nucleosomes through unwrapping, sliding, or ejecting nucleosomes (Clapier and Cairns, 2009). Similarly, the human CSB (cockayne syndrome protein B), which belongs to SWI/SNF family and is essential for TCR, was found to remodel chromatin in vitro (Citterio et al., 2000).
Like in vitro studies, one subsequent in vivo study in yeast showed that the SWI/SNF chromatin remodeling complex interacts with Rad4-Rad23 heterodimer to increase DNA accessibility for NER upon UV irradiation (Gong et al., 2006). In humans, SWI/SNF complex was also found to associate with XPC at DNA damage sites and promote recruitment of ATM and NER factors (e.g., XPG) in response to UV irradiation (Ray et al., 2009; Zhao et al., 2009). Rad16, another SWI/SNF chromatin remodeler, was found to promote efficient global genomic repair by increasing the occupancy of Gcn5 in chromatin and subsequent H3 acetylation through its ATPase and RING domains (Yu et al., 2011). The INO80 family of chromatin remodelers modulate chromatin structure in different ways including exchange of histone variants (e.g., H2AZ) and nucleosome sliding (Clapier et al., 2017). By using the energy from ATP hydrolysis, it can incorporate and remove histone variants in the nucleosome and create nucleosome-free regions. In humans, it was found that INO80 is recruited to UV induced DNA damage sites independent of XPC and interacts with DDB1, suggesting a role in the initiating step of NER (Jiang et al., 2010). One study, however, reported that yeast INO80 is recruited to chromatin by Rad4 upon UV irradiation and restores chromatin structure after NER (Sarkar et al., 2010). Another study in yeast showed that cells without INO80 are proficient in repair of CPDs and replication defects may contribute to UV sensitivity observed in cells lacking INO80 (Czaja et al., 2010). CHD family remodelers are primarily responsible for transcriptional repression by assembling nucleosomes, although certain CHDs in higher organisms can slide or eject nucleosomes to promote transcription (Clapier et al., 2017). It was found that human CHD1 is recruited to UV damage sites in an XPC dependent manner and mediates XPC-to-TFIIH handover to facilitate NER in chromatin (Ruthemann et al., 2017).
Recent development of NGS-based sequencing methods has enabled researchers to capture the spatial genome organization and map DNA damage formation and repair across the whole genome (Garcia-Nieto et al., 2017; Sloan et al., 2018; Li and Sancar, 2020; Sanders et al., 2020). Studies in yeast showed that the global genomic repair complex (Rad16-Rad7-Abf1), which includes SWI/SNF chromatin remodeler Rad16, binds to the boundary sites of chromosomally interacting domains (CIDs) frequently and regulates distribution of histone H3 acetylation upon UV irradiation. The global genomic repair complexes initiate nucleosome remodeling in the vicinity of their binding sites in response to UV damage, which defines the origins of NER in chromatin (Yu et al., 2016; van Eijk et al., 2019). A recent study reported that SWI/SNF is not generally required for efficient NER and only affects NER at certain genes in yeast, while RSC (chromatin structure remodeling), another SWI/SNF family chromatin remodeler, is required for NER throughout the yeast whole genome (Bohm et al., 2021).
CONCLUSION
NER is a highly conserved and versatile DNA damage removal pathway that counteracts challenges from a variety of DNA damaging agents. Since the basic molecular mechanism of NER has been well studied by using in vitro experimental system (Sancar, 2016), it becomes more and more intriguing to explore and decipher the mysteries of the NER process within the complex and dynamic molecular environment of the cell. This review is focused on our current understanding of epigenetic regulation of NER, especially on how different histone modifications affect the in vivo NER process in the context of chromatin. Upon DNA damage induction, a cascade of cellular events, including DNA damage checkpoint activation, histone modifications, chromatin reorganization, DNA repair, and apoptosis, would occur to deal with the assault.
In recent years, we have gained relatively better understanding of how DNA damage is recognized by NER related machinery such as UV-DDB and XPC-RAD23B-CETN2 in the chromatin environment (Apelt et al., 2021). However, how different epigenetic factors, including chromatin modifications, nucleosome positioning, chromatin remodeling, DNA modifications and non-coding RNA, are mechanistically orchestrated to give NER machinery access to DNA lesions is still unknown. These factors may interplay with each other, complicating the delicate NER process. Even for modification of histones itself, one modification may promote or repress other modification(s). The modifications on histones and non-histone proteins may indirectly regulate NER through altering gene expression profile, which increases the complexity of studying NER. Another open question is how the cellular chromatin organization is restored after the NER process. The development and application of novel research methods such as cryo-EM and third-generation sequencing would aid in our in-depth understanding of these questions.
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ATR is a PI3K-like kinase protein, regulating checkpoint responses to DNA damage and replication stress. Apart from its checkpoint function in the nucleus, ATR actively engages in an antiapoptotic role at mitochondria following DNA damage. The different functions of ATR in the nucleus and cytoplasm are carried out by two prolyl isomeric forms of ATR: trans- and cis-ATR, respectively. The isomerization occurs at the Pin1 Ser428-Pro429 motif of ATR. Here, we investigated the structural basis of the subcellular location-specific functions of human ATR. Using a mass spectrometry-based footprinting approach, the surface accessibility of ATR lysine residues to sulfo-NHS-LC-biotin modification was monitored and compared between the cis- and the trans-isomers. We have identified two biotin-modified lysine residues, K459 and K469, within the BH3-like domain of cis-ATR that were not accessible in trans-ATR, indicating a conformational change around the BH3 domain between cis- and trans-ATR. The conformational alteration also involved the N-terminal domain and the middle HEAT domain. Moreover, experimental results from an array of complementary assays show that cis-ATR with the accessible BH3 domain was able to bind to tBid while trans-ATR could not. In addition, both cis- and trans-ATR can directly form homodimers via their C-terminal domains without ATRIP, while nuclear (trans-ATR) in the presence of ATRIP forms dimer–dimer complexes involving both N- and C-termini of ATR and ATRIP after UV. Structural characteristics around the Ser428-Pro429 motif and the BH3 domain region are also analyzed by molecular modeling and dynamics simulation. In support, cis conformation was found to be significantly more energetically favorable than trans at the Ser428-Pro429 bond in a 20-aa wild-type ATR peptide. Taken together, our results suggest that the isomerization-induced structural changes of ATR define both its subcellular location and compartment-specific functions and play an essential role in promoting cell survival and DNA damage responses.
Keywords: ATR, cis/trans prolyl isomerization, mass spectrometric protein footprinting, structure-function of ATR, mitochondrial ATR-tBid interaction, antiapoptosis, BH3-like domain, UV irradiation
INTRODUCTION
The DNA damage checkpoint pathways check genome integrity and synchronize multiple cellular pathways to establish efficient repair of DNA damage (Zhou and Elledge, 2000; Zou and Elledge, 2003). The ATM (ataxia-telangiectasia mutated) and ATR (ATM and RAD3-related) kinases mediate checkpoint pathways and represent two vital DNA damage-dependent checkpoints. Both ATM and ATR are members of the phosphoinositide 3-kinase-like related kinase family. These pathways encompass series of DNA damage sensors, signal mediators and transducers, and downstream effector molecules (Zhou and Elledge, 2000; Zou and Elledge, 2003; Sancar et al., 2004; Wu et al., 2007). The ATR-dependent checkpoint pathway contributes to anticipating replication stress and responds mainly to DNA damage caused by genotoxins such as UV irradiation (Shiloh, 2003; Zou and Elledge, 2003; Abraham, 2004; Sancar et al., 2004). After replication stress and generation of single-stranded DNA (ssDNA), RPA (replication protein A) coats the ssDNA and recruits the ATR–ATRIP complex via ATRIP (ATR-interacting protein). ATRIP is the nuclear partner of ATR and recruits bound ATR to the DNA damage site, where ATR is autophosphorylated at its T1989 residue (Cortez et al., 2001). This phosphorylated residue serves as a docking site for TopBP1 to substantially elevate the activation of ATR’s kinase activity (Burrows and Elledge, 2008; Mordes et al., 2008; Liu et al., 2011a). Activated ATR further triggers several key downstream proteins, including p53 and other checkpoint kinases such as Chk1, causing an S-phase cell cycle arrest for the repair of the DNA damage or, apoptosis, in case of severe damage (Cortez et al., 2001; Zou and Elledge, 2003; Sancar et al., 2004; Mordes and Cortez, 2008; Mordes et al., 2008; Ciccia and Elledge, 2010; Nam and Cortez, 2011; Saldivar et al., 2017; Ma et al., 2018).
ATR that functions in the cytoplasm was found to play an important antiapoptotic role directly at the mitochondria, independent of nuclear ATR and kinase activity (Hilton et al., 2015). Except for its synthesis, ATRIP is largely absent in the cytoplasm. Contrary to nuclear ATR that always remains in the trans-form in a complex with ATRIP, the cytoplasmic ATR, devoid of ATRIP, exists in two prolyl isomeric forms, the cis- and trans-form. The existence of both these forms depends on a single-peptide bond orientation in ATR by prolyl isomerization. In contrast, nuclear ATR always remains in the trans-form in a complex with ATRIP. Pin1 regulates the balance between the cis and trans cytoplasmic form of ATR and catalyzes this conversion of cis-ATR to trans-ATR by recognizing the phosphorylated Serine 428-Proline 429 residues (pS428-P429) in the N-terminal region of ATR (Hilton et al., 2015). Albeit Pin 1 activity favors trans-ATR formation when it is inactivated by DAPKI kinase, in response to DNA damage, it promotes cis-ATR accumulation at mitochondria as cis-ATR is more stable in cells. Contrary to its trans-ATR isoform, the cis-ATR has an exposed BH3-like domain allowing it to bind to the pro-apoptotic tBid protein at the mitochondria (Hilton et al., 2015; Musich et al., 2017; Makinwa et al., 2020a; Makinwa et al., 2020b). This binding prevents tBid from activating Bax–Bak polymerization, which is vital for the intrinsic apoptotic pathway. Here forth, cis-ATR executes an antiapoptotic function that protracts the cell survival long enough to repair its damaged DNA. However, this can be a double-edged sword that can play a role in carcinogenesis. The newly discovered BH3 domain, a hallmark of apoptotic proteins, in ATR defines cis-ATR’s role in the apoptosis pathway. However, the structural characteristics of cis- and trans-ATR and the related functions of ATR are to be characterized yet.
In this study, we determine the structural alterations of two prolyl isomeric forms of ATR, trans- and cis-ATR, using mass spectrometric protein footprinting and complementary methods. Our results demonstrate a significant conformational change at the region containing the BH3 domain between the cis and trans isomeric forms of ATR, resulting in activation or silencing of the BH3 domain as required for ATR–tBid interaction at mitochondria. In addition, we found that cis- and trans-ATR isomers form distinctly different dimers in the presence and absence of ATRIP. The cis-ATR forms a homodimer via its C-terminal domain in the cytoplasm, while the latter, in the nucleus, dimerizes via both C- and N-terminal domains involving ATRIP and is a heterodimer–homodimer. Our results unravel the role of ATR at mitochondria as a pro-survival protein, broadening our understanding of the cellular functions of ATR.
EXPERIMENTAL PROCEDURES
Cell Culture, UV Irradiation, and Antibodies
The simian virus 40-transformed human embryonic kidney (HEK) 293T cells and human colorectal carcinoma (HCT)116 ATRflox/− cells were maintained in DMEM (GIBCO/BRL) and McCoy’s 5A media supplemented with 10% FBS and 100 units of penicillin and streptomycin/ml. UV treatments were at 40 J/m2 with a 2-h recovery. ATR, p-ATR (T1989), p-53(S15), p53, and tBid antibodies were purchased from Cell Signaling.
Protein Purification
N-terminal Flag-tagged ATR recombinant protein was isolated from HEK293T cells 48 h after transfection with pcDNA3-Flag-ATR (WT), S428A, or P429A plasmid. The cells were lysed in ice-cold lysis buffer [50 mM HEPES, pH 7.4/150 mM NaCl/1 mM EDTA/10% glycerol/1% Triton-X100, and protease inhibitors (Thermo Fischer)] for 30 min. The cell lysates were centrifuged for 10 min at 20,000 × g. The supernatants from the spun lysates were incubated at 4°C overnight with magnetic anti-FLAG M2 affinity beads (Sigma) that had been pre-equilibrated in buffer containing 50 mM HEPES, pH 7.4/150 mM NaCl. The beads were then washed once with 1 M NaCl containing 50 mM HEPES, pH 7.4 buffer and thrice with 150 mM NaCl containing 50 mM HEPES, pH 7.4. The ATR bound to beads was either used directly for pull-down experiments or eluted with 50 mM HEPES, pH 7.4 buffer containing 200 μg/ml FLAG peptide (Sigma).
Biotin Modification and In-Gel Proteolysis
Purified ATR and mutants were modified with various molar concentrations of sulfo-NHS-LC-biotin. Typically, ATR (2 μM) was modified by adding sulfo-NHS-LC-biotin (2 mM of final concentration) for 30 min incubation at room temperature. Modifications were quenched by the addition of 10 mM lysine, followed by purification of ATR by SDS-PAGE. The subunit bands on the gel were visualized by Coomassie blue staining, excised from the gel, and destained with water. SDS was removed by washing the gel pieces with ammonium bicarbonate, dehydrated with 100% acetonitrile, and vacuum desiccated. In-gel digestion with trypsin was performed using a ProGest robot (DigiLab). After trypsin digestion, the gel slices were washed with 25 mM ammonium bicarbonate followed by acetonitrile. Then, the gel pieces were reduced with 10 mM dithiothreitol at 60°C followed by alkylation with 50 mM iodoacetamide at RT. Thereafter, protein bands were digested overnight at 37°C with sequencing-grade trypsin (Promega). Finally, the peptide extract was dried and prepared for either MALDI-TOF or nanoLC MS/MS.
MALDI-TOF
Peptide extracts were resuspended in 50% acetonitrile. One microliter of each peptide solution was spotted onto a Scout MALDI 384 target (Bruker Daltonics) and air-dried; 1.0 μL of α-cyano-hydroxycinnamic acid (10 mg∕mL) in 70:30 acetonitrile:0.1% trifluoroacetic acid was added to it. MALDI-TOF spectra were recorded by using a MALDI-TOF Biflex IV mass spectrometer (Bruker Daltonics) in positive ionization mode. Spectra of proteins and peptides were acquired in reflection mode (90–180 laser shots) in the m/z range from 500 to 3,500.
Nano LC-MS/MS
Tryptic peptides were resuspended in 0.1% formic acid before loading onto a trapping column and eluted over a 75 µm analytical column at 350 nL/min; both columns were packed with Luna C18 resin (Phenomenex) and eluted over 40 min with a 3–40% acetonitrile gradient. The sample was analyzed by nano LC-MS/MS using a Waters NanoAcquity HPLC system interfaced to a ThermoFisher Fusion Lumos mass spectrometer. The mass spectrometer was operated in data-dependent mode, with the Orbitrap operating at 60,000 FWHM and 15,000 FWHM for MS and MS/MS, respectively. The instrument was run with a 3-s cycle for MS and MS/MS.
Cytoplasmic and Nuclear Protein Extraction
To prepare samples for immunoprecipitation, subcellular fractionation was executed using cell lysis buffer [10 mM HEPES, pH 7.9, 10 mM KCl, 3 mM CaCl2, 1.5 mM MgCl2, 0.34 M sucrose, 10% glycerol, 0.1% Triton X-100, plus 1x protease, and phosphatase inhibitors (Thermo Fischer)] and a nuclear lysis buffer (50 mM Tris–HCl, pH 7.9, 140 mM NaCl, 3 mM CaCl2, 1 mM EDTA, 1% NP-40, 10% glycerol, plus 1x protease, and phosphatase inhibitors). Briefly, 10 volumes of cell lysis buffer were added to one volume of packed cells. After resuspension and incubation on ice for 10 min, the cytoplasm was separated from nuclei at 500 × g for 7 min at 4°C. Isolated nuclei were washed twice with 500 μL of the nuclear wash buffer (cell lysis buffer containing 30 mM DTT) and collected by centrifugation. Collected nuclear pellets were suspended in ice-cold nuclear lysis buffer, and nuclei were lysed with rotation for 40 min at 4°C. The nuclear lysate was clarified by centrifugation at 20,000 × g for 10 min at 4°C. Lysates were mixed with SDS-loading buffer to have the final composition of 450 mM Tris–HCl, pH 8.45, 12% glycerol, 4% SDS, 0.0075% bromophenol blue, and 100 mM DTT before heating at 95°C for 5 min and protein analysis by gradient (3–8%), Tris–acetate (TA) SDS-PAGE, and Western blotting (WB). ATR isomerization was always assayed by 3–8% TA SDS-PAGE (NuPAGE, Invitrogen) and analyzed by WB.
Immunoprecipitation Assays
To assess tBid binding to ATR, the HCT116 ATRflox/− cells were transfected with a plasmid construct of FLAG-ATR (wt), FLAG-ATR (S428A), or FLAG-ATR (P429A) and UV irradiated at 40 J/m2 followed by a 2-h recovery before the cytoplasmic fraction (including mitochondria) were collected. FLAG-beads (Sigma) were added for pull-down overnight. Immunoprecipitated (IP) FLAG-beads were washed three times in co-immunoprecipitation (Co-IP) wash buffer (50 mM Tris–HCl, pH 7.6, 140 mM NaCl, 1 mM EDTA, 10% glycerol, and 0.2% Tween-20). Purified tBid was added for a 2 h incubation at 4°C. The FLAG-beads were washed thrice using Co-IP wash buffer, followed by suspending in 1× SDS loading buffer and boiled at 95°C for 5 min before assaying the ATR isomerization status by 3–8% TA SDS-PAGE and analyzed by WB.
Duolink In Situ Proximity Ligation Assays
The Duolink protein–protein interaction assay was performed according to the manufacturer’s instructions (Sigma DUO 92101). Images were captured using a Zeiss fluorescence microscope 40× objective lens. To determine ATR–Bid interactions among various ATR mutants by PLA, the HCT116 ATRflox/− cells were transfected with a plasmid construct of FLAG-ATR (wt), FLAG-ATR (S428A), or FLAG-ATR (P429A) and UV irradiated at 40 J/m2 followed by a 2-h recovery, and PLA was performed as described by Makinwa et al. (2020a). Anti-Bid antibody (Mouse monoclonal, Santa Cruz SC-514622) at a dilution of 1:500 mixed with anti-ATR antibody (Rabbit polyclonal, Bethyl Laboratories A300-137A) at a dilution of 1:1,000 was used to determine ATR-Bid interactions. To show ATR–Bid interaction at mitochondria, the cells were probed with a mtHsp70 monoclonal antibody (Mouse monoclonal, Invitrogen MA3-028) at a dilution of 1:50 for at least 1 h at room temperature, washed with PLA wash buffer 2, and incubated with DyLight 488 goat-antimouse IgG secondary antibody (Invitrogen, 35502) at a dilution of 1:400 for 30 min at room temperature. ATR oligomerization among various ATR mutants were monitored by mixing anti-FLAG (Rabbit polyclonal, Gene Tek GTX115043) at a dilution of 1:1,000 with anti-Myc (Mouse monoclonal, Cell Signaling 9B11) at a dilution of 1:4,000. ATR:ATRIP interactions among various ATR mutants were monitored by mixing anti-FLAG (Rabbit polyclonal, Gene Tek GTX115043) at a dilution of 1:1,000 with anti-Myc (mouse monoclonal, Cell Signaling 9B11) at a dilution of 1:4,000. ATRIP dimerization was monitored by mixing anti-HA (Rabbit monoclonal, Invitrogen 2–2.2.14) at a dilution of 1:500 with anti-Myc (Mouse monoclonal, Cell signaling 9B11) at a dilution of 1:4,000. PLA foci were analyzed by one-way ANOVA using GraphPad Prism 5.01 software and are reported as the average ± SD. The paired t-test was used to test the significance, and p < 0.05 is considered significant.
In Vitro Kinase Activity Assay
The ATRflox/− cells transfected with a plasmid construct of FLAG-ATR (WT), FLAG-ATR (S428A), or FLAG-ATR (P429A) were UV treated as mentioned earlier, and cytoplasmic and nuclear lysates were prepared. Flag-ATR was IPed from cytoplasmic or nuclear extracts. The IP ATR was washed three times with PBS containing 0.05% NP40, followed by a kinase buffer wash [50 mM HEPES (pH 7.5), 150 mM NaCl, 10 mM MgCl2, 10 mM MnCl2, 2 mM DTT, 10% glycerol, 1× protease and phosphatase inhibitors, and 0.5 mM ATP]. The IP ATR was suspended in 20 μL of kinase buffer containing 0.5 mM ATP and 0.5 μg of GST-p53 protein (Boston Biochem, SP-454). The reaction was incubated at 30°C for 30 min and stopped by the addition of SDS-loading buffer. Proteins were separated by 3–8% TA SDS-PAGE and were analyzed by WB using phospho-S15 p53 antibody. IP ATR and the amount of GST-p53 in each sample were confirmed by WB.
Molecular Modeling
The coordinates of main-chain atoms of the 20 amino acid flanking Ser428-Pro429 bond (10 residues on each side), namely, residues 419 to 438 of ATR, were acquired from the incomplete trans conformation ATR structure [PDB code: 5yz0 (Rao et al., 2018)]. Side chain atoms for each amino acid were added by the UCSF Chimera swapaa function (Pettersen et al., 2004). Clashes were examined and removed by experimenting with different rotamers. This generated the initial model of the wild-type ATR peptide in trans conformation. To generate the cis conformation, the peptide bond between Ser428-Pro429 was turned approximately 180° and then slightly adjusted to remove local clashes. Further adjustments to the side chains of the peptide were introduced by experimenting with different rotamers of affected residues to remove crowdedness or clashes. This generated the initial model of the wild-type ATR peptide in the cis conformation. Single-site mutagenesis of Ser428 to Ala (S428A) and Pro429 to Ala (P429A) in cis and trans conformation was generated by changing the residue at position 428 and 429 to alanine in the previously mentioned wild-type peptides, respectively. All six peptides were capped by an acetyl group on the N-terminal and by an amide group on the C-terminal to remove the charges and mimic the peptide sitting in the ATR protein.
The N-terminal ATR model that contains residue 2 to 770 was constructed similarly. The coordinates of main-chain atoms of residue 2 to 770 were acquired from trans conformation ATR (PDB code: 5yz0). Side-chain atoms for each amino acid were added by the UCSF Chimera swapaa function iteratively by a Python code. Clashes were examined and removed by experimenting with different rotamers. This generated the initial model of the wild-type ATR peptide in trans conformation. To generate the cis conformation, the peptide bond between Ser428-Pro429 was turned approximately 180° and then slightly adjusted to remove local clashes. In addition, the loops containing residues 351 to 363 and residues 419 to 427 were reconstructed using ModLoop (Fiser et al., 2000) to remove clashes. Both models were capped by an amide group on the C-terminal to remove the effects of the charges, but not capped on the N-terminal to mimic the fragment sitting in the N-terminal of the full-length ATR protein.
Molecular Dynamics Simulations and Energy Calculation
Hydrogen atoms were added, and FF14SB parameters were assigned to the protein by the tleap module of AMBER for both peptides and N-terminal ATR (Case et al., 2021). Water explicit MD simulations of the six peptides were carried out using the AMBER package. TIP3P explicit water molecules were added around each peptide 18 Å in each direction in a rectangular box, and counter ions were added to neutralize each system. Particle mesh Ewald (PME) was used to calculate the long-range electrostatic interactions, and the nonbonded cutoff was set to 8.0 Å. Each system was equilibrated by a four-step protocol before production MD simulation as previously described (Liu et al., 2011b). Restraint to the protein was removed in the 10 ns equilibrium run. A production trajectory of 400 ns employed the same condition of the final equilibration step, was run for each system. A total of 200 snapshots were collected from the last 200 ns production trajectory for total free energy calculations using the molecular mechanics-generalized Born surface area (MM-GBSA).
Water implicit MD simulations of the two N-terminal ATR were carried out by AMBER package using the Born solvation model for expedited computation. First, the structures were minimized by 500 steps of steepest descent minimization followed by 500 conjugate gradient minimizations with the restraint of 5 kcal/mol/Å2 applied to the heavy atoms of the proteins. Salt concentration was set at 0.2 M. The computation of effective Born radii was set at 30 Å. Each system was heated up from 0 to 300 K gradually, with a weak restraint of 2 kcal/mol/Å2 on the backbone atoms only. Restraint was then removed in the last 402 ns equilibration run without cutoff for nonbonded interactions. A production trajectory of 20 ns was run for each system using the same condition as the equilibration step. A total of 200 snapshots were collected from the 20 ns production trajectory for total free energy calculations using the molecular mechanics generalized Born surface area (MM-GBSA).
To verify the equilibrium state of each system and perform statistical analysis, total free energies of 200 frames were extracted frame-by-frame using a Python code for all simulations. Two-sided Student’s t-test was performed by the R-package 4.1.1 (R Core Team, 2021), and a value of p < 0.05 was considered significant.
RESULTS
Protein Purification and Chemical Modification of ATR
In unstressed cells, Pin1 isomerizes ATR at p-Ser428-Pro429, converting the cis-Ser428-Pro429 amide bond to a trans-Ser428-Pro429 bond; this isomerization is dependent on the phosphorylation of Ser428 in the cytoplasm where the cis-isoform is the stable form in the absence of Pin1 (Hilton et al., 2015). The former is named cis-ATR and the latter, trans-ATR. As peptide bonds formed between any pair of the 19 non-proline amino acids adopt the trans conformation whereas proline can result in either a cis- or trans-isomer (Fischer et al., 1984; Fischer and Schmid, 1990; Hinderaker and Raines, 2003). A P429A point mutation was introduced in an ATR construct to ensure a trans conformation of the S428-P429A amide bond in ATR protein (ATR-L) (Hilton et al., 2015). In contrast, ATR-S428A protein was predominately cis-ATR (ATR-H) in the cytoplasm of cells as the serine to alanine mutation prevents the phosphorylation of ATR-Ser428 necessary for Pin1 isomerization of ATR (Hilton et al., 2015; Makinwa et al., 2020a; Makinwa et al., 2020b). In addition, purified ATR-WT protein from cells was found to be cis-ATR after removing Pin1 and all other ATR-interacting proteins through a high salt wash (Figure 1A; Hilton et al., 2015), indicating that wild-type ATR alone is naturally stable in the cis-isoform. The same is true for purified ATR-S428A, but purified ATR-P429A is trans-ATR (Figure 1A; Hilton et al., 2015).
[image: Figure 1]FIGURE 1 | In-solution biotinylation of ATR proteins. (A) Recombinant FLAG-ATR WT, P429A, and S428A proteins were purified from HEK293T cells. Purified WT and S428A proteins have the same electrophoretic mobility as endogenous ATR-H purified from the cytoplasmic fraction of UV-treated HCT116 cells, but P429A protein migrates as ATR-L as analyzed by Western blotting in 3–8% gradient SDS-PAGE. (B) FLAG-ATR protein was immunoprecipitated and washed with increasing concentrations of NaCl solution to remove bound proteins. ATRIP forms a tight complex with ATR and is efficiently removed by washing with 1M NaCl. The ATRIP/ATR ratios were normalized to the ratio at zero salt concentration. (C) Analysis of the mass of ATR-WT after biotinylation using increasing concentrations of sulfo-NHS-LC-biotin on 8% SDS-PAGE. ATR (2 µM) was biotinylated with sulfo-NHS-LC-biotin at different molar ratios and analyzed by Western blotting using ATR antibody. (D) 2 µM each of FLAG-ATR WT, P429A, and S428A proteins purified using FLAG beads, run on 8% SDS-PAGE with and without biotin (1,000 molar excess) modification, and visualized by Coomassie staining. Protein bands were excised and digested with trypsin for mass spectrometry analysis.
In this study, recombinant ATR protein containing an N-terminal FLAG tag was overexpressed and purified from HEK293T cells. To obtain relatively pure ATR, FLAG bead-bound FLAG-ATR was washed with a high salt-containing buffer to remove proteins associated with FLAG-ATR including ATRIP 29 Figure 1. Analysis of the samples by Western blotting of a 3–8% gradient SDS gel shows that the purified WT and S428A ATR co-migrated with the ATR-H form, whereas P429A maintains ATR-L (Figure 1A). Table 1 lists different conformational states of ATR observed in cells or after ATR purification from cells (ATRIP or any proteins associated with ATR were removed during ATR purification).
TABLE 1 | Identified conformational variations of ART WT, S428A, and P429A in cells or after isolation via FLAG-tagged immunoaffinity purification and a high salt wash.
[image: Table 1]To determine differences in any surface topology of ATR (WT, P429A, and S428A), purified proteins were chemically modified at their lysine residues using sulfo-NHS-LC-biotin. Sulfo-NHS-LC-biotin derivatives is known to possess an active ester group that reacts specifically with the primary amines of proteins and/or the amino group of lysine residues, thereby forming an amide bond. For each lysine residue, this reaction increases the mass of 339.161 Da. Therefore, we first tested for the molar ratio of sulfo-NHS-LC-biotin to ATR protein. Since ATR has 175 lysine residues, it is expected that under ideal conditions all these residues can be biotinylated. This, however, assumes that all lysine residues are accessible to the biotin moiety, which is unlikely considering the tertiary structure of a protein. Nevertheless, if all the 175 lysine residues are biotinylated, the calculated mass shift of the protein would be 59.35 kDa. As shown in Figure 1C, an increase in the concentration of the biotinylating reagent lead to an increase in the mass of the protein as demonstrated by the band shifts in SDS-PAGE (Figure 1C, lanes 1–4) up to a maximum of 1000-fold molar excess of biotin (Figure 1C, lane 4). Further increase in concentration to 1500-fold molar excess does not result in any significant increase in the mass of the protein (Figure 1C, lane 5). No further increase in mass also indicates that there is a stable tertiary structure of ATR under the experimental modification conditions. Therefore, all three forms of affinity-purified FLAG-ATR proteins were modified using a 1000-fold molar excess of sulfo-NHS-LC-biotin and re-purified on SDS-PAGE (Figure 1D) before tryptic digestion and MALDI-TOF analysis.
Surface Topology Analysis of Wild-Type, P429A (trans), and S428A (cis) ATR With the Biotinyl-Lysine Method and Mass Spectrometry
Chemical modification coupled with mass spectrometry has been used to probe the surface topology of proteins (Bennett et al., 2000), including proteins interacting with ATR (Shell et al., 2009). To identify biotin-modified lysines, tryptic peptides were subjected to matrix-assisted laser desorption/ionization-time-of-flight mass spectrometry (MALDI-TOF). MALDI-TOF, without chromatographic separation of the peptides, a series of peaks with a mass-to-charge ratio (m∕z) corresponding to the tryptic peptides unfolds in a single-mass spectrum. Because the sample is known in this case, it is possible to identify the ATR peptide corresponding to each peak by calculating all possible peptide masses for tryptic digestion of ATR, including biotin modification of lysines. We determine a probability-based score, called the Ascore, which measures the probability of correct biotin-modified site localization based on the presence and intensity of site-determining ions in MS/MS spectra (Supplementary Table S1). A total of 185, 195, and 191 tryptic peptides with 41, 46, and 41 biotinylated lysines were identified, respectively, for WT, P429A, and S428A ATR proteins by peptide mass matching after MASCOT search. Figure 2A depicts a representative mass spectrum for tryptic fragments of the biotin-modified WT ATR protein. Monoisotopic resolution of the peaks allowed us to rightfully identify the tryptic fragments of ATR. Figure 2B illustrates the peptide fragments (bold sequences) and biotinylated lysines identified by MALDI-TOF as well as high-resolution nano LC-MS-MS analysis for ATR (WT, P429A, and S428A). We have identified seven unique biotin-modified lysine residues at K818, K1005, K1057, K1703, K1994, K2200, and K2413 for ATR P429A (ATR-L) whereas two unique biotin-modified lysines at K459 and K469 were observed for WT and S428A (ATR-H) Figure 2C.
[image: Figure 2]FIGURE 2 | MALDI-TOF and nano LC-MS/MS analysis of biotin-modified cis- and trans-ATR. (A) Typical MALDI-TOF mass spectrum of peptide fragments resulting from trypsin digestion of biotin-modified cis-ATR. (B) Sequence of N-HEAT, FAT, KD, and FATC domains of FLAG-tagged ATR protein. The initial methionine is part of the FLAG tag, and the first amino acid corresponding to ATR is marked as 2. Amino acid sequences corresponding to tryptic peptide fragments detected by MALDI-TOF and nano LC-MS/MS are indicated by the shading. The lysine residues modified by NHS-biotin treatment for all trans- and cis- and WT ATR are indicated by open arrows, whereas unique biotin-modified lysine residues were observed for trans-ATR (solid arrow) and cis- and WT ATR (gold triangle). The BH3 domain (aa461-474) is designated by red color, and the kinase domain (aa2206-2615) is enclosed in red brackets. (C) Summary of unique and differential biotin-modified lysine residues between trans- and cis-ATR identified by MALDI-TOF and nano LC-MS/MS in the context of the ATR structure. N-HEAT, N-terminal HEAT repeats; BH3, BH3-like domain; M-HEAT, middle HEAT repeats; FAT, FRAP, ATM, TRRAP domain; KD, kinase domain; FATC, FAT C-terminal domain.
Identification of Conformational Change of the tBid-Binding Domain of cis/trans-ATR Isoform
ATR can form cis or trans isomers in the cytoplasm depending on Pin1, which can isomerize cis-ATR to trans-ATR. The cis-ATR, likely containing an exposed BH3 domain versus the unexposed BH3 domain in trans-ATR, is antiapoptotic at mitochondria by binding to tBid, thereby forbidding the activation of pro-apoptotic Bax. We reported previously that the BH3-like domain (aa462–474, Figure 3A) of ATR was required for the ATR–tBid interaction (Hilton et al., 2015). Our data showed that the P429A mutant predominantly forms the trans (ATR-L) isoform, whereas FLAG affinity-purified WT and S428A ATR mutant isoforms migrate as the cis (ATR-H) isoform (Figure 1A). Interestingly, mass footprinting with biotin modification revealed that WT and S428A mutant (cis-ATR) showed a conformational change over the BH3 domain where K459 and K469 were accessible to biotin modification (Figures 3B,C), while the P429A mutant (trans-ATR) had no such modifications. To confirm the mass spectra data, we performed a pull-down assay by incubating purified tBid protein (R & D Systems) with FLAG-immobilized ATR from cytoplasmic fractions of UV+/- treated ATRflox/− cells transfected with a plasmid construct of FLAG-ATR (WT), FLAG-ATR (S428A), or FLAG-ATR (P429A) (Figure 3D). The data indicate that UV irradiation led to the cis-ATR formation in the cytoplasm of cells transfected with ATR-WT construct, while ATR-P429A remains as trans-ATR and ATR-S428A as cis-ATR regardless of UV, as previously reported (Hilton et al., 2015). Furthermore, Figure 3D shows a very dramatic increase of tBid protein pull-down by cis-ATR rather than by trans-ATR. We also observed that in the cells the cis-ATR (ATR-S428A)–tBid interaction occurred at mitochondria regardless of UV (Figure 3E), while as a control, the cis-conformation of ATR-WT induced by UV led to a dramatic increase of cis-ATR–tBid interaction (Figure 3E). In contrast, trans-ATR (ATR-P429A) could not interact with tBid. These results show that in the presence or absence of UV irradiation tBid is associated with cis-ATR but not trans-ATR.
[image: Figure 3]FIGURE 3 | Effect of cis/trans conformation of ATR on ATR–tBid interaction. (A) In ribbon diagram of ATR (PDB code 5YZ0, Rao et al., 2018), the positions of S428A and P429A mutant sites on the ATR (chain colored with cyan) structure are colored with magenta and blue, respectively. tBid interacting with the BH3 domain of ATR is shown by red color marked with a dotted circle. Biotin-modified K459 and K469 amino acids of cis-ATR are displayed by ball and stick. (B) Representative segment of MALDI-TOF data showing that K459 and K469 were readily modified with sulfo-NHS-LC-biotin in cis-ATR but were significantly protected from the modification in trans-ATR. Unmodified peaks C1 and C2 serve as controls. (C) Mass spectrum of identified biotin-modified Lys-459 amino acid of peptide 468QKAESLQISLEYSGLK483 and K469 amino acid of peptide 454VDMNQKSILWSALK467 of cis-ATR. A 147.1 Da mass increase of precursor ion and 339.1 Da increase in mass between b1, b2 and y2, y3 ions is observed for K459 and K469, respectively. (D) tBid interacts with the cis form of ATR (ATR-H). ATRflox/- cells were transfected with a plasmid construct of FLAG-ATR (WT), FLAG-ATR (S428A), or FLAG-ATR (P429A). In vitro pull-down of purified tBid protein was carried out with FLAG bead-bound ATR proteins isolated from the cytoplasmic fractions of UV- or mock-treated ATRflox/- cells. (E) Duolink PLA demonstrates that cis-ATR interacts with proapoptotic protein Bid. Focus stacking reveals that the UV-induced ATR–Bid interaction predominately occurs outside of the nucleus. Foci formation per cells was calculated considering an average of 50 cells, and each experiment was performed in triplicate. The bar graph represents a statistical analysis of the PLA images.
Effect of cis/trans Conformational Change on ATR Dimerization
ATR dimerizes through three symmetrically arranged intermolecular contacts between the C-terminal ATR–ATR interface and also through the N-terminal ATR–ATRIP interface and the coil–coil domain of ATRIP–ATRIP dimerization ATRIP (dimer–dimer) (Rao et al., 2018). The C-terminal regions involved in ATR dimer formation are highly conserved, supporting their significance for ATR function (Rao et al., 2018). We have investigated the dimerization domain of cis/trans ATR through mass footprinting. Peptides that are involved in ATR dimerization were identified and are listed in Table 2.
TABLE 2 | Identified peptides involve in ATR dimerization for ATR WT and mutant P429A and S428A proteins.
[image: Table 2]Mass footprinting data can identify nearly all peptides involved in ATR dimerization for ATR (WT), P429A, and S428A mutant proteins. By use of mass footprinting, we have identified 14 peptides (all unmodified except two) at the dimeric interface for ATR P428A mutant, whereas WT and S428A mutant dimeric interface consists of 15 unmodified peptides (all unmodified except one).
We next examined whether cis and trans isoforms of ATR were oligomers in cells. ATR oligomerization was analyzed by co-expressing FLAG- and Myc-tagged ATR proteins in UV+/− treated ATRflox/− cells co-transfected with plasmid constructs of FLAG-ATR (WT), FLAG-ATR (S428A), or FLAG-ATR (P429A) and Myc-ATR (WT), Myc-ATR (S428A), or Myc-ATR (P429A), followed by assessing ATR oligomerization by co-IP after fractionation. Immunoprecipitation of FLAG-ATR using FLAG antibodies (Figure 4A) demonstrates that ATR does form oligomeric complexes in cells. FLAG antibodies did not immunoprecipitate any Myc-ATR when FLAG-ATR was not expressed (Figure 4A cytoplasmic fraction Lane 9 and 10 and nuclear fraction Lane 9 and 10). A significant reduction in the amount of ATR-P429A-IPed HA-ATRIP in the absence of UV is likely due to the experimental variation in efficiency of HA-ATRIP construct transfection into cells. Oligomerization of cis/trans isoforms of ATR was further confirmed by the proximity ligation assay method by co-expressing FLAG- and Myc-tagged ATR in UV+/− treated ATRflox/− cells (Figure 4B).
[image: Figure 4]FIGURE 4 | Effect of cis/trans isomerization on ATR oligomerization and ATR–ATRIP complex formation. (A) Oligomerization of trans- and cis-ATR was analyzed by co-expressing vector constructs encoding FLAG-ATR, Myc-ATR, and HA-ATRIP transfected into the ATRflox/− cells followed by UV+/− treatments. ATR oligomerization was assessed by co-immunoprecipitation after cellular fractionation. Interestingly, no ATRIP occurred in the cytoplasm as compared to ATRIP in the nucleus. The Myc/FLAG ratios were normalized to the ratio at lane 11 (cytoplasm fraction) and HA/FLAG at lane 11 (Nuclear fraction). (B) PLA revealing a direct interaction between FLAG-ATR and Myc-ATR in ATRflox/− cells co-transfected with FLAG-ATR and Myc-ATR plasmids. The interaction was enhanced after UV irradiation at 40 J/m2. A DAPI-staining overlay shows the location of the nuclei. (C) ATR/ATRIP complex formation was monitored using PLA by co-transfecting FLAG-ATR WT, P429A, or S428A mutant with Myc-ATRIP in ATRflox/- cells. (D) ATRIP oligomerization in the presence of FLAG-ATR WT, P429A, or S428A mutant proteins. ATRflox/- cells were co-transfected with Myc- and HA-ATRIP plus FLAG-ATR WT, P429A, or S428A constructs followed by UV irradiation. Oligomerization of Myc- and HA-ATRIP was monitored by PLA. Foci formation per cells was calculated considering an average of 50 cells, and each experiment was performed in triplicate. The bar graphs represent the statistical analysis of the PLA images. * stands for the p-value < 0.01.
Effect of cis/trans Conformational Change on ATR–ATRIP Association
The conformational flexibility of ATR allows ATRIP to properly lock up the N-termini of the two ATR monomers via the C-termini of two ATRIP monomers toward favorable ATR–ATRIP complex formation and functional diversity (Cortez et al., 2001; Ball et al., 2005; Falck et al., 2005). To understand the effect of cis/trans isomerization on ATR–ATRIP association, UV+/− treated ATRflox/− cells were transfected with vectors encoding FLAG-ATR, Myc-ATR, and HA-ATRIP. ATR–ATRIP association was determined by FLAG-immunoprecipitation after cellular fractionation. As shown in Figure 4A, nuclear ATR formed a complex with ATRIP and UV irradiation enhanced the complex formation. Interestingly, little or no ATRIP was found in the cytoplasm as compared to ATRIP in the nucleus (Figure 4A). Thus, there was little or no cytoplasmic ATR–ATRIP complex formation. The nuclear ATR–ATRIP association for cis/trans ATR isoforms was confirmed further by the proximity ligation assay (Figure 4C).
The ATRIP–ATRIP association was assessed using the proximity ligation assay under the influence of ATR cis/trans isoforms. UV+/− treated ATRflox/− cells were co-transfected with FLAG-ATR, Myc-ATRIP, and HA-ATRIP. ATRIP oligomerization under the influence of ATR (WT, P429A, and S428A) was monitored by fluorescence microscopy (Figure 4D). Data suggest that ATRIP–ATRIP foci formation increased similarly by UV treatment for all ATR isoforms, which signifies the formation of stable ATR–ATRIP complexes.
Conformational Changes Around the Kinase Domain Among ATR Mutants
Recently reported cryo-electron microscopy structural data of the human ATR–ATRIP complex reveals key components of the kinase domain related to ATR function (Figure 3A) (Rao et al., 2018). The PIKK regulatory domain (PRD, residues 2,483–2,597) of ATR and ATRIP (C-terminal coiled-coil domain) are both crucial for TopBP1-mediated activation. Mutation K2589E does not impair basal kinase activity of ATR but largely diminish its activation by TopBP1 (Mordes et al., 2008). Previous studies also showed that ATR undergoes autophosphorylation on residue T1989, which recruits TopBP1 for the activation of ATR (Liu et al., 2011a; Nam et al., 2011). Structural analysis reveals that residue T1989 is located on the surface of the FAT domain and is unlikely to gain access to any of the two catalytic pockets within the same ATR–ATRIP complex, suggesting trans-mode autophosphorylation. Since residues T1989 and K2589 both contribute to TopBP1-mediated activation of ATR, it is comprehensible that TopBP1 binds to ATR along with the dimer interface. Residue K2589 stabilizes the substrate entry groove of the kinase domain followed by a loop involved in intermolecular contacts and plays a role in the regulation of substrate entry. In sum, TopBP1 might stimulate ATR–ATRIP kinase activity by facilitating substrate access to the catalytic cavity or inducing conformational changes of the kinase domain to favor the catalytic reaction.
Our mass footprinting data uncover kinase domain assembly between ATR WT as well as the S428A and P429A mutants. All these proteins show the same peptide fragmentation pattern along the catalytic loop and the activation loop of ATR (Rao et al., 2018). Residue K2859, which is important to maintain conformation at the substrate entry groove, was found to be biotin-modified for ATR WT as well as the S428A and P429A mutants. Since nuclear ATR plays an important role in DNA damage-induced checkpoint activity in association with ATRIP, we examined the checkpoint kinase activity of cytoplasmic ATR. A previous report provides evidence that phosphorylation at Ser15 is a critical event in the upregulation and functional activation of p53 during cellular stress and ATR regulates phosphorylation of Ser15 in DNA-damaged cells (Tibbetts et al., 1999). To test the phosphorylation status of p53(Ser15), ATR WT, S428A, and P429A mutant plasmid constructs were transfected into ATRflox/− cells. FLAG-ATR was IPed from cytoplasmic and nuclear fractions of UV+/− irradiated cells after 2-h of recovery and subjected to an in vitro kinase assay for phosphorylation of p53(Ser15) by ATR. All three proteins from the nucleus show the equivalent kinase activity toward p53 (Figure 5A), consistent with nuclear ATR, either WT, S428A, or P429A being trans-ATR (Hilton et al., 2015; Makinwa et al., 2020a) Table 1. In contrast, upon UV irradiation p53 was not phosphorylated by cytoplasmic ATR, regardless of cis or trans conformation, due to the lack of ATRIP (Figure 5A).
[image: Figure 5]FIGURE 5 | Effect of cis/trans conformation of ATR on its kinase activity. (A) In vitro phosphorylation of purified GST-p53 was carried out to assess the checkpoint kinase activity of IPed ATR from the cytoplasmic and nuclear fractions of ATRflox/− cells expressing co-transfected FLAG-ATR WT, mutants P429A, or S428A plus Myc-ATRIP constructs. GST-p53 phosphorylation was monitored by Western blot using phospho-S15 p53 antibody. (B) Phosphorylation of ATR on T1989 was monitored to confirm the checkpoint kinase activity of ATR WT, S428A, and P429A mutant proteins in ATRflox/− cells after transfection with the respective plasmid construct. The nuclear fraction was collected from UV+/− irradiated cells after 2 h of recovery.
Interestingly, a peptide fragmentation pattern difference is observed between the ATR-P429A mutant with ATR-WT and ATR-S428A mutant. The trypsin digestion-protected peptide 1978(K)GVELCFPENETPPEGK(Biotin)NMLIHGR(A)2002 with a biotin-modified K1994 is observed in ATR-P429A (Table 2). This K1994 is in very close proximity to T1989, which is at the ATR auto-activation site. In contrast, K1994 is not biotin modified in either WT or S428A ATR, resulting in two tryptic peptides 1978(K)GVELcFPENETPPEGK(N)1995 and 1994(K)NMLIHGR(A)2002. This implies that there could be a conformational alteration between cis-ATR (WT or S428A) and trans-ATR (P429A), which might affect the kinase activity of ATR. However, this effect may occur only in the cytoplasm as in the nucleus when both ATR WT and S428A are trans-ATR and should have the same conformation as ATR P429A. Indeed, the results in Figure 5 indicate that the three ATR proteins, WT, S428A, and P429A, have the equivalent kinase activity in the nucleus.
Previous studies showed that ATR is transformed into a phosphorylated state after DNA damage and that a single autophosphorylation event at Thr1989 is crucial for ATR activation. Phosphorylation of Thr1989 relies on RPA, ATRIP, and ATR kinase activity. To test the autophosphorylation status at Thr1989, ATR WT, S428A, and P429A mutant plasmid constructs were transfected in ATRflox/− cells, and the nuclear fraction was collected from UV+/− irradiated cells after 2 h of recovery. Autophosphorylation at Thr1989 was monitored using an anti-Thr1989 phosphor ATR antibody. ATR KD version was also included as a negative control. The WB shows that there is no significant difference in autophosphorylation at Thr1989 for nuclear ATR WT and S428A mutant compared with the P429A mutant (Figure 5B). This is consistent with the fact that all three ATRs are always in the trans conformation in the nucleus. Recruitment of ATR–ATRIP to RPA-ssDNA leads to the congregation of ATR–ATRIP complexes and promotes Thr1989 phosphorylation in trans-ATR 24.
Structural Characterization by Molecular Modeling and Computational Biology
To understand the proline isomerization of ATR at Ser428-Pro429 from the standpoint of free energies, we conducted molecular modeling and molecular dynamics (MD) simulations using the AMBER package. Due to the huge size of ATR and the incompleteness of the experimentally determined ATR structure (Rao et al., 2018), we derived 20-aa peptide with S428-P429 flanked by 9-aa on each side (NLSSNSDGISPKRRRLSSSL) in both cis and trans conformations, performed water explicit MD simulation, and calculated the total free energies for both conformations using the MM-GBSA approach. Because small peptides do not fold like protein and form rigid structures, root mean square deviation (RMSD) of the main chain atoms are greater than 3.5 Å during the simulations. To verify each system has reached its equilibrium status, we developed a Python code and extracted total free energies frame-by-frame from the MM-GBSA calculation. We then plotted and examined the data. The energies are steady and flat without further declining (Supplementary Figure S1A), suggesting each system is well-equilibrated. As shown in Table 3, the cis conformation of wild-type ATR is energetically more favorable than trans conformation with a total free energy of −759 kcal/mol vs. −756 kcal/mol. On the contrary, in the case of P429A mutant, the cis conformation is less stable than trans with a total free energy of −759 kcal/mol compared with −776 kcal/mol. This is consistent with previous findings that peptide bonds of all other 19 amino acids not involving proline favor the trans conformation (Zimmerman and Scheraga, 1976). However, when S428 is substituted by alanine, this trend reversed with cis conformation is more favorable than that with trans (total free energy −741 vs. −738 kcal/mol). Moreover, the aforementioned pattern of total free energies of the six types of peptides reoccurred in our duplicated runs (Supplementary Table S2). Therefore, the computational results fully agree with the experimental observations that cis conformation dominates wild-type and the S428A mutant, while trans conformation is preferred in the P429A mutant.
TABLE 3 | Calculated total free energies and components of wild-type and mutant ATR peptides (WT: NLSSNSDGIS428P429KRRRLSSSL; S428A: NLSSNSDGIA428P429KRRRLSSSL; and P429A: NLSSNSDGIS428A429KRRRLSSSL).* All values are reported in kcal/mol. p-values are from two-sided Student’s t-test.
[image: Table 3]To understand if cis-ATR is energetically more favorable than trans-ATR beyond the local peptide level, we built the cis and trans models comprising residues 2–700 and performed water implicit MD simulation. Both cis- and trans-ATR are composed of helices and loops that are loosely packed, and both structures are dynamically fluctuating tremendously as indicated by the main chain RMSD value. To ensure each system has reached its equilibrium status, we extracted the total free energies frame-by-frame from the MM-GBSA calculation and examined them to be flat and steady without further declining (Supplementary Figure S1B), suggesting that the system is well-equilibrated. As shown in Table 4, the cis conformation of wild-type ATR is energetically more favorable with a total free energy of −14,666 kcal/mol vs. −14,531 kcal/mol in trans conformation. This is also true in duplicated runs in which cis-ATR has a total free energy of −14,747 kcal/mol compared with −14,509 kcal/mol of that of trans-ATR.
TABLE 4 | Calculated total free energies and components of N-ATR (residue 2–770) in cis and trans conformation.
[image: Table 4]DISCUSSION
DNA damage checkpoints and apoptosis are two dominant pathways of the DNA damage response (DDR). Moderate DNA damage activates checkpoints, leading to cell cycle arrest and DNA repair. Checkpoint activation appears to be in sync with the suppression of apoptosis, as eventually checkpoints will subside, and normal cell cycling will resume after completion of DNA repair. To this end, a balance between the levels of ATR-H (cis-ATR), an antiapoptotic protein, and ATR-L (trans-ATR), a DNA damage checkpoint kinase, is regulated in the cytoplasm. Pin1 is central to the regulation of this balance since it catalyzes the phosphorylation-dependent isomerization that converts cis-ATR to trans-ATR in the cytoplasm (Hilton et al., 2015; Makinwa et al., 2020a; Makinwa et al., 2020b). The proper balance ensures a functional and effective DNA damage response as the protection of cells from apoptosis is essential for the activities of cell cycle checkpoint arrest and DNA repair. The presented data demonstrate a structure–function mechanism by which the two pathways may work in a coordinated manner in DDR.
In this study, we demonstrated and confirmed that cis-ATR and trans-ATR are structurally different, and ATR (purified WT) is naturally stable in cis conformation. This is confirmed by our molecular modeling of the 20-aa peptide of ATR with Ser428-Pro429 in the middle of the sequence, and the N-terminal fragment consists of residues 2 to 770, revealing that cis conformation is significantly more energetically favorable than trans conformation in this wild-type ATR (Table 3, 4). As summarized in Figure 6, the UV-induced trans-to-cis isomeric conversion in the cytoplasm results in a conformational change in the N-terminal and middle regions of ATR, likely exposing the BH3-like domain. Exposure of the BH3-like domain confers ATR a mitochondria-specific antiapoptotic function. Interestingly, cytoATR shows little checkpoint kinase activity, most likely due to the absence of ATRIP in the cytoplasm (Figure 5A). In contrast, ATR in the nucleus is known to complex with ATRIP, which renders checkpoint activity. Nuclear ATR remains predominately in the trans-ATR form (Figure 5A). Knockdown ATRIP even does not change trans-ATR conformation in the nucleus (Hilton et al., 2015), implying complex formation with other ATR-interacting proteins and/or chromatins might energetically favor trans-ATR in the nucleus to prevent ATR from forming cis-ATR. Other speculative possibilities also might play a role in cis-to-trans conversion in the nucleus such as nuclear transporter proteins. These transporter proteins recognize nuclear import signal (NLS) sequences and can interact with nucleoporins to help NLS-containing proteins reach the nucleus through nuclear pore complexes (NPCs). Nuclear transporter proteins recognize sequences starting with a proline (P) and are followed by an amino acid sequence containing three to five basic residues (Lu et al., 2021). The ATR-predicted nuclear transport signal resides within the isomerization domain (429PKRRR433). Furthermore, although Pin1 is not involved in the nuclear ATR isomerization (Hilton et al., 2015), other types of isomerases might be involved. Finally, it is worth noting that the nuclear ATR-S428A protein shifting to trans-ATR is likely caused by the same mechanism that maintains wild-type ATR in the trans-isoform in the nucleus, and the process is probably phosphorylation-independent. ATR-S428A was generated only to make ATR phosphorylation-deficient at S428 so that Pin1 whose activity depends on the phosphorylation cannot convert cis-ATR to trans-ATR in the cytoplasm. While determination of the mechanisms is of great interest, it is out of the scope of the current study and subjected to future investigation.
[image: Figure 6]FIGURE 6 | Proposed prolyl isomerization-mediated conformational changes and subcellular compartment-specific functions of ATR. Mass footprinting revealed changes in the surface topology of ATR in the cytoplasm and the nucleus. After UV irradiation, cytoplasmic ATR undergoes multiple conformational changes that open up the BH3 domain and allow tBid–ATR interaction, whereas, in the nucleus, UV irradiation enhances the ATR–ATRIP association, which may help retain the trans-ATR conformation and allow the ATR–ATRIP complex to interact with RPA-bound ss-DNA and the subsequent binding of other ATR activators (like TOPBP1), further enhancing ATR kinase activity.
In particular, our results support a structural alteration around the BH3 domain of ATR (Figure 2B, Supplementary Table S1) between trans and cis/WT ATR, making the BH3 domain in cis/WT ATR accessible to biotin modification and, thus, likely available for protein–protein interactions including ATR–tBid interaction (Hilton et al., 2015). In addition, conformational changes may also occur involving the N-HEAT and FAT domains.
Earlier studies showed that localization of ATR to mitochondria may occur through the binding of ATR-H to mitochondria-bound tBid via ATR’s BH3-like domain. The binding of ATR-H to tBid leads to tBid sequestration, serving a role in preventing Bax/Bak activation. The interaction of the tBid’s BH3 domain with antiapoptotic Bcl-XL protein reportedly involves the BH3, BH1, and BH2 domains from Bcl-XL by a BH3-in-groove mechanism (Chou et al., 1999; Czabotar et al., 2013). In this study, employing the protein footprinting approach, we have mapped the surface topology of cis/trans ATR isomers and identified two biotin-modifiable surface lysine residues around the BH3 domain at position Lys-459 and Lys-469 in the cis-ATR isoform (ATR-H), but the same residues are inaccessible in trans-ATR (Figures 2C, Figure 3). This suggests that in cis-ATR, the BH3 domain undergoes a conformational change which favors ATR–tBid interaction at mitochondria, which is further supported by coimmunoprecipitation and proximity ligation assays (Figures 3D,E).
Our mass footprinting data also reveal possible conformational changes involving N-terminal HEAT repeats (N-HEAT) and FAT domains between trans- and cis-ATR isoforms (Figures 2B,C). Interestingly, the middle HEAT domains (M-HEAT) in both cis- and trans-ATR remain intact after tryptic digestion (Figure 2B) and are not, or at least not significantly, involved in the conformational change as there were no differential biotin modifications between the M-HEAT domains of these two isomers. In contrast, the N-HEAT and FAT domains of trans-ATR are much more surface accessible than the same domains of cis-ATR (Figure 2C). Given that the M-HEAT domain remains the same for both isomers, a possible scenario is that in cis-ATR, parts of the N-HEAT and FAT domains undergo conformation changes by being folded toward each other in close contact around the M-HEAT domain, so that parts of the original accessible surface residues in both N-HEAT and FAT domains in trans-ATR now become inaccessible (biotin-unmodifiable). The conformational changes also may expose the hidden BH3 domain.
ATR checkpoint function is dependent on ATR–ATRIP hetero-dimeric complex formation. Through mass footprinting and coimmunoprecipitation analyses, we found that even for mitochondrial function, cis-ATR maintains a dimeric state via direct homo-dimerization of its C-terminal domains, without the involvement of ATRIP. Now one question may arise whether conformation change of cis-ATR diminished ATR–ATRIP complex formation in the cytoplasm. Since there is no or very little ATRIP present in the cytoplasm, it is not possible to experimentally ascertain whether cis-ATR can form a cis-ATR–ATRIP complex in the cytoplasm.
Mass footprinting data identified two interesting lysine modifications at residue 1994 which is near the ATR auto-catalytic site T1989 and another within the ATR kinase domain at residue 2,413 in trans-ATR but not in cis-ATR (Figure 2C). This suggests a differential conformation between cis- and trans-ATR around the FAT and kinase domains, which may affect the kinase activity of ATR. As nuclear ATR always remains in the trans-isoform and is ATR kinase active, it is possible that cis-ATR may not be kinase-active due to these structural alterations in addition to the absence of cytoplasmic ATRIP. Interestingly, we observed identical kinase activity and autophosphorylation at T1989 for all nuclear ATR WT and mutant proteins (Figures 5A,B). This is consistent with the fact that all nuclear ATR proteins are trans-ATR regardless of their state in the cytoplasm, which is also true for the ATR-S428A mutant. This may be due to the nuclear interaction with ATRIP and other ATR activator proteins, which force ATR-S428A to undergo a conformational conversion to trans-ATR.
Our findings provide a useful insight into how ATR regulates the mitochondrial cell death pathway and the nuclear DNA damage-signaling pathway by switching ATR between its cis and trans isomerization states.
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DNA mismatch repair (MMR) repairs replication errors, and MMR defects play a role in both inherited cancer predisposition syndromes and in sporadic cancers. MMR also recognizes mispairs caused by environmental and chemotherapeutic agents; however, in these cases mispair recognition leads to apoptosis and not repair. Although mutation avoidance by MMR is fairly well understood, MMR-associated proteins are still being identified. We performed a bioinformatic analysis that implicated Saccharomyces cerevisiae Rad5 as a candidate for interacting with the MMR proteins Msh2 and Mlh1. Rad5 is a DNA helicase and E3 ubiquitin ligase involved in post-replicative repair and damage tolerance. We confirmed both interactions and found that the Mlh1 interaction is mediated by a conserved Mlh1-interacting motif (MIP box). Despite this, we did not find a clear role for Rad5 in the canonical MMR mutation avoidance pathway. The interaction of Rad5 with Msh2 and Mlh1 is conserved in humans, although each of the Rad5 human homologs, HLTF and SHPRH, shared only one of the interactions: HLTF interacts with MSH2, and SHPRH interacts with MLH1. Moreover, depletion of SHPRH, but not HLTF, results in a mild increase in resistance to alkylating agents although not as strong as loss of MMR, suggesting gene duplication led to specialization of the MMR-protein associated roles of the human Rad5 homologs. These results provide insights into how MMR accessory factors involved in the MMR-dependent apoptotic response interact with the core MMR machinery and have important health implications into how human cells respond to environmental toxins, tumor development, and treatment choices of tumors with defects in Rad5 homologs.
Keywords: mismatch repair (MMR), rad5, SHPRH, HLTF, alkylating agent MNNG, binding motif
1 INTRODUCTION
DNA mismatch repair (MMR) is the post-replicative repair pathway that repairs base-base mispairs and small insertion/deletion mispairs arising from DNA replication errors (Li, 2008; Fishel, 2015). MMR also induces apoptosis after recognizing mispairs induced by exogenous DNA damaging agents, such as O6-methylguanine:thymidine mispairs that occur after exposure to SN1 alkylators (Fu et al., 2012; Li et al., 2016). These lesions cannot be normally repaired by MMR as the O6-methylguanine lesion is on the template strand. Defects in the MMR result in an accumulation of mutations, which can result in altered cellular function and the development of cancers (Kolodner, 1995). Germline mutations in MMR genes are the underlying cause of the familial cancer predisposition syndrome, Lynch syndrome (Fishel et al., 1993; Lynch et al., 2015) and constitutional mismatch repair deficiency (Durno et al., 2015). Lynch syndrome predisposes individuals to several cancer types, primarily colorectal, stomach, endometrial, and ovarian cancers (de la Chapelle, 2004; Kastrinos and Stoffel, 2014), and constitutional mismatch repair deficiency is associated with many cancer types in pediatric patients (Durno et al., 2015). Somatic mutations and epigentic silencing in MMR genes are also found in a significant subset of sporadic cancers of the same subtypes (Borresen et al., 1995; Kane et al., 1997).
Mutation avoidance by eukaryotic MMR involves several steps: 1) mispair recognition by the heterodimeric MutS homologs, MSH2-MSH6 or MSH2-MSH3, 2) recruitment of the MutL homolog, MLH1-PMS2 (called Mlh1-Pms1 in Saccharomyces cerevisiae), 3) removal of the mispaired DNA from the daughter strand through either Exonuclease 1 (Exo1)-dependent, Rad27-dependent, or Exo1- and Rad27-independent MMR, and 4) gap-filling by the replicative polymerases, PCNA, and RFC, and 5) nick ligation (Li, 2008; Goellner et al., 2015; Fishel, 2015; Calil et al., 2021).
While the core machinery of eukaryotic DNA MMR is well defined, new MMR-interacting proteins are still being identified (Yuan et al., 2004; Li et al., 2013; Traver et al., 2015; Goellner et al., 2018; Terui et al., 2018; Rikitake et al., 2020; Calil et al., 2021). Remarkably, short peptide sequences have been identified that mediate interactions with Mlh1 (the Mlh1-interacting peptide motif or MIP box (Dherin et al., 2009)) and more recently Msh2 (the Msh2-interacting peptide motif or SHIP box (Goellner et al., 2018)). Together these motifs are involved in the interaction of S. cerevisiae Mlh1 with Ntg2, Sgs1, and Exo1, S. cerevisiae Msh2 with Exo1, Fun30, and Dpb3, and likely human MSH2 with SMARCAD1 (S. cerevisiae Fun30), WDHD1, and MCM9 (Dherin et al., 2009; Gueneau et al., 2013; Traver et al., 2015; Chen et al., 2016; Goellner et al., 2018). Identifying novel MMR accessory proteins and elucidating the mechanisms by which they interact with MMR will be critical to understanding mechanisms suppressing cancer development and potentially guiding cancer therapies involving DNA damaging agents.
Here we identify another novel MMR interacting partner, Rad5, that we predict to have both SHIP box and MIP box motifs. Rad5 is a helicase and E3 ubiquitin ligase involved in post-replication repair (PRR) pathways, which allow tolerance of template strand lesions that would otherwise lead to replication fork stalling (Xu et al., 2016; Gallo et al., 2019); however, Rad5 has no known role in MMR. PRR bypasses DNA template lesions via the error-prone translesion synthesis (TLS) and error-free template switching (TS) pathways (Gallo and Brown, 2019), the choice of which is in part controlled by the ubiquitination status of proliferating cell nuclear antigen (PCNA) (Gallo et al., 2019). The Rad5 E3 ligase has been associated with TS through the activity of Mms2-Ubc13-Rad5 in forming a lysine 63-linked polyubiquitination chain on PCNA (Motegi et al., 2008). However, recent studies have also identified Rad5 as a player in TLS through its interaction with the TLS protein Rev1 (Xu et al., 2016), which is consistent with the lack of epistasis of rad5Δ and ubc13Δ mutations observed in assays for genome instability (Putnam et al., 2010).
Rad5 has two known human homologs, Helicase-Like Transcription Factor (HLTF) and SNF2 Histone Linker PHD Ring Helicase (SHPRH). Both HLTF and SHPRH share the SNF2 helicase and RING finger domains with Rad5, and HLTF additionally shares the HIRAN (HIP116, Rad5 N-terminal) domain that is present N-terminal to the SNF2 helicase domain (Unk et al., 2010). Both HLTF and SHPRH have E3 ubiquitin ligase ability, both can polyubiquitinate PCNA, and HLTF can complement UV sensitivity of a rad5Δ S. cerevisiae strain (Unk et al., 2006; Unk et al., 2008; Masuda et al., 2012). HLTF and SHPRH also have direct but distinct roles in directing TLS- and TS-mediated PRR, and HLTF and SHPRH deletion mutants have different sensitivities to agents that cause DNA lesions (Seelinger et al., 2020). HLTF enhances TLS and inhibits SHPRH following UV damage, but MMS treatment instead causes SHPRH response and HLTF degradation (Lin et al., 2011). Loss of HLTF expression has been associated with several cancer types, including colorectal cancer (Moinova et al., 2002). Loss of SHPRH has also been associated with multiple cancers via 1) loss of heterozygosity of the long arm of chromosome 6, where SHPRH resides, 2) accumulation of SHPRH point mutations in melanoma and ovarian cancer-derived cell lines (Sood et al., 2003), and 3) through the protective action of a circular RNA encoding a 146 amino acid fragment of SHPRH in glioblastoma (Begum et al., 2018; Zhang et al., 2018).
In this study we confirm the predicted interactions in S. cerevisiae between Msh2 and Rad5 and between Mlh1 and Rad5 and verify that the Mlh1-Rad5 interaction is mediated by a MIP box. These interactions are conserved with human homologs HLTF and SHPRH. Interestingly, the Msh2-Rad5 and Mlh1-Rad5 interactions seem to have become split between the two homologs, with HLTF only binding to human MSH2 and SHPRH only binding to human MLH1. We also show that loss of SHPRH results in moderate resistance to alkylating agents. Together these data identify novel interacting partners of MMR in both yeast and humans and suggest that the SHPRH-MLH1 interaction is partially involved in an apoptotic response to damage-induced mispairs.
2 MATERIALS AND METHODS
2.1 Chemicals and Reagents
Antibodies used in this study include anti-MLH1 (Cell Signaling Technologies 3515S), MSH2 (Cell Signaling Technologies 2017S), HLTF (Fisher PA5-30173), SHPRH (Santa Cruz sc-514395), IgG (Santa Cruz sc-2025). 6-Thioguanine (6 TG) was obtained from TCI America (T0212-1G) delivered by VWR, and MNNG was obtained from Sigma-Aldrich (Cat #129941).
2.2 Two-Hybrid Assay
Plasmids expressing fusion proteins for yeast two-hybrid analysis were generated by Gateway cloning (Invitrogen) the gene of interest without its start codon into either the Gateway-modified bait vector, pBTM116, which encodes the LexA DNA binding domain and Trp1, or the Gateway-modified prey vector, pACT2, which encodes the GAL4 activation domain and Leu2. Bait and prey plasmids were co-transformed into the L40 S. cerevisiae reporter strain L40 (MATa trp1-901 leu2-3112 his3Δ200 LYS2(4lexAop-HIS3) URA3(8lexAop-lacZ)), in which a positive interaction of the bait and prey fusion proteins results in expression of HIS3 and hence complementation of the his3Δ200 mutation (Yan and Jin, 2012). Colonies were grown overnight in complete synthetic medium lacking leucine and tryptophan (CSM -Leu -Trp) to maintain plasmid selection and then 10-fold serial dilutions were spotted onto CSM -Leu -Trp control medium and CSM -Leu -Trp -His selective medium to assay for two-hybrid interactions.
2.3 Mutation Rate and Mutation Spectra Analysis
S. cerevisiae strains were grown in YPD (1% yeast extract, 2% Bacto Peptone and 2% dextrose) or in the appropriate synthetic dropout media (0.67% yeast nitrogen base without amino acids, 2% dextrose, and amino acid dropout mix at the concentration recommended by the manufacturer (US Biological) at 30 °C. All S. cerevisiae strains in this study were derived in the S288c strain background using standard gene deletion and pop-in, pop-out methods.
Mutator phenotypes were evaluated using the hom3-10 frameshift reversion assay. Mutation rates were determined by fluctuation analysis using a minimum of 2 independently derived strains and 14 or more independent cultures; comparisons of mutation rates were evaluated using 95% confidence intervals.
One independent Thr+ revertant was isolated per culture from fluctuation tests. Chromosomal DNA was isolated from each revertant using a Qiagen Puregene Yeast/Bact. Kit B and the hom3-10 region were amplified by PCR using the Primer 5′-AGT​TGT​TTG​TTG​ATG​ACT​GC and Primer 5′-TTC​AGA​AGC​TTC​TTC​TGG​AG and sequenced with the Primer 5′-CTT​TCC​TGG​TTC​AAG​CAT​TG using a commercial sequencing facility (Calil et al., 2021).
2.4 Bioinformatic Analyses
Bioinformatic analysis of potential MIP and SHIP motifs with good peptide matching scores in regions predicted to be unstructured was carried out as described previously (Goellner et al., 2018). Briefly, we determined the count of each amino acid at each position in the alignment of the SHIP boxes 1 and 2 or the MIP box from fungal Exo1 homologs. A pseudocount of 1 was added to all positions that were zero, and then the counts were converted to a fraction, Fk,j, for each amino acid k at position j. Fk,j, values were then converted to log probabilities (Mk,j) scaled by a background model: Mk,j = log(Fk,j/bk). The background model was calculated using the frequency of the different amino acids in the proteins encoded by the S. cerevisiae genome. Raw scores (Sraw) for peptides were calculated by adding up all Mk,j values from the PSSM for each amino acid k at position j within the peptide sequence. We scaled the raw scores to be in the range 0–1 using the equation: Sscale = (Sraw − Smin)/(Smax − Smin), where Smin and Smax are the minimum and maximum scores possible for any peptide scored by the PSSM. The long-term disorder prediction score for each position in the proteins were generated using IUPRED (Dosztanyi et al., 2005), and the disorder prediction score for each peptide was calculated by averaging the scores for each of the residues in the peptide.
Identification of Rad5 homologs for the analysis of the conservation of the candidate MIP and SHIP motifs was performed by categorizing BLAST hits from each species by building a phylogenetic tree with MAFFT version 7.305 (Katoh and Standley, 2014) and PHYLIP version 3.696 (Retief, 2000) that contained all of the BLAST hits from that species with all of the S. cerevisiae Rad5 homologs (Chd1, Fun30, Ino80, Irc20, Irc5, Isw1, Isw2, Mot1, Rad16, Rad26, Rad5, Rad54, Rdh54, Snf2, Sth1, Swr1, and Uls1). Homologs were then assigned if the BLAST hit was on the same branch as the phylogram as only one of the S. cerevisiae reference sequences using the program idwtree (Goellner et al., 2018). Alignments of assigned fungal Rad5 homologs were then performed with MAFFT for analyzing conservation and building sequence logos with Seq2Logo (Thomsen and Nielsen, 2012).
2.5 Cell Culture
All cell lines were cultured at 5% CO2 and 37°C. Hek293 and Hek293T cells were cultured in DMEM supplemented with 10% FBS (Gibco Life Technologies Corporation) and 1% Penicillin/Streptomycin (Gibco, Life Technologies). HeLa S3 cells were cultured in RPMI supplemented with 10% FBS and 1% Penicillin/Streptomycin.
2.6 Generation of Knockout Lines
HeLa MLH1, MSH2, HLTF, and SHPRH knockout cell lines and the HLTF and SHPRH double knockout cell line were generated by CRISPR-Cas9 technologies, using single guide RNA (sgRNA) sequences (Table 1) for each of the genes listed. The LentiCRISPRv2 was a gift from Feng Zhang (Addgene plasmid #52961). The plasmid was digested with BsmBI and gel purified using the QIAquick PCR purification kit according to the manufacturer’s instructions. Complementary oligonucleotides (synthesized by Integrated DNA Technologies) encoding the sgRNA were then annealed and cloned into LentiCRISPRv2. Cells were then transfected with Lipofectamine 3000 (Thermo Scientific L3000008) and the cells were selected with puromycin (Promega). Single cell clones were allowed to grow up under puromycin selection and expanded. Loss of protein expression was confirmed for each clone using SDS-PAGE and western blot analysis.
TABLE 1 | sgRNA sequences for knockout cell line generation.
[image: Table 1]2.7 Short-Term Cytotoxicity Assay
HEK293 cells were plated at 750,000 cells/well in a 6-well plate 24 h prior to transfection. Cells were transfected with siHLTF (Origene) or siSHPRH (Origene) alone or in combination utilizing the Lipofectamine RNAiMAX Transfection Reagent (Invitrogen). After transfection for 24 h, the cells were seeded at 10,000 cells/well in 96-well plates, and the remaining cells were collected for protein analysis. Media was removed 24 h after seeding and cells were treated with the indicated doses of MNNG for 1 h. The media was then replaced and allowed to grow for 72 h, at which time cell viability was measured using the CellTiter 96 Aqueous One Solution Cell Proliferation Assay (MTS) kit (Promega) according to the manufacturer’s instructions.
2.8 Long-Term Clonogenic Cytotoxicity Assay
HEK293 or HeLa S3 cells were plated in a 6-well plate 24 h prior to treatment. Cells were pre-treated with 10 μM O6-benzylguanine (6-(benzyloxy-7H-purin-2-amine, Thermo Scientific, H60274-MD) for 2 h and then pulsed with MNNG or DMSO vehicle control for 1 h. Cells were then trypsinized and plated in a 6-well plate at a density of 300 cells/well for HeLa or 3,000 cells/well for HEK293 with normal media and were allowed to grow for 10 days, or until colonies of approximately 50 cells could be seen. The cells were then stained with crystal violet and the number of colonies were counted.
2.9 Nuclear Protein Extraction
Cells were washed with PBS, resuspended in cytoplasm extract buffer (20 mM Hepes, 10 mM KCl, 0.1 mM EDTA, 1 mM DTT, and protease inhibitor) and then chilled on ice for 10 min. 0.75% Nonidet P-40 (NP-40) lysis buffer was added and the solution was pipetted to mix followed by vortex mixing for 10 s. The cells were centrifuged at 800 x g for 3 min at 4°C to separate nuclei from cytoplasm (supernatant). The cytoplasm extract was placed in a separate tube and the nuclei pellet was resuspended in 25% sucrose/cytoplasm extraction buffer and pipetted to disperse. The cells in 25% sucrose/cytoplasm extraction buffer were underlaid with half the volume of 50% sucrose/cytoplasm extraction buffer and centrifuged at 10,000 x g for 15 min at 4°C. The supernatant was removed, and the nuclei pellet was lysed in PBE150Na (50 mM Tris-HCl at pH 7.5, 1 mM ethylenediaminetetraacetic acid (EDTA) at pH 8.0, 150 mM NaCl, 0.5% sodium deoxycholate and 1% NP-40, containing 1x complete protease inhibitor cocktail (Roche Diagnostics GmbH, Germany)). The pellet was then sonicated and centrifuged at 10,000 x g for 15 min at 4°C. The supernatant was collected as the nuclear extract.
2.10 Immunoprecipitation
Co-immunoprecipitations of endogenous or tagged proteins were performed using magnetic protein A/protein G beads (Thermo Scientific) followed by a conjugation step to either the IgG control or antibody of interest with BSA for 2 h followed by washes. Conjugated beads were incubated with whole cell lysate or nuclear extracts (described above) at 4°C overnight rotating followed by increasing salt washes. Beads were boiled with 6x loading buffer and samples were run on SDS-PAGE gels followed by western blot.
2.11 HPRT Mutagenesis Assay
The HPRT forward mutagenesis assay was performed in HeLa S3 and HeLa S3 knockout cells as described previously (Li et al., 2013). Cell lines were first cultured in hypoxanthine, aminopterin, and thymidine (HAT) supplemented media (ThermoFisher Scientific, supplied as 50x supplement) for at least five passages to clear background HPRT mutations. HAT passaged cells were seeded at 5 × 105 cells per 100 mm dish in triplicate, allowed to adhere overnight, then treated with 5 µM 6-thioguanine (6-TG). Plating efficiency of the cells was determined by culturing 5 × 102 HAT passaged cells per 100 mm dish plated in triplicate in the absence of 6-TG. The media was replaced every 2 to 3 days. After 10 days of culturing cell colonies were stained with 0.5% crystal violet in 25% methanol and the colonies containing more than 50 cells were counted. Mutation frequency was determined by calculating the median for mutant cells (number 6-TG selected colonies/5 × 105 cells plated) and the median for plating efficiency (number untreated colonies/5 × 102 cells plated) and dividing mutation by plating efficiency for each cell line.
2.12 Cell Synchronization
Cell synchronization was conducted by performing a double thymidine block in HeLa cells. The protocol for double thymidine block was adapted from a previous publication (Schroering and Williams, 2008). HeLa cells were plated and after 1 day, washed once with warmed PBS and cultured in complete medium containing 2 µM thymidine (Sigma T9250) for 18 h. The HeLa cells were washed twice with warmed PBS and released in media without thymidine for 9 h. The cells were then cultured with 2 µM thymidine for 16 h, washed once with warmed PBS and replaced with fresh media for collection at each of the times indicated for each figure. For treated cells, cells were released into complete media containing 0.2 µM MNNG or DMSO containing O6-benzylguanine.
2.13 Cell Cycle Analysis
After cell synchronization using the double thymidine block, cells were trypsinized and quenched with media then centrifuged at 2,000 rpm for 5 min. The cells were then resuspended in 75% ethanol for at least 1 h at −20°C for fixation. The cells were centrifuged at 4,000 rpm for 2 min and then resuspended in PBS containing 0.25% Triton X-100 for 15 min. Cells were centrifuged at 4,000 rpm for 2 min and resuspended in PBS containing 10 μg/ml RNase A (Qiagen) and Propidium Iodide Ready Flow Reagent (ThermoFisher Scientific). Subsequent detection of the cell cycle phase distribution was accomplished by using propidium iodide for nuclear staining and detection using the BD FACSymphony A3 flow cytometer and collecting FSC, SSC, PE for propidium iodide, and BB515 for compensation with gating for single cells. The resulting data was analyzed by FlowJo software.
2.14 Statistical Analysis
Calculations of the mean, standard error, statistical analysis, and comparison of each set of experimental means was performed with Graphpad Prism 9.0 (Graphpad Software Inc., La Jolla, CA, United States ).
3 RESULTS
3.1 Rad5 Physically Interacts With Yeast Mlh1 and Msh2
To identify candidate MMR-interacting proteins, we computationally screened the S. cerevisiae proteome for proteins containing sequences resembling MIP and SHIP box motifs following our previous strategy that identified the Msh2-interacting and SHIP box-containing proteins Fun30 and Dpb3 (Goellner et al., 2018). First, the MIP motif match score and the SHIP motif match score were calculated for every 7 amino acid peptide computationally generated from the S. cerevisiae S288c proteome using a position-specific scoring matrix (PSSM (Stormo et al., 1982)) derived from an alignment of 301 fungal Exo1 MIP box sequences and a PSSM from an alignment of 566 fungal Exo1 SHIP box sequences. Second, high-scoring hits were filtered for proteins known to be in the nucleus or with an unknown cellular localization. Third, the average disorder score for each peptide was determined by the averaging the long-range disorder score for the 7 amino acids of the peptides after analysis of the relevant proteins for long-range disorder with IUPRED (Dosztanyi et al., 2005). The motif match scores were then plotted against the average disorder scores (Figure 1A) to identify candidate peptides that matched the MIP box consensus or the SHIP box consensus and that were in disordered protein regions. These analyses identified proteins containing known functional MIP boxes (Exo1, Ntg2, Sgs1) and known functional SHIP boxes (Exo1, Fun30, Dpb3) in unstructured protein regions as well as high scoring SHIP box-like peptides in proteins previously demonstrated as not interacting with Msh2 (Utp18, Bir1) (Figure 1A (Goellner et al., 2018)). These analyses also implicated a candidate MIP box sequence and a candidate SHIP box sequence in the Rad5 protein.
[image: Figure 1]FIGURE 1 | Rad5 has a predicted MIP and SHIP box and interacts with Mlh1 and Msh2. (A) The match score of 1,745 peptides from the nuclear S. cerevisiae proteome with a moderate or good motif matching to either the MIP or SHIP box motif as determined from bioinformatic analysis using a position-specific scoring matrix (PSSM) are plotted against their long-range disorder predicted by IUPRED (Dosztanyi et al., 2005). Rad5 was identified in analysis for both MIP and SHIP motifs. (B) Yeast two-hybrid analysis shows both Msh2 and Mlh1 prey constructs interact with Rad5 bait (growth on–Leu–Trp–His selective medium as well growth on the control–Leu–Trp medium). Exo1-C terminus bait shows positive interactions with Msh2 and Mlh1 prey as a positive control. Neither Rad5 or Exo1-C terminus bait constructs autoactivate in the presence of an empty prey vector.
Because this analysis suggested that Rad5 resembled Exo1, which also has both MIP and SHIP box motifs and uses both of these motifs for recruitment to MMR (Goellner et al., 2018), we sought to confirm the predicted Rad5 interactions using yeast two-hybrid analysis. We generated a bait plasmid containing S. cerevisiae Rad5 fused to the LexA DNA-binding domain. This plasmid, a positive control bait plasmid encoding the Exo1 C-terminus fused to LexA, or a negative control empty bait plasmid encoding only the LexA DNA-binding domain were then cotransformed into the S. cerevisiae tester strain L40 with prey plasmids that encoded S. cerevisiae Mlh1 or Msh2 fused to the Gal4 transcriptional activation domain. In the L40 tester strain, physical interaction between the bait and prey proteins drives expression of the HIS3 gene and hence supports growth on medium lacking histidine. As expected, the yeast two-hybrid analysis revealed an interaction between the Exo1 C-terminus and both the Mlh1 and Msh2 prey vectors. The Rad5 bait plasmid also supported growth on -His medium in combination with both the Mlh1 and Msh2 prey vectors, but not the empty prey vector (Figure 1B), indicating that Rad5 can interact with both Mlh1 and Msh2.
3.2 Rad5 Binds to Mlh1 Through the MIP Box Motif
To gain insight into the Rad5 interactions with Mlh1 and Msh2, we sought to determine if these interactions were mediated through the predicted MIP box (peptide 7-EERKRFF-13) and the predicted SHIP box (peptide 30-NKESFLF-36), which are in the unstructured N-terminus of Rad5 (Figures 2A,C). Analysis of the conservation of these predicted motifs revealed that the predicted MIP box is extensively conserved in all fungi, whereas the predicted SHIP box is restricted to fungi in the order Saccharomycetales, which includes S. cerevisiae (Figure 2B). We and others have previously shown that mutating the conserved phenylalanine and tyrosine amino acids in these motifs to alanine disrupts the ability of these motifs to mediate interactions (Dherin et al., 2009; Goellner et al., 2018). We therefore mutated the predicted Rad5 MIP motif 7-EERKRFF-13 to 7-EERKRAA-13 (Rad5-MIPΔ) and the predicted SHIP motif 30-NKESFLF-36 to 30-NKESALA-36 (Rad5-SHIPΔ) in our Rad5 yeast two-hybrid bait plasmid. Yeast two-hybrid analysis demonstrated that the Rad5-MIPΔ mutant binds to Msh2 but not to Mlh1, indicating the Rad5-Mlh1 interaction, but not the Rad5-Msh2 interaction, is mediated by the predicted MIP box motif (Figure 2D). In contrast, the Rad5-SHIPΔ mutant bound to both Mlh1 and Msh2 (Figure 2D), indicating that the Rad5-Msh2 interaction involves another region of Rad5, an extended SHIP box that requires additional mutations to disrupt, or redundant interactions with either the putative SHIP box or another region of Rad5.
[image: Figure 2]FIGURE 2 | Rad5 interacts with Mlh1 through a MIP box motif but does not interact with Msh2 through a SHIP box motif. (A) The MIP box and SHIP box motif matching scores for every 7mer peptide in S. cerevisiae Rad5 is plotted against the predicted disorder score, showing that the predicted MIP and SHIP boxes have the best peptide scores and are predicted to be disordered by IUPRED (Dosztanyi et al., 2005). (B) Sequence logos of the first 47 amino acids of S. cerevisiae Rad5 generated by Seq2Logo (Thomsen and Nielsen, 2012) were calculated from an alignment of 83 Saccharomycetales Rad5 sequences (top) or 395 fungal Rad5 sequences (bottom). Large letters above the zero line correspond to highly conserved residues in the alignment. The number of sequences with residues at this location is plotted underneath the sequence logo; note that the MIP box is present in almost all fungal Rad5 sequences aligned whereas the candidate SHIP box is present only in a small subset of the fungal Rad5 sequences corresponding to the Saccharomycetales (bottom). (C) Mapping of the predicted MIP and SHIP motifs (black spheres) onto the Alphafold2-predicted structure of S. cerevisiae Rad5 (Jumper et al., 2021; Varadi et al., 2022) reveals that these predicted motifs are in the unstructured N-terminus (black). (D) Yeast two-hybrid analysis shows that mutation of the predicted MIP box in the Rad5 bait vector retained the interaction with the Msh2 prey but resulted in a loss of interaction (indicated by no growth on selective -Leu -Trip -His medium) with the Mlh1 prey vector, whereas mutation of the predicted SHIP box in the Rad5 bait vector retained interaction with both the Msh2 and Mlh1 prey vectors.
3.3 Loss of RAD5 Causes a Minor Increase in Mutation Rate and a Mutation Spectrum That Is Not Representative of That Caused by a MMR Defect
Given that Rad5 binds to Msh2 and Mlh1, we investigated if loss of RAD5 gave rise to a MMR defect in the absence of DNA damage by determining the mutation rate of a RAD5 deletion strain with the hom3-10 frameshift reversion assay. In the hom3-10 assay, -1 frameshift mutations restore growth on medium lacking threonine. An MSH2 deletion strain, which is completely deficient for MMR, had a 336-fold increase in mutation rate over the wild-type strain. However, the rad5Δ strain only had a 2.5-fold increase in mutation rate (Table 2). To determine whether this modest rate increase was representative of a defect in the canonical mutation avoidance MMR pathway, the HOM3 gene was sequenced for 14–37 reversion isolates from each genotype (Figure 3A). MMR deficient strains result in almost entirely T7 → T6 frameshifts (Tishkoff et al., 1997; Flores-Rozas and Kolodner, 1998; Calil et al., 2021)), and consistent with this, 100% of the revertants from the msh2Δ strain were T7 → T6 frameshifts (Figure 3B). The wild type revertants had a wider variety of frameshift reversion mutations (only 65% T7 → T6 frameshifts), although at a much lower rate of occurrence (Figure 3B). The RAD5 deletion strain had a mutation spectrum more similar to the wild-type strain with even more kinds of frameshifts observed (only 39% T7 → T6 frameshifts), which may reflect roles of RAD5 in PRR and not MMR. Together these data suggest that loss of RAD5 does not have a strong influence on canonical mutation avoidance pathway of MMR during unperturbed growth consistent with previous results (Johnson et al., 1992).
TABLE 2 | hom3-10 reversion rates.
[image: Table 2][image: Figure 3]FIGURE 3 | Rad5 deletion strain has an altered mutation spectra from MMR deficient strains. (A) Spectrum of mutations selected in the hom3-10 frameshift reversion assay that measures 1 base pair frameshifts in the modified HOM3 gene that is required for the synthesis of threonine. 37 isolates were analyzed for the WT strain, 14 isolates were analyzed for the msh2Δ strain, and 28 isolates were analyzed for the rad5Δ strain. MMR deficient strains primarily have T7→ T6 frameshifts. MMR proficient strains have more non T7 → T6 reversion isolates. rad5Δ mutation spectrum resembles a WT strain more than a MMR deficient strain. (B) Graph of portion of overall hom3-10 mutation rate made up of T7 → T6 reversions or non T7 → T6 reversions. Overall mutation rate for each strain is in black. Proportion of the rate represented by T7 → T6 reversion rate is in red.
3.4 Human Homologs of Rad5, HLTF and SHPRH, Have Split Binding Between MSH2 and MLH1
To test whether the interactions identified between Rad5 and the MMR proteins are conserved in humans, we used co-immunoprecipitation of nuclear fraction lysates from HeLa cells to detect interactions between MMR proteins and the Rad5 human homologs, HLTF and SHPRH. HeLa cells have proficient MMR and undergo MMR-mediated apoptosis after alkylating agents (Li et al., 2013; Takeishi et al., 2020). MSH2 directly interacted with HLTF (Figure 4A). This interaction was stable even after DNase treatment, indicating that the co-immunoprecipation was not simply through simultaneous association with DNA (Figure 4B). MSH2 and HLTF interacted constitutively in basal conditions and the interaction did not change when the DNA alkylating agent MNNG was added (Figure 4A). No co-immunopreciptation of HLTF with MLH1 was observed under either basal or DNA damaging conditions (Figure 4A). In contrast, we found that SHPRH co-immunopreciptated with MLH1 under basal conditions and that the interaction was enhanced by the presence of MNNG-induced DNA damage (Figure 4A). Unlike HLTF, SHPRH did not co-immunopreciptate with MSH2 under either basal or DNA damaging conditions (Figure 4A). Together this shows that the binding between Rad5 homologs and MMR proteins is conserved throughout evolution to human cells, and interestingly, the interactions with the core MMR proteins seem to be split between the two human Rad5 homologs.
[image: Figure 4]FIGURE 4 | Human homologs of Rad5 HLTF and SHPRH interact with MSH2 and MLH1. (A) HeLa cells were treated with DMSO or 30 μM MNNG and lysates were fractionated to obtain the nuclear fraction. Nuclear fractions were immunoprecipitated with either anti-MLH1 or anti-MSH2 beads and immunoblotted for either HLTF and SHPRH. HLTF co-immunoprecipitated with MSH2. Immunoprecipitated HLTF runs at the predicted molecular weight of 116 kDa, however the non-immunoprecipitated HLTF in the input lanes runs at a slightly higher MW and has several additional bands consistent with the product sheet for the ThermoFisher HLTF antibody. SHPRH co-immunoprecipitated with MLH1 and the interaction is increased after MNNG treatment. (B) HeLa cell nuclear lysates were treated with or without DNAse. Nuclear fractions were obtained and immunoprecipitated with anti-HLTF beads and immunoblotted for MSH2. MSH2 interacts with HLTF regardless of DNAse treatment.
3.5 HLTF Interacts Differently With Msh2 Than Other SHIP Box Containing Proteins
Given that Rad5’s interaction with Msh2 could not be disrupted by mutation of the predicted SHIP box (Figure 2), we further investigated the human HLTF-MSH2 interaction. During the S. cerevisiae studies that identified the SHIP box motif, we also identified that the msh2-M470I mutation, which affects an amino acid in the hinge linker, disrupted the ability of Msh2 to bind to the SHIP box peptide (Goellner et al., 2018). To determine if HLTF interacted in a similar manner with MSH2, we generated the equivalent human mutation M453I in our myc-tagged MSH2 construct. We confirmed that the human mutation also disrupted SHIP box interactions by testing co-immunoprecipitation of MSH2 and MSH2-M453I with SMARCAD1 (Figure 5A). SMARCAD1 is the human homolog of S. cerevisiae Fun30; both SMARCAD1 and Fun30 contain a conserved N-terminal SHIP box. SMARCAD1 interacts with MSH2 in human and Xenopus, and the Fun30-Msh2 interaction in yeast is eliminated by the msh2-M470I mutation (Goellner et al., 2018; Terui et al., 2018; Takeishi et al., 2020). We found that SMARCAD1 interacts with wild-type MSH2 but has markedly reduced binding to the MSH2-M453I mutant (Figure 5A). In contrast, HLTF co-immunoprecipitated with both wild-type MSH2 and the MSH2-M453I mutant (Figure 5B). Taken together, evidence from both the S. cerevisiae Rad5-Msh2 interaction and the human HLTF-MSH2 interaction suggest that this interaction is distinct from those mediated by the SHIP box motif. Investigations into this mode of binding are ongoing.
[image: Figure 5]FIGURE 5 | HLTF retains binding with the MSH2 M453I mutation. (A) HEK293T cells were transfected with c-terminal Myc-FLAG tagged MSH2 WT or MSH2-M453I mutant constructs. Myc-tagged MSH2 was immunoprecipitated with anti-Myc beads and immunoblotted for SMARCAD1. SMARCAD1 co-immunoprecipitated with MSH2 WT but not the MSH2 M453I hinge region mutation. (B) HEK293T cells were transfected with c-terminal Myc-FLAG tagged MSH2 WT or MSH2 M453I mutant constructs and Myc-tagged MSH2 was immunoprecipitated with anti-Myc beads and immunoblotted for HLTF. HLTF co-immunoprecipitated with MSH2 WT as we observed with endogenous protein co-IPs. HLTF also co-immunoprecipitated with Msh2 M453I unlike SMARCAD1.
3.6 SHPRH Interacts With MLH1 Only During S-phase
To further investigate the interaction between MLH1 and SHPRH, we looked at whether there was a cell-cycle dependency to the interaction, based on the data that the interaction is enhanced with MNNG-induced DNA damage. We first synchronized HeLa cells with a double thymidine block and followed cell cycle progression through DNA distribution by propidium idodide staining and fluorescence activated cell sorting (FACS) analysis. We carried out this experiment in the presence or absence of MNNG. After release from the double thymidine block, we observed the untreated and MNNG treated cells were beginning to move from G1 phase to S phase at 4 h and primarily in S phase by 6 h (Figure 6A). At the 10-h time point cells were in G2/M phase, and completed a cell cycle by 12 h (Figure 6A). Consistent with literature, we observed that MNNG induced a prolonged G2/M arrest occurring in the second cell cycle after treatment (24- and 36-h timepoints, Figure 6A) that is not observed in DMSO treated cells.
[image: Figure 6]FIGURE 6 | SHPRH interaction with MLH1 occurs within S phase of the cell cycle. (A) Cell cycle progression of HeLa WT cells treated with DMSO or 0.2 µM MNNG after release from double thymidine block (DTB) synchronization. HeLa WT cells have a G2/M arrest after the second cell cycle (24 h) following treatment with MNNG. The G2/M arrest does not occur in HeLa WT cells treated with DMSO. (B) HeLa WT cells were synchronized in the G0/G1 cell cycle utilizing DTB synchronization. After synchronization, cells were treated with DMSO or 0.2 µM MNNG and nuclear extracts were collected at the time points indicated. Endogenous MLH1 was immunoprecipitated with anti-MLH1 beads and immunoblotted for endogenous SHPRH and MLH1. Input was probed for SHPRH, MLH1, and Lamin A/C as the loading control. SHPRH-MLH1 interaction was seen at the 6-h timepoint, which correlates with the S phase in part (A).
We then synchronized HeLa cells with a double thymidine block and collected nuclear lysates at the indicated time points corresponding with the cell cycle analysis above. The interaction between MLH1 and SHPRH is only observed by co-immunoprecipitation in S phase (6-h time point, Figure 6B), and is not detectable during G1 or G2/M.
3.7 Loss of SHRPH Leads to DNA Damage Resistance but Not Increased Mutation Rate
Treatment of mammalian cells with alkylating agents is known to cause MMR-mediated apoptosis in which loss of MMR activity causes increased alkylating agent resistance (Fu et al., 2012; Li et al., 2016). Given the interactions of HLTF and SHPRH with MMR proteins, we tested if loss of HLTF and/or SHPRH would similarly give rise to increased resistance to alkylation damage. To test this, we generated HeLa S3 cells in which either MSH2, MLH1, SHPRH, or HLTF was knocked out by CRISPR-Cas9. We also generated a cell line with both SHPRH and HLTF knocked out. Expression of the target proteins were totally eliminated in each cell line respectively and remained stably lost after greater than six passages (Supplementary Figure S1). MSH2 and MLH1 knockout cells show resistance to MNNG as previously reported for MMR deficient cells (Meikrantz et al., 1998; Fu et al., 2012) (Figure 7A). The HLTF and SHPRH double knock out cells showed a mild resistance to MNNG compared to the parental cells, although this did not reach the level of resistance equivalent to that of a total loss of MMR (Figure 7B). To determine if this phenotype was associated with a single Rad5 homolog or if it required loss of both proteins, we compared the MNNG sensitivity of the single knockout cell lines. HLTF knockout cells remained sensitive to MNNG in the clonogenic survival assay (Figure 7C); however, the SHPRH single knockout cell line showed moderate resistance to MNNG similar to that of the double knock out cell line (Figure 7D). While the resistance to MNNG was observed consistently with SHPRH loss, the cells were still markedly more sensitive to alkylating agents than cells that have totally lost MMR. Similar patterns of sensitivity to MNNG were observed for SHPRH and HLTF in a separate cell line that also has proficient MMR (HEK293) utilizing siRNA knock down of SHPRH, HLTF, or both as measured in a short-term survival MTS assay (Supplementary Figure S2) or long-term clonogenic assay (Supplementary Figure S3). This suggests that SHPRH may play a role in the promotion of apoptosis in a subset of alkylation-induced mispairs. This also demonstrates a functional difference between the two human Rad5 homologs in regards to MMR response to alkylating damage, potentially mediated by the evolutionary split of binding partners between the two homologs (Figure 10).
[image: Figure 7]FIGURE 7 | Loss of SHPRH results in resistance to alkylating agents. (A) HeLa S3 and CRISPR MLH1 and MSH2 knockout cells were seeded into 6-well plates for 24 h followed by a 2-h pre-treatment with O6-benzylguanine and a 1-h treatment of MNNG with O6-benzylguanine and seeded at a low density into a 6-well plate for a clonogenic survival assay. Left panel is a representative of stained colonies. Right panel is cell viability with colony counting. Data is shown as the mean of N = 3 with 4 replicate wells each ± SEM. (B) HeLa S3 and CRISPR HLTF + SHPRH double knockout cells were treated the same as part A for the clonogenic survival assay. Data is shown as the mean of N = 3 with 4 replicate wells ± SEM. Survival is compared to HeLa MLH1 KO survival from part (A). (C) HeLa S3 and CRISPR HLTF knockout cells were treated the same as part A for the clonogenic survival assay. Data is shown as the mean of N = 3 with four replicate wells ± SEM. Survival is compared to HeLa MSH2 KO survival from part (A). (D) HeLa S3 and CRISPR SHPRH knockout cells were treated the same as part A for the clonogenic survival assay. Data is shown as the mean of N = 3 with 4 replicate wells ± SEM. Survival is compared to HeLa MLH1 KO survival from part (A). Statistical significance was determined by unpaired t-test *p < 0.05.
To begin to determine the mechanisms of SHPRH involvement with the DNA MMR apoptotic response after alkylating damage, we also investigated the G2/M arrest occurring during the second cell cycle after exposure. A prolonged G2/M arrest in the second cell cycle after alkylation damage is well established phenotype for MMR-promoted apoptosis (Fu et al., 2012). Cells without MMR do not arrest or undergo apoptosis. We synchronized parental HeLa S3 cells and knock out cell lines using a double thymidine block and released after MNNG treatment. The parental cells showed the typical G2/M arrest starting at 24 h after treatment and maintained it through 48 h (Figure 8). The MLH1 knockout cells progressed through two normal cell cycles as reported in the literature (Figure 8). The HLTF knockout cells retained the G2/M arrest, consistent with their normal sensitivity to MNNG. Interestingly, the SHPRH knockout cells also retained a normal G2/M arrest despite a decreased sensitivity to MNNG (Figure 9). This suggests that SHPRH may play a role in the steps between G2/M arrest and the lack of resolution of the arrest that then leads to apoptosis. We also observed that untreated SHPRH knock out cells progressed through the cell cycle at a slower rate after synchronization, and that without damage they had a level of G2/M arrest (between 8 and 10 h, Figure 9). This was not observed in the HLTF knockout or parental HeLa cell lines (Figure 9). This change in cell cycle may be indicative of trouble resolving endogenous damage occurring in culture, potentially related to SHPRH’s role in translesion synthesis or template switching pathways.
[image: Figure 8]FIGURE 8 | HLTF and SHPRH knock out cells retain MNNG induced G2/M arrest in the second cell cycle after damage. Cell cycle FACS analysis of HeLa WT, MLH1 KO, HLTF KO, and SHPRH KO cells treated with 0.2 µM MNNG for the times indicated after DTB synchronization. HeLa WT cells have G2/M arrest after the second cell cycle (24 h). HeLa MLH1 KO cells do not have the G2/M arrest that HeLa WT cells showed. HeLa HLTF KO and SHPRH KO both have G2/M arrest similar to the HeLa WT cells.
[image: Figure 9]FIGURE 9 | SHPRH knock out cells demonstrate delayed cell cycle without exogenous damage. Cell cycle FACS analysis of HeLa WT, HLTF KO, and SHPRH KO cells after release from DTB synchronization. HeLa HLTF KO cells follow the same cell cycle progression as the HeLa WT cells. HeLa SHPRH KO cells have a slower cell cycle progression and G2/M arrest compared to the HeLa WT cells.
Given the role of SHPRH in MMR-dependent apoptosis after alkylation damage, we wanted to determine if SHPRH, unlike Rad5 in S. cerevisiae, acted in the canonical MMR mutation avoidance pathway. To test this in our HeLa S3 knockout cells, we used the hypoxanthine phosphoribosyl transferase (HPRT) forward mutagenesis assay, as reported by Li et al. (Li et al., 2013). The parental HeLa S3 cells had a mutation frequency less than 4.78 × 10−6 and the MLH1 and MSH2 knockout cells had increased mutation frequency of about 2.45 × 10−4, similar to the reported frequency for other MMR deficient cell lines (Table 3 (Li et al., 2013)). The SHPRH knockout cells had an estimated rate about equal to the parental cell lines, without any significant colony formation observed at even at higher plating densities (Table 3). Together this data suggests that SHPRH influences the MMR mediated response to alkylation-induced mispairs, but not repair of replication errors through canonical MMR.
TABLE 3 | HPRT mutation frequency.
[image: Table 3]4 DISCUSSION
The identification of the MIP box Mlh1-binding motif (Dherin et al., 2009) and, more recently, the SHIP box Msh2-binding motif (Goellner et al., 2018) have revealed how many proteins are recruited to sites of MMR. These proteins include those directly involved in MMR (e.g. Exo1) and have identified a number of other proteins whose roles in MMR and MMR-mediated processes are less well understood, including S. cerevisiae Ntg2, Sgs1, Fun30, and Dpb3 and human FAN1, SMARCAD1, WDHD1, and MCM9 (Dherin et al., 2009; Traver et al., 2015; Chen et al., 2016; Goellner et al., 2018; Terui et al., 2018; Takeishi et al., 2020; Goold et al., 2021; Porro et al., 2021). Here, we have used analysis of candidate MIP and SHIP box sequences to identify S. cerevisiae Rad5 as a MIP box-mediated Mlh1 interactor and a SHIP box-independent Msh2 interactor. These interactions are conserved through evolution to the human homologs of Rad5, HLTF, and SHPRH; however, the interaction seems to have split during evolution between the two homologs, with HLTF retaining MSH2 binding and SHPRH retaining MLH1 binding.
Why Rad5 homologs can bind to MMR proteins remains an open question. Numerous screens for mutations that cause MMR defects in S. cerevisiae have not identified rad5 mutations (Huang et al., 2003; Schmidt et al., 2017). Unlike forward mutation assays like the Can1R and HPRT assays, hom3-10 and similar frameshift reversion assays measure mutation events that are primarily specific to MMR defects (Marsischky et al., 1996; Harfe and Jinks-Robertson, 1999). Sequence analysis of the mutation spectra in MMR-deficient strains has shown that the primary hom3-10-reverting mutation is T7 →T6 (100%, 73 of 73 in MMR-defective genotypes; and 93%, 162 of 181 in partial MMR-defective genotypes) (Tishkoff et al., 1997; Flores-Rozas and Kolodner, 1998; Calil et al., 2021). The rad5Δ mutation caused only a very small increase in the hom3-10 frameshift reversion rate, and this rate increase is attributable to a different spectrum of mutations than those expected due to an MMR defect (39% T7 →T6 frameshifts). These results suggest that Rad5 either does not play a major role in mutation avoidance by MMR, consistent with prior results (Johnson et al., 1992), or it is redundant with other MMR subpathways, similar to other MMR components such as Exo1 (Goellner et al., 2015).
To model the MMR-mediated response to SN1-type alkylating agents in budding yeast, studies must be carried out in strains that have a rad52Δmgt1Δ double mutation background to overcome immediate repair by either direct reversal or homologous recombination pathways that are highly efficient in yeast (Cejka et al., 2005). The sensitivity of rad5Δ strains to replication blocking lesions specific to SN2-type alkylating agents, such as MMS, has been heavily studied in the context of PRR (Xu et al., 2016). However, to our knowledge, few studies have looked at rad5Δ mutation containing strains in the context of SN1-type agents in the appropriate background to determine their impact on non-canonical MMR. Cjeka et al. did conduct a genome wide screen using the yeast deletion library in the rad52Δmgt1Δ genetic background and did not identify any factors beyond MMR as having a significant loss of sensitivity to MNNG (Cejka and Jiricny, 2008). However, in the same manuscript they did a second screen only in the presence of mgt1Δ to identify factors that may help resolve MMR mediated toxic intermediates. In this second screen RAD5 was identified and interestingly was far more sensitive than other members of the PRR pathway (Cejka and Jiricny, 2008), suggesting that RAD5 may be playing a unique role that we hypothesize is due to its physical interactions with MMR.
Based on these results, we have focused our efforts on understanding the role of Rad5 human homologs, HLTF and SHPRH, in non-canonical functions of MMR. Since our report that Msh2 interacts with the Fun30 helicase (SMARCAD1 in humans), another group has confirmed the human MSH2-SMARCAD1 interaction and demonstrated that SMARCAD1 KO cell lines are moderately resistant to alkylating agent-induced apoptosis likely through changes in the chromatin association of MMR proteins (Takeishi et al., 2020). Similarly, we found that depletion or knockout of SHPRH results in moderate resistance to alkylation-induced cell death, consistent with the Rad5-Mlh1 MIP box interaction and the SHPRH-MLH1 interaction. Interestingly, the SHPRH knockout lines retain the MNNG-mediated G2/M arrest but have reduced cell death. SHPRH has several functional domains, including a helicase and E3 ligase domain (Elserafy et al., 2018). Complementation studies are ongoing to determine which SHPRH domains are critical to mediating sensitivity to alkylation damage. Intriguingly, both SHPRH and SMARCAD1 are SNF2-family DNA helicases albeit with very different functions: fork reversal and nucleosome remodeling, respectively. It is currently unclear if there is any redundancy or additive effect between SHPRH and SMARCAD1 roles in influencing this pathway.
We find it especially interesting that while the interactions of both Msh2 and Mlh1 with Rad5 are conserved through evolution to the human homologs, that the binding sites seem to have been split between the two homologs (Figure 10). Given the differences of HLTF and SHPRH in alkylation sensitivity, it seems possible that the Msh2-Rad5 and Mlh1-Rad5 interactions have different functional roles that are retained in different Rad5 homologs after gene duplication and specialization (Ohno, 1970). An intriguing possibility, since Rad5 does not appear to act in the canonical MMR mutation avoidance pathway, is that the HLTF-MSH2 interaction acts in a separate non-canonical role of MMR such as heteroduplex rejection (Tham et al., 2016) or that MSH2 influences the role of HLTF in PRR. Several groups have shown an interaction between nuclease FAN1 and MLH1, mediated by a MIP box and an additional MLH1-interaction domain (Goold et al., 2021; Porro et al., 2021). This binding seems to influence apoptotic response to MNU and also control FAN1’s role in trinucleotide repeat stabilization and interstrand cross-link repair (Rikitake et al., 2020; Porro et al., 2021). HLTF and SHPRH may be similarly impacted by MMR interactions that affect their previously identified cellular roles. Porro et al. also demonstrate that phosphorylation of the MIP box changes the association between FAN1 and MLH1, raising questions on whether the interactions between MMR proteins and Rad5 homologs may also be regulated by post-translational events.
[image: Figure 10]FIGURE 10 | Rad5 and human homologs interact with the MMR pathway. Saccharomyces cerevisiae helicase/E3 ligase Rad5 interacts with both key players in eukaryotic MMR, Msh2 and Mlh1. Rad5 has two human homologs, HLTF and SHPRH. Binding to the MMR pathway is conserved throughout evolution, but split between the two human homologs with HLTF binding MSH2 and SHPRH binding MLH1. SHPRH plays a role in apoptosis after alkylation damage as depletion of SHPRH results in mild resistance to MNNG. Created with BioRender.com.
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The C-Terminal Domain of Y-Box Binding Protein 1 Exhibits Structure-Specific Binding to Poly(ADP-Ribose), Which Regulates PARP1 Activity
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Y-box-binding protein 1 (YB-1) is a multifunctional protein involved in the regulation of gene expression. Recent studies showed that in addition to its role in the RNA and DNA metabolism, YB-1 is involved in the regulation of PARP1 activity, which catalyzes poly(ADP-ribose) [PAR] synthesis under genotoxic stress through auto-poly(ADP-ribosyl)ation or protein trans-poly(ADP-ribosyl)ation. Nonetheless, the exact mechanism by which YB-1 regulates PAR synthesis remains to be determined. YB-1 contains a disordered Ala/Pro-rich N-terminal domain, a cold shock domain, and an intrinsically disordered C-terminal domain (CTD) carrying four clusters of positively charged amino acid residues. Here, we examined the functional role of the disordered CTD of YB-1 in PAR binding and in the regulation of PARP1-driven PAR synthesis in vitro. We demonstrated that the rate of PARP1-dependent synthesis of PAR is higher in the presence of YB-1 and is tightly controlled by the interaction between YB-1 CTD and PAR. Moreover, YB-1 acts as an effective cofactor in the PAR synthesis catalyzed by the PARP1 point mutants that generate various PAR polymeric structures, namely, short hypo- or hyperbranched polymers. We showed that either a decrease in chain length or an increase in branching frequency of PAR affect its binding affinity for YB-1 and YB-1–mediated stimulation of PARP1 enzymatic activity. These results provide important insight into the mechanism underlying the regulation of PARP1 activity by PAR-binding proteins containing disordered regions with clusters of positively charged amino acid residues, suggesting that YB-1 CTD-like domains may be considered PAR “readers” just as other known PAR-binding modules.
Keywords: Y-box binding protein 1, PARP1, trans-poly(ADP-ribosyl) ation, poly(ADP-ribose), disordered C-terminal domain
INTRODUCTION
YB-1 is a multifunctional RNA-binding protein mainly involved in RNA metabolism and other processes related to the maintenance of genome stability in animals (Mordovkina et al., 2020; Sangermano et al., 2020). Initially, YB-1 was identified as an RNA-binding protein implicated in the regulation of transcription and RNA metabolism (Eliseeva et al., 2011). YB-1 has mainly a cytoplasmic localization and is reported to associate with cytoplasmic ribonucleoprotein (mRNP) granules (Nekrasov et al., 2003; Skabkin et al., 2004). On the other hand, YB-1 displays a nuclear localization in aggressive types of cancer resistant to chemotherapy which influences the sensitivity of cancer cells to anticancer drugs and the efficiency of chemotherapy (Bargou et al., 1997; Shibahara et al., 2001; Matsumoto and Bay, 2005; Kosnopfel et al., 2014; Bates et al., 2020). In addition, the translocation of YB-1 from the cytoplasm to nucleus has been reported, mainly, upon treatment with a DNA-damaging drug; these data support the idea that YB-1 has nuclear-specific functions in cancer cells (Stein et al., 2001; Fujita et al., 2005; Sorokin et al., 2005). YB-1 actions in the cytoplasm are predominantly associated with mRNA metabolism (Budkina et al., 2020), while the nuclear function of YB-1—in addition to its described role as a transcription factor—remains to be elucidated (Sangermano et al., 2020). The participation of YB-1 in DNA repair was recently suggested because of its interactions with damaged DNA and several repair proteins identified in in vitro studies using recombinant proteins and cells (Hasegawa et al., 1991; Ise et al., 1999; Das et al., 2007; Gao et al., 2009; Fomina et al., 2015; Alemasova et al., 2016; Alemasova et al., 2017). A possible mechanism by which YB-1 is connected with DNA repair and genome stability could be its interaction with PARP1 (Alemasova et al., 2015), which is a key DNA repair–regulatory protein (Chaudhuri and Nussenzweig, 2017; Lavrik, 2020). PARP1 is a member of the ADP-ribosyltransferases diphtheria toxin-like family [ARTDs, also known as poly(ADP-ribose) polymerases (PARPs)], which catalyze the transfer of ADP-ribose units from NAD+ onto amino acid residues (aa) of target proteins resulting in their mono- or poly (ADP-ribosyl)ation (MARylation or PARylation) (Lüscher et al., 2021). PARP1 is well known primarily as a DNA base excision factor and a single-strand break repair factor that is recruited to DNA damage and forms DNA repair foci, facilitating the repair process (Hanzlikova et al., 2017; Polo et al., 2019; Lavrik, 2020). PARP1 activates upon binding to damaged DNA thereby resulting in the synthesis of a PAR and a covalent modification of itself and other nuclear proteins (Alemasova and Lavrik, 2019). PAR synthesis is considered a local signal at sites of DNA damage, which could attract proteins through noncovalent PAR binding or/and modulate a protein’s function via the covalent modification of the protein with PAR (d'Amours et al., 1999; Teloni et al., 2015). In recent years, some proteins modulating PARP1 enzymatic activity were identified (Ouararhni et al., 2006; Masaoka et al., 2012; Sun, X. et al., 2016; Gibbs-Seymour et al., 2016); thus, PARP1-interacting and PAR-binding partners are under intensive investigation (Dasovich et al., 2021; Kliza et al., 2021). In this context, YB-1 is an attractive candidate for a PARP1-interacting partner because YB-1 is a target for the covalent PARylation (trans-PARylation) by PARP1 and shows noncovalent binding to PAR in vitro (Alemasova et al., 2015; Alemasova et al., 2019). Both poly- and mono-(ADP-ribosyl)ation of YB-1 by PARP1, PARP2, PARP10, or PARP14 were revealed in proteomic studies of the ADP-ribosylome in various cell lines (Gagne et al., 2012; Carter-O’Connell et al., 2014; Carter-O’Connell et al., 2016; Zhen et al., 2017; Kalesh et al., 2019). Our previous research indicates that YB-1 modulates PARP1 activity and can be trans-PARylated in vitro (Alemasova et al., 2015; Alemasova et al., 2018; Naumenko et al., 2020). Besides, the regulation of PARP1 activity by YB-1 depends on the formation of PARP1–YB-1 complexes with damaged DNA and YB-1 interaction with PAR, which is accompanied by a decrease in the average PAR polymer size formed during PARP1 auto-PARylation (Naumenko et al., 2020). The effect of YB-1 on PARP1 activity appears to be related to the ability of this protein to bind both PAR and damaged DNA (Naumenko et al., 2020). YB-1 consists of a disordered alanine/proline-rich (AP) domain, a cold-shock domain (CSD), and a long disordered C-terminal domain (CTD) carrying clusters of negatively and positively charged residues ∼30 aa each (Eliseeva et al., 2011). Structurally, the CSD is similar to the oligonucleotide/oligosaccharide-binding fold (OB-fold), contains RNA-binding motifs RNP-1 and RNP-2, and participates in specific interaction with RNA and sequence-independent binding to single- or double-stranded DNA (Tanabe, Y., 2015, Ise, T 1999; Bouvet et al., 1995b). The CTD is involved in nonspecific nucleic-acid binding and seems to mainly stabilize the protein–nucleic acid interactions (Kloks et al., 2002; Kim et al., 2013). PAR is regarded as a nucleic-acid–like polymer and has variable chain length reaching 200 or more ADP-ribose units (Althaus and Richter, 1987; Alvarez-Gonzalez et al., 1987). Additionally, the PAR polymer has either linear or branched structure (Hayashi et al., 1983). In contrast to DNA (or RNA), PAR has a ribose-phosphate-phosphate-ribose backbone and contains two negative charges per nucleotide unit thus being more acidic than DNA or RNA (Alvarez-Gonzalez and Jacobson, 1987). RNA/DNA-binding proteins can directly interact with PAR, and PAR-binding modules in these proteins often overlap with DNA/RNA-binding domains, which can be structured or disordered (Teloni and Altmeyer, 2015). Accordingly, both the CSD and CTD of YB-1 are involved in DNA/RNA binding and may interact with PAR. Our previous studies have revealed that the CTD of YB-1 is implicated in the regulation of PARP1 activity, namely, a deletion of the CTD abrogates both YB-1–dependent stimulation of PARP1 and YB-1 trans-PARylation (Naumenko et al., 2020). These results suggest that the CTD is required for the YB-1 binding to PAR or formation of YB-1–PARP1–DNA complexes, thereby affecting the PARP1 activity.
In the present study, we tested the hypothesis of YB-1 binding to PAR and DNA via a charge-dependent mechanism. We demonstrated a strong correlation between the positive charge of the YB-1 CTD and its ability to bind PAR and damaged DNA and to be trans-PARylated. The data showed that the deletion of basic aa 230–324 in the CTD severely reduces YB-1 binding to PAR and has only a modest impact on binding affinity for DNA. The deletion of three positively charged amino acids clusters in the YB-1 CTD caused a loss of 1) YB-1 binding to PAR and to damaged DNA and 2) YB-1 trans-PARylation by PARP1. Furthermore, PAR structural features such as branching and chain length were found to influence noncovalent binding of YB-1 and to have a strong influence on YB-1 trans-PARylation. Thus, the CTD can be considered a specific PAR-interacting module that is capable of binding to a wide range of PAR polymer structures having various polymer lengths and frequencies of branching.
MATERIALS AND METHODS
Chemicals
Radioactive [α-32P] ATP was produced in the Laboratory of Biotechnology at ICBFM (Siberian Branch of Russian Academy of Sciences [SB RAS], Novosibirsk, Russia). Oligodeoxynucleotides were synthesized by Biosset (Russia) and the Laboratory of Biomedical Chemistry at ICBFM (SB RAS, Novosibirsk, Russia). NAD+ and β-nicotinamide mononucleotide were purchased from Sigma-Aldrich (United States, catalog # 481911 and N3501, respectively), whereas reagents for buffer and electrophoresis components from Sigma-Aldrich, United States (Tris, catalog #T6791; BSA, catalog # A9418; EDTA, catalog #E5134; HEPES, catalog #H3375), PanReacAppliChem, Germany (acrylamide/bis-acrylamide, catalog # A1089/A3636; Urea catalog # A1049), Molecular Group (DTT, catalog # 19733320), Merk (NaCl, catalog # 106404).
Plasmid Construction
Plasmid pET-3-1-YB-1 containing full length (FL) cDNA of rabbit YB-1 is a generous gift from Drs. L.P. Ovchinnikov and D.A. Kretov (Institute of Protein Research RAS, Moscow, Russia). PCR products containing the full-length YB-1–coding sequence or a sequence encoding a truncated form of YB-1 (consisting of aa 1–184, 1–230, or 1–279) were cloned into the pLate-31 plasmid vector according to the recommended protocol (ThermoFisher, United States, catalog #K1271). The sequences of mutant genes were confirmed at the SB RAS Genomics Core Facility (ICBFM SB RAS, Novosibirsk, Russia).
Plasmid pET32a-hPARP-1-His is a kind gift from Dr. M. Satoh (Université Laval, Québec, Canada). Mutation Y986S, Y986H, or G972R within the PARP1 coding sequence was generated by site-directed mutagenesis with Q5-polymerase (New England Biolabs, United States, catalog #M0491S). The sequences of mutant PARP1 genes were confirmed at the SB RAS Genomics Core Facility.
Protein Expression and Purification
Recombinant YB-1 and its mutants [YB-1 (Δ1), YB-1 (Δ1-2), or YB-1 (Δ1-2-3)] were overexpressed in Escherichia coli BL21 (DE3) and purified. YB-1 was purified by Ni-NTA affinity chromatography (GE Healthcare United States, catalog # GE17-5255-01), Mono-S chromatography (GE Healthcare, United States catalog # GE17-5168-01), and Superdex 16/600 chromatography (GE Healthcare, United States, catalog # GE28-9893-35) as described earlier (Alemasova et al., 2017). YB-1 mutants were purified by Ni-NTA and Mono-S chromatography.
Recombinant wild-type (wt) PARP1 and mutants PARP1Y986S, PARP1Y986H, and PARP1G972R were overexpressed in E. coli Rosetta (DE3)pLysS (Novogen, catalog # 70956-3) and purified by Ni-NTA agarose (GE Healthcare United States, catalog # GE17-5255-01) affinity chromatography, HiTrap Heparin High Performance (GE Healthcare, United States, catalog # GE17-0407-01) affinity chromatography, and deoxyribonucleic acid−cellulose (single-stranded calf thymus DNA) (Sigma-Aldrich, United States, catalog #D8273) affinity chromatography as described previously (Sukhanova et al., 2004).
Yeast nicotinamide mononucleotide adenylyltransferase (NMNAT) was kindly provided by Dr. S.I. Shram (Institute of Molecular Genetic Russian Academy of Science, Moscow, Russia).
DNA Substrates
A fluorescein (FAM)-labeled DNA duplex (Nick) was obtained by hybridization of 5′-FAM- CCG​CTA​TTT​CAA​CCC​TTT​GCA​GTC​CCA​GAA​GG-3′ with complementary oligonucleotides (5′-GGC​GAT​AAA​GTT​GGG-3′ and 5′-pAAACGTCAGGGTCTTCC-3′) in a 1.0:1.5:1.5 ratio. The oligonucleotide mixture was incubated for 5 min at 95°C and then slowly cooled to room temperature.
A damaged pBR322 plasmid (New England BioLabs, Catalog #N3033L) was prepared by heat and acid treatment in combination with apurinic/apyrimidinic endonuclease 1 (APE1)-catalyzed cleavage of apurinic/apyrimidinic sites (Sukhanova et al., 2004).
Preparation of Protein-free poly(ADP-Ribose) [PAR]
[32P]NAD labeled on the adenylate phosphate was synthesized using [α32P]ATP (3000 Ci/mmol) and β-nicotinamide mononucleotide in a reaction catalyzed by NMNAT as described elsewhere (Alemasova et al., 2015). [32P]-labeled PAR was synthesized in a 200 μL reaction mixture consisting of 50 mM Tris-HCl pH 8.0, 40 mM NaCl, 1 mM dithiothreitol (DTT), 5 mM MgCl2, 100 nM Nick, 200 nM PARP1 (or 500 nM PARP1Y986S, PARP1Y986H, or PARP1G972R), and 10 μM [32P]NAD+ (20 μCi). The mixture was incubated at 37°C for 30 min. After that, DNA was removed by DNase I (New England BioLabs, Catalog #M0303L) treatment. The poly (ADP-ribosyl)ated PARP1 was incubated with 0.1 M NaOH at 37°C for 40 min, and then pH was adjusted to 7.5 with 0.1 M HCl. PAR was isolated from the resulting sample by phenol:chloroform:isoamyl alcohol (25:24:1) (Sigma-Aldrich, catalog #P2069) extraction and purified by ethanol precipitation. Resultant PAR samples were analyzed by electrophoresis in a denaturing urea 20% polyacrylamide gel with subsequent phosphorimaging. [32P]-labeled–PAR concentration was estimated as the amount of monomeric ADP-ribose incorporated into a polymer. [32P]NAD+ signal intensity (arbitrary units, a.u.) was used as a standard. The amounts of [32P]PAR produced were calculated by acquiring the signals from PAR resolved by the urea polyacrylamide gel electrophoresis (PAGE).
A Radioactive Assay of PARP1 Activity and Protein Trans- and Auto-PARylation
To calculate the initial rates of PAR synthesis in the reaction catalyzed by PARP1 (or its mutants) in the presence or absence of YB-1 full length (FL) (or its mutants), the kinetics of [32P]-labeled–ADP-ribose incorporation into an acid-insoluble precipitate were assayed with [32P]NAD+ as a substrate. The reaction mixtures consisted of 50 mM Tris-HCl pH 8.0, 40 mM NaCl, 1 mM DTT, 100 μg/ml BSA, 10 mM EDTA, 100 nM PARP1 wt [or PARP1Y986S, PARP1Y986H, or PARP1G972R], 0.5–2.5 µM YB-1(FL) or 2.0 µM mutant YB-1, and 0.5 OD260/ml DNase I–activated calf thymus DNA (DNAact). The reaction components were mixed on ice. The reactions were initiated by the addition of NAD+ (0.4 μCi [32P]NAD+) to a final concentration of 20 μM. The mixtures were incubated at 30°C, 5 µl aliquots were taken at 1, 3, 5 and 10 min. The reactions were stopped by placing aliquots dropwise on Whatman 1 paper filters preimpregnated with 10% trichloroacetic acid (TCA). The PARylated proteins were precipitated on filters in the presence of TCA. To remove unreacted NAD+, the filters were washed four times with 5% TCA, then TCA was removed by means of 96% ethanol, and the filters were dried. [32P]-labeled–ADP-ribose incorporation into the acid-insoluble material (PARylated proteins) was quantified by radioautography using Typhoon FLA 7000 (GE Healthcare, United States). The data were plotted (p versus t) and fitted by logistic Equation 1:
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where p is product PARP1-(ADP-ribose)n, Pmax is maximum synthesis product concentration at t∞, t is time, k is first-order rate constant. Calculated kinetic parameters, [Pmax] and k, can be used to calculate the initial rate of the reaction (Equation 3).
The protein PARylation assay was performed in reaction mixtures composed of 50 mM Tris-HCl pH 8.0, 40 mM NaCl, mM DTT, 100 μg/ml BSA, 10 mM EDTA, 100 nM PARP1 wt (or PARP1Y986S, PARP1Y986H, or PARP1G972R), 0.5–2.5 µM YB-1(FL) [or 2 μM YB-1 (Δ1), YB-1 (Δ1-2), or YB-1 (Δ1-2-3)], and 0.5 OD260/ml activated DNA. The reactions were initiated by the addition of NAD+ (0.4 μCi [32P]NAD+) to a final concentration of 20 μM and were allowed to proceed at 30°C for 10 min. The reactions were stopped by the addition of SDS sample loading buffer and heating for 1.5 min at 97°C and were analyzed by denaturing SDS-PAGE as described elsewhere (Laemmli, 1970). Bands of proteins labeled with [32P]ADP-ribose were visualized and quantified by phosphorimaging on Typhoon FLA 7000 (GE Healthcare, United States) and in the Quantity One Basic software.
Evaluation of Half-Maximal Effective Concentrations (EC50) of YB-1–PAR Complexes
Complexes of YB-1(FL) or one of its mutants with PAR were subjected to an electrophoretic mobility shift assay (EMSA). The reaction was carried out in a mixture composed of 50 mM Tris-HCl pH 8.0, 40 mM NaCl, 1 mM DTT, 100 μg/ml BSA, 60 nM [32P]PAR (estimated by the calculation of the [32P]ADP-ribose amount incorporated into the polymer), and various concentrations of YB-1(FL) or its mutants. The reaction mixtures were incubated at 37°C for 5 min. Loading buffer consisting of 20% glycerol and 0.015% bromophenol blue was then added to the samples. Nondenaturing PAGE in a 5% gel (acrylamide/bis-acrylamide at 37.5:1) was performed for the analysis of complexes PAR–YB-1(FL) and PAR-YB-1 (Δ1), 10% PAGE (acrylamide/bis-acrylamide at 75:1) for the analysis of complexes PAR–YB-1 (Δ1-2) and PAR–YB-1 (Δ1-2-3), and 10% PAGE (acrylamide/bis-acrylamide at 75:1) for the analysis of complexes PARY986S–YB-1(FL), PARY986H–YB-1(FL), and PARG972R–YB-1(FL) in TBE buffer at 4°C followed by phosphorimaging on a Typhoon FLA 9500 Biomolecular Imager (GE Healthcare). Bound- and unbound-PAR signals were quantified in the Quantity One Basic software. The data were fitted to an equation using the SigmaPlot software.
Fluorescence Anisotropy Measurements of the Binding of YB-1 or its Mutants to DNA
The anisotropy measurements were performed at 25°C on a CLARIOstar multifunctional microplate reader and in the MARS Data Analysis Software (BMG LABTECH GmbH, Germany). Excitation wavelength was 482 nm (the 482-16 filter plus dichroic filter LP504), and emission wavelength was 530 nm (530-40 filter). The binding reactions were conducted in Corning black 384-well polystyrene assay plates. Reaction mixtures consisting of a buffer (50 mM Tris-HCl pH 8.0, 40 mM NaCl, 1 mM DTT, and 100 μg/ml BSA), 0–6000 nM YB-1(FL) [or YB-1 (Δ1), YB-1 (Δ1-2), or 0–20000 nM YB-1 (Δ1-2-3)], and 50 nM FAM-labeled Nick were prepared on ice.
The data were plotted (F versus C) and fitted to a four-parameter logistic equation:
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where F is the measured anisotropy (mA) of a solution containing the FAM-labeled DNA at a given concentration (C) of YB-1 protein, F0 represents anisotropy of a solution of the labeled DNA alone, Fmax is anisotropy of the DNA saturated with YB-1, EC50 denotes the concentration of protein at which F = (Fmax–F0)/2, and n is the Hill coefficient.
Dynamic Light Scattering Measurement of the Size Distribution of PARylated PARP1 and its Mutants
These measurements were performed to determine the hydrodynamic radius (Rh) of PARylated molecules. All DLS measurements were conducted as described previously (Vasil’eva et al., 2019). PARylation reactions were carried out directly in a quartz cuvette used for DLS measurements. The reaction mixture (25 μL) was composed of 25 mM HEPES-NaOH pH 7.5, 100 mM NaCl, 1 mM DTT, 10 mM MgCl2, 2.5 μM Nick, and 2.5 μM PARP1 wt (or PARP1Y986S, PARP1Y986H or PARP1G972R). Samples were equilibrated for 1 min and then the auto-PARylation reactions were initiated by the addition of NAD+ to a final concentration of 1 mM. Rh measurement was performed every 3 min after the PARylation reaction initiation. After 40-min incubation, the reaction was stopped by the addition of EDTA to a final concentration of 10 mM, and Rh was measured in the EDTA-treated sample.
Rh of the particles was calculated via the Stokes–Einstein equation under the assumption of the spherical shape of the PARylated molecules:
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where D is the diffusion coefficient determined by DLS, k denotes Boltzmann’s constant, T is absolute temperature, and η represents solvent viscosity assumed here to be the viscosity of water containing buffer components at 25°C.
Atomic Force Microscopy Experiments and Image Analysis
For experiments with the auto-PARylation of PARP1 wt or its mutants (PARP1Y986S and PARP1Y986H), 40 nM PARP1 was incubated with 10 ng/μL pBR plasmid in a buffer (50 mM Tris-HCl pH 8.0, 25 mM NaCl, 10 mM MgCl2, and 1 mM DTT). The reactions were initiated by the addition of NAD+ to a final concentration of 0.25 mM followed by incubation for 1 h at 37°C. Next, the samples were diluted 10-fold with AFM deposition buffer (12.5 mM HEPES-NaOH pH 8.0, 12.5 mM KCl, and 1 mM DTT) and immediately deposited on a mica surface. For AFM imaging, the samples were processed as described before (Sukhanova et al., 2016). After that, the mica surface was rinsed with a 0.02% uranyl acetate solution, rapidly rinsed with pure water (Millipore), and air-dried before AFM imaging in ambient air (Révet et al., 1998) by means of Nanoscope V Multimode 8 (Bruker, Santa-Barbara, CA, United States) in peakforce tapping (PFT) mode with Scanasyst-Air probes (Bruker). In this experiment, continuous force–distance curves were recorded at 2048 × 2048 pixels and a line rate of 1.5 Hz, and the tip was oscillated in the vertical direction with an amplitude of 100–300 nm at low frequency (1–2 kHz).
RESULTS
Truncation of C-Terminal Domain of YB-1 Impairs PAR Binding
Two possible mechanisms have been proposed to explain YB-1–dependent regulation of PARP1 activity: {1} formation of a heterotrimeric PARP1–YB-1–damaged DNA complex, where YB-1 is a predominant target of PARylation, and {2} formation of a YB-1 complex with PAR covalently attached to PARP, where again YB-1 is the main target of the modification (Naumenko et al., 2020). In both cases, the interaction of YB-1 with damaged DNA or PAR influences the regulation of PARylation reactions. Previously, we showed that the CTD is essential for the control of PARP1 activity by YB-1 in vitro, whereas the AP-CSD fragment has only a minor influence on PARP1 activity (Naumenko et al., 2020). Therefore, we hypothesized here that efficient formation of a YB-1–PAR or YB-1–damaged DNA complex depends on the positively charged clusters within the CTD. The CTD has been reported to play an important part in the regulation of YB-1 interaction with DNA and RNA, regulation of YB-1 protein–protein interactions, and control over the formation of YB-1 multimers (Tafuri and Wolffe, 1992; Murray, 1994; Bouvet et al., 1995a; Pisarev et al., 2002; Kretov et al., 2019). Nevertheless, general involvement of the CTD in PAR binding is not understood completely. The disordered YB-1 CTD, aa 130–324, is the largest domain of YB-1 which contains four clusters of positively charged residues (aa 136–156, 184–205, 230–251, and 279–296; Figure 1). We propose that through electrostatic interactions, positively charged amino acids can contribute to the YB-1 binding to DNA and PAR. Therefore, deletion of these clusters should influence the formation of stable complexes between YB-1 and PAR (or DNA) and reduce the efficiency of YB-1 interaction with these molecules. To assess the contribution of the CTD positively charged clusters to the binding of YB-1 to PAR and DNA, truncated mutants of YB-1 were prepared in this work. These mutants contain deletions of one [YB-1 (Δ1)], two [YB-1 (Δ1-2)], or three [YB-1 (Δ1-2-3)] positively charged clusters in the YB-1 CTD (Figure 1). Characteristics of the binding of YB-1(FL) or its deletion mutants to a protein-free PAR polymer were compared by the EMSA (Figure 2; Supplementary Figure S1: Gel shift).
[image: Figure 1]FIGURE 1 | Domain structure of YB-1(FL) and its C-terminal deletion mutants: YB-1 (Δ1), YB-1 (Δ1-2), and YB-1 (Δ1-2-3). Designations: alanine/proline-rich (AP) domain, cold-shock domain (CSD), C-terminal domain (CTD) carrying four clusters (1279-296, 2230-251, 3184-205, 4136-156) of positively charged residues (+).
[image: Figure 2]FIGURE 2 | CTD shortening weakens YB-1 affinity for PAR. Graphs show quantification of EMSA data (Supplementary Figure S1) and represent the mean values of three independent experiments with error bars (±SD). The binding parameters (EC50) of YB-1 interaction with PAR was determined as YB-1 concentration resulting in 50% substrate binding. EC50 values are the mean (±SD) of three independent experiments. The reaction mixtures contained 60 nM [32P]-labeled PAR and YB-1(FL) or its C-terminal deletion mutants at the indicated concentrations.
There was no significant difference in the PAR binding affinity only in the comparison between the YB-1 (Δ1) mutant and YB-1(FL). By contrast, the deletion of two or three positively charged clusters in the C terminus dramatically reduced the ability of YB-1 to bind PAR (Figure 2). EC50 values of interactions YB-1(FL)–PAR and YB-1 (Δ1)–PAR were two-to four-fold lower (∼500 nM) than those of YB-1 (Δ1-2)–PAR (1164 nM) and YB-1 (Δ1-2-3)–PAR (2081 nM). The data suggested that a deletion of at least two positively charged clusters (aa 231–304) in the YB-1 CTD significantly reduces its binding to PAR.
Truncations of the CTD can also weaken YB-1’s DNA-binding affinity (Tanabe et al., 2015). To address this point, the efficiency of the binding of YB-1(FL) or its deletion mutants to DNA was measured by fluorescence anisotropy measurements (Figure 3). The gradual truncation of the CTD affected the YB-1–DNA interactions by weakening YB-1 binding affinity for DNA. Thus, YB-1 and its mutants bind to DNA with EC50 values ranging from 1100 to 3100 nM, and the YB-1 (∆1-2-3) mutant possesses ∼3-fold weaker affinity for DNA than YB-1 (FL) does.
[image: Figure 3]FIGURE 3 | CTD shortening weakens YB-1 affinity for damaged DNA. Titrations of FAM-labeled DNA with YB-1(FL) or one of its deletion mutants. The reaction mixtures contained 50 nM FAM-labeled DNA duplex and either YB-1(FL) or one of its C-terminal deletion mutants as indicated. Graphs represent the mean values of three independent experiments with error bars representing ± SD. EC50 values are the mean (±SD) of at least three independent experiments.
These data meant that the CTD truncation in YB-1 correlates with attenuation of PAR-binding affinity; in addition, the shortest mutant, YB-1 (∆1-2-3), also has a much weaker DNA-binding ability in comparison with YB-1 (FL). Moreover, a deletion of two positively charged clusters in the CTD drastically impaired YB-1 binding to PAR, although YB-1 (∆1-2) still possesses a DNA-binding ability similar to that of the full-length protein.
Truncation of C-Terminal Domain of YB-1 Decreases the Level of Trans-PARylation of YB-1
Our previous studies have shown that YB-1 stimulates the PAR synthesis catalyzed by PARP1 (Carter-O’Connell et al., 2018; Naumenko et al., 2020). To determine whether our data on YB-1 binding to PAR or DNA are consistent with the influence of YB-1 on PARP1 activity, we analyzed this activity in the presence of either YB-1(FL) or one of its deletion mutants: YB-1 (Δ1), YB-1 (Δ1-2), or YB-1 (Δ1-2-3) (Figures 4, 5). First, we estimated PARP1 activity and protein PARylation at various concentrations of YB-1(FL) (Figure 4). A higher concentration of YB-1 caused ∼ 6.5-fold acceleration of the initial rate of PAR synthesis, accompanied by an increase in both PARP1 auto-PARylation and YB-1 trans-modification (Figures 4B,C). These results are consistent with our previous data (Chen et al., 2018; Naumenko et al., 2020).
[image: Figure 4]FIGURE 4 | YB-1 increases the rate of PAR synthesis by PARP-1 and the PARylation level of protein targets (PARP-1 and YB-1). (A) Kinetics of PAR synthesis catalyzed by PARP1 in the absence or presence of various concentrations of YB-1(FL). Graphs represent the mean values of three independent experiments with error bars representing ± SD. (B) Initial rates of PAR synthesis estimated in the presence of various concentrations of YB-1(FL). PARP1 at 100 nM was incubated with 0.5 OD260/ml DNAact, 20 μM NAD+, and [32P]NAD (0.4 μCi) in the presence of 0.5–2.5 µM YB-1(FL) as indicated. [32P]PAR-modified proteins were precipitated with TCA and quantified radiographically. The initial rates (fmol/min) were determined from a direct analysis of progressive curve (A) which yields Pmax and k (Equations 1 and 3), and represent the mean ± SD of three independent measurements. (C) PARP1 auto-PARylation and YB-1 trans-PARylation detected by SDS-PAGE and subsequent phosphorimaging. The reaction mixtures were composed of 100 nM PARP1, 0.5 OD260/ml DNAact, 0.5–2.5 µM YB-1 (or its mutant as indicated), 20 μM NAD+, and [32P]NAD (0.4 μCi).
[image: Figure 5]FIGURE 5 | A positively charged region of the YB-1 CTD is required for the stimulation of PARP1 activity and YB-1 trans-PARylation. (A) Kinetics of the PAR synthesis catalyzed by PARP1 in the absence or presence of YB-1(FL) or its deletion mutants. Graphs represent the mean values of three independent experiments with error bars representing ± SD. (B) The initial rates of PAR synthesis estimated in the presence of either YB-1(FL) or one of its deletion mutants. PARP1 at 100 nM was incubated with 0.5 OD260/ml DNAact, 20 μM NAD+, and [32P]NAD (0.4 μCi) in the presence of 2.0 µM YB-1(FL), YB-1 (Δ1), YB-1 (Δ1-2), or YB-1 (Δ1-2-3) as indicated. [32P]PAR-modified proteins were precipitated with TCA and quantified radiographically. The initial rates (fmol/min) were determined from a direct analysis of progressive curve (A) which yields Pmax and k (Equations 1 and 3), and represent the mean ± SD of three independent measurements. (C) PARP1 auto-PARylation and trans-PARylation of YB-1 mutants detected after SDS-PAGE with phosphorimaging. The reaction mixtures contained 100 nM PARP1, 2 μM YB-1(FL) or its mutant as indicated, 20 μM NAD+ [32P]NAD (0.4 μCi), and 0.5 OD260/ml DNAact. (D) The diagram presents relative levels of PARP1 auto-PARylation and YB-1 trans-PARylation (the mean ± SD of three independent experiments). The relative protein PARylation levels were normalized to the auto-PARylation data on PARP1 alone.
Next, we tested whether C-terminally truncated forms of YB-1 affect the PARylation reactions catalyzed by PARP1, namely the rates of PAR synthesis and protein PARylation (Figure 5). The stimulatory effect of YB-1 on PARP1 activity diminished with gradual shortening of the CTD in YB-1 (Figure 5B). Additionally, YB-1 mutants with truncated CTD yielded substantially lower levels of trans-PARylation (Figures 5C,D).
Although the presence of YB-1 (Δ1-2) caused only moderate stimulation of PARP1 activity and this mutant yielded only a low level of trans-PARylation, the YB-1 (Δ1-2-3) mutant had no noticeable effect on PARP1 activity and manifested no trans-PARylation (Figures 5B,C).
Consequently, the partial CTD deletion in YB-1 affects the interaction of YB-1 with both PAR and DNA and attenuates the stimulatory effect of YB-1 on overall PAR synthesis and own trans-PARylation. In particular, the YB-1 (Δ1-2-3) mutant has a weak affinity for PAR and DNA (Figures 2, 3) and fails to stimulate PARP1 activity. This mutant cannot be trans-PARylated either (Figure 5). This finding confirms the importance of the positively charged region of the CTD for PAR and DNA binding by YB-1 and for the regulation of PARylation reactions.
Together with our previous results showing that PARP1 regulation with YB-1 depends on the presence of DNA and formation of ternary complex of PARP1-DNA-YB-1 (Naumenko et al., 2020), these data provide further support of significant contribution of YB-1 interaction with PAR in regulation of PARP1 activity.
The Affinity of YB-1 for PAR Depends on the Length and Frequency of Branching of the Polymer
Our data indicated that the stimulation of PARP1 activity by YB-1 is affected by the removal of three positively charged clusters in the CTD; for instance, YB-1 (Δ1-2-3) showed weaker binding affinity for PAR (Figure 2) and its trans-PARylation was not detectable (Figure 5). This result suggested that YB-1–PAR interactions play a pivotal part in the regulation of PARP1 by YB-1 and in YB-1 trans-PARylation reactions. PAR is a nucleic-acid–like polymer composed of ADP-ribose monomers, but in contrast to DNA or RNA, this polymer is known to have branched structures with branching points occurring every 20–50 ADP-ribose units, and its monomers have a twice higher negative charge (Althaus and Richter, 1987). Both the branching frequency of PAR polymers and chain length affect noncovalent protein binding and PAR polymer stability in vitro as well as PAR-dependent protein localization and reorganization on nuclear structures in the cell (Panzeter et al., 1992; Fahrer et al., 2007; Fahrer et al., 2010; Aberle et al., 2020; Rudolph et al., 2021). Furthermore, PAR branching frequency is reported to vary during different phases of the DNA damage–induced PARylation reaction, implying biological relevance of PAR structure (Aberle et al., 2020). Taking into account that the YB-1–PAR noncovalent interactions via the CTD make YB-1 a target for trans-PARylation (Figures 2, 5), the different chain length and branching frequency of PAR could regulate YB-1–PARP1 functional interactions. To clarify the influence of PAR structure on YB-1–dependent regulation of PARP1 activity, we used single-point mutants of PARP1 that synthesize short (PARP1Y986S), short hyperbranched (PARP1Y986H), or short hypobranched (PARP1G972R) PAR polymers (Rolli et al., 1997). Previously, the characteristics of PAR polymers produced by these PARP1 mutants have been determined by PAGE, two-dimensional thin-layer chromatography, HPLC and UPLC-MS/MS analysis (Rolli et al., 1997; Aberle et al., 2020). To test the enzymatic activity of the PARP1 mutants, we performed a PAGE-based assay of PARPs’ auto-PARylation and of PAR polymers (Supplementary Figure S2). Additionally, AFM was carried out to analyze morphological features of the auto-PARylated proteins [PARP1 wt, PARP1Y986S, and PARP1Y986H; Figure 6]. AFM imaging of PARP1 wt or its mutant (PARP1Y986S, PARP1Y986H, or PARP1G972R) after incubation with a DNA substrate in the presence of NAD+ was conducted next. PARP1’s and its mutants’ activation that was detected at the single-molecule level allowed us to analyze the morphology of the PAR polymers synthesized by these proteins (Figure 6). We noticed that these point mutations of PARP1 are accompanied by alterations in the shape and size of auto-PARylated PARP1 molecules detected by AFM. In general, the wild-type PARylated PARP1 molecules were larger than the mutant proteins’ molecules. This finding is in agreement with biochemical data indicating that all these mutations of PARP1 lead to synthesis of shorter chain length of PAR compared with the wild type (Rolli et al., 1997; Aberle et al., 2020). The AFM images revealed that PARylated PARP1 wt has star-shaped structure (Figure 6A), whereas automodified PARP1Y986S has indeterminate shape and a much smaller size and PAR (Figure 6C). PARylated molecules of PARP1Y986H synthesizing hyperbranched PAR look like small sphere-like structures with highly packed polymer chains (Figure 6B). We did not observe noticeable features of the morphology between autoPARylated PARP1Y986S and PARP1G972R, the shape and size of these molecules were similar (Figure 6C and Supplementary Figure S3). Thus, the synthesis of the highly branched PAR by PARP1Y986H gives rise to PARylated molecules with compact globular structure. This finding suggests that these PARP1 point mutants and PARP1 wt produce clearly distinct types of PARylated molecules in solution.
[image: Figure 6]FIGURE 6 | AFM visualization of the shape of PAR polymers synthesized by PARP1 wt (A) or its mutants: PARP1Y986H (B) or PARP1Y986S (C). The large scale of AFM images illustrate auto-PARylation of PARP1 and its mutants, red rectangle shows the higher magnification image of modified molecules. White arrows indicate plasmid DNA molecules, and red arrows point to PARylated proteins. Scale bar: 500 nm; Z scale: 5 nm (for PARP1 wt and PARP1Y986S) and 6 nm (for PARP1Y986H).
We also estimated the size of auto-PARylated proteins by DLS measurements of Rh of modified PARP1 wt and its mutants (PARP1Y986S and PARP1Y986H) (Figure 7). Under our reaction conditions, DLS measurements showed Rh values of ∼10 nm for PARP1 and its mutants before the initiation of PARylation (Figure 7A). The activation of PARP1 wt and its mutants as detected by DLS enabled us to measure the average Rh values of the PARylated proteins after the incubation with DNA and NAD+ (Figure 7C). PARylation of proteins expanded their size and accordingly increased Rh (10–18–26 nm; Figures 7A,C). For example, Rh of ∼26 nm was registered for auto-PARylated PARP1 wt, and Rh of 22.6 and 18.5 nm for automodified mutants PARP1Y986H and PARP1Y986S, respectively (Figure 7C). Thus, the Rh values of PARylated proteins were substantially higher than the respective value measured for proteins before the initiation of PAR synthesis (Figures 7A,C). In addition, the increase in Rh values of PARylated proteins shows different extent for PARP1 wt and its mutants. For mutants, 1.5- and 2.3-fold increase of Rh values was observed upon PARylation of PARP1Y986S and PARP1Y986H, respectively, whereas 2.6-fold increase of Rh values was detected after PARylation of PARP1 wt, that is consistent with the synthesis of shorter PAR chain by the mutants. Thus, both AFM images and DLS measurements indicate morphological differences between the wild type and mutant PARylated PARP1 molecules.
[image: Figure 7]FIGURE 7 | Volume-weighted size distributions of PARylated PARP1 wt and its mutants as determined by DLS. Rh values were measured for individual proteins (A) immediately after 40-min incubation with NAD+ and DNA (B) or after EDTA addition intended to disrupt aggregates of PARylated proteins stabilized with Mg2+ (C). The reaction mixtures contained 2.5 μM PARP1 or its mutant, 2.5 μM DNA (Nick), 10 mM MgCl2 and 1 mM NAD+ (where indicated). Aggregation of autoPARylated PARP1 during PAR synthesis is mediated by Mg2+ ions, which stabilize intermolecular contact between adjacent PARylated molecules (Vasil’eva et al., 2019). To disrupt automodified PARP1 assemblies stabilized by Mg2+ (B) EDTA (to a final concentration of 10 mM) was added to detect the real size of PARylated molecules (C). Rh values are the mean (±SD) of three independent experiments.
The variation of PAR structure and PARylated protein morphology may have an influence on the efficiency of YB-1 binding to PAR formed through PARP1 automodification and on the effects of YB-1 on PARP1 activity. To test this hypothesis, first we employed an EMSA to compare YB-1 binding to protein-free PARs produced by PARP1Y986S (PARY986S), PARP1Y986H (PARY986H), and PARP1G972R (PARG972R); Figure 8; Supplementary Figure S2. In contrast to PARP1 wt generating long PAR polymers with regular branching, mutants PARP1Y986S, PARP1G972R, and PARP1Y986H were shown to produce shorter PAR polymers; besides, PARP1G972R and PARP1Y986H synthesize hypo- or hyperbranched PAR, respectively (Rolli et al., 1997; Aberle et al., 2020).
[image: Figure 8]FIGURE 8 | YB-1 affinity for protein-free PAR polymers synthesized by PARP1 mutants. Graphs show quantification of EMSA data (Supplementary Figure S4) and represent the mean values of three independent experiments with error bars (±SD). The binding parameters (EC50) of YB-1 interaction with PAR was determined as YB-1 concentration resulting in 50% substrate binding. EC50 values are the mean (±SD) of three independent experiments. The reaction mixtures contained 60 nM [32P]-labeled PAR and YB-1 (FL) at the indicated concentrations.
The EC50 values of YB-1(FL)–PAR complexes were estimated from the EMSA data obtained at various YB-1(FL) concentrations and a fixed PAR concentration (Figure 8; Supplementary Figure S4). For PAR produced by PARP1 mutants, EC50 values varied from 1025 to 517 nM and were substantial higher in the case of PARY986S and PARY986H polymers than the values for the PAR synthesized by PARP1 wt (∼564 nM; Figures 2, 8). Thus, YB-1 binds with higher affinity to long regularly branched PAR than to the short regularly branched (PARY986S) or short hyperbranched (PARY986H) polymer but has comparable binding-affinities for the PAR produced by PARP1 wt and short hypobranched PARG972R (Figures 2, 8).
These results meant that YB-1 can bind different protein-free PAR molecules; at the same time, PAR structure, namely length and branching frequency, clearly affect YB-1’s PAR-binding efficiency.
YB-1 Stimulates the Activity of PARP1 Mutants Synthesizing Highly Branched or Short PAR Polymers
Next, we investigated what happens to these differences in YB-1 binding to short, long, and hypo- and hyperbranched polymers when PAR is covalently attached to PARP1, namely, how YB-1 could influence activity of PARP1 mutants producing different types of PAR and having clear differences in morphological structure of automodified molecules (Figures 6, 7C). To address this question, we tested these PARP1 mutants’ activities in the presence of YB-1(FL) (Figure 9). Under our reaction conditions in the PARP1 wt activity assay, the overall rate of PAR synthesis catalyzed by these mutants was lower than that of the wt enzyme (Figure 9A). The addition of YB-1 stimulated the activity of PARP1 mutants thereby increasing the rate of PAR synthesis by 2.5-, 4.5-, or 2.5-fold for PARP1Y986S, PARP1G972R and PARP1Y986H, respectively (Figure 9B). The data also revealed that trans-PARylation of YB-1 occurred with all PARP1 mutants (Figure 9C). Of note, in the case of PARP1Y986S and PARP1G972R, the level of YB-1 PARylation was significantly higher than the level of PARP1 auto-PARylation, reaching up to 87% of total protein modification (Figure 9D). One could say that PAR–YB-1 interactions are influenced by the structure of PAR attached to PARP1 (its length and frequency of branching), which affects the strength of stimulation of overall PAR synthesis and the ratio of YB-1 trans-PARylation to PARP1 auto-PARylation. Indeed, with mutants PARP1Y986S and PARP1G972R producing short PAR, we observed a YB-1–dependent increase in the PAR synthesis rate—that was similar to that seen with PARP1 wt—but a much higher level of YB-1 trans-PARylation (83 and 87%, respectively). With the PARP1Y986H mutant producing hyperbranched PAR, YB-1 had a moderate effect on the rate of PAR synthesis, and the level of its trans-PARylation was comparable with that observed in the reaction catalyzed by PARP1 wt (∼60%; Figure 5D). Thus, PAR structure represents an important determinant for the stimulation of PARP1 activity with YB-1, because this parameter determines the level of YB-1 trans-PARylation, which plays a key role in the stimulation of PARP1 activity by increasing the overall PAR product yield.
[image: Figure 9]FIGURE 9 | YB-1 stimulates the activity of PARP1 point mutants. (A) The kinetics of PAR synthesis catalyzed by PARP1 in the absence or presence of YB-1(FL) or its deletion mutants. Graphs represent the mean values of three independent experiments with error bars representing ± SD. (B) Initial rates of PAR synthesis estimated in the presence of YB-1(FL). PARP1 mutants at 100 nM were incubated with 0.5 OD260/ml DNAact, 20 μM NAD+, and [32P]NAD (0.4 μCi) in the presence of 2.0 µM YB-1 as indicated. [32P]PAR-modified proteins were precipitated with TCA and counted. The initial rates (fmol/min) were determined from a direct analysis of progressive curve (A) which yields Pmax and k (Equations 1 and 3), and represent the mean ± SD of three independent measurements. (C) Auto-PARylation of PARP1 mutants and YB-1 trans-PARylation according to SDS-PAGE and phosphorimaging. The reaction mixtures consisted of 100 nM PARP1, 2.0 µM YB-1, 20 μM NAD+ [32P]NAD (0.4 μCi), and 0.5 OD260/ml DNAact. (D) The diagrams present relative magnitude of PARP1 auto-PARylation and of YB-1 trans-PARylation (the mean of three independent experiments). The relative levels of PARylated proteins were normalized to the autoPARylated PARP1 mutant alone.
DISCUSSION
YB-1 has emerged as a key regulator of cell metabolism and performs diverse biological functions, including modulation of gene transcription, mRNA translation, chromatin modification, cell proliferation, and a stress response (Mordovkina et al., 2020; Sangermano et al., 2020). Moreover, YB-1 protein expression is upregulated in human cancers including breast, prostate, and ovarian cancers and melanoma and can correlate with aggressive tumor cell phenotypes and tumor formation and progression (Sangermano et al., 2020). YB-1 is thought to be a multifunctional protein capable of binding to single- or double-stranded DNA or RNA and can interact with proteins taking part in various metabolic pathways including gene transcription, mRNA translation, DNA repair, and control of cell cycle progression parameters (Skabkin et al., 2006). Our recent data show that aside from these functions, YB-1 can be involved in the regulation of activity of PARP1, which is a key player in DNA repair (Alemasova et al., 2018; Naumenko et al., 2020). PARP1 acts primarily as a sensor of DNA strand breaks and forms DNA repair foci via local synthesis of PAR at DNA damage sites (Satoh and Lindahl, 1992; Caldecott, 2014). To date, approximately 1500 proteins have been identified as acceptors of the covalent PARylation performed by PARP1, and many of these proteins are also PAR-binding factors, so-called “readers” of PAR (Tanabe et al., 2015; Ayyappan et al., 2021). Accordingly, PARP1 activity appears to be regulated by proteins both via the assembly of protein–protein complexes on damaged DNA and/or by PAR binding that results in trans-PARylation of target proteins, a decrease or increase in the magnitude of PARP1 auto-PARylation, and a switch of PARP1 specificity from auto-PARylation to trans-PARylation (Alemasova and Lavrik., 2019). This notion suggests that other proteins can regulate the “PAR-code” including PARP1 auto-PARylation and protein trans-PARylation patterns and PAR polymer structure (Luo and Kraus, 2012; Alemasova and Lavrik., 2019; Reber et al., 2021). A number of proteins that cooperate with PARP1 and are targeted by PARylation contain a highly basic intrinsically disordered protein region, implying an important role of such a region in PAR binding (Fischbach et al., 2018; Singatulina et al., 2019; Krüger et al., 2019; Rank, 2019). Among them, more than 100 RNA-binding proteins have considerable PAR-binding affinity and are PARylated in a cellular context (Gagne et al., 2008; Jungmichel et al., 2013; Zhang et al., 2013; Daniels et al., 2014). So far, only a few proteins have been shown to regulate the PARP1 activity and PAR-dependent processes in vitro and in vivo (Krietsch et al., 2012; Altmeyer et al., 2015; Sun et al., 2016; Singatulina et al., 2019). Expectedly, the regulation of PARP1 activity by RNA-binding proteins is being actively investigated (Bock et al., 2015; Singatulina et al., 2019; Leung 2020). RNA-binding proteins usually contain an RNA recognition motif (RRM), RG/RGG repeats, and serine/arginine-rich (SR), lysine-and-arginine-rich (KR), and/or arginine/glycine-rich (RG/RGG) repeats (Corley et al., 2020); all these regions possess both RNA- and PAR-binding properties (Teloni and Altmeyer, 2015). Herein, we report that the CTD of YB-1 plays a critical role in the binding of YB-1 to PAR and is required for YB-1–driven regulation of PARP1 activity. The CTD is the largest region of YB-1 and mediates protein–protein and protein–nucleic acid interactions and is essential for the function of this protein in vivo (Mordovkina et al., 2020), but the participation of the CTD in the regulation of PARP1-related reactions is poorly understood. The CTD has a disordered structure and predominantly contains clusters of basic amino acid residues, which are followed by clusters of acidic residues termed a charged zipper (Figure 1). On the basis of our previous findings, the regulation of PARP1 by YB-1 was expected to depend on the formation of two types of complexes mediated by YB-1 interaction with DNA in a ternary complex with PARP1 and by an interaction with PAR during PARP1 auto-PARylation (Naumenko et al., 2020). We also supposed that the YB-1 CTD plays a central role in the regulation of PARylation reactions because its deletion inhibits YB-1–dependent stimulation of PAR synthesis and YB-1 trans-PARylation (Alemasova et al., 2018; Naumenko et al., 2020). Assuming that the CTD is a key module with regards to PAR binding, a direct participation of clusters of basic amino acid residues from the YB-1 CTD in PAR recognition was hypothesized in the present work. Here we were able to show that clusters of positively charged residues within the CTD are necessary for YB-1 interaction with PAR. Our results revealed that the reduced PAR-binding activity of YB-1 mutants (featuring a deletion of two positively charged clusters in the CTD) correlates well with diminished trans-PARylation (Figures 2, 5). Thus, the noncovalent YB-1–PAR interaction and covalent YB-1 trans-PARylation are tightly linked within these processes, and the CTD may be regarded as a key module for PAR binding and regulation of PARP1 auto-PARylation by YB-1. We also found that YB-1 stimulates the activities of mutant PARP1 proteins that produce short branched PAR (i.e., PARP1Y986S), short hyperbranched PAR (PARP1Y986H), or short hypobranched PAR (i.e., PARP1G972R) (Figure 9), implying that YB-1 modulates PARP1 activity in the context of diverse PAR structures. At the same time, the size (i.e., number of ADP-ribose units) and shape (i.e., branching frequency) of protein-free PAR affect YB-1 binding affinity for the polymers, and these PAR characteristics greatly influence the ratio of PARP1 auto-PARylation to trans-PARylation of YB-1 in case of PARP1 mutants. For example, PARP1Y986S and PARP1G972R produce short-chain PAR and predominantly catalyze YB-1 trans-PARylation.
It should be noted that the level of YB-1 trans-PARylation is only moderately affected by the type of damaged DNA structure (Naumenko et al., 2020), whereas the PAR structure affects the trans-modification of this protein (Figure 9).
To sum up the current results, we propose a model where the PAR structure formed during PARP1 auto-PARylation plays an important role in YB-1–PAR complex formation, YB-1 trans-PARylation, and PARP1 auto-PARylation (Figure 10). For instance, PAR structure and the YB-1 interaction with PAR should contribute primarily to the regulation of YB-1 trans-PARylation by changing the efficiency of YB-1 trans-modification and hence the stimulation of PAR synthesis by an exchange between PARylated and non-PARylated YB-1 molecules, in line with the model suggested by us earlier (Naumenko et al., 2020). This notion suggests that YB-1 may be viewed as “PAR-code” regulating the factors that interact with PAR and thereby influences PARP1 activity (Reber and Mangerich, 2021). The observed patterns of PAR synthesis may be extrapolated to PARP1’s protein partners containing PAR-binding disordered regions with clusters of positively charged amino acid residues.
[image: Figure 10]FIGURE 10 | The influence of various lengths and branching frequencies of the PAR synthesized by PARP1 point mutants (Y986H, Y986S, and G972R) on the YB-1 affinity to PAR, the magnitude of PARP1 auto-PARylation (highlighted in rosy) and YB-1 trans-PARylation (highlighted in yellow) during the stimulation of PARP1 activity in ternary complex “PARP1–YB-1–damaged DNA” (A) as well as during the interaction of YB-1 with PAR via its C-terminal domain (CTD; (B).
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The maintenance of human mitochondrial DNA (mtDNA) is critical for proper cellular function as damage to mtDNA, if left unrepaired, can lead to a diverse array of pathologies. Of the pathways identified to participate in DNA repair within the mitochondria, base excision repair (BER) is the most extensively studied. Protein-protein interactions drive the step-by-step coordination required for the successful completion of this pathway and are important for crosstalk with other mitochondrial factors involved in genome maintenance. Human NEIL1 is one of seven DNA glycosylases that initiates BER in both the nuclear and mitochondrial compartments. In the current work, we scrutinized the interaction between NEIL1 and mitochondrial transcription factor A (TFAM), a protein that is essential for various aspects of mtDNA metabolism. We note, for the first time, that both the N- and C- terminal domains of NEIL1 interact with TFAM revealing a unique NEIL1 protein-binding interface. The interaction between the two proteins, as observed biochemically, appears to be transient and is most apparent at concentrations of low salt. The presence of DNA (or RNA) also positively influences the interaction between the two proteins, and molar mass estimates indicate that duplex DNA is required for complex formation at higher salt concentrations. Hydrogen deuterium exchange mass spectrometry data reveal that both proteins exchange less deuterium upon DNA binding, indicative of an interaction, and the addition of NEIL1 to the TFAM-DNA complex alters the interaction landscape. The transcriptional activity of TFAM appears to be independent of NEIL1 expression under normal cellular conditions, however, in the presence of DNA damage, we observe a significant reduction in the mRNA expression of TFAM-transcribed mitochondrial genes in the absence of NEIL1. Overall, our data indicate that the interaction between NEIL1 and TFAM can be modulated by local environment such as salt concentrations, protein availability, the presence of nucleic acids, as well as the presence of DNA damage.
Keywords: base excision repair (BER), NEIL1 DNA glycosylase, mitochondrial transcription factor A (TFAM), small angle X-ray scattering (SAXS), HDX-MS (hydrogen–deuterium exchange mass-spectrometry)
INTRODUCTION
Maintaining the integrity of the 16.5 kb circular human mitochondrial genome is essential for proper cellular function as mitochondrial DNA (mtDNA) encodes for 13 polypeptides, 22 tRNAs, and two rRNAs that are required for the generation of ATP via oxidative phosphorylation (OXPHOS) (Anderson et al., 1981). Mitochondria rely heavily upon nuclear-encoded proteins for genome maintenance. The mitochondrial proteome comprises some ∼1,500 proteins that are transported to the organelle via different import mechanisms (Endo et al., 2011; Wiedemann and Pfanner, 2017; Ruan et al., 2020). Much like its nuclear counterpart, mtDNA is also subjected to damage from various endogenous and exogenous sources that leads to genome instability and various pathologies, including neurodegenerative disorders, metabolic dysfunction, and some cancers (Copeland and Longley, 2014; Van Houten et al., 2016; Rahman and Copeland, 2019). MtDNA molecules were originally thought to be especially prone to damage by reactive oxygen species (ROS) owing to their lack of protection from nucleosomes as well as their location proximal to sites of OXPHOS within the mitochondrial inner membrane; however, this assumption has recently been contested as mtDNA are compacted into nucleoid complexes (further discussed below) and ROS appear to be concentrated within the mitochondrial cristae (Yakes and Van Houten, 1997; Anson et al., 2000; Lim et al., 2005; Kauppila and Stewart, 2015). However, to cope with mtDNA damage, several nuclear-encoded repair factors that participate in multiple DNA repair pathways have been identified in the mitochondria. Of these, the mitochondrial base excision repair (mtBER) pathway appears to be the major pathway involved with the removal of small, non-bulky lesions that arise in the DNA (Fromme and Verdine, 2004; Szczesny et al., 2008; Wallace et al., 2012; Krokan and Bjoras, 2013; Prakash and Doublié, 2015). Several nuclear BER enzymes have been implicated in the repair of mtDNA, including seven of the eleven known mammalian DNA glycosylases that initiate BER, end processing enzymes such as polynucleotide kinase phosphate (PNKP), DNA polymerases such as polymerase beta (Polβ) that are needed to fill in the gap generated, and DNA ligase III needed to seal the gap (Prakash and Doublié, 2015; Saki and Prakash, 2017; Baptiste et al., 2021).
The NEIL1 enzyme is a bifunctional DNA glycosylase that possesses both glycosylase and lyase functions and is involved with the removal of oxidized DNA bases such as thymine glycol, 5-hydroxy uracil, the ring-opened formamidopyrimidine (Fapy) lesions, as well as the further oxidation products of 8-oxo guanine (8-oxoG), namely spiroiminodihydantoin (Sp) and guanidinohydantoin (Gh) that result in an abasic (AP) site (Krishnamurthy et al., 2008; Zhao et al., 2010; Prakash et al., 2012; Vik et al., 2012; Minko et al., 2020; Yeo et al., 2021). NEIL1 also possesses lyase activity by which it can incise the DNA backbone at AP sites. Crystal structures of NEIL1 unliganded and bound to DNA containing oxidized DNA lesions have provided valuable insight into the enzymatic and lesion recognition activity of the enzyme (Doublié et al., 2004; Zhu et al., 2016; Liu et al., 2021). Notably, the structures of NEIL1 lacked a large region of disorder at the C-terminal end of the protein. Previously, we and others have shown that this disordered tail of NEIL1 comprising 100 amino acid residues (aa 290–390) participates in the interaction with its binding partners, including the homotrimeric proliferating cellular nuclear antigen (PCNA), flap endonuclease 1 (FEN-1), heterotrimeric replication protein A (RPA), the Werner Syndrome RecQ like helicase (WRN helicase), and mitochondrial single stranded DNA binding protein (mtSSB) (Das et al., 2007; Dou et al., 2008; Hegde et al., 2008; Theriot et al., 2010; Prakash et al., 2017; Sharma et al., 2018).
Unlike nuclear DNA that is packaged into nucleosomes, mtDNA is packaged into nucleo-protein structures called nucleoids, which are approximately 110 nm in size based on high-resolution techniques (Kukat et al., 2011; Bogenhagen, 2012; Campbell et al., 2012; Farge and Falkenberg, 2019). The mitochondrial transcription factor A (TFAM) protein, a major component of mitochondrial nucleoids was originally thought to be sufficient for the higher-order organization of the mitochondrial genome and is also required to initiate transcription from the light and heavy strand promoter regions of mtDNA (Alam et al., 2003; Kaufman et al., 2007; Kukat et al., 2015). However, recent reports [reviewed in (Mishmar et al., 2019)] implicate nuclear factors such as MOF in the binding and regulation of higher-order genome organization within the mitochondrion, suggesting a more complex scenario involving nuclear-mitochondrial crosstalk. Although current experimental strategies limit the examination of the exact composition of the mitochondrial nucleoid, several other proteins, including mtSSB, the mtDNA replicative polymerase gamma (POLG), and the twinkle helicase, are associated with the mitochondrial nucleoid (Bogenhagen et al., 2008).
Evidence for the participation of TFAM in mtBER was provided by studies indicating the ability of TFAM to bind to 8-oxoG while inhibiting BER enzymes, including 8-oxoG DNA glycosylase (OGG1), uracil-DNA glycosylase (UDG), and apurinic endonuclease 1 (APE1) (Canugovi et al., 2010). TFAM was further implicated in the cleavage of AP sites to yield single-strand breaks in the DNA (Xu et al., 2019). Given the substrate overlap between NEIL1 and TFAM and the likely close proximity of NEIL1 to the mitochondrial nucleoid, in the current manuscript, we report for the first time an interaction between NEIL1 and TFAM via unique interaction interfaces. While the interaction between the two proteins appears to be transient and dependent upon the presence of DNA, we noted that NEIL1 can interact with TFAM using multiple regions within both its N- and C- termini. This finding is novel and represents a deviation from previous observations that suggest the interaction domain of NEIL1 resides solely within its C-terminal disordered tail. Here, we use orthogonal approaches including far-western analysis, pull-down studies, small-angle X-ray scattering (SAXS), multi-angle light scattering (MALS), and hydrogen deuterium exchange mass spectrometry (HDX-MS), to probe the interaction between the two proteins. Our data collectively suggest that the interaction between NEIL1 and TFAM is transient and can be enhanced by modulating the local environment such as salt concentration, protein availability, and the presence of DNA or RNA. Furthermore, the importance of the interaction between the two proteins is underscored by the observation that NEIL1 is required for the transcription of mitochondrial genes under conditions of cellular stress.
EXPERIMENTAL APPROACH
Plasmids, DNA, and RNA oligonucleotides
The bacterial expression plasmid containing C-terminal His-tagged NEIL1 (pET30a) was obtained from the laboratories of Dr. Sylvie Doublié and Dr. Susan Wallace (University of Vermont, United States). The plasmid containing the ORF for full-length TFAM was a kind gift from Dr. Robert Sobol (University of South Alabama, United States). The TFAM DNA sequence lacking the mitochondrial targeting sequence was amplified from this plasmid and subcloned into a pET30a vector. The E. coli expression plasmids containing the full-length (FL) NEIL1-FL, C-terminal truncated polypeptides (∆40, ∆56, ∆78, and ∆100), and GST fused C-terminal regions (289–389, 289–349, 312–389, and 312–349) were synthesized as described previously (Das et al., 2007; Prakash et al., 2017; Sharma et al., 2018). The Flag peptide sequence was included at the C-terminus of both NEIL1-FL and TFAM in the pET30a background using primers containing the Flag nucleotide sequence by traditional cloning methods with restriction enzyme digestion.
The duplex oligonucleotide substrate used in these studies is a 22-nt oligomer 5′-ATTCAACCAAXAGCCCTGGCCG-3′ with a complementary oligomer 5′-CGG​CCA​GGG​CTA​TTG​GTT​GAA​T-3′. The X represents either tetrahydrofuran, an abasic site analog (specific DNA; SD), or thymine (nonspecific DNA; NSD). The oligos were ordered from Integrated DNA Technologies Inc. (IDT, Coralville, IA) and PAGE purified. For optimal annealing, equimolar mixtures of the oligomers were heated at 94°C for 2 min, then slowly cooled to room temperature. A 22-nt single-stranded RNA oligonucleotide with the sequence 5′-rArUrUrCrArArCrCrArAXrArGrCrCrCrUrGrGrCrCrG-3′ was synthesized by IDT for use in the affinity pull-down experiments.
Overexpression and purification of NEIL1 and TFAM
TFAM was overexpressed and purified as described previously (Ngo et al., 2011). NEIL1-FL, the C-terminal truncated polypeptides, and the GST fused NEIL1 C-terminal regions were overexpressed and purified as described previously (Sharma et al., 2018). Briefly, protein expression was induced by 0.4–1 mM IPTG at 18–25°C in the Rosetta 2 E. coli expression strain. Bacterial pellets were lysed using sonication, and the resulting cell debris was discarded after centrifugation at 25,000 × g for 1 h. Protein purification was performed using affinity chromatography (Talon beads or Glutathione S Sepharose) following the manufacturer’s protocol (Clontech Laboratories, Inc., Mountain View, CA; and Millipore-Sigma, St. Louis, MO). The proteins were further purified using a HiTrap SPFF ion exchange column and Superdex 200 Increase 10/300 GL size exclusion column (Cytiva). The purified fractions were concentrated and stored at -80°C until further use.
Far-western analysis
Far-western analysis was performed as described previously (Prakash et al., 2017). Briefly, proteins (50 pmol of the NEIL1 polypeptides, bovine serum albumin, and glutathione S-transferase; 1 pmol TFAM) were separated by 12% SDS-PAGE, transferred to a PVDF membrane (BioRad), treated with 6M guanidine HCl in PBS containing 1 mM DTT, and then gradually refolded with successive dilutions of guanidine HCl in PBS containing 1 mM DTT. The membranes were then blocked for 3 h with 5% milk in PBS at 4°C and incubated with purified TFAM (1 pmol/ml) overnight. Immunoblot analysis was performed using an anti-TFAM antibody (Cell signaling #7495) at 1:1,000 dilution in 5% BSA in PBST.
Affinity pull-down using Flag-tagged recombinant protein
Affinity pull-down experiments were performed using C-terminal Flag-tagged purified NEIL1 or TFAM in wash buffer containing 50 mM Tris-HCl pH 7.5, 10% glycerol, and 50–300 mM NaCl/KCl. Briefly, 1.25/2.5 nM each of NEIL1, TFAM, and specific DNA or RNA were mixed in a final volume of 400 µl in wash buffer and incubated on ice for 1 h. The mixture was then added to 20 µl Anti-FLAG M2 Magnetic Beads (#M8823 Millipore Sigma), pre-equilibrated with wash buffer, and tumbled end over end for 2 h at 4°C. The beads were then washed with 250 µl wash buffer three times, followed by elution using 3X Flag peptide (#F4799 Millipore Sigma). The samples were analyzed via SDS-PAGE. For analysis of complex formation in the presence of Benzonase Nuclease (Millipore-Sigma catalog #E1014) where indicated, 125 units of Benzonase Nuclease (at 250 units/µl) was added to the proteins prior to complex formation.
Complex formation and size exclusion chromatography
The NEIL1-TFAM complex was prepared by mixing both proteins in a 1:1 M ratio in a buffer containing 20 mM HEPES (pH 7.5), 300 mM NaCl, 10% (v/v) glycerol, and 1 mM DTT. The complex was incubated on ice for 1 h prior to size exclusion chromatography (SEC) analysis. The ternary complex of TFAM-NEIL1-DNA was prepared by mixing each in a 1:1:1 M ratio followed by incubation on ice for 1 h. The SEC was performed with a Superdex 200 column using a buffer containing 20 mM HEPES (pH 7.5), 300 mM NaCl, 10% (v/v) glycerol, and 1 mM DTT. The NEIL1-DNA and TFAM-DNA complexes were prepared by mixing the proteins and the DNA in a 1:1 M ratio and incubated for 1 h on ice prior to loading onto the SEC column. The column was calibrated with blue dextran (to determine the void volume) and three standards of known molecular weights (MW) using Gel Filtration LMW Calibration Kit (Cytiva # 28403841).
Small-angle X-ray scattering and multi-angle light scattering
SEC-MALS-SAXS/SEC-SAXS data were collected at beamline 18-ID (BioCAT) of the Advanced Photon Source (APS) at Argonne National Laboratory. All experiments were performed in the buffer containing 25 mM HEPES pH 7.4, 300 mM NaCl, 5% glycerol, and 1 mM DTT. Samples for data collection included individual proteins (NEIL1-FL and TFAM), the NEIL1-TFAM complex, protein-DNA complexes (NEIL1-DNA and TFAM-DNA), and the ternary complex (TFAM-NEIL1-DNA) at concentrations of 7–11 mg/ml (190 µM each) at 300 µl volume. The samples were loaded onto an in-line SEC column (Superdex 200 10/300) coupled to a MALS detector (DAWN Helios II, Wyatt Technologies) and a SAXS flow cell. At a flow rate of 0.7 ml/min, 0.5 s exposures were acquired every 1 s. The SEC-SAXS data files were processed in BioXTAS RAW (version 2.1.0) using evolving factor analysis (EFA) to extract scattering profiles for each component in overlapping peaks (Meisburger et al., 2016; Hopkins et al., 2017). Forward scattering intensity (I0) and radius of gyration (Rg) were determined using Guinier fit (Konarev et al., 2003). The Kratky plots were normalized against Rg using BioXTAS RAW. Scattering curves were further analyzed using GNOM for the calculation of I0, Rg, distance distribution P(r), maximum dimension (Dmax), Porod volume (Vρ), and excluded volume (Ve) (Svergun, 1992). The MW values were estimated using volume of correlation, Porod volume, ATSAS datclass/ShapeandSize, and Bayesian estimation methods (Rambo and Tainer, 2013; Franke et al., 2018; Hajizadeh et al., 2018; Piiadov et al., 2019). Absolute molar mass values were also calculated from MALS for comparison with the SAXS MW estimates using the ASTRA software (Wyatt Technologies).
Hydrogen deuterium exchange-mass spectrometry
HDX-MS experiments were performed on a Synapt G2-Si (Waters Corp.) and a Leap HD/X-PAL (Trajan) fluidics system. The proteins and DNA were mixed in an equimolar ratio at a concentration of 100 µM and incubated for 1 h in a buffer containing 50 mM Tris-HCl pH 7.5, 10% glycerol, 100 mM NaCl, and 1 mM DTT. Deuterium exchange was initiated by diluting the samples 10X to a final concentration of 10 µM in an equivalent buffer made with D2O at 20°C. After incubation of protein samples for different time points (15, 30, 60, 90 s, 3, 10, and 30 m), the exchange reaction was stopped, and in-solution digestion (2 min at 2°C) was initiated by 10X dilution into 0.3 mg/ml pepsin in 100 mM potassium phosphate buffer pH 2.5. Non-deuterated protein samples for control measurements were also prepared following the same protocol except for the deuterium exchange step. All reactions were performed in triplicate. Peptide trapping and desalting were carried out using a Waters VanGuard BEH Pre-column 2.1 × 5 mm, and separation was achieved using a Waters BEH C18 reverse-phase column 1.7 µm 1.0 × 50 mm with all liquid chromatography (LC) carried out using a Waters Acquity LC system. Thirty pmol of digested peptides were loaded, trapped, and washed using a 0.1% formic acid solution at 0.1 ml/min, and subsequent separation was carried out using a 14 min 5%–40% acetonitrile gradient at a flow rate of 70 μl/min. Peptide identification was performed by acquiring and processing the MSE data acquired for non-deuterated samples using ProteinLynx Global Server v3.0.1 (PLGS, Waters Corporation). The level of deuterium exchange was examined using HDExaminer software (Sierra Analytics). Significant uptake changes were shown using volcano plots by a confidence threshold of a p value of <0.05, and figures were created using VolcaNoseR (Goedhart and Luijsterburg, 2020). The protein structure figures were prepared using PyMOL (The PyMOL Molecular Graphics System, Version 1.7.6.2 Schrödinger, LLC). Protein-DNA interactions from the PDB files were extracted using the DNAproDB database (Sagendorf et al., 2020), and figures were created with BioRender.com.
Cell culture and cell viability assay
Wild-type (WT) and NEIL1 knockout (KO) Hap1 cell lines were kindly provided by Dr. Magnar Bjørås (Norwegian University of Science and Technology (NTNU), Norway). Cells were cultured in IMDM media supplemented with 10% FBS and 1X penicillin and streptomycin at 37°C and 5% CO2. NEIL1 KO cell lines were validated using western blot analysis. WT and NEIL1 KO Hap1 cells from a 10 cm dish were collected by scraping in cell lytic M (Millipore Sigma) and lysed by agitation at 4°C. Cell debris were pelleted by centrifugation at 16,900 × g for 15 min at 4°C and whole cell extract was collected. 50 μg of protein was loaded, separated by SDS-PAGE, and transferred to a PVDF membrane (Biorad). The membrane was probed using a NEIL1 rabbit polyclonal antibody (1:1000; Proteintech #12145-1-AP). PCNA (D3H8P) XP rabbit monoclonal antibody (1:1,000; Cell Signaling #13110S) was used as loading control. An ECL anti-rabbit IgG secondary antibody conjugated to HRP (1:10,000; GE Healthcare NA934V) and WesternBright ECL HRP substrate (Advansta Inc) were used to visualize antibody binding using a BioRad ChemiDoc imager. Cell viability upon methyl methanesulfonate (MMS) treatment was assessed using a resazurin-based fluorescence assay as described previously (D'Arcy et al., 2019). Briefly, cells were seeded (10,000 cells/well) in costar black 96-well clear bottom plates. After 24 h, media containing MMS was added to final concentrations of 1, 3, 10, 30, 100, and 300 μM, 1, 3, 10, and 30 mM by serial dilution. Following 72 h, resazurin solution was added to a final concentration of 120 μM and incubated for 4 h. The relative fluorescence was measured at 540 ± 20 nm excitation and 620 ± 20 nm emission on a Tecan Infinite M1000 Pro multimode plate reader. Non-linear regression analysis [(Inhibitor) vs. response] was performed using GraphPad Prism 8.
Quantitative real-time PCR and estimation of mtDNA copy number
cDNA was prepared from each cell line, with or without treatment with 125 μM MMS for 72 h, using the TaqMan™ Gene Expression Cells-to-CT™ Kit (#4399002). mRNA expression of four human mitochondrial genes CYB, ND1, CO1, and RNR1 was determined by quantitative real-time PCR using the TaqMan Fast Universal Master Mix (2X; catalog no. 4352042) and TaqMan Gene Expression Assay probes from Life Technologies (MT-CYB, Hs02596867_s1; MT-ND1; Hs02596873_s1; MT-CO1, Hs02596864_g1; MT-RNR1, Hs02596859_g1). The reactions were performed using QuantStudio Pro 7 (Applied Biosystems) RT-PCR system, and analysis of mRNA expression was performed as per the instruction of the manufacturer (∆∆CT method). Transcript quantities were normalized to GAPDH (Hs02758991_g1) as a reference gene transcript.
The absolute and relative mtDNA copy number was estimated for the Hap1 WT and NEIL1 KO cells using Absolute Human Mitochondrial DNA Copy Number Quantification qPCR Assay Kit (ScienCell Research Laboratories #8948) following the manufacturer’s protocol. Briefly, genomic DNA (gDNA) was isolated using GeneJET Genomic DNA Purification Kit (ThermoFisher Scientific #K0721), and 2.5 ng gDNA was used to quantify mtDNA copy number with mtDNA specific primer sets in QuantStudio Pro 7 (Applied Biosystems) RT-PCR system. A reference genomic DNA in the kit was used to calculate the absolute and relative mtDNA copy number. A total of three to four biological replicates were analyzed for these experiments with each experiment performed in triplicate. Statistical analysis was performed using Student’s t-test in GraphPad Prism version 8.1.0 for MAC OS X (GraphPad Software, San Diego, California United States, www.graphpad.com).
RESULTS
Mapping the interaction between NEIL1 and TFAM, in vitro
The interaction of NEIL1 with downstream BER factors, as well as with proteins involved with other aspects of DNA metabolism, is essential for the efficient repair of DNA lesions (Hegde et al., 2012). NEIL1’s function has been associated with mitochondrial genome maintenance, as demonstrated by previous work by our group and others (Hu et al., 2005; Vartanian et al., 2006; Sampath et al., 2011; Sharma et al., 2018). In preliminary experiments, using affinity pull-down assays from mammalian cells followed by mass-spectrometry, we identified peptides belonging to interacting partners of NEIL1 including TFAM and mtSSB (data not shown). We previously reported and mapped an interaction between NEIL1 and mtSSB using biochemical and structural approaches (Sharma et al., 2018). In the current manuscript, using recombinantly purified Flag-tagged NEIL1 or TFAM, we show that NEIL1 and TFAM likely interact weakly at concentrations of low salt between 50–100 mM NaCl or 50–150 mM KCl, while a slight interaction was observed at higher salt concentrations (>300 mM NaCl) both in the presence and absence of a 22-mer specific DNA (SD) or RNA substrate containing an abasic site analog (Figures 1A–C, Figures 2A–B; Supplementary Figures S1–S5). We also performed similar experiments in the presence of Benzonase to probe a direct interaction between the two proteins in the absence of any nucleic acid binding partners and noted that the presence of Benzonase did not alter binding between the two proteins (Figures 1B,C). These results indicate that the interaction between NEIL1 and TFAM is most likely transient and can be manipulated by altering the interacting environment where lower salt conditions are favored. Interestingly, we also observed an interaction between TFAM and a truncated polypeptide of NEIL1 that lacks the C-terminal protein interaction domain (called NEIL1Δ100), both in the presence and absence of DNA, indicating that interaction with TFAM is not limited to the residues within the putative protein-binding disordered C-terminal tail of NEIL1 (Figure 2C).
[image: Figure 1]FIGURE 1 | Affinity pull-down experiments reveal an interaction between recombinantly purified NEIL1 and TFAM. (A) Flag-tagged, full-length NEIL1 (NEIL1-FL) was used to pull down TFAM in the presence and absence of a specific DNA (SD) sequence containing an abasic site in a buffer containing 100 mM NaCl. TFAM was observed in the elution fractions in both the presence and absence of SD. mtSSB was used as a positive control as we previously documented the interaction between NEIL1 and mtSSB. (B) The purified proteins were treated with Benzonase prior to complex formation to eliminate nucleic acid contamination followed by the pull-down experiment. TFAM was observed in elution fractions containing either 100 mM NaCl in the buffer, or 100 mM KCl in the buffer (C) in the both Benzonase treated or non-treated samples indicating that there is a direct interaction between the two proteins.
[image: Figure 2]FIGURE 2 | Affinity pull-down experiments display an interaction between NEIL1 and TFAM using recombinantly purified proteins. (A) Flag tagged NEIL1 was used to pull down TFAM in the presence of RNA in a buffer containing 100 mM NaCl. TFAM is observed in the elution fractions in the absence and presence of RNA. (B) Flag tagged NEIL1 was used to pull down TFAM in the presence of RNA in a buffer containing 100 mM KCl. Under these conditions, TFAM is also observed in the elution fractions in the absence and presence of RNA. (C) The reverse pull-down experiment using Flag-tagged TFAM was performed. Full-length NEIL1 (NEIL1-FL) and a truncated NEIL1 enzyme lacking 100 residues from disordered C-terminal region (NEIL1-Δ100) were observed in the elution fractions in the presence and absence of DNA. Non-specific binding of untagged TFAM, NEIL1-FL, and NEIL1-Δ100 with Flag beads was not detected as shown in elution fractions when the interaction partner is absent.
To further identify the region of NEIL1 that binds to TFAM, we employed far-western analysis using purified recombinant histidine-tagged full-length NEIL1 (NEIL1-FL) and the truncated polypeptides of NEIL1, with the indicated number of residues deleted: NEIL1-∆40, NEIL1-∆56, NEIL1-∆78, and NEIL1-∆100 (Figures 3A,B top panel). We also expressed and purified GST-tagged NEIL1 polypeptides containing regions of the disordered C-terminus, amino acids 289–390, 289–349, 312–390, and 312–349 (Figures 3A,B top panel) and performed far-western analysis as described previously (Hegde et al., 2012; Prakash et al., 2017). BSA and GST alone were used as negative controls. The membrane with the refolded FL and truncated NEIL1 proteins was incubated with purified TFAM and then probed with an antibody against TFAM. Interestingly, our results indicate that purified TFAM interacts with the N-terminal regions of NEIL1, including the protein that lacks the protein interaction domain (100 residues) (Figure 3B, bottom panel). A slight interaction with TFAM was also observed with the C-terminal polypeptides of NEIL1 except for one that comprised residues 312–349. This indicates that NEIL1 interacts with TFAM via multiple binding sites that are present at its N- as well as C-terminal domains, a result that is divergent from past observations with its other binding partners, including mtSSB and the proliferating cell nuclear antigen (PCNA) where NEIL1 interactions were exclusively observed within the disordered C-terminal tail (Prakash et al., 2017; Sharma et al., 2018). Replicates of the far-western analysis are displayed in Supplementary Figure S6.
[image: Figure 3]FIGURE 3 | Far-western analysis indicates that NEIL1 interacts with TFAM via multiple binding sites present at both the N- and C-terminal domains. (A) A map of the His-tagged polypeptides of NEIL1 lacking portions of the C-terminal disordered tail and the GST-tagged C-terminal polypeptides of NEIL1 lacking the N-terminal portion of the enzyme. (B) Far-western analysis to determine the minimal region of NEIL1 required for interaction with TFAM. All proteins used in this study were expressed in E. coli, purified to homogeneity, and verified by sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) analysis stained with Coomassie blue. 50 pmol of NEIL1 and the truncated enzymes, bovine serum albumin (negative control), glutathione S-transferase (negative control), and 1 pmol of TFAM (positive control) were loaded onto the gel. Far-western analysis was performed where proteins were transferred to a PVDF membrane, denatured, slowly renatured on the membrane, incubated with 10 pmol/ml purified TFAM, and probed with an anti-TFAM antibody to detect an interaction.
Complex formation between NEIL1 and TFAM observed via SEC, MALS, and SAXS
From our past experience with recombinant NEIL1, we observed that the protein is unstable and prone to aggregation when subjected to multiple freeze-thaw cycles upon long-term storage. Furthermore, for structural studies involving solution scattering methods where we require milligram amounts of purified protein, we noted that NEIL1 was prone to precipitation at higher concentrations in the presence of a buffer containing lower concentrations of sodium chloride (<100 mM NaCl). Even though complex formation between NEIL1 and TFAM is favored at lower salt conditions, for the SEC studies we used buffer containing 300 mM NaCl to attempt to isolate a protein-protein complex in the presence of DNA. We used a calibrated Superdex 200 column and documented the MW of each eluting species (Supplementary Table S1). We first analyzed the proteins alone to determine their individual retention volumes and calculated the MW values based on a standard curve. NEIL1-FL (theoretical mass of 44.75 kDa) elutes as a single peak with a MW of 49.1 kDa on the SEC column (Supplementary Figure S7A; Supplementary Table S1). The theoretical MW of a full-length TFAM monomer (lacking the N-terminal mitochondrial targeting sequence or MTS) is 25.6 kDa, and on the SEC column TFAM elutes as a single peak with a MW estimate of 39.9 kDa (Supplementary Figure S7A; Supplementary Table S1). The higher MW values calculated from our SEC experiments for the proteins is likely because of their elongated shape that results from the region of disorder within the C-terminal domain of unliganded NEIL1 (residues 290–390) (Doublié et al., 2004; Hegde et al., 2010) and high intrinsic flexibility observed in unliganded TFAM (Rubio-Cosials et al., 2011). When combined, a mixture of NEIL1 and TFAM elutes as two separate peaks at their respective retention volumes, indicating that the two proteins likely do not form a complex that can be isolated under solvent conditions containing 300 mM NaCl (Supplementary Figure S7A; Supplementary Table S1). Next, we performed SEC analysis of the two proteins in the presence of the specific (SD) or non-specific DNA (NSD) substrates. The NEIL1-SD and -NSD complexes elute at a MW value of 52.8 kDa, and the TFAM-DNA complexes elute at ∼45 kDa (45.4 for SD and 43.6 for NSD; Supplementary Figures S7B,C; Supplementary Table S1). The SEC data obtained for the ternary complex (TFAM-NEIL1-DNA) was inconclusive, as we did not observe a clear separate peak at a higher retention volume for the complex (Supplementary Figures S7D–F; Supplementary Table S1). However, given the likely transient nature of these interactions, there may be a small fraction representative of a ternary complex present in the equilibrated mixture of TFAM-NEIL1-DNA, which cannot be deciphered by SEC under our current conditions. We therefore sought to determine the absolute molar mass and the stoichiometry of binding using SEC-MALS-SAXS methods where samples are loaded onto an SEC Superdex 200 column with an exclusion limit of 600 kDa, followed by a UV detector, MALS detector (DAWN Helios II, Wyatt Technologies), and a SAXS flow cell.
SEC-MALS-SAXS data were collected at beamline 18-ID (BioCAT) of the advanced photon source (APS) at Argonne National Laboratory. All measurements were performed in a buffer containing 25 mM HEPES pH 7.4, 5% glycerol, 300 mM NaCl, and 1 mM DTT, which we used previously to scrutinize the NEIL1-mtSSB complex (Sharma et al., 2018). We collected SEC-MALS-SAXS data either in duplicate or triplicate for the proteins individually, protein-DNA complexes (including both SD and NSD), and the protein-protein-DNA ternary complexes where the SEC profiles (top left panels) and SAXS analyses (top right and bottom panels) are displayed in Supplementary Figures S8A–I. The absolute molar mass and MW values calculated by MALS and SAXS are tabulated in Supplementary Table S2. For the ternary complex (TFAM-NEIL1-SD), we collected SEC-SAXS data in triplicate and the data are consistent between two of the three runs. For simplicity, values obtained from run 1 are displayed in Supplementary Table S2. For some of the NEIL1-containing samples, we were able to estimate molar mass values from MALS for only one of the three runs owing to aggregation in solution, as observed in the scattering curves obtained from SAXS analysis (Supplementary Table S2; Supplementary Figures S8A,C). For each sample, we performed evolving factor analysis (EFA) to extract individual components from SEC-SAXS peaks, which revealed multiple overlapping components (comp) in solution for some of the samples (Supplementary Table S2). For each scattering species, we observe a distinct profile where the scattering intensity is plotted as a function of momentum transfer (Supplementary Figures S8A–I; Top right Panels). An upward trend at low q-values is observed in samples containing NEIL1 alone and NEIL1-TFAM, which is representative of some aggregation of NEIL1 within the samples. The estimated values of forward scattering intensity [I (0)], radius of gyration (Rg), and maximum particle dimension (Dmax) from Guinier analysis or pairwise distance distribution, P(r), analysis are summarized in Supplementary Table S2. P(r) analysis for both unliganded NEIL1 and TFAM display a curve with an elongated tail that results in large Dmax values of 152 Å and 140 Å, respectively, similar to values we and others reported for these proteins (Rubio-Cosials et al., 2011; Prakash et al., 2017; Rubio-Cosials et al., 2018; Sharma et al., 2018) (Supplementary Figures S8A,B; bottom left panels). The large Dmax values represent a likely elongated shape for these unliganded proteins that result from intrinsic flexibility and the presence of multiple conformations of varying dimensions in solution. This pronounced flexibility is also observed in the Kratky plots for the individual proteins where the plot either does not fully converge to the q axis at high q values or converges at larger q values when compared to the bound proteins described below (Supplementary Figures S8A,B; bottom right panels). When combined, the two proteins NEIL1 and TFAM elute as separate peaks as observed by the SEC profile collected prior to MALS and SAXS, and the Dmax values and Kratky plots are similar to those obtained for the unliganded proteins alone (Supplementary Figure S8C). For the NEIL1-SD/-NSD and TFAM-SD/-NSD complexes, we observe lower Dmax values (126/115 Å for NEIL1-SD/-NSD and 89/95 Å for TFAM-SD/-NSD) in comparison to the unliganded proteins (152 Å for NEIL1; 140 Å for TFAM) suggesting that binding to DNA changes the conformation of the proteins, likely stabilizing them and causing them to be more globular in nature (Supplementary Table S2; Supplementary Figures S8D–G; bottom left panels). Kratky analysis for the proteins bound to DNA display bell-shaped curves characteristic of less flexible, globular molecules (Supplementary Figures S8D–G; bottom right panels). EFA for the ternary complex containing TFAM-NEIL1-SD/-NSD reveals multiple components in solution with Dmax values of 148 Å and 154 Å that best correspond to the TFAM-NEIL1-SD and -NSD complexes, respectively, indicative of a larger linear dimension for the ternary complexes relative to the protein species (Supplementary Table S2; Supplementary Figures S8H,I; bottom left panels). Kratky plots for the ternary complexes are bell-shaped and converge to the q-axis at lower q-values when compared with the proteins alone (Supplementary Figures S8H,I; Bottom right panels).
In summary, corroborating our SEC results, in the absence of DNA, a mixture of NEIL1 and TFAM did not form a complex as indicated by two separate eluting species with MW values corresponding to the individual proteins. However, in the presence of DNA, we observe complex formation as indicated by a peak with a higher molar mass of 91.2 kDa obtained by MALS (Supplementary Table S2. This value could correspond to a ternary complex of TFAM-NEIL1-DNA at either a stoichiometric ratio of 1:1:1 (theoretical MW 83.9 kDa) or 1:1:2 (theoretical MW 97.5 kDa). These results indicate that NEIL1 and TFAM form a ternary complex only in the presence of DNA under our current solvent conditions.
HDX-MS to identify peptides at the interaction interface
We used HDX-MS, a powerful technique that provides information regarding protein folding, stability, conformational dynamics, and ligand binding, to probe the interaction between NEIL1 and TFAM in the presence of DNA. With HDX-MS we can measure the rate of deuterium uptake when amide hydrogens present in the protein backbone are exposed to deuterated solvent (D2O) and exchanged. Well-folded, buried, stable, secondary structural elements of a protein are typically protected from HDX; however, flexible regions and solvent-exposed residues readily take up deuterium. Similarly, upon protein-protein or protein-ligand binding, interaction interfaces are also protected from HDX. To our knowledge, this technique has not been previously used to scrutinize NEIL1, TFAM, or their binding to interacting partners thus presenting a novel methodology to scrutinize these complexes. We therefore systematically analyzed the binding of the specific DNA substrate containing an abasic site analog to NEIL1 and TFAM individually as well as in a complex comprising both proteins. Given the lower concentration of samples required for this technique, we were able to use the buffer containing 100 mM NaCl for these experiments. Both NEIL1 and TFAM bind to double-stranded DNA substrates with nanomolar affinities where Kd’s measured for the NEIL1-DNA complex range from 2–29 nM (Odell et al., 2010; Prakash et al., 2016; Schomacher et al., 2016; Kladova et al., 2019) depending on the lesion and the DNA substrate, and Kd’s measured for TFAM range from 4–7 nM (Gangelhoff et al., 2009; Malarkey et al., 2012; Ngo et al., 2014; Brown et al., 2015; Ramachandran et al., 2017; Cuppari et al., 2019). Prior knowledge of protein-DNA binding and residues involved with the interactions is obtained from published crystal structures of the TFAM-DNA and NEIL1-DNA complexes (Ngo et al., 2014; Zhu et al., 2016). We systematically collected HDX-MS data for the TFAM and NEIL1 proteins individually, the respective protein-DNA complexes, and lastly, the TFAM-NEIL1-DNA complex. For each of our samples, we obtained near-complete peptide coverage where the coverage for the TFAM samples ranged between 84.58%–94.86%, whereas the NEIL1 samples displayed a coverage of 98.74% (Supplementary Figures S9, S10).
First, we collected HDX-MS data of the TFAM-DNA complex over varying time points (from 15 s to 30 m), which reveal protection of certain regions within TFAM as indicated by a decrease in deuteration uptake (Woods plot, Figure 4A). We observe a decrease in deuterium exchange for the peptides present in the regions corresponding to high mobility group (HMG) box A (residues 43–122) and HMG-box B (residues 152–222) with an up to 50% decrease for box A and 20% for box B. We noted a ∼10% decrease in deuterium exchange for the peptides within the linker region (residues 122–152) and the C-terminal tail (residues 222–246). These results are consistent with the available structural data for DNA bound TFAM [PDB ID:4nnu, (Ngo et al., 2014)] where the two HMG boxes A and B are mainly involved with DNA binding in addition to some interactions mediated by the linker region (Figure 4B). Four main peptides comprising residues 57–68, 81–102, 130–165, and 166–184 display a significant decrease in deuteration uptake at various time points (p-value of <0.05; Figure 5A). Uptake plots for these peptides (Figure 5B) display a consistent decrease in deuteration upon DNA binding. Based on available structural data, these peptides harbor residues L58 and I81 within HMG-box A and N163, P178, and L182 in HMG-box B, which are involved in the intercalation of the DNA minor groove (Ngo et al., 2014). Residues identified from our HDX-MS data that reside within the four peptides (57–68, 81–102, 130–165, and 166–184) are present in the interaction interface of the TFAM-DNA complex (Figure 5C).
[image: Figure 4]FIGURE 4 | Hydrogen-deuterium exchange of the TFAM-DNA complex reveals the regions of TFAM involved with DNA binding. (A) Woods plot representing the distribution of TFAM regions displaying differential levels of solvent protection in the presence of DNA. Percent change in deuteration for peptides after various time points (15 s–30 m) between TFAM and the TFAM-DNA complex, where a negative percentage indicates less deuteration and more protection due to complex formation with the DNA. Each horizontal line in the plot represents an individual peptide with residue range on the X-axis and deuteration level i.e., level of protection on the Y-axis. (B) The domain map and cartoon representation of the crystal structure of the TFAM-DNA complex (PDB ID:4nnu) are displayed. In the structure, the DNA is colored grey and each region is color-matched to the domain map above.
[image: Figure 5]FIGURE 5 | Hydrogen-deuterium exchange of the TFAM-DNA complex reveals the regions of TFAM involved with DNA binding. (A) Volcano plot quantifying the significant change in deuteron uptake for each peptide at a given time point. The upper left quadrant of the plot displays peptides (solid blue circles) with a significant decrease in deuteron uptake of the TFAM-DNA complex relative to TFAM alone. This significance is based on two statistical tests performed by the HDExaminer software where the first is a p-value test with a significance cutoff value of <0.05 (i.e., at a confidence level of 95%) and the second is based on whether the difference value on the X-axis (Delta #D) is greater than the replicate variance across all of the data within each specific data set as determined by the program. (B) Representative uptake plots are shown from the HDX-MS time course for peptides 57–68 and 81–102 that are significantly different between the TFAM-DNA and TFAM samples based on the volcano plot in (A). (C) Interaction map showing TFAM residues that interact with DNA in the crystal structure of the TFAM-DNA complex (PDB ID:4nnu). Blue boxes represent residues within peptides that display a significant decrease in deuteration observed in the volcano plot.
We next collected HDX-MS data over a time course (from 30 s to 30 m) for the complex between NEIL1 and DNA, and observed protection at various regions upon DNA binding as indicated by an up to 25% decrease in deuterium uptake (Woods plot; Figure 6A). These regions mainly cluster within the N-terminal domain, harboring the active site residues P2, E3, and K54, and the void-filling residues M81, R118, and F120. We also observed protection at the DNA binding helix-two-turns-helix (H2TH) motif (residues 154–187) and the zincless finger motif (residues 260–293; Figures 6A,B). Peptides that display a significant decrease in deuterium uptake with a confidence p-value of <0.05 upon DNA binding lie within regions 2–28, 79–93, 163–180, 183–198, and 228–255 (Volcano analysis, Figure 7A). The uptake plots for these regions show a consistent decrease in deuteration with an additional region identified between residues 256–271, which also display protection upon DNA binding (Figure 7B). The available crystal structures of NEIL1 bound to DNA provide clear confirmation that the peptides that display protection upon DNA binding identified by our HDX-MS data are present within the interaction interface of the NEIL1-DNA complex (Figure 7C).
[image: Figure 6]FIGURE 6 | Hydrogen-deuterium exchange experiments for the NEIL1-DNA complex reveals regions of NEIL1 involved with DNA binding. (A) Woods plot representing the distribution of NEIL1 regions displaying differential levels of solvent protection in the presence of DNA. Percent change in deuteration for peptides after various time points (30 s–30 m) between NEIL1 and the NEIL1-DNA complex, where a negative percentage indicates less deuteration and more protection as a result of complex formation between NEIL1 and the DNA. Each horizontal line in the plot represents an individual peptide with residue range on the X-axis and deuteration level i.e., level of protection on the Y-axis. (B) Domain map and cartoon representation of crystal structure of NEIL1-DNA complex (PDB ID:5itt) are displayed. The active site and void-filling residues, and DNA binding motifs are indicated in the domain map. In the structure, the DNA is colored grey, and each region is color-matched to the domain map above.
[image: Figure 7]FIGURE 7 | Hydrogen-deuterium exchange experiments for the NEIL1-DNA complex reveals regions of NEIL1 involved with DNA binding. (A) Volcano plot quantifying the significant change in deuteron uptake for each peptide at a given time point. The upper left quadrant displays peptides (solid blue circles) at various time points, representing a significant decrease in deuteron uptake upon DNA binding to NEIL1 relative to NEIL1 alone at a p-value of <0.05 (please refer to the legend for Figure 5A for a detailed description of the statistical tests used). (B) Representative uptake plots are shown from the HDX-MS time course for two of the significant peptides, 2–28 and 164–180, that lie within the significant quadrant in panel (A) above. (C) Interaction map showing NEIL1 residues that interact with the DNA in the crystal structure of the NEIL1-DNA complex (PDB ID:5itt). The residues within the blue oval circles indicate those present in peptides with a significant decrease in deuteration, as observed in the volcano plot.
Lastly, we collected HDX-MS data for a sample containing equimolar ratios of TFAM, NEIL1, and DNA at various time points (15 s–30 m) and compared it to the data obtained with the TFAM-DNA sample. Surprisingly, upon the addition of NEIL1, we observed an increase in deuterium uptake for TFAM peptides that are clustered within HMG-box A (with an up to 30% increase) and HMG-box B (with ∼10% increase; Figure 8A). However, only two regions display a significant increase (p-value of <0.05) in deuterium uptake, which includes residues 57–68 and 81–102 that are present in HMG-box A (Figure 8B). The peptide uptake plots for the two TFAM regions also show a consistent increase in deuterium exchange when NEIL1 is present in the TFAM-NEIL1-DNA sample (Figure 8C).
[image: Figure 8]FIGURE 8 | Hydrogen-deuterium exchange analysis of the TFAM-DNA and TFAM-NEIL1-DNA complexes reveals putative TFAM regions that interact with NEIL1 in the presence of DNA. (A) Woods plot representing percent change in deuteration for peptides after various time points (15 s–30 m) between the TFAM-DNA and TFAM-NEIL1-DNA complexes, where a positive percentage indicates more deuteration and less protection observed when NEIL1 is present within the TFAM-NEIL1-DNA complex. Each horizontal line in the plot represents an individual peptide with residue range on the X-axis and deuteration level i.e., level of protection on the Y-axis. (B) Volcano plot displaying TFAM peptides with a statistically significant increase in deuteration (p-value < 0.05; please refer to the legend for Figure 5A for a detailed description of the statistical tests used) in the TFAM-NEIL1-DNA complex indicated as solid red circles (left panel). On the right panel, the peptides with a significant increase in deuteration are mapped on the crystal structure of the TFAM-DNA complex (PDB ID:4nnu) and are highlighted in red. The domain map above also displays the two regions (red) that show the greatest difference in deuterium uptake upon the addition of NEIL1. (C) Representative uptake plots are shown from the HDX-MS time course for peptides 57–68 and 81–102 that lie within the significance quadrant of the volcano plot in (B).
To probe the origin of the increased exchange upon the addition of NEIL1, we interrogated the isotopic distribution present in the raw data. Protection of TFAM residues 57–68 upon DNA binding is evidenced by comparison of the left and middle panels of Figure 9. In the absence of DNA, the isotopic distribution is shifted towards higher mass (rightward) at early times, whereas, in the presence of DNA the shift is substantially delayed, indicating protection upon DNA binding. When NEIL1 is added to the TFAM-DNA mixture, the isotopic distribution is broadened and appears to be a superposition of the distribution patterns for unbound and DNA-bound TFAM (Figure 9; right panels). This broadened, or bimodal, pattern is indicative of the presence of both protected and unprotected TFAM molecules in solution (Supplementary Figure S11).
[image: Figure 9]FIGURE 9 | Isotopic mass distribution spectra reveal bimodal deuterium exchange upon the addition of NEIL1 to the TFAM-DNA complex. Isotopic mass distribution spectra from representative HDX-MS experiments for the peptide containing TFAM residues 57–68 at various time points as indicated (15 s–10 m). The distribution pattern for TFAM alone (black) displays greater deuterium exchange when compared to the TFAM-DNA complex (blue), which appears to exchange less deuterium. The addition of NEIL1 to the sample mixture (TFAM-NEIL1-DNA complex; red) reveals a bimodal isotopic mass distribution, which likely results from the presence of multiple species (protein-protein; protein-DNA; protein-protein-DNA; or protein alone) within the sample. The grey line within each plot indicates an m/z value of 514.29 corresponding to the non-deuterated peptide.
DNA damage by methyl methanesulfonate decreases the transcriptional activity of TFAM in the absence of NEIL1
To assess the functional impact and the biological role of the interaction between NEIL1 and TFAM, we tested the impact of NEIL1 on the transcriptional activity of TFAM. For these experiments, we used human Hap1 cells where the expression of NEIL1 is either ablated (NEIL1 KO) or unaltered (NEIL1 WT; Supplementary Figure S12A, verified via western blotting). Transcriptional activity of TFAM can be monitored by measuring the steady-state mRNA transcript levels of four mitochondrial genes encoding Cytochrome b (CYB), NADH dehydrogenase subunit 1 (ND1), Cytochrome c oxidase I (CO1), and 12S ribosomal RNA (RNR1) (Bonekamp et al., 2021). Quantitative reverse transcription PCR (qRT-PCR) analysis for the CYB, ND1, CO1, and RNR1 genes reveals no significant difference between the WT and NEIL1 KO cells in the absence of any DNA damage indicating that the presence or absence of NEIL1 does not deter the transcriptional activity of TFAM under normal cellular function (Figure 10A, left). To ensure that differences in mtDNA copy number did not influence the qRT-PCR results above, we assessed relative mtDNA copy number and noted no differences between the NEIL1 WT and KO Hap1 cell lines (Figure 10A, right).
[image: Figure 10]FIGURE 10 | Estimation of relative mitochondrial mRNA expression reveals that NEIL1 is necessary for efficient transcription by TFAM upon DNA damage. (A) Left, the relative mRNA expression of four mitochondrial genes encoding Cytochrome b (CYB), NADH dehydrogenase subunit 1 (ND1), Cytochrome c oxidase I (CO1), and 12S ribosomal RNA (RNR1) were estimated by qRT-PCR in untreated Hap1 cell lines where the expression of NEIL1 is either intact (i.e., wild-type, WT) or knocked out (i.e., KO). Right, estimation of mitochondrial copy number by qPCR in the WT and KO cell lines. (B) Left, the relative mRNA expression of the above four mitochondrial genes in the WT and KO Hap1 cells treated with 125 μM MMS for 3 days prior to gene expression analysis. Right, estimation of mitochondrial copy number by qPCR in the WT and KO cell lines after MMS treatment. Statistical analysis was performed in GraphPad Prism using a Student’s t-test where ns, not significant; *p < 0.05; **p < 0.01; and ***p < 0.001.
Next, we studied the extent to which DNA damage induced by methyl methanesulfonate (MMS) alters the transcriptional activity of TFAM in the presence and absence of NEIL1. We selected the alkylating agent for our studies as the N-glycosyl bond is rendered weak by base alkylation thereby leading to the generation of AP sites, which is a good substrate for both NEIL1 and TFAM (Lindahl, 1993; Friedberg et al., 2005; Vik et al., 2012; Xu et al., 2019). We treated the NEIL1 WT and KO Hap1 cells with an empirically determined concentration (125 μM; Supplementary Figure S12B) of MMS for 3 days and assessed the transcriptional activity of TFAM via qRT-PCR as described above. Interestingly, the mRNA expression of all four mitochondrial genes was significantly reduced in the absence of NEIL1 upon MMS treatment (Figure 10B, left), suggesting that NEIL1 is essential for the efficient transcription of mitochondrial genes by TFAM in the presence of DNA damage resulting from MMS. In addition, we did not note any difference in the mtDNA copy number between the NEIL1 WT and KO Hap1 cell lines upon MMS treatment indicating that our results were not altered due to differences in mtDNA copy number (Figure 10B, right).
DISCUSSION
It is estimated that over 80% of proteins do not function in isolation, but rather work in complexes with other proteins or co-factors to accomplish their roles (Berggard et al., 2007; Rao et al., 2014). As such, the study of protein-protein interactions is essential for understanding cellular processes. These interactions can be either highly stable and permanent or transient and dynamic. While stable interactions are required for macromolecular assemblies like ribosomes to perform their function, transient interactions are important to carry out various signaling and regulatory processes (Acuner Ozbabacan et al., 2011), lending importance to our current endeavor to scrutinize the interaction between NEIL1 and TFAM. While classical biochemical methods used to detect protein-protein interactions can identify robust and stable protein complexes, it is technically challenging to detect interactions between weakly bound, transient protein complexes in vivo and in vitro. Therefore, choosing appropriate methods that can carefully recognize these dynamic interactions is of the utmost importance. While BER can be thought of as a highly-coordinated, step-wise process involving excision, removal, and restoration of a damaged DNA base, several other factors also mediate the otherwise simplified process. These include and are not limited to protein-protein interactions, post-translational modifications of BER enzymes, and the type of DNA damage (Carter and Parsons, 2016; Moor and Lavrik, 2018). While we and others have provided evidence for the interaction of NEIL1 with several nuclear factors including PCNA, RFC, and RPA (Dou et al., 2008; Theriot et al., 2010; Hegde et al., 2015; Prakash et al., 2017; Sharma et al., 2018), the interaction of NEIL1 with mitochondrial proteins remains underreported. Reports that this enzyme is post-translationally modified by phosphorylation and acetylation have also been described, where we showed that no change in enzyme function was attributed to phosphorylation events in vitro, and Mitra and colleagues indicated that acetylation of the enzyme at lysine residues 296–298 is important for nuclear localization and binding to chromatin (Prakash et al., 2016; Sengupta et al., 2018). However, the role of these modifications within the mitochondrion has thus far not been evaluated and requires scrutiny.
Our efforts to study the interactome of NEIL1 within the context of the mitochondrion have been impeded owing to challenges such as low endogenous cellular levels of NEIL1 and even lower levels of the enzyme within the mitochondrion, as well as the lack of specificity of commercially available antibodies. NEIL1 is typically involved with the recognition and removal of oxidized DNA bases where the frequency at which these lesions occur within the mitochondrion remains to be elucidated; however, the enzyme likely processes oxidized lesions when they occur within mtDNA (Hailer et al., 2005; Krishnamurthy et al., 2008; Albelazi et al., 2019; Han et al., 2019). In this current study, we employed an orthogonal in vitro approach to study the interaction between NEIL1 and mitochondrial TFAM in the presence of an abasic site containing DNA duplex that is a favored substrate by both proteins and propose a model for this interaction (Figure 11). In one scenario, when TFAM, NEIL1, and DNA are combined in a 1:1:1 M ratio, we propose that both NEIL1 and TFAM can individually bind to half of the available DNA, leaving some amount of protein unbound. In this tug-of-war model, the two proteins do not interact even in the presence of DNA, but instead compete for the DNA. We also propose a second model, which we refer to as the complex formation model, where a portion of both proteins interact in the presence or absence of DNA forming a complex. Species containing protein-DNA binary complexes or unbound-protein/DNA are also possible in this scenario. To distinguish between these two proposed models, we present data from affinity pull-down experiments, far western studies, SEC-MALS coupled to SAXS, and HDX-MS. Our data indicate that the two proteins appear to interact weakly in the absence of DNA, whereas the presence of DNA favorably alters the interaction landscape. Furthermore, we noted that the interaction can be regulated by changing the buffer conditions, effectively modulating the local binding environment as observed in our affinity pull-down studies where lowering the salt concentration in the buffer favors an interaction. The stoichiometry of the complexes as determined using absolute molar mass values from MALS analysis suggest that larger ternary TFAM-NEIL1-DNA complexes form in the presence of DNA. We further scrutinized the impact of complex formation using HDX-MS, and while this technique does not provide us with atomic resolution structures like NMR, X-ray crystallography, or cryo-electron microscopy, it offers valuable information regarding the conformational dynamics of the protein-DNA binary complexes or protein-protein-DNA ternary complexes studied here (Narang et al., 2020). From our HDX-MS data, it is difficult to distinguish between the tug-of-war model and the complex formation model as the two models present similar species in solution as observed by a bimodal distribution of TFAM peptides upon the addition of NEIL1 within the TFAM-NEIL1-DNA sample; however, evidence from other techniques presented herein favor the complex formation model (Figure 11). We also note that the activity of TFAM is not negatively impacted by the presence (or absence) of NEIL1 under normal cellular conditions. However, we observed aberrant TFAM transcriptional activity upon treatment with MMS in the absence of NEIL1. MMS is a damaging agent which generates primarily 7-methylguanine (7meG) and 3-methlyladenine (3meA) (Beranek, 1990) and while the monofunctional alkyladenine DNA glycosylase (AAG) can excise alkylated bases within the mitochondrion, abasic sites are generated in the process, which are substrates for both NEIL1 and TFAM (van Loon and Samson, 2013; Montaldo et al., 2019). While there is no direct evidence for the involvement of NEIL1 in the repair of 7meG or 3meA, NEIL1 is known to excise other methylated bases such as 2,6-diamino-4-hydroxy-5N-methyl formamidopyrimidine (Fapy-7meG) which could form spontaneously from 7meG in alkaline environments such as that found in the mitochondria (Gates et al., 2004; Prakash et al., 2014). Future work involving mechanistic insight into the interaction between NEIL1 and TFAM in the presence of a panel of oxidative stressors as well as other DNA damaging agents specific to mitochondrial DNA, is warranted.
[image: Figure 11]FIGURE 11 | A model representing the interaction between NEIL1 and TFAM in the presence and absence of nucleic acid binding partners. Two scenarios are possible, when NEIL1, TFAM, and DNA are mixed in a 1:1:1 M ratio. In the tug-of-war model, the two proteins compete to form protein-DNA complexes, whereas, in the complex formation model, a small fraction of both proteins interact in the presence and absence of DNA, forming a complex. Species containing protein-DNA complexes or unbound-protein/DNA are also possible in this scenario. The HDX-MS data alone are insufficient to distinguish between the two proposed models but support for the complex formation model is also provided by pull-down, far-western, MALS, and SAXS analyses.
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Energy terms* Initial runs Duplicated runs

Cis-AAT70 Trans-AA770 Cis-AAT70 Trans-AA770
Mean S.D. Mean S.D. Mean SD. Mean S.D.
Bond 2,481.41 4217 2,487.54 45.03 248217 40.33 2,487.15 41.84
Angle 6,581.86 63.94 6,570.12 70.70 6,575.29 61.87 6,568.83 63.29
Dihed 9,774.51 39.64 9,766.92 38.92 9,803.42 40.60 9,797.98 42.37
vDW -5,650.77 54.81 -5,358.51 52.50 -5,753.14 61.85 -56,387.97 50.02
ELE -63,120.93 236.72 -52,319.35 209.00 -63475.41 213.20 -52,892.09 257.08
1-4 VOW 2,810.94 2354 2,822.22 2224 2,828.29 2255 2816.45 2217
1-4 EEl 33,121.40 81.34 33,206.63 93.87 33,138.63 77.70 33,295.76 81.14
G-Gas -4,001.89 234.72 -2,864.43 207.83 -4,410.75 219.21 -3,306.88 242.81
G-Slov -10,663.86 192.67 -11,676.44 164.42 -10,336.15 183.02 -11,202.01 207.52
Total -14,665.75 86.90 -14,530.87 91.30 -14,746.90 92.74 -14,508.89 85.09

p-value <2.2e-16 <2.2e-16
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Genotype Strain hom3-10 reversion rate

Wiid type RDKY6677 7.50 [4.61-8.95) x 1079 (1)
msh24 RDKY6696 252 [1.72-3.04) x 10°° (336)
rad54 RDKY6898 1.84 [1.27-3.06] x10°® (2.5)

Reported rates are the median rates with 95% confidence interval in square brackets.
Fold increase in mutation rate is listed in parenthesis as compared to the wild-type strain.
14-57 independent cultures from two independently derived isolates.
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Cell line HPRT Mutation frequency

Hela S3 <478 x 107
SHPRH KO <931 x 10°°
MLH1 KO 2.4 [2.29-2.70) X107
MSH2 KO 2.47 [1.82-3.08] x10°*

Reported frequency is the medlian frequency with 95% confidence interval in square
brackets cakculated as described in materials and methods. n = 6 per cell line.
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Name

SgHLTF+2
SGSHPRH +1
SgSHPRH -2
SgMLH1 -1
SgMSH? +4

Forward Primer

5'-CACCGGTTGGACTACGCTATTACAC-3"
5'-CACCGCTGGAGGAGCACGTTTCCGT-3'
5'-CACCGTTGTGACAAGGGTATTCTGG-3"
5'-CACCGTGATAGCATTAGCTGGCCGC-3"
5'-CACCGCTTCTATACGGCGCACGGCG-3'

Reverse primer

5'-AAACGTGTAATAGCGTAGTCCAACC-3"
5'-AAACACGGAAACGTGCTCCTCCAGC-3'
5'-AAACCCAGAATACCCTTGTCACAAC-3
5'-AAACGCGGCCAGCTAATGCTATCAC-3"
5'-AAACCGCCGTGCGCCGTATAGAAGC-3'
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Name

PARP1

PARP2

PARP3

PARP4

PARPSa

PARPSb

PARPE

PARP7

PARP8

PARP9

PARP10

PARP11

PARP12

PARP13

PARP14

PARP15

PARP16

Other
names

PARP,
ARTD1

ARTD2

ARTD3

VPARP,
ARTD4

TNKS1,
ARTDS

TNKS2,
ARTD6

ARTD17
tiPARP,
ARTD14

ARTD16

BAL1,
ARTD9

ARTD10
ARTD11
ARTD12

ZAP,
ARTD13

BAL2,
ARTD8

BAL3,
ARTD4

ARTD15

Molecular
weight (Da)

113,084

66,206

60,089

37,288

142,039

126,918

71,115

76,227

95,871

96,343

109,998

39,597

79,064

101,431

202,800

74,576

36,383

Amino
acid
length

1,014

583

533

327

1327

1,166

630

867

854

854

1,025

338

701

902

1,801

678

332

Catalytic triad
sequence

H-Y-E Hottiger et al.
(2010), Chalia et al.
(2021)

H-Y-E Hottiger et al.
(2010), Challa et al.
(2021)

H-Y-E Hotiger et al.
(2010), Challa et al

(2021)

H-Y-E Hottiger et al.
(2010), Chala et al.
(2021)

H-Y-E Hottiger et al.
(2010), Haikarainen
etal (2014)

H-Y-E Hottiger et al.
(2010), Haikarainen
etal (2014)

H-Y-I Hotiger et al.
(2010), Chala et al.
(2021)

H-Y-I Hotiger et al.
(2010), Challa et al.
(2021)

H-Y-1 Hottiger et al.
(2010), Chala et al.
(2021)

Q-Y-T (Hottiger
etal, 2010; Xuetal.,
2020; Xing et al.,
2021)

H-Y-1 Hotiger et al.
(2010), Challa et al.
(2021)

H-Y-1 Hottiger et al.
(2010), Chala et al
(2021)

H-Y-1 Hottiger et al.
(2010), Challa et al
(2021)

Y-Y-V Hottiger et al.
(2010), Morales etal
(2014), Challa et al
(2021)

H-Y-L Hottiger et al.
(2010), Challa et al.
(2021)

H-Y-L Hotiger et al.
(2010), Challa et al
(2021)

H-Y-Y Hottiger et al.
(2010), Chala et al.
(2021)

Molecular Weight and Amino Acid Length were derived from UniProt database

Type of ribosylation
activity (PAR or
MAR)

PAR Ko and Ren (2012)

PAR Ali et al. (2016)

MAR Rodriguez-Vargas et al.
(2019), Challa et al., 2021)

MAR (PAR when localised to

vault particles) Kickhoefer et al.

(1999); Challa et al,, 2021)
PAR Haikarainen et dl. (2014)

PAR Haikarainen et al. (2014)

MAR Challa et al. (2021)

MAR Challa et al. (2021)

MAR Challa et al. (2021)

MAR Yang et al. (2017)

MAR Challa et . (2021)

MAR Challa et al. (2021)

MAR Challa et al. (2021)

Catalytically Inactive—MAR
Postulated Hottiger et al.
(2010), Morales et al. (2014),
Challa et al. (2021)

MAR Challa et al. (2021)

MAR Challa et al. (2021)

MAR Challa et al. (2021)

DNA dependent
activation

Yes De Vos et al.
(2012), Was et al.
(2013)

Yes De Vos et al
(2012), Ali et al.
(2016)

Yes De Vos et al.
(2012)

No

Postulated (De Vos
etal. (2012),
Halkarainen et al.
(2014)

Postulated De Vos
etal (2012),
Halkarainen et al,
(2014)
Undetermined

Undetermined

Undetermined

Undetermined

No Vyasetal. (2013)

Undetermined

Undetermined

Undetermined

Undetermined

Undetermined

Undetermined

Inhibitors available —FDA
approval
status

‘Yes—Approved for prostate cancer,
breast cancer, ovarian cancer and
gynecologic cancer. Sisay and
Edessa (2017), Dal Moin et al.
(2018), Cortesi et al. (2021)

YYes - Approved for prostate cancer,
breast cancer, ovarian cancer and
gynecologic cancer. Sisay and
Edessa (2017), Dal Moiin et al.
(2018), Cortesi et al. (2021)
‘Yes—Approved for ovarian cancer
Sisay and Edessa (2017), Dal Molin
etal. (2018)

‘Yes—Not FDA approved Dal Molin
et al. (2018), Kirby et al. (2021)

‘Yes—Not FDA approved. Sisay and
Edessa (2017), Dal Moin et al
(2018), Cortesi et al. (2021)

‘Yes—Not FDA approved. Sisay and
Edessa (2017), Dal Moiin et al.
(2018), Cortesi et al. (2021)

Yes—Not FDA approved. Wang
etal. (2018)

Yes—Not FDA approved. Gozgit
etal. (2021)

No

No

‘Yes—Not FDA approved.Lemke
et al. (2020)

‘Yes—Not FDA approved. Kirby et al.
(2018)

YYes—(Nonselective) —Not approved
for PARP12. Dal Molin et al. (2018)

No

‘Yes—Not FDA approved. Schenkel
et al. (2021)

Yes (Nonselective) - Not FDA
approved for PARP15. Dal Molin
etal. (2018)

Yes (Nonselective)—Not FDA
approved for PARP16. Sisay and
Edessa (2017), Dal Moiin et al.
(2018), Cortesi et al. (2021), Palve
etal. (2021)
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* All values are reported in kcal/mol. p-values are from two-sided Student’s t-test.
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