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Group II metabotropic glutamate receptor (mGluR) ligands are potential novel drugs for neurological and psychiatric disorders, but little is known about the effects of these compounds at synapses of the human cerebral cortex. Investigating the effects of neuropsychiatric drugs in human brain tissue with preserved synaptic circuits might accelerate the development of more potent and selective pharmacological treatments. We have studied the effects of group II mGluR activation on excitatory synaptic transmission recorded from pyramidal neurons of cortical layers 2–3 in acute slices derived from surgically removed cortical tissue of people with epilepsy or tumors. The application of a selective group II mGluR agonist, LY354740 (0.1–1 μM) inhibited the amplitude and frequency of action potential-dependent spontaneous excitatory postsynaptic currents (sEPSCs). This effect was prevented by the application of a group II/III mGluR antagonist, CPPG (0.1 mM). Furthermore, LY354740 inhibited the frequency, but not the amplitude, of action potential-independent miniature EPSCs (mEPSCs) recorded in pyramidal neurons. Finally, LY354740 did slightly reduce cells’ input resistance without altering the holding current of the neurons recorded in voltage clamp at -90 mV. Our results suggest that group II mGluRs are mainly auto-receptors that inhibit the release of glutamate onto pyramidal neurons in layers 2–3 in the human cerebral cortex, thereby regulating network excitability. We have demonstrated the effect of a group II mGluR ligand at human cortical synapses, revealing mechanisms by which these drugs could exert pro-cognitive effects and treat human neuropsychiatric disorders.
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INTRODUCTION

Pre- and postsynaptic metabotropic glutamate receptors (mGluRs) are activated by L-glutamate, the major excitatory transmitter in the mammalian central nervous system (CNS). These receptors regulate neuronal excitability and synaptic plasticity and mediate the actions of neuroactive drugs (Anwyl, 1999; Cartmell and Schoepp, 2002; Niswender and Conn, 2010). Eight subtypes of mGluRs have been identified and these are classified into three groups (mGluRs I, II, and III) according to their amino acid sequence similarities, agonist selectivity, and interactions with transduction mechanisms (Conn and Pin, 1997). Group II receptors (mGlu2 and mGlu3) are intriguing due to their peri- and extra-synaptic location outside the synaptic junction (Shigemoto et al., 1997; Corti et al., 2002), predicting receptor activation in an activity-dependent manner when glutamate spills over from the release site (Scanziani et al., 1997). This process may be of interest not only under physiological but also under pathological conditions (Molinari et al., 2012). Group II mGluRs are often coupled to the cyclic AMP cascade (Conn and Pin, 1997) and are potently activated by a series of compounds developed by several pharmaceutical companies and particularly by Eli Lilly and Company, for example (1)-2-aminobicyclo[3.1.0] hexane-2,6-dicarboxylic acid (LY354740) (Schoepp et al., 1999).

Work performed in rodents shows that the activation of group II mGluRs have pre- and post-synaptic effects, consistent with receptor locations (Anwyl, 1999; Cartmell and Schoepp, 2002; Niswender and Conn, 2010). For example, presynaptic group II mGluRs, expressed by the perforant pathway from the entorhinal cortex depress excitatory synaptic responses recorded from hippocampal CA1 pyramidal cells or interneurons of stratum lacunosum moleculare (Kew et al., 2001; Capogna, 2004; Price et al., 2005). Conversely, activation of postsynaptic mGlu3 expressed by hippocampal CA3 pyramidal neurons enhances excitability by inhibiting a K+ conductance and by activating a calcium-sensitive cationic conductance (Ster et al., 2011). Moreover, mGlu3R activation enhances mGlu5R-mediated somatic Ca2+ mobilization in pyramidal cells of the mouse prefrontal cortex (Di Menna et al., 2018).

Furthermore, pharmacological or genetic manipulation of mGlu2 gate synaptic plasticity, for instance at hippocampal mossy fiber to CA3 pyramidal cell synapses (Yokoi et al., 1996). Thus, the cellular mechanisms by which group II mGluRs regulate network function are heterogeneous. Additional complexity is given by the fact that group II mGluRs are expressed on axons that target specific cell types but not others (Kintscher et al., 2012).

Group II mGluRs can be down-regulated during development (Doherty et al., 2004), indicating that these receptors could be critical for network maturation as well as for neurodevelopmental disorders. Conversely, group II mGluRs are up-regulated following epileptic seizures (Doherty and Dingledine, 2001). These observations suggest that these receptors could play a role in various brain disorders. Indeed, group II mGluRs are currently investigated as potential drug targets for treating neurological and psychiatric disorders. Several agonists have been developed with the aim of improving cognitive dysfunction in schizophrenia, Alzheimer’s disease and anxiety disorders (Caraci et al., 2018; Ferraguti, 2018; Stansley and Conn, 2018). For example, agonists of group II mGluRs show anxiolytic activity in a wide range of animal models of anxiety disorder (Swanson et al., 2005) and improve cognition (Stansley and Conn, 2018). Experimentally, LY354740 rescues deficits in stereotypy, locomotion, spatial working memory and cortical glutamate efflux induced by pharmacological blockade of NMDA receptors in rodents (Moghaddam and Adams, 1998). Furthermore, several mGlu2 positive allosteric modulators (PAMs) have shown efficacy in preclinical animal models of schizophrenia (Spooren et al., 2000; Galici, 2005) (see review: Maksymetz et al., 2017).

Behavioral effects of mGluR activation in humans provide translational validity of the results obtained in animal models. For example, group II mGluR agonists attenuate NMDA receptor activation-induced deficits in working memory in human subjects (Krystal et al., 2005). However, clinical trials using group II mGluR agonists or PAMs in psychiatric patients have not led to the introduction of novel clinical treatments (see reviews: Maksymetz et al., 2017; Ferraguti, 2018). Reasons for translational failure are complex, including species differences, lack of appropriate animal models, insufficient dosing and limited bioavailability of the drugs tested (Jucker, 2010). As for many other receptor systems, there is a gap between the vast amounts of information available on the actions of group II mGluRs in rodent versus human CNS. The aim of the present study is to help closing this gap and to elucidate the action of the potent and selective group II mGluR agonist LY354740 on pyramidal neurons recorded from acute slices derived from surgically removed human cortical tissue.



MATERIALS AND METHODS

Ethics Statement and Patients

Surgical specimens were obtained from the temporal neocortex of drug resistant temporal lobe epilepsy (TLE) (patients A–E, Table 1A, five females) and from the temporal and frontal neocortex of low grade glioma oncological patients with brain tumors (patients F–H, Table 1B, one female, two males) operated at the John Radcliffe Hospital, Oxford, United Kingdom. All studied tissues were necessarily removed during the surgical procedure and were surplus to diagnostic requirements. Ethics approval was sought and obtained from Research Ethics Committees, National Health Service, Health Research Authority, United Kingdom (NRES Committee South Central – Oxford C: reference 15/SC/0639; NRES Committee East of England – Cambridgeshire and Hertfordshire: reference 14/EE/1098). Fully informed written consent was obtained from each patient who participated.

TABLE 1(A). Clinical data of temporal lobe epilepsy cases.
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TABLE 1(B). Clinical data of glioma cases.
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Slice Preparation

A small piece of cortical tissue (size < 1 cm3) including all layers and some white matter was isolated using a scalpel, removed and immediately immersed in cutting artificial cerebrospinal fluid (ACSF) saturated with carbogen (95% O2/5% CO2), at ∼4°C. The solution containing the block of tissue was continuously bubbled with carbogen. Transportation from the operating theater to the laboratory lasted 15–60 min. The block of tissue was placed in a petri dish containing ice-cold cutting ACSF bubbled with carbogen. In some cases, the block of tissue was divided into smaller pieces before transportation. Next, the block of tissue was glued on a platform of a vibratome (Microm HM 650 V, Thermo Fisher Scientific) and cut into slices at a setting of 325 μm thickness in cutting ACSF at 4°C. The block of tissue was oriented in a way to slice perpendicular to the pia and parallel to the apical dendrites of the pyramidal cells. The cutting ACSF contained the following compounds (in mM): 65 sucrose, 85 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 0.5 CaCl2, 7 MgCl2, 10 glucose (pH 7.3, ∼300 mOsm/L). Slices were incubated in cutting ACSF at 36°C. After ∼10 min, the cutting ACSF was replaced with recording ACSF at 36°C using a peristaltic pump (Gilson) operated at ∼5 mL/min. The recording ACSF contained the following compounds (in mM): 126 NaCl, 2.5 KCl, 1.2 NaH2PO4, 26 NaHCO3, 2 CaCl2, 2 MgCl2, 10 glucose, (pH 7.3, ∼300 mOsm/L). Slices were heated at 36°C for 30 min, after which they were stored at room temperature and continuously bubbled with carbogen.

Electrophysiological Recordings

Slices were submerged in a recording chamber and stabilized with a plastic string harp. The chamber was continuously perfused with oxygenated recording ACSF at a rate of 10 mL/min by a peristaltic pump (Gilson) at a temperature of 33 ± 1°C. Neurons were visualized using a differential interference contrast (DIC) microscope (Olympus BX51WI) using a LUMPlanFL 60× water objective (Olympus) and equipped with a camera (Zyla, ANDOR) connected to a desktop computer. Glass electrodes (4–6 MΩ) were prepared from borosilicate glass capillaries (1.2 mm; GC120F, Harvard Apparatus) using a DMZ Universal puller (Zeitz-Instrument). Electrodes were filled with an intracellular solution composed of the following (in mM): 126 K-gluconate, 4 KCl, 4 ATP-Mg, 0.3 GTP-Na2, 10 Na2-phosphocreatine, 10 HEPES, and 0.05% biocytin, with osmolarity of 270–280 mOsmol/L without biocytin, at pH 7.3 adjusted with KOH. Somatic whole-cell patch-clamp recordings were performed from visualized neurons in cortical layers 2–3. Electrophysiological signals were amplified using an EPC10 triple patch clamp amplifier (HEKA Electronik), digitized at 20 kHz for recordings in voltage-clamp mode and at 5 kHz for recordings in current-clamp mode, and acquired using Patchmaster software (HEKA Electronik). All reported voltage values were compensated for a calculated 16 mV liquid junction potential between the ACSF and the recording pipette. Spontaneous or miniature excitatory postsynaptic currents (sEPSCs or mEPSCs) were recorded in continuous voltage clamp with a holding potential of –90 mV (corresponding to the calculated Cl- reversal potential). The mEPSCs were recorded after the addition of 1 μM tetrodotoxin (TTX) to the recording ACSF. Uncompensated series resistance was monitored using a 20 ms-long -10 mV voltage step applied at the beginning of every sweep (i.e., every minute). The sEPSCs or mEPSCs were recorded continuously for up to ∼30 min. After 3–4 min of baseline recording 0.1–1 μM LY354740 was perfused into the recording chamber for 5 min. The drug was subsequently washed out for 10–20 min.

Signal Analysis and Inclusion Criteria

Analysis of synaptic currents and intrinsic membrane responses was performed using Igor Pro (WaveMetrics). PatchMaster files were loaded into Igor Pro with Patcher’s Power Tools (Max-Planck-Institute, Department of Membrane Biophysics). The input resistance (Rin) was calculated from the slope of steady-state voltage responses to a series of 8–10 subthreshold current injections lasting 400 ms. Spike threshold, half-width and fast after-hyperpolarization (AHPfast, in mV) were determined from the first spike in response to a juxtathreshold positive current injection. The spike half-width was defined as the duration at half-amplitude measured between the threshold potential and the peak of the action potential. The membrane time constant τ was estimated from the monoexponential curve fitting of voltage responses to a -30 pA hyperpolarizing pulse. The membrane capacitance was calculated as the ratio between membrane τ and Rin. The rheobase (in pA) was determined as a 50 ms current injection, able to generate a spike in 50% of the cases in 10 trials. The instantaneous firing rate (in Hz) was defined as the number of action potentials evoked during a 1 s-long depolarizing current pulse of twice the amplitude of the rheobase current. The adaptation index (range, 0–1) was defined as the ratio between the first and last inter-spike intervals (ISIs; in ms) elicited by the same current pulse used to measure the instantaneous firing rate. The resting membrane potential was estimated by averaging a 20 s current-clamp trace recorded at a 0 pA holding current. Changes in Rin evoked by LY354740 application were assessed in voltage clamp mode by applying regular hyperpolarizing voltage steps (-10 mV). For these experiments, Rin was calculated as follows:
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where Rtot is the total resistance and Rs is the series resistance. Rs was calculated as follows:
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where V is the amplitude of the voltage step and Ip is the amplitude of the peak of the capacitive current transient. Rtot was calculated as follows:
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where Is is the amplitude of the steady state current.

The following criteria were determined in order to accept or reject event files: (1) recorded neurons were able to generate at least one spike upon current injection in current clamp mode at the beginning of the recording; (2) the holding current to clamp the cell at -90 mV was <-100 pA; (3) the series resistance was <30 MΩ and did not change more than 20% during the recording. Spontaneous synaptic events were detected using TaroTools toolbox for Igor Pro1. The threshold for event detection was set between -5 and -7 pA depending on the signal-to-noise ratio of the recording. Events with 20–80% rise-time longer than 3 ms and half-width shorter than 1 ms were removed. Subsequently, all events were visually inspected for the entire recording period in order to confirm the reliability of the automatic detection. Events were rejected if they did not display typical fast EPSC kinetic (i.e., ratio between decay time and 20–80% rise-time <3). Statistical analysis was performed using Prism software (GraphPad, San Diego, CA, United States), and the tests used are specified throughout the results. Unless indicated otherwise, values presented in the text and in the figures represent the median and the interquartile range (IQR). All data sets were tested for statistically significant outliers using the Rout test (Q = 1%).

Visualization of Recorded Cells

After recording, slices were immersed in a fixative containing 4% paraformaldehyde, 15% v/v picric acid dissolved in 0.1 M phosphate buffer (PB) pH 7.2–7.4, overnight at 4°C. Slices were then thoroughly washed in 0.1M PB until all fixative was removed from the tissue and were either embedded in 20% gelatin and re-sectioned into 60 μm thickness on a vibratome (VT 1000S, Leica) or were processed further without re-sectioning. After permeabilization with Tris Buffered Saline (TBS), containing 0.3% w/v Triton (Tx) (Sigma), the recorded cells were visualized with overnight incubation in Alexa-488-conjugated streptavidin (Invitrogen, Thermo Fisher Scientific), diluted 1:1000 in the same buffer. Sections were then washed with TBS-Tx three times for 10 min and were mounted in Vectashield (Vector Laboratories) on glass slides for microscopic examination. Visualized neurons were examined using an epifluorescent microscope (Leitz DMRB, Leica) equipped with a camera (ORCA-ER, Hamamatsu) and connected to a desktop computer, using a 480/40 excitation and a 527/30 emission filter, corresponding to the fluorophore used. All visualized cells were confirmed to be pyramidal neurons based on the distribution of dendrites and axon and the presence of dendritic spines. Images of Z-stacks of some of the labeled neurons were made using a laser-scanning microscope (LSM 710, Zeiss) with a Plan-Apochromat 20x/0.8 objective (Zeiss).

Chemicals and Drugs

Salts used in the preparation of the internal recording solution and ACSF were obtained from either BDH or Sigma-Aldrich. LY354740 (1)-2-aminobicyclo[3.1.0] hexane-2,6-dicarboxylic acid, CPPG (RS)-α-cyclopropyl-4-phosphonophenylglycine and tetrodotoxin (TTX) were purchased from Tocris Bioscience, LY354740 was stored as frozen aliquots of 10 mM in DMSO. CPPG was stored as frozen aliquots of 100 mM in 1 M NaOH. TTX was stored as frozen aliquots of 1 μM in 10 mM sodium citrate buffer, pH 4.8.



RESULTS

Identity and Spiking Patterns of the Recorded Neurons

Neurons were recorded under visual control (n = 30; n = 8 patients: five TLE, three tumor) and I/V protocols were performed in whole cell current clamp mode to assess the spiking patterns of the recorded cells in response to depolarizing rectangular current pulses. All neurons included in this study displayed membrane responses, action potential kinetics and discharge patterns consistent with features commonly observed in human cortical pyramidal neurons in layers 2–3 (Molnár et al., 2008) (Table 2 and Figure 1). A subset of slices (16 out 30 from six patients, patient IDs: A–D and G, H) were histologically processed to visualize the biocytin-filled neurons. In 15/16 processed slices, the recorded neuron could be identified as pyramidal cells on the basis of spiny dendrites and axonal distribution, consistent with the electrophysiological properties (Figure 1). In one slice the recorded neuron was not recovered.

TABLE 2. Electrophysiological parameters of human cortical pyramidal cells and experimental protocols related to patient and cell codes.
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FIGURE 1. Features of a human cortical pyramidal cell. (A) Confocal microscopic image of a biocytin-filled human cortical pyramidal cell in layer 3 (patient/cell code: H26) showing spiny dendrites, a prominent apical dendrite and axon (a) descending toward the white matter; maximum intensity projection of a z-stack of ∼24 μm thickness; 1.8 μm optical slice thickness; interval 0.9 μm; 25 slices). (B) Voltage responses of the cell shown in (A) recorded in current clamp mode to hyperpolarizing (–50 pA) and depolarizing (+400 pA) current steps (holding potential: –80 mV). (C) Representative traces of spontaneous EPSCs recorded in voltage clamp mode at –90 mV; traces are low-pass filtered at 1 kHz and notch filtered at 50 Hz (width: 0.05 Hz). (A–C) Same cell.



Pharmacological Activation of Group II mGluRs Depresses Excitatory Synaptic Transmission in Human Cortical Pyramidal Cells

Based on the evidence of group II mGluR modulation of glutamatergic transmission and pyramidal cell excitability in the rodent brain (Anwyl, 1999), we tested the effect of these receptors in human cortical pyramidal cells. We recorded sEPSCs from pyramidal cells in voltage clamp mode at -90 mV. The median frequency of sEPSCs was 2.4 Hz (IQR: 1.4–8.2 Hz), whereas the median amplitude was 13.2 (IQR: 8–15.6 pA; n = 10 from five patients).

Application of the selective group II mGluR agonist LY354740 (0.1 μM, n = 2; or 1 μM, n = 6) significantly depressed the frequency and the amplitude of sEPSCs (p = 0.003, Kruskal–Wallis test, pooled n = 8, Figure 2). Specifically, LY354740 reduced sEPSC frequency by 35% (median; IQR: 32–61%; n = 8) from baseline (p < 0.01) and sEPSC amplitude by 12% (median; IQR: 7–21%; n = 8) from baseline (p < 0.01, Dunn’s post hoc test). The depression of sEPSCs partially persisted after 10–20 min post-LY354740 recovery period and could not be fully washed out (baseline vs. washout p < 0.05; LY354740 vs. washout p > 0.05, LY354740 n = 8, washout n = 6, Dunn’s post hoc test).
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FIGURE 2. Activation of group II mGluRs depresses excitatory synaptic transmission in human cortical pyramidal cells. (A) Representative traces in voltage clamp mode (–90 mV) during baseline and application of the group II mGluR agonist LY354740 (0.1 μM) to a pyramidal cell. (B) Cumulative probability distributions of the inter-sEPSC intervals and sEPSC amplitudes for the cell shown in (A). LY354740 significantly reduces sEPSC frequency (left, p = 0.0001, Kolmogorov–Smirnov test), and non-significantly decreases sEPSC amplitude (right, p = 0.056, Kolmogorov–Smirnov test). (C) Event time histograms (bin size: 10 ms, cell in A,B) showing the effect of LY354740 application on sEPSC frequency (left) and amplitude (right). (D) Baseline normalized effects of LY354740 (0.1 or 1 μM) on individual cells (see Table 2) show significant reduction of sEPSC frequency (left, p = 0.003 Kruskal–Wallis test; baseline vs. LY354740 p < 0.01, baseline vs. washout p < 0.05, LY354740 vs. washout p > 0.05, Dunn’s post hoc test, n = 8) and sEPSC amplitude (right, p = 0.003 Kruskal–Wallis test; baseline vs. LY354740 p < 0.01, baseline vs. washout p < 0.05, LY354740 vs. washout p > 0.05, Dunn’s post hoc test, n = 8). In some cells, washout could not be analyzed due to changes in series resistance (>20% baseline). Numbers denote codes of individual cells (see Table 2). ∗p < 0.05, ∗∗p < 0.01, ∗∗∗∗p < 0.0001.



We sought to verify that the inhibition of sEPSCs observed upon application of LY354740 was indeed due to group II mGluRs, and not due to other factors, for example spontaneous sEPSC rundown in the slice. To this end, we pre-incubated slices for ∼10 min with the group II/III mGluR antagonist, CPPG (0.1 mM) prior to the additional application of LY354740 (1 μM). Under these conditions, LY354740 did not trigger significant depression of the frequency (change from baseline: median +9%, IQR: -1 to +22%, p = 0.312, Wilcoxon test, n = 6) or amplitude (change from baseline: median +3%, IQR: -10 to +12%, p > 0.999, Wilcoxon test, n = 6) of sEPSCs (Figure 3). The frequency and amplitude of sEPSCs in control and in the presence of CPPG were not significantly different (frequency in control: median 2.4 Hz, IQR: 1.4–8.2 Hz, n = 10; frequency with CPPG: median 4 Hz, IQR: 1.7–6.5 Hz, n = 6, p = 0.865, Mann–Whitney test; amplitude in control: median 13.2 pA, IQR: 8–15.6 pA, n = 10; amplitude with CPPG: median 10.5, IQR: 9.1–11.7 pA, n = 6, p = 0.534, Mann–Whitney test), suggesting poor or no endogenous activation of group II mGluRs by glutamate under our experimental conditions.
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FIGURE 3. An antagonist of group II/III mGluRs prevents depression of excitatory synaptic transmission by LY354740. (A) Representative traces in voltage clamp mode (–90 mV) during baseline and application of LY354740 (1 μM) in the presence of the group II/III mGluR antagonist CPPG (0.1 mM) in a neuron. (B) Cumulative probability distributions of the inter-sEPSC intervals and sEPSC amplitudes for the cell shown in (A). LY354740 does not reduce sEPSC frequency (p = 0.967, Kolmogorov–Smirnov test) or amplitude (p = 0.999, Kolmogorov–Smirnov test). (C) Event time histograms (bin size: 10 ms, cell in A,B) showing the effect of LY354740 application on sEPSC frequency (left) and amplitude (right) in presence of CPPG. (D), on average, LY354740 (1 μM) does not significantly change sEPSC frequency (left, p = 0.312 Wilcoxon test, n = 6) or sEPSC amplitude (p > 0.999 Wilcoxon test, n = 6). Numbers denote codes of individual cells (see Table 2).



Group II mGluRs Depress Excitatory Synaptic Transmission Mainly via a Presynaptic Effect

In pyramidal cells of the rodent hippocampus (Ster et al., 2011) and primate prefrontal cortex (Jin et al., 2017), the activation of group II mGluRs change postsynaptic conductances. The observed depression of sEPSCs in our experiments may be due to: (1) presynaptic inhibition of glutamate release; (2) a hyperpolarization of other pyramidal cells innervating the recorded pyramidal cell; (3) a purely postsynaptic effects on the recorded cells (e.g., changes of AMPA receptor conductance), or a combination of the above. To discriminate between these scenarios, we tested in voltage clamp mode whether LY354740 application altered the holding current and the Rin of the recorded pyramidal cells (Figure 4). We did not observe a change in the holding current upon the application of LY354740 (1 μM) in neurons at -90 mV (change from baseline: median 2.6 pA, IQR -0.5 to 10.4 pA, p = 0.175, Wilcoxon test, n = 11, Figures 4A,B), suggesting that, at least at this membrane potential, pyramidal cells are not hyperpolarized by this drug. Nonetheless, LY354740 application (0.1 μM, n = 5; or 1 μM, n = 6) triggered a small but significant reduction of Rin (median change -5%, IQR: 3–10%, p = 0.04, Kruskal–Wallis test, pooled n = 11; baseline vs. LY354740 p < 0.05, LY354740 vs. washout p > 0.05, baseline vs. washout p > 0.05, Dunn’s post hoc test). This effect was absent when CPPG (0.1 mM) was applied prior to the additional application of LY354740 (1 μM; p = 0.7, Wilcoxon test, n = 6). The reduction of Rin from baseline triggered by LY354740 was significantly smaller in the presence of CPPG (p = 0.03, Mann–Whitney test), suggesting that this effect was mediated by activation of group II mGluRs. Thus, group II mGluRs appear to trigger small changes in membrane conductance in pyramidal cells.
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FIGURE 4. Activation of group II mGluRs does not lead to detectable inward currents in human cortical pyramidal cells. (A) Representative trace in voltage clamp mode (–90 mV) during baseline and application of LY354740 (1 μM). The trace was processed with a low pass filter (5 Hz stop band), a notch filter (50 Hz) and boxcar averaging (window of 50 data points; original sampling rate: 20 kHz) to remove synaptic events and isolate the holding current. (B) LY354740 (1 μM) does not significantly affect the holding current (p = 0.175, Wilcoxon test, n = 11). Numbers denote codes of individual cells (see Table 2). (C) Baseline normalized effects of LY354740 (0.1 or 1 μM) on individual cells (see Table 2) show significant reduction of Rin (median change –5%, IQR: 3–10%, p = 0.04 Kruskal–Wallis test; baseline vs. LY354740 p < 0.05, baseline vs. washout p > 0.05, LY354740 vs. washout p > 0.05, Dunn’s post hoc test, n = 11). (D) On average, LY354740 (1 μM) does not significantly impact pyramidal cells’ Rin when CPPG (0.1 mM) is pre-applied (p = 0.7, Wilcoxon test, n = 6). (E) Boxplot showing significantly bigger reduction of Rin between application of LY354740 only and LY354740 with CPPG (p = 0.03, Mann–Whitney test). In some cells, washout could not be analyzed due to changes in series resistance (>20% baseline). Numbers denote codes of individual cells (see Table 2). ∗p < 0.05.



Next, in order to further discriminate between presynaptic and postsynaptic effects, we tested the drug on spontaneous mEPSCs recorded from pyramidal cells. In the presence of 1 μM TTX to block action potentials, mEPSC frequency had a median value of 1.7 Hz (IQR: 1.6–3.3 Hz) and mEPSC amplitude had a median value of 8.6 pA (IQR: 8.1–10.2 pA, n = 9). Application of 0.1 μM (n = 3 cells) or 1 μM LY354740 (n = 6) caused a significant reduction in the frequency of mEPSCs (change from baseline: median -50%, IQR: -29 to -67%, p = 0.019 Kruskal–Wallis test; baseline vs. LY354740 p < 0.05, Dunn’s post hoc test, n = 9 cells pooled, Figure 5). In contrast, mEPSC amplitude was not significantly altered by LY354740 (change from baseline: median -2%, IQR -4 to +2%, p = 0.239 Kruskal–Wallis test; n = 9, Figure 5). Taken together, these results suggest that activation of group II mGluRs leads to presynaptic and postsynaptic effects in pyramidal cells. However, the lack of changes in holding current (at least at -90 mV) and the modest changes in Rin suggest that the depression of excitatory transmission is predominantly caused by inhibition of glutamate release from glutamatergic terminals innervating pyramidal cells.


[image: image]

FIGURE 5. Activation of group II mGluRs depresses excitatory synaptic transmission via a presynaptic effect. (A) Representative traces in voltage clamp mode (–90 mV) from a neuron during baseline and application of the group II mGluR agonist LY354740 (1 μM) in the presence of 1 μM tetrodotoxin; mEPSCs are marked with arrows. (B) Cumulative probability distributions of the inter-mEPSC intervals and mEPSC amplitudes for the cell shown in (A). LY354740 significantly reduces mEPSC frequency (left, p < 0.0001, Kolmogorov–Smirnov test) but not mEPSC amplitude (right, p = 0.999, Kolmogorov–Smirnov test). (C) Event time histograms (bin size: 10 ms, cell in A,B) showing the effect of LY354740 application on mEPSC frequency (left) and amplitude (right). (D) Baseline normalized effect of (0.1 μM, n = 3 cells, or 1 μM, n = 6 cells) on individual cells. LY354740 significantly reduces mEPSC frequency (left, p = 0.019 Kruskal–Wallis test; baseline vs. LY354740 p < 0.05, baseline vs. washout p > 0.05, LY354740 vs. washout p > 0.05, Dunn’s post hoc test, n = 9) but not mEPSC amplitude (right, p = 0.239 Kruskal–Wallis test; n = 9). In some cells, washout could not be analyzed due to change in series resistance (>20% baseline). Numbers denote codes of individual cells (see Table 2). ∗p < 0.05, ∗∗∗∗p < 0.0001.





DISCUSSION

We have demonstrated that activation of group II mGluRs inhibits spontaneous excitatory transmission impinging onto pyramidal neurons in layers 2–3 of the human cerebral cortex. The group II mGluR agonist LY354740 depressed the frequency and amplitude of action potential-dependent sEPSCs but did not alter the holding current of pyramidal cell, although it slightly reduced the cells’ input resistance. It also reduced the frequency but not the amplitude of action potential-independent mEPSCs. Overall, these findings suggest that group II mGluRs act predominantly via a presynaptic effect on glutamate release, rather than via hyperpolarization of layers 2–3 pyramidal cells or postsynaptic effects on ionotropic glutamate receptor conductance. However, we cannot exclude that activation of postsynaptic group II mGluRs in pyramidal cells can lead to network effects. Increases in membrane conductance could lead to membrane hyperpolarization when the cell’s membrane potential is more depolarized and/or to a reduction of the cell’s excitability. If large numbers of pyramidal neurons express group II mGluRs in the human cortex, even a small hyperpolarization or reduction in excitability could alter network dynamics. Our results confirm the negative ‘autoreceptor’ role of this receptor observed in rodent neocortex (e.g., Libri et al., 1997) and hippocampus (e.g., Capogna, 2004). Although group II mGluRs on glutamatergic terminals are activated by glutamate, the source of this transmitter may be either the same terminal that is being suppressed or nearby terminals. In fact, the receptors are widely distributed along the axons and the non-junctional bouton membrane, and glutamate release sites are densely distributed in the neuropil. Therefore, the term ‘autoreceptor’ describes the chemical nature of the terminal and the receptor, and not necessarily a terminal-autonomous regulatory mechanism.

Preclinical studies have demonstrated that group II mGluR agonists exhibit antipsychotic-like properties in animal models of schizophrenia (Stansley and Conn, 2018). However, when these compounds were tested in clinical trials on schizophrenic patients, results were not encouraging (Muguruza et al., 2016). This may be due to patient selection or previous exposure to atypical antipsychotics (Muguruza et al., 2016; Maksymetz et al., 2017). Nonetheless, it is important to acknowledge that rodent animal models do not fully capture the complexities of psychiatric disorders and often show poor predictive power for drug efficacy (Nestler and Hyman, 2010).

Unraveling the cellular effects of group II mGluRs in human cortex could facilitate the identification of causes underlying the poor efficacy of current drugs and help design new, more effective pharmacological treatments. We have tested the effect of a ligand of broad interest for drug development, an agonist for type II mGluRs, on synaptic events recorded from human cortical neurons. Our results demonstrate that this ligand, tested previously in rodents, is effective in inhibiting EPSCs recorded in human pyramidal cells. Future studies using human cortical slices may also help to design novel antipsychotic drugs by shedding light on the physiological effects of PAMs of group II mGluRs (e.g., LY487379 or AZD8529), designed to improve cognition deficits with fewer side effects than more traditional drugs (Singewald et al., 2015).

Our data show that LY354740 inhibited the frequency and amplitude of action potential-dependent sEPSCs as well as the frequency, but not amplitude, of action potential-independent mEPSCs. The latter effect by a drug is usually interpreted as inhibition of spontaneous vesicle fusion and transmitter release (Scanziani et al., 1992). However, LY354740 also appears to trigger postsynaptic effects, as indicated by the small but significant effect of LY354740 on cells’ input resistance. Future studies could confirm the effect of group II mGluRs on neurotransmitter release by examining calcium-dependent release evoked by electrical stimulation of a set of presynaptic fibers. Calcium-dependent and independent neurotransmitter release have been often assumed to share similar mechanisms (Scanziani et al., 1992), although more recent data suggest that the pool of vesicles underlying spontaneous transmitter release can be different from that involved in evoked release (Sara et al., 2005).

In the present study, we could test only a small number of neurons due to limited availability of human cortical tissue. Therefore, we have not explored the subcellular or molecular mechanisms leading to presynaptic depression of glutamatergic transmission. In rodent hippocampus, these receptors are found at pre-terminal axons and on the boutons at some distance from release sites (Shigemoto et al., 1997; Corti et al., 2002), but whether similar localization also occurs in the human cerebral cortex is not known. Based on rodent data, group II mGluR activation could act downstream on N- and P/Q type Ca2+ channels, presynaptic K+ channels, intrinsic release machinery proteins or could be activated by retrograde release of endogenous transmitters from the postsynaptic cells (Niswender and Conn, 2010). Furthermore, our data cannot rule out a contribution of group II mGluRs expressed by pyramidal cells’ dendritic membrane, perhaps at some distance from the soma. Finally, mGlu3 is expressed in human astrocytes where it enhances the uptake of glutamate from the synapse by increasing the expression of glial glutamate transporters (Aronica et al., 2003), and this mechanism could contribute to the inhibition of glutamatergic synaptic events observed in our experiments.

We have only investigated the activation of group II mGluRs by an exogenous ligand. However, it is unclear whether endogenous ligands (likely glutamate) could also modulate neurotransmission. The frequency and amplitude of sEPSCs detected in the presence of the mGluR II/III antagonist CPPG were similar to control conditions, suggesting undetectable levels of group II mGluR activation by endogenous glutamate in acute slices. Future studies should investigate activity-dependent activation of group II mGluRs, as demonstrated in rodents hippocampus (Kew et al., 2001, 2002; Capogna, 2004), which may also be relevant to mechanisms of synaptic plasticity (Tzounopoulos et al., 1998). In the human cortex, group I mGluRs trigger long-term depression of excitatory transmission impinging on fast-spiking GABAergic interneurons (Szegedi et al., 2016), but it is not yet known whether group II mGluRs can mediate analogous effects.

It is yet to be determined whether group II mGluRs depress transmission at all glutamatergic synapses on pyramidal cells or at specific pathways. Spontaneous synaptic events recorded from pyramidal neurons could be mainly due to glutamate released either from thalamus and/or from cortical inputs (Pasquale and Sherman, 2012). Future experiments using selective stimulation of anatomically identified fibers could determine what input(s) physiologically activate group II mGluRs in the human cerebral cortex.

Whether group II mGluR activation leads to depression of most glutamatergic synapses or to suppression of specific pathways, a marked reduction of excitatory transmission in layers 2–3 pyramidal cells is likely to trigger dramatic network effects. Intriguingly, altered activity of cortical neuronal ensembles has been reported in two mouse models of schizophrenia (Hamm et al., 2017), a finding that suggests that group II mGluRs – despite unsuccessful clinical trials to date – could still represent a promising target for this disorder.

It is likely that activation of group II mGluRs causes changes in neurotransmission that are not restricted to glutamatergic synapses onto pyramidal cells. First, these receptors might be located on glutamatergic axons innervating at least some GABAergic interneurons, similar to the modulation of excitability of fast-spiking GABAergic neurons of human cortex by group I mGluRs (Szegedi et al., 2017). Group II mGluRs might be expressed in a cell-type dependent manner, comparable to the expression of mGluR7 (Shigemoto et al., 1996), or other presynaptic metabotropic receptors, e.g., the cannabinoid 1 receptor (Ludanyi et al., 2008). Second, group II mGluRs might also modulate GABAergic transmission (Hayashi et al., 1993; Ohishi et al., 1994). It will be interesting to investigate whether similar mechanisms occur in the human cortex.

Which group II mGluRs were activated in the present experiments? LY354740 is a potent and selective agonist (up to 1 μM) at mGlu2 and mGlu3 receptors with an EC50 of about 10–50 nM in the rat cortex, hippocampus and striatum, and 10 or 30 nM in cells expressing recombinant mGlu2 or mGlu3, respectively (Schoepp et al., 1999). The concentrations used in this study, therefore, were several fold higher than the EC50, in order to ensure activation of mGluRs throughout the entire depth of the slice. Although the concentrations used in this study still predict selectivity over groups I and III mGluRs (EC50: 300 μM and 100 μM, respectively), we did not discriminate between mGlu2 and mGlu3 activation (e.g., Johnson et al., 2013). Thus, future investigations could attempt to discriminate between mGlu2 and mGlu3, also because understanding the different roles of these two receptors could help to design more selective drugs.

The action of group II mGluRs is regulated by development, network events and epileptic-like events in rodents (Doherty et al., 2004). Future studies using tissue closer to pathological focus could test whether pathological processes can cause functional upregulation of receptors.

It is important to acknowledge that the use of tissue from human cerebral cortex of patients subjected to neurosurgery has some methodological limitations. One of these is that the tissue may have some pathological features that remain undetected. We have used cortical tissue from people with epilepsy refractory to medications or from low grade glioma tumor patients (except one patient that was grade III). We have performed the experiments only on cortical tissue that was located outside the focal epileptic region. Accordingly, we have not observed any epileptic-like signal in the human cortical slices used for our study, such as rhythmic spike bursts in current clamp or rhythmic sEPSC bursts in voltage clamp. In the samples obtained from the periphery of diffuse gliomas as assessed by magnetic resonance imaging, variability may be caused by the degree of glial infiltration. Another possible limitation is the variability due to heterogeneity of cortical areas of provenance, different age and sex of the patients, their individual clinical and pharmacological history. Despite this variability, we observed basal functional parameters that were rather homogeneous across samples and patients and consistency in the effects mediated by group II mGluRs. In addition, cortical tissue removed from remote brain tumor sites has been used as control, non-epileptic tissue in a study investigating cellular activities in human epileptic tissue (Jiang et al., 2012).



CONCLUSION

In conclusion, the present study suggests that the activation of group II mGluRs mainly leads to inhibition of glutamate release at synapses on layers 2–3 pyramidal neurons of human cerebral cortex via presynaptic ‘autoreceptors.’ We have established an experimental framework to test the neurophysiological effects of ligands that are relevant to neuropsychiatric conditions in acute slices of human neocortex. Clarifying the mechanisms of action by these ligands has the potential to shed light on their actions in the human brain and bolster the design of more potent and selective drugs.
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Sirtuin 1 and Autophagy Attenuate Cisplatin-Induced Hair Cell Death in the Mouse Cochlea and Zebrafish Lateral Line
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Cisplatin-induced ototoxicity is one of the major adverse effects in cisplatin chemotherapy, and hearing protective approaches are unavailable in clinical practice. Recent work unveiled a critical role of autophagy in cell survival in various types of hearing loss. Since the excessive activation of autophagy can contribute to apoptotic cell death, whether the activation of autophagy increases or decreases the rate of cell death in CDDP ototoxicity is still being debated. In this study, we showed that CDDP induced activation of autophagy in the auditory cell HEI-OC1 at the early stage. We then used rapamycin, an autophagy activator, to increase the autophagy activity, and found that the cell death significantly decreased after CDDP injury. In contrast, treatment with the autophagy inhibitor 3-methyladenine (3-MA) significantly increased cell death. In accordance with in vitro results, rapamycin alleviated CDDP-induced death of hair cells in zebrafish lateral line and cochlear hair cells in mice. Notably, we found that CDDP-induced increase of Sirtuin 1 (SIRT1) in the HEI-OC1 cells modulated the autophagy function. The specific SIRT1 activator SRT1720 could successfully protect against CDDP-induced cell loss in HEI-OC1 cells, zebrafish lateral line, and mice cochlea. These findings suggest that SIRT1 and autophagy activation can be suggested as potential therapeutic strategies for the treatment of CDDP-induced ototoxicity.
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INTRODUCTION

Since the discovery of its anticancer properties in the 1960’s, Cisplatin [cis-diammine dichloroplatinum (II); CDDP] has been widely used as the most potent chemotherapeutic drug for a variety of solid tumors, such as those found in testicular, ovarian, breast, head and neck, lung, and many other types of cancers (Wang and Lippard, 2005; Cepeda et al., 2007). Despite decades of research, effective approaches against CDDP-induced side effects including ototoxicity, nephrotoxicity, and neurotoxicity remain unavailable (Rybak et al., 2007; Florea and Büsselberg, 2011; Kim et al., 2018). The ototoxicity induced by CDDP limits its utility and therapeutic profile in both children and adult patients (Rybak et al., 2007; Langer et al., 2013). Therefore, finding effective medications that have a therapeutic effect on existing CDDP-induced ototoxicity remains an unmet medical need.

CDDP ototoxicity is manifested as bilateral, irreversible sensorineural hearing loss (Fang and Xiao, 2014). The ototoxicity is common, in particular among children (Li et al., 2004). The organ of Corti, the spiral ganglions, and the stria vascularis are profoundly damaged in CDDP injury (Gabaizadeh et al., 1997; Tsukasaki et al., 2000; Cardinaal et al., 2004). It’s noteworthy that the severe hair cell loss is primarily found in CDDP exposure (Wang et al., 2003; van Ruijven et al., 2005). Although CDDP accumulation is consistently high in the stria vascularis (Breglio et al., 2017), the sensory cells in the cochlea, including outer hair cells (OHCs) and inner hair cells (IHCs), are more susceptible to CDDP-induced damage (Borse et al., 2017).

Autophagy is known to be a general cellular response to starvation or stress that degrades cytoplasmic waste or aggregation depending on lysosome pathway (Klionsky et al., 2016). In addition to the maintenance of cellular homeostasis, autophagy also plays important roles in development, physiology, and pathogenesis of a variety of diseases (Mizushima et al., 2008; Janda et al., 2012; Ohsumi, 2014; He et al., 2017; Pang et al., 2017; Song et al., 2017). In various types of hearing loss, autophagy has been proven to be a protective factor for the survival of hair cells (He et al., 2017; Pang et al., 2017). However, it is also implicated in cell death processes (Shen and Codogno, 2011). In CDDP ototoxicity, it is still not well established as to whether autophagy plays a protective or destructive role (Fang and Xiao, 2014; Youn et al., 2015; Li et al., 2018; Yin et al., 2018). Furthermore, understanding how autophagy is regulated during CDDP ototoxicity also remains elusive. In view of these findings and questions, we investigated the effects of autophagy in CDDP-induced cytotoxicity. To confirm our results, several models have been employed, including the auditory cell line HEI-OC1 (Kalinec et al., 2016), the lateral line hair cell of zebrafish (Jiang et al., 2014), and the C57BL/6 mice.

Sirtuin 1 (SIRT1), the most conserved member among a family of NAD+-dependent protein deacetylases, has been proven to have protective effects in various common neurodegenerative disorders (Herskovits and Guarente, 2014). In our previous study, we also demonstrated that decreased SIRT1 level was correlated with age-related hair cell loss and hearing loss in C57BL/6 mice (Xiong et al., 2014, 2015), although the detailed mechanism remains elusive. Interestingly, the effect of SIRT1 in the modulation of autophagy has been proven by the fact that SIRT1 could directly deacetylating multiple autophagy-related proteins, including ATG5, ATG7 and ATG8 (Lee et al., 2008). Therefore, in the present study we aimed to explore SIRT1’s modulation of autophagy during CDDP ototoxicity.



MATERIALS AND METHODS


Cell Culture

Since the HEI-OC1 cell line displays a variety of markers for sensory hair cells, including math1, myosin7a and prestin, it becomes a common cell line used for the elucidation of hair cell pathology. HEI-OC1 cells (kindly provided by F. Kalinec at the House Ear Institute, Los Angeles, CA, USA) were cultured in high-glucose Dulbecco’s Modified Eagle’s Medium (DMEM; Gibco BRL, Grand Island, NY, USA), supplemented with 10% fetal bovine serum (FBS; Gibco BRL, Grand Island, NY, USA) at 33°C and 10% CO2 in a humidified atmosphere without antibiotics. For in vitro cisplatin (CDDP) toxicity test, HEI-OC1 cells were exposed to CDDP at indicated concentrations for indicated hours for cell viability analysis. HEI-OC1 cells were pretreated with different agents for 24 h and then exposed to CDDP at 20 μM for 24 h.



Materials

Cisplatin (CDDP, Selleck, S1166, Huston, TX, USA), Rapamycin (RA, Selleck, S1039, TX, USA), 3-Methyladenine (3-MA, S2767, Selleck, Huston, TX, USA), SRT1720 (SRT1720, S1129, Selleck, Huston, TX, USA). Chloroquine (CQ, C6628, Sigma-Aldrich, MO, USA), LC3-II/LC3B (#3868, Cell Signaling Technology, Boston, MA, USA), SIRT1 (#9475, Cell Signaling Technology, Boston, MA, USA), p62 (#5114, Cell Signaling Technology, Boston, MA, USA), β-actin (#4970, Cell Signaling Technology, Boston, MA, USA), p53 (#2524, Cell Signaling Technology, Boston, MA, USA), Acetyl-p53 (#2525, Cell Signaling Technology, Boston, MA, USA), Western Antibody Dilution Buffer (RM00016, ABclonal, Cambridge, UK).



Protein Extraction and Western Blot

Images of HEI-OC1 cells treated with different reagents were captured by optical microscope. Then, the total proteins of treated cells or tissues were extracted by RIPA lysis buffer (Thermo, 89901, USA), in which proteinase inhibitor (1:100, Selleck, TX, USA) was added. After the concentration measurements by BCA assay kit (Beyotime Biotechnology, Shanghai, China), equal amounts of protein were denatured and then separated by 12% SDS-PAGE electrophoresis, followed by transfer to polyvinylidene fluoride membranes (PVDF, Millipore, Darmstadt, Germany). The membranes were blocked in 5% non-fat milk for 1 h at room temperature. After washing with TBS containing 0.05% tween 20 (TBST) three times, the membranes were incubated with related primary antibodies (1:1,000) in TBST with 5% BSA overnight. Then, they were incubated with secondary antibodies (1:5,000–1:10,000) for 1 h after three washes with TBST. Finally, the protein signals were detected by use of the ECL kit (Millipore, WBKLS0010, Darmstadt, Germany) and analyzed by ImageJ software.



Cell Viability Assay

Cells were seeded at the density of 2,000 cells/well in a 96-well plate and allowed to attach overnight for 16 h. After treatment with or without SRT1720 (0.5 μM) or RA (0.5 μM) for 24 h, they were exposed to CDDP (20 μM) with or without 3-MA (5 mM) for another 24 h. Next, 10 μl CCK-8 reagent (Beyotime Biotechnology, Shanghai, China) was added to each well and reacted for 2 h. Absorbance at 450 nm was detected through the Multiskan MK3 microplate reader (Labsystems, USA) for cell viability.



Transfection of Cells With Fluorescent LC3

The lentivirus containing the green fluorescent protein (GFP)-LC3 fusion gene was purchased from Hanbio (Shanghai, China). The HEI-OC1 cells were transfected with lentivirus-mediated GFP-LC3 to generate GFP-LC3-expressing cells. HEI-OC1 cells were seeded into six-well dishes (1*105 cells per well) and infected with the recombinant lentivirus following the manufacturer’s instructions (a MOI of 100). After 48 h, cells were selected by culture in the presence of puromycin for 2 weeks. Cells were treated with SRT1720 (0.5 μM) or CQ (10 μM) with or without CDDP (20 μM) injury. Observation of autophagosome formation was determined after fluorescent staining by evaluating the number of GFP puncta (puncta/cell was counted).



Assessment of Apoptosis by Flow Cytometry

Cell apoptosis was also measured by a FITC Annexin V Apoptosis Detection Kit (BD, Franklin Lakes, NJ, USA). Briefly, cells were harvested and washed twice by cold PBS solution, and resuspended with 100 μl 1× binding buffer softly. Ten microliter Annexin V and 5 μl propidium iodide (PI) were added to each group and incubated in dark room for 15 min. Approximately 10,000 cells of each group were measured by a FACS Calibur system (BD Biosciences, Franklin Lakes, NJ, USA).



Zebrafish Breeding

Zebrafish embryos of the ET4 transgenic wildtype hair cells that are specifically labeled produced adult fish and maintained at a density of 50 embryos per 100 mm Petri dish in 28.5°C embryo medium (15.0 mM NaCl, 0.5 mM KCl, 1.0 mM CaCl2, 1.0 mM MgSO4, 0.14 mM KH2PO4, 0.06 mM Na2HPO4, and 0.5 mM NaHCO3).



Lateral Line Hair Cell Counting in Zebrafish

Five days post-fertilization (dpf) zebrafish larvae were used for experiments. The experiment was set as eight groups, including control group (DMSO), CDDP group, RA group, CDDP with RA pre-treatment for 1 h, CDDP with RA group, SRT1720 group, CDDP with SRT1720 pre-treatment for 1 h and CDDP with SRT1720 group. The concentration of CDDP was 600 μM, RA 10 μM and SRT1720 5 μM. By using a 12-hole plate, with eight larvae per hole, each group set up two holes. After the CDDP exposure for 12 h and 24 h, 6 zebrafish larvae of each group were selected to fix at 4°C in 4% paraformaldehyde (PFA) for 0.5 h, flushed with PBST, then mounted in glycerin on 25 × 60 mm Non-slip off coverslips. We then determined the counts of three hair cell aggregations of lateral line hair cells in each zebrafish using a confocal microscope (Carl Zeiss, Germany) and calculated the average count of lateral line hair cells.



Animals

Forty-eight C57BL/6 mice at the age of 7 weeks were obtained from Laboratory Animal Center, Sun Yat-sen University. After a hearing test to exclude hearing abnormal mice, the rest of them were randomly divided into six groups, a “Control” group (DMSO intraperitoneal injection), a “CDDP” group (16 mg/kg, intraperitoneal injection), two drug groups (rapamycin, 7.5 mg/kg, intraperitoneal injection; SRT1720, 100 mg/kg, intragastric administration) and two “CDDP+drug” groups. Auditory brainstem response (ABR) were tested 72 h after CDDP administration. Animal care and experimental treatment were carried out in accordance with the recommendations of Constitution of Animal Ethical and Welfare Committee (AEWC). The protocol was approved by the Animal Research Committee at Sun Yat-sen University.



Auditory Brainstem Response

ABR measurements were performed when mice were anesthetized with intraperitoneal injection (100 mg/kg ketamine and 10 mg/kg xylazine mixture). Three needle electrodes were inserted sub-dermally at the vertex (active), under the left ear (reference), and the back (ground). The acoustic signals were generated, and the responses were processed with Tucker-Davis Technologies (TDT System III, Alachua, FL, USA) hardware and software. Ten-millisecond (ms) tone bursts with a 1 ms rise or fall time were presented at 4, 8, 16 and 32 kHz at a rate of 21.1/s. The average response to different sound intensity at 4 kHz, 8 kHz, 16 kHz and 32 kHz was collected and processed by TDT by attenuating the sound intensity 5 dB intervals from 100 dB to 0 dB. The hearing threshold was defined as the lowest stimulation dB level at which a positive wave in the evoked response trace was evident (Pang et al., 2016).



Animal Drug Administration

Cisplatin (CDDP, Selleck, S1166, Huston, TX, USA) was dissolved in DMSO and intraperitoneally injected (16 mg/kg). Rapamycin (RA, Selleck, S1039, TX, USA) was dissolved in DMSO, and intragastric administration (7.5 mg/kg) was performed three times 24 h before and after CDDP exposure, and 1 h before CDDP exposure. SRT1720 (Selleck, S1129, Huston, TX, USA) was dissolved in normal saline (NS; 5 mg/ml) and intragastric administration (100 mg/kg) was performed three times, 12 h and 1 h before CDDP exposure and immediately after CDDP exposure.



Tissue Preparation

After ABR recordings, the deeply anesthetized mice were decapitated, and the cochleae were taken out under microscope to fix in 4% PFA overnight at 4°C on the shakers. The cochleae were decalcified in 4% sodium ethylenediaminetetraacetic acid for 48 h, and then the osseous labyrinth, stria vascularis, spiral ligament, Reissner’s and tectorial membrane were carefully cut away under the microscopy, and the remaining basal membrane were subjected to immunofluorescent staining.



Hair Cells Counting

Cochlear sections were incubated in 3% Triton X-100 for 45 min at room temperature on the shaker, washed with PBS three times and blocked with blocking solution (10% goat serum in PBS) for 1 h. Specimens were counterstained with 4’,6-diamidino-2-phenylindole (DAPI; 10 mg/ml, Sigma-Aldrich, MO, USA) for 10 min. The tissues were mounted on glass slides in 50% glycerol. Cochlear samples were observed and imaged with an Olympus BX63 microscope. Hair cells were counted from the apex to the base along the entire length of the cochlear epithelium. The percentage of hair cell loss in each 0.5 mm length of epithelium was plotted vs. cochlear length as a cytocochleogram.



Statistical Analysis

All values were shown as mean ± SEM. and analyzed by one-way analysis of variance (ANOVA) with Fisher post hoc test or independent t-test. Values of p < 0.05 were considered statistically significant.




RESULTS


SIRT1 and Autophagy Increase in CDDP Induced Cell Death in HEI-OC1 Cells

CDDP-induced cytotoxicity was measured by monitoring cell viability and using annexin V and PI staining in the auditory cell line HEI-OC1. In our experiments, HEI-OC1 cells started to have a decreased survival rate when exposed to 20 μM CDDP at 24 h, and this aggravated at 36 h and 48 h (Figure 1A). Then we exposed the cells to various CDDP concentrations for 24 h. Dose-dependent HEI-OC1 cell death increased by 47.0 ± 10.1% at 20 μM with a 50% of maximal effect (EC50) being ~20 μM (Figure 1B). In agreement with these findings, FACS analysis showed that CDDP induced apoptosis (Figures 1C,D). In the mRNA levels, CDDP only increased LC3B expression (Supplementary Information 1 Figure S1), but not p62. As an autophagosome marker, LC3-II increased, while the autophagic degeneration marker p62 decreased. Interestingly, CDDP significantly increased SIRT1, accompanied with autophagy (Figures 1E,F).
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FIGURE 1. CDDP induces cell death and increases both sirtuin 1 (SIRT1) and autophagy in HEI-OC1 cells. (A) The CCK8 assay was performed to examine cell viability of HEI-OC1 cells in CDDP (20 μM) exposure from 0 h to 48 h (n = 3 individual experiments). (B) The CCK8 assay was performed to examine cell viability of HEI-OC1 cells in CDDP exposure from 0 μM to 100 μM for 24 h (n = 3 individual experiments). (C,D) Apoptosis measured by annexin V and propidium iodide (PI) staining for HEI-OC1 cells in CDDP (20 μM) exposure for 24 h (n = 3 individual experiments) and its analysis. (E,F) Western blots and densitometry analysis for SIRT1 and autophagy marker LC3-II and p62 in CDDP (20 μM) exposure for 24 h (n = 3 individual experiments). Data represent the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.001. CDDP, cisplatin.





Rapamycin Promotes HEI-OC1 Cell Survival After CDDP-Induced Damage

Rapamycin (RA), a well-known mTOR inhibitor, has been widely reported to induce autophagy both in vivo and in vitro (Tanemura et al., 2012). The cell death attenuated when co-treated with RA compared with the single CDDP exposure. Around 20%–30% of total cells did not experience death (Figure 2A). CDDP exposure caused more detached cells, while RA attenuated the ototoxicity (Figure 2B). Although the mRNA levels of LC3B and p62 did not change in RA treatment with or without CDDP (Supplementary Information 1 Figure S1), in the protein levels, LC3-I to LC3-II conversion further increased in RA treatment, while p62 protein decreased even in CDDP exposure (Figures 2C,D). These findings revealed that autophagy activated by RA could attenuate CDDP mediated ototoxicity.
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FIGURE 2. Rapamycin promotes HEI-OC1 cell survival after cisplatin-induced damage. (A) The CCK8 assay was performed to examine cell viability of HEI-OC1 cells following CDDP (20 μM) exposure for 24 h with or without RA (0.5 μM; n = 3 individual experiments). (B) The image of HEI-OC1 cells following CDDP (20 μM) exposure for 24 h with or without RA (0.5 μM; n = 3 individual experiments). (C,D) Western blots and densitometry analysis for autophagy marker LC3-II and p62 in CDDP (20 μM) exposure for 24 h with or without RA (0.5 μM; n = 3). Data represent the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.001. CDDP, cisplatin; RA, rapamycin.





SIRT1 Activates Autophagy and Promotes HEI-OC1 Cells Survival After CDDP-Induced Damage

SRT1720, a new synthetic small molecule, has been confirmed as the selective activator of SIRT1 (Yao et al., 2012; Sun et al., 2018). Previous biochemical studies have shown that the affinity of SIRT1 to SRT1720 is approximately 1,000 times as strong as that with another SIRT1 activator resveratrol. To examine the activation from SRT1720, the protein expression of p53, and ac-p53 as a deacetylated target of SIRT1, were measured by western blotting. The ratios of acetylated p53 to total p53 attenuated in HEI-OC1 cells (Supplementary Information 1 Figure S2). Then, we found that SRT1720 could reduce cell death in CDDP exposure. Around 40% of total cells were prevented from experiencing cell death (Figure 3A). In the mRNA levels, LC3B and p62 mRNA had no significant difference in SRT1720 treatment with or without CDDP exposure (Supplementary Information 1 Figure S1). To robustly demonstrate the modulation that SIRT1 activates autophagy, GFP-LC3 HEI-OC1 cells were employed to describe the modulation with autophagic degradation blocker chloroquine (CQ). CDDP or SRT1720 treatment could increase the formation of LC3, and blocker CQ captured even more. Then, the green puncta were the highest in SRT1720 treatment with CDDP exposure (Figures 3B,C). Meanwhile, SRT1720 could also further increasing LC3-II in CDDP exposure in western blot. In contrast, p62 expression decreased in CDDP exposure and further decreased with SRT1720 treatment (Figures 3D,E). These results suggest that although HEI-OC1 cells might increase SIRT1 to activate autophagy against CDDP damage that may not be enough for cells to pull through. Therefore, we find that the external activation of autophagy and SIRT1 prevent cells from death.
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FIGURE 3. SIRT1 activates autophagy and promotes HEI-OC1 cell survival after cisplatin-induced damage. (A) The CCK8 assay was performed to examine cell viability of HEI-OC1 cells following CDDP (20 μM) exposure for 24 h with or without SRT1720 pre-treatment for 24 h (0.5 μM; n = 3 individual experiments). (B,C) The fluorescence image of green fluorescent protein (GFP)-LC3 HEI-OC1 cells after CDDP (20 μM) exposure with or without SRT1720 (0.5 μM) and CQ (10 μM). Scale bar, 10 μm. Quantity analysis of green puncta was detected in five cells/experiment (n = 3 individual experiments). (D,E) Western blots and densitometry analysis for SIRT1 and autophagy marker LC3-II and p62 in CDDP (20 μM) exposure for 24 h with or without SRT1720 pre-treatment for 24 h (0.5 μM; n = 3 individual experiments). Data represent the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.001. CDDP, cisplatin; SRT, SRT1720.





SIRT1 Reduces CDDP Induced Ototoxicity Through Autophagy in HEI-OC1 Cells

To confirm whether SIRT1 reduced CDDP induced ototoxicity through autophagy, we employed the phosphatidylinositol-3-kinase inhibitor (3-MA), the most widely used autophagy inhibitor (Seglen and Gordon, 1982), to suppress autophagy. As expected, autophagy inhibition accelerated CDDP-induced cell death. Moreover, we found that the prevention of autophagy diminished the SIRT1 activation-mediated HEI-OC1 survival in the CDDP exposure (Figure 4). These results imply that the effects of SIRT1 in cell survival protection were nearly abolished in the autophagic inhibition by 3-MA. Collectively, SIRT1 reduced CDDP mediated ototoxicity via the induction of autophagy.
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FIGURE 4. SIRT1 protects against cisplatin-induced cell death via autophagy in HEI-OC1 cells. The CCK8 assay was performed to examine cell viability of HEI-OC1 cells in CDDP (20 μM) exposure for 24 h combined with 3-MA (5 mM) treatment with or without SRT1720 pre-treatment for 24 h (0.5 μM; n = 4 individual experiments). Data represent the mean ± SEM. ***p < 0.001. CDDP, cisplatin; SRT, SRT1720; 3-Methyladenine, 3-MA.





Autophagy Activation Promotes the Lateral Line Hair Cell Survival After CDDP-Induced Damage in Zebrafish

The lateral line of zebrafish can sense water motion and initiate the appropriate behavioral response for capturing prey and avoiding predators. The lateral line hair cells are located in the skin and easy to observe. Both lateral line and ear hair cells are the sensory hair cells, and they develop and differentiate by similar developmental mechanisms. Mutations in genes disrupting hair cell function in the zebrafish lateral line and vestibular system also cause deafness in humans (Nicolson, 2005). Since both the lateral line and ear hair cells share the similar genetic background, and the lateral line accessibility makes it easier in experimental manipulation and visualization, the zebrafish recently has been recognized as an excellent model for discovering and functionally characterizing genes crucial for hair cell pathology (Behra et al., 2009; Brignull et al., 2009; Liang et al., 2012; Rubel et al., 2013; Jiang et al., 2014). The analysis of hair cell survival allowed us to draw comparisons between CDDP exposure with or without RA at 12 h and 24 h (Figure 5A). At 12 h after CDDP treatment, more than half of hair cells were eliminated. As expected, nearly half of hair cells remained in the pre-treat or with RA or SRT1720 in CDDP exposure. Although at 24 h after CDDP exposure, nearly all hair cells were eliminated, while pre-treatment with RA or SRT1720 significantly attenuated cisplatin-induced hair cell loss (Figures 5A–C).
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FIGURE 5. Autophagy activation promotes hair cell survival after cisplatin-induced damage in zebrafish lateral line. (A) Hair cell counts obtained from CDDP exposure for 12 or 24 h with or without RA or SRT1720 treatment (n = 6 zebrafish larvae). Scale bar, 10 μm. (B) The hair cells were counted at 12 h after CDDP exposure. (C) The hair cells were counted 24 h after CDDP exposure. Data represent the mean ± SEM. ***p < 0.001. Control, zebrafish larvae cultured in the same dose DMSO as the CDDP and RA group; RA, zebrafish larvae cultured in RA; CDDP, zebrafish larvae cultured in CDDP; pre-RA+CDDP, zebrafish larvae cultured in RA for 1 h followed by exposure to CDDP; RA + CDDP, zebrafish larvae cultured in CDDP and RA. SRT1720, zebrafish larvae cultured in SRT1720; pre-SRT1720+CDDP, zebrafish larvae cultured in SRT1720 for 1 h followed by exposure to CDDP; SRT1720 + CDDP, zebrafish larvae cultured in CDDP and SRT1720. CDDP, cisplatin; RA, rapamycin; SRT, SRT1720.





Autophagy Activation Promotes Hair Cell Survival After CDDP-Induced Damage in C57BL/6 Mice

To demonstrate the major role that the activation of autophagy plays in CDDP-mediated hearing loss, we examined the effect of RA on CDDP-induced hearing loss. C57BL/6 mice at 7 weeks old developed a significant ABR threshold shift after CDDP exposure at various frequencies (26.0 ± 6.5 dB at 4 kHz, 26.3 ± 2.5 dB at 8 kHz, 23.0 ± 5.7 dB at 16 kHz and 20.0 ± 7.1 dB at 32 kHz). To supplement with RA at 20 mg/kg 24 h before and after CDDP exposure, plus 1 h before CDDP exposure, we used intraperitoneal injection. RA significantly reduced CDDP-mediated auditory threshold shifts at various frequencies (10.0 ± 5.0 dB at 4 kHz, 5.0 ± 0.0 dB at 8 kHz, 3.3 ± 2.9 dB at 16 kHz and 8.8 ± 2.5 dB at 32 kHz; Figure 6A). Additionally, RA significantly decreased OHC loss in CDDP exposure (Figures 6B,C). Taken together, these results support that RA strengthened OHCs’ survival in CDDP ototoxicity in both zebrafish and mice. Moreover, RA attenuated CDDP-mediated hearing loss in C57BL/6 mice.
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FIGURE 6. Autophagy activation attenuates cisplatin-induced hair cell loss and hearing loss in C57BL/6 mice. (A) Auditory brainstem response (ABR) thresholds decreased with RA (7.5 mg/kg, intraperitoneal injection pre-24 h, pre-1 h, post-24 h) treatment mice in CDDP (16 mg/kg, intraperitoneal injection) exposure compared with the CDDP groups at 4, 8, 16 and 32 kHz (n = 6 mice). (B,C) Surface preparations were stained with 4′,6-diamidino-2-phenylindole (DAPI). Hair cell counts obtained for the CDDP and CDDP+RA group (n = the right cochlea of six mice). Scale bar, 10 μm. Data represent the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.001. Control, mice were intraperitoneally injected with the same dose DMSO as the CDDP group; RA, mice were intraperitoneally injected with rapamycin three times; CDDP, mice were intraperitoneally injected with CDDP; CDDP+RA, mice were intraperitoneally injected with CDDP once and rapamycin three times. CDDP, cisplatin; RA, rapamycin; Apical, the apical turn; Middle, the middle turn; Basal, the basal turn; Red asterisks, lost hair cells.





SIRT1 Activation Attenuates CDDP-Induced Hair Cell Loss and Hearing Loss in C57BL/6 Mice

As proven before, SIRT1 also raised HEI-OC1 cells survival via autophagy in CDDP exposure. To demonstrate whether the activation of SIRT1 attenuates CDDP-mediated hearing loss in mice, we examined the effect of SRT1720 on CDDP-induced hearing loss. In agreement with the experiment before, CDDP developed a severe hearing loss at various frequencies (36.0 ± 11.4 dB at 4 kHz, 30.0 ± 8.9 dB at 8 kHz, 32.1 ± 11.5 dB at 16 kHz and 28.3 ± 4.0 dB at 32 kHz; Figure 7A). To supplement with SRT1720 at 100 mg/kg 12 h before and after, plus 1 h before CDDP exposure, we used gavage. SRT1720 significantly reduced CDDP-mediated auditory threshold shifts at various frequencies (8.8 ± 4.8 dB at 4 kHz, 5 ± 5 dB at 8 kHz, 5.5 ± 3.7 dB at 16 kHz and 5 ± 5 dB at 32 kHz; Figure 7A). Additionally, SRT1720 significantly decreased OHC loss in CDDP exposure (Figures 7B,C). Collectively, SRT1720 strengthens OHC survival to attenuate CDDP induced hearing loss in C57BL/6 mice.
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FIGURE 7. SIRT1 activation attenuates cisplatin-induced hair cell loss and hearing loss in C57BL/6 mice. (A) ABR thresholds decreased with SRT1720 (100 mg/kg, intragastric administration pre-12 h, pre-1 h, post-12 h) treatment mice following CDDP (16 mg/kg, intraperitoneal injection) exposure compared with the CDDP group at 4, 8, 16 and 32 kHz (n = 6 mice). (B,C) Surface preparations were stained with DAPI. Hair cell counts obtained from the CDDP and CDDP+SRT1720 group (n = the right cochlea of six mice). Scale bar, 10 μm. Data represent the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.001. Control, mice intraperitoneally injected with the same dose DMSO as the CDDP group; SRT1720, mice gavage SRT1720 three times; CDDP, mice intraperitoneally injected with CDDP; CDDP + SRT1720, mice intraperitoneal injected with CDDP once and gavage SRT1720 three times. CDDP, cisplatin; SRT, SRT1720; Apical, the apical turn; Middle, the middle turn; Basal, the basal turn; Red asterisks, lost hair cells.






DISCUSSION

Although the relationship between autophagy and cell death has been extensively investigated in the past decade, whether the activation of autophagy induces the cell death or survival in diseases is still controversial. Autophagy is known to be a general cellular process to strengthen cell ability to survive under starvation or stress conditions (Klionsky et al., 2016). However, excessive activation of autophagy leads to autophagic cell death (Yu et al., 2004; Ryter et al., 2014), such as cardiac myocyte death during ischemia/reperfusion (Liu et al., 2016). In contrast, the activation of autophagy also plays a positive role during various pathological and physiological states (Rubinsztein et al., 2015; Deng et al., 2017; Song et al., 2017), including aminoglycoside-induced and age-related hearing loss (He et al., 2017; Pang et al., 2017). Recent work has shown that the role of activation of autophagy in CDDP ototoxicity is still being debated. Autophagy, more specifically mitophagy, alleviated CDDP-induced ototoxicity (Fang and Xiao, 2014; Yang et al., 2018). In addition, the increase of the key autophagy protein Beclin-1 was observed in the model of attenuating ototoxicity induced by CDDP (Fang and Xiao, 2014; Yang et al., 2018). These results suggest that autophagy is important in preventing CDDP-induced ototoxicity. In contrast, autophagy was significantly increased after exposure to CDDP for 48 h along with cell death (Youn et al., 2015). At that moment, the autophagy inhibitor can help to decrease CDDP-induced cell apoptosis (Li et al., 2018). However, the significant apoptosis starts at 24 h, the same as our current work, and the excessive activation of autophagy occurred 48 h after CDDP exposure, which made it difficult to account for the apoptosis. Perhaps the excessive activation of autophagy along with cell death was only part of the progress at the later stage. To thoroughly determine the role of activation of autophagy at the early stage of CDDP-induced injury, when we could intervene, we employed three different models, an auditory cell line of HEI-OC1 cells, the lateral line hair cells of zebrafish, and C57BL/6 mice. We found that the induction of autophagy was markedly increased when the CDDP-induced cell death started in HEI-OC1 cells. Then, enhancing or blocking autophagy with autophagy activators or inhibitors could help us to understand the role of autophagy in CDDP ototoxicity. With the activator of autophagy rapamycin, the CDDP induced cell death was alleviated in HEI-OC1 cells, which agrees with the results in the lateral line hair cells of zebrafish. Meanwhile, the inhibitor of autophagy 3-MA promoted CDDP-induced HEI-OC1 cells death. Following CDDP exposure, the mice developed severe hearing loss, which is consistent with the results of other studies observing a 35 dB–55 dB threshold shift at 4, 8, 16 and 32 kHz (Kim et al., 2014; Benkafadar et al., 2017; Breglio et al., 2017). However, our ABR results showed no difference between different frequencies, while one study indicated higher levels of severity at the highest frequencies (Breglio et al., 2017). Furthermore, the activator of autophagy rapamycin alleviated the CDDP-maintained hair cell death in C57BL/6 mice and attenuated hearing shift. These findings suggest that autophagy plays a protective role against CDDP injury as the way to rescue itself until the point where the damage breaks through its limit.

It has been postulated that the generation of excessive ROS is considered to be one of the major causes of CDDP-induced ototoxicity, in particular the sensory cells of the organ of Corti (Kopke et al., 1997; Dehne et al., 2001; Korver et al., 2002; Hyppolito et al., 2006; Hill et al., 2008). Antioxidants showed good promise against CDDP-induced hearing loss (Borse et al., 2017). On the basis of what has been reported so far, autophagy could suppress ROS accumulation in cells by the p62 delivery pathway (Wang et al., 2018) and its specific mitophagy pathway (Kim et al., 2007). To promote cell survival, induced autophagy decreases ROS concentration and reduces the oxidative damage to biomolecules and organelles (Filomeni et al., 2015; Van Erp et al., 2017). Additionally, in neomycin or gentamicin ototoxicity, autophagy mediates its protective effects by reducing levels of ROS (He et al., 2017). Although the experimental conditions differ between reports in different tissue and our study, our data in HEI-OC1 cells, the lateral line hair cells of zebrafish and the cochlea hair cells in mice are consistent with these studies regarding the activation of autophagy against cytotoxicity, especially CDDP-induced ototoxicity.

Since autophagy activation is an important contributor to alleviate CDDP-induced ototoxicity, the underlying modulator-induced autophagy is not fully understood. SIRT1, the well-studied NAD+-dependent deacetylase, has been proven to have protective effects in various common neurodegenerative disorders (Herskovits and Guarente, 2014). Besides, SIRT1 can extend lifespan in lower organisms (Finkel et al., 2009; Burnett et al., 2011). According to recent studies, in addition to the FoxO-mediated mechanisms (Hariharan et al., 2010; Kume et al., 2010), SIRT1 could also directly deacetylate autophagy proteins, including ATG5, ATG7 and ATG8, to induce autophagy (Lee et al., 2008). Therefore, SIRT1 is one of the modulators of autophagy. In our previous study, we found that the hearing loss is associated with the expression of SIRT1 in the hair cells of C57BL/6 mice (Xiong et al., 2014). SIRT1 plays a protective role to prevent hair cell death in age-related hearing loss (Xiong et al., 2015). As expected, the levels of SIRT1 significantly increased in the hair cell after CDDP exposure, which was accompanied by autophagic induction in the current work. We speculated that SIRT1 might function upstream of autophagy and protect cells against hair cell toxicity and cell death during the early stage of CDDP-induced injury since the hair cells are eager to survive. By enhancing SIRT1 activity with its specific activator SRT1720, the autophagic cavity further improved. Moreover, the CDDP-induced cell death was alleviated in HEI-OC1 cells, in the lateral line hair cells of zebrafish and in cochlear hair cells of C57BL/6 mice. Nevertheless, the protective effect on cell survival was almost diminished by the autophagy inhibitor. These results reveal that the mechanism of increasing SIRT1 to activate autophagy is the way hair cells attenuate CDDP-induced cell death. To our knowledge, this is the first study that describes the modulation between SIRT1 and autophagy in CDDP exposure in hearing.

Apart from the induction of autophagy, rapamycin can modulate other cellular processes (Martin et al., 2017). We have performed immunoblot experiments to detect autophagy via the combined analysis of LC3-II and p62 levels. Rapamycin’s ability to alleviate CDDP-induced ototoxicity is at least partly due to its effect on autophagy. For further study, a specific autophagy modulator needs to be employed. In the previous studies, rapamycin and SRT1720 were applied to animals by systemic administration. However, considering that these agents might inhibit CDDP’s chemotherapeutic efficacy (Lawenda et al., 2008), local application should be considered as the way to intervene in the SIRT1/autophagy activation.

In conclusion, this study shows that CDDP injury activates SIRT1 and autophagy in HEI-OC1 cells. We report for the first time that there is a protective way for the sensory hair cells to rescue themselves by raising SIRT1 and autophagy at the early stage of CDDP injury. Both SIRT1 and autophagy play important roles in hair cell survival after CDDP exposure in HEI-OC1 cells, the lateral line hair cells of zebrafish, and in C57BL/6 mice. Our results suggest that SIRT1 modulates autophagy in CDDP ototoxicity, and provide new insights into the interplay between autophagy and CDDP-induced cell death. On the basis of the present results, we can suggest potential therapeutic strategies for overcoming the CDDP-induced ototoxicity through SIRT1 and autophagy activation.
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Alzheimer’s disease (AD) is the most common neurodegenerative disorder and strongly associated to aging. AD has been related to excess of neurotoxic oligomers of amyloid β peptide (Aβo), loss of intracellular Ca2+ homeostasis and mitochondrial damage. However, the intimate mechanisms underlying the pathology remain obscure. We have reported recently that long-term cultures of rat hippocampal neurons resembling aging neurons are prone to damage induced by Aβ oligomers (Aβo) while short-term cultured cells resembling young neurons are not. In addition, we have also shown that aging neurons display critical changes in intracellular Ca2+ homeostasis including increased Ca2+ store content and Ca2+ transfer from the endoplasmic reticulum (ER) to mitochondria. Aging also promotes the partial loss of store-operated Ca2+ entry (SOCE), a Ca2+ entry pathway involved in memory storage. Here, we have addressed whether Aβo treatment influences differentially intracellular Ca2+ homeostasis in young and aged neurons. We found that Aβo exacerbate the remodeling of intracellular Ca2+ induced by aging. Specifically, Aβo exacerbate the loss of SOCE observed in aged neurons. Aβo also exacerbate the increased resting cytosolic Ca2+ concentration, Ca2+ store content and Ca2+ release as well as increased expression of the mitochondrial Ca2+ uniporter (MCU) observed in aging neurons. In contrast, Aβo elicit none of these effects in young neurons. Surprisingly, we found that Aβo increased the Ca2+ transfer from ER to mitochondria in young neurons without having detrimental effects. Consistently, Aβo increased also colocalization of ER and mitochondria in both young and aged neurons. However, in aged neurons, Aβo suppressed Ca2+ transfer from ER to mitochondria, decreased mitochondrial potential, enhanced reactive oxygen species (ROS) generation and promoted apoptosis. These results suggest that modulation of ER—mitochondria coupling in hippocampal neurons may be a novel physiological role of Aβo. However, excess of Aβo in the face of the remodeling of intracellular Ca2+ homeostasis associated to aging may lead to loss of ER—mitochondrial coupling and AD.
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INTRODUCTION

Alzheimer’s disease (AD) is the most common form of dementia, accounting for 60%–80% of all dementia cases. Despite of all the efforts, the mechanisms underlying the pathology are still unknown. The two main hallmarks of AD are extracellular plaques composed of amyloid β (Aβ) peptide and intracellular neurofibrillary tangles composed of hyper-phosphorylated and misfolded tau. Most AD cases are sporadic (late-onset AD) and affect elderly people, but some cases (around 5%) are inherited in an autosomal dominant fashion, caused by mutations in the genes that encode presenilin1 (PS1), PS2 and amyloid precursor protein (APP; early-onset AD or familial AD). One of the most accepted hypothesis of AD is the “amyloid cascade hypothesis,” which postulates that the deposition of the Aβ is a central event to the pathology of AD (Hardy and Selkoe, 2002). This hypothesis considers that the pathology of AD is caused by an abnormal processing of the protein Aβ, occasioned by a reduction in its clearance or by an increase in its production. Most AD cases are sporadic, being aging the most important risk factor for the disease. During aging and, particularly, in neurodegenerative diseases, the systems that regulate intracellular Ca2+ homeostasis are affected, leading to synaptic dysfunction, plasticity detriment and neuronal degeneration. Consequently, a wide amount of studies has shown that the disturbance of Ca2+ homeostasis is associated with the neurotoxicity that occurs in AD (Mattson, 2007; Bezprozvanny, 2009; Berridge, 2010). The “Ca2+ hypothesis of AD” (Khachaturian, 1989) postulates that the activation of the amyloidogenic pathway induces a remodeling of the neuronal Ca2+ signaling, disturbing the normal Ca2+ homeostasis and therefore, the mechanisms responsible for learning and memory. In addition, oxidative stress, alterations in mitochondrial energetic metabolism and protein aggregation, such as Aβ in AD, affect negatively the intracellular Ca2+ homeostasis. Recent studies have also shown that impaired function of intracellular organelles such as the endoplasmic reticulum (ER) and mitochondria plays an important role in the regulation of Ca2+ during aging and AD (Toescu and Verkhratsky, 2003). In this manner, PSs, located in the membrane of the ER, have been associated to familial AD. They are integral membrane proteins that form the catalytic core of the γ-secretase complex that cleaves APP. Mutations in PSs increase the production of Aβ1–42 form or reduce the production of Aβ1–40 (Borchelt et al., 1996; Lemere et al., 1996). In addition, PSs are believed to form low conductivity channels, being involved in the formation of the leak channels of the ER, releasing Ca2+ in a passive manner from the ER to the cytoplasm (Tu et al., 2006). Mutations in PSs result in an increased release of Ca2+ from the ER (Nelson et al., 2007), probably due to a loss of function of the leak channel. The other key player of intracellular Ca2+ homeostasis, mitochondria, are dynamic organelles that generate ATP and contribute to many cellular functions. They play a main role in apoptotic signaling, lipid synthesis and buffering of intracellular Ca2+. Many reports have also proposed mitochondrial dysfunction in AD. In this manner, dysfunction of mitochondrial bioenergetics (Atamna and Frey, 2007; Yao et al., 2009), increased fission and decreased fusion (Wang et al., 2009; Santos et al., 2010), morphological changes (Hirai et al., 2001; DuBoff et al., 2013; Xie et al., 2013) and redistribution of mitochondria (Kopeikina et al., 2011) have been extensively reported.

ER and mitochondria are connected through the mitochondria-associated ER membranes (MAMs). They play a central role in the processes that occur between ER and mitochondria, such as communication between the two organelles, which includes Ca2+ transport. When the Ca2+ from the ER is released to the cytoplasm, part of this Ca2+ is taken up by mitochondria, acting as a buffer of Ca2+ (Szabadkai et al., 2003). If normal flux is affected, the amount of Ca2+ taken up by mitochondria could be increased. If there is mitochondrial Ca2+ overload, the mitochondrial permeability transition pore (PTPm) will open, mitochondrial membrane potential will collapse and proapoptotic factors such as cytochrome c will be released, activating the caspase pathway and triggering apoptosis. In addition, an excessive Ca2+ increase will enhance the production of reactive oxygen species (ROS), that will also contribute to the opening of the PTPm (Berridge, 2010).

Alteration of the correct MAM function has been previously shown in AD (Müller et al., 2018). In this manner, increased connectivity ER-mitochondria was found in human fibroblasts from patients with familiar AD mutations as well as in fibroblasts from patients with sporadic AD (Area-Gomez et al., 2012; Area-Gomez and Schon, 2017). Our group has also previously reported that Aβ oligomers (Aβo), unlike the fibrils, promote the entry of Ca2+ into the cell, causing mitochondrial Ca2+ overload and cell death by apoptosis (Sanz-Blasco et al., 2008; Calvo-Rodríguez et al., 2016a). Also, exposure of primary hippocampal neurons to conditioned media containing Aβo increased the contact points ER-mitochondria. In addition, these media also increased ER-mitochondria Ca2+ transfer in neuroblastoma cells (Hedskog et al., 2013). However, the effects of oligomers in the context of aging has not been addressed. Moreover, this study has never been performed in primary neurons.

We have previously described an intraorganellar Ca2+ remodeling with aging, involving ER-mitochondria cross-talk and loss of store-operated Ca2+ entry (SOCE) in rat hippocampal neurons (Calvo-Rodríguez et al., 2016b). Most studies on mechanisms underlying the pathology of AD use transgenic animal models that develop the pathology at early ages (i.e., around 6 months of age), cells from AD patients that are therefore already diagnosed, or cell lines exposed to Aβ peptides. In consequence, the alterations in the intraorganellar Ca2+ remodeling in AD in the context of aging have not been described, and the full spectrum of mechanisms through which Ca2+ homeostasis is altered in AD in aging is still missing. Based on this, we decided to study whether the soluble oligomers of the most toxic peptide involved in AD, Aβ1–42 (Aβo), are able to alter: (1) resting levels of cytosolic free Ca2+ concentration ([Ca2+]cyt); (2) SOCE; (3) the content and release of Ca2+ from the internal stores, as well as; (4) the Ca2+ transfer from ER-to mitochondria; (5) the interaction ER-mitochondria; and (6) the expression of the mitochondrial Ca2+ uniporter (MCU) and inositol trisphosphate receptors (IP3Rs) in young and aged hippocampal neurons. In order to model aging, we have employed an in vitro culture of hippocampal rat neurons maintained for several days in vitro (DIV).

Primary rat hippocampal neurons in long-term culture have been previously used as a model of aging by our group and others (Porter et al., 1997; Brewer et al., 2007; Calvo-Rodríguez et al., 2016b, 2017). Importantly, some of the changes that occur in aging are mimicked by this in vitro model of aging, such as accumulation of ROS, lipofuscin granules, heterochromatic foci, activation of the Jun N-terminal protein kinase (pJNK) and p53/p21 pathways and changes in NMDA receptor expression (Sodero et al., 2011; Calvo et al., 2015a). By using fluorescence Ca2+ imaging of fura-2 loaded cells, we have evaluated the change in the Ca2+ content in the ER, SOCE, the Ca2+ depletion from ER induced by different physiological agonists and the coupling ER-mitochondria, in young (4–8 DIV, short-term) and aged (15–21 DIV, long term) hippocampal neurons cultured in vitro and exposed to Aβo as a model of AD and in vitro aging.



MATERIALS AND METHODS


Animals and Reagents

Wistar rat pups (newborn P0–1) were obtained from the Valladolid University animal facility. All animals were handled according to the ethical standard of Valladolid University under protocols approved by the animal housing facility and in accordance with the European Convention 123/Council of Europe and Directive 86/609/EEC. Fura-2/AM and Rhod-5N are from Invitrogen (Barcelona, Spain). Fetal bovine serum (FBS) is from Lonza (Barcelona, Spain). Horse serum, neurobasal medium, HBSS medium, B27, L-glutamine and gentamycin are from Gibco (Barcelona, Spain). Papain solution is from Worthington (Lakewood, NJ, USA). The poly-D-lysine and annexin V are from BD (Madrid, Spain). DNase I and antibody against the MCU are from Sigma (Madrid, Spain). IP3R1 and IP3R2 primary antibodies are from Santa Cruz Biotechnology (Dallas, TX, USA). IP3R3 primary antibody is from BD Transduction Laboratories (Madrid, Spain). ER tracker, mitotracker, tetramethylrhodamine, methyl ester (TMRM) and CM-H2DCFDA are from ThermoFisher Scientific. Aβ1–42 peptide is from Bachem AG (Bubenforf, Switzerland). Other reagents and chemicals were obtained either from Sigma or Merck.



Primary Hippocampal Neuron Culture

Hippocampal neurons were prepared from Wistar rat pups under sterile conditions as reported by Brewer et al. (1993) with further modifications by Pérez-Otaño et al. (2006). Briefly, newborn rat pups were decapitated and, after brain removal, meninges were discarded and hippocampi were separated from cortex. Hippocampal tissue was cut in small pieces, transferred to papain solution (20 u./ml) and incubated at 37°C for 30 min. After 15 min, DNase I (50 μl/ml) was added. Tissue pieces were washed with Neurobasal medium and cell suspension was obtained using a fire-polished pipette in Neurobasal medium supplemented with 10% FBS. Cells were centrifuged at 160 g for 5 min and pellet was suspended in Neurobasal medium. Hippocampal cells were plated onto poly-D-lysine-coated, 12 mm diameter glass coverslips at 30 × 103 cells/dish (plating density, 169 cells/mm2), and grown in Neurobasal media supplemented with L-glutamine (2 mM), gentamicin (1 μg/ml), 2% B27 and 10% FBS, maintained in a humidified 37°C incubator with 5% CO2 without further media exchange. Cells were cultured for 4–8 DIV for young cultures, and 15–21 DIV for aged cultures. Other details have been reported in detail elsewhere (Calvo et al., 2015a; Calvo-Rodríguez et al., 2015).



Aβ1–42 Oligomers Preparation

Aβ1–42 oligomers (Aβo) were prepared as previously reported by a new procedure (Caballero et al., 2016). Briefly, Aβ1–42 peptide was initially solved at 1 mM concentration in iced cold hexafluoroisopropanol (HFIP), and separated into aliquots in sterile microcentrifuge tubes. The solution was then incubated for 2 h at room temperature (RT) to allow monomerization of the peptide. HFIP was removed under vacuum in a speed vacuum (800 g × 10 min at RT), and the peptide film was stored desiccated at −20°C. For aggregation, the peptide was first suspended in dry DMSO at 5 mM concentration. For complete suspension of the peptide, it was subjected to ultrasounds for 10 min, aliquoted in propylene non-siliconized tubes, and stored at −20°C until use. MEM (Gibco) medium supplemented with 0.5 mg/ml Fe2+, 0.5 mg/ml Cu2+ and 0.5 mg/ml Zn2+ was added to bring the peptide to a concentration of 80 μM. Finally, it was incubated at 37°C for 24 h. For experiments, Aβ1–42 was solved in the culturing media to 1 μM final concentration. Composition of these oligomers has been characterized previously (Caballero et al., 2016; Calvo-Rodríguez et al., 2016b).



Effects of Aβo on Apoptosis in Young and Aged Neurons

For apoptosis, hippocampal neurons were exposed to either vehicle or Aβo 1 μM for 24 h. Cells were then washed with phosphate buffered saline (PBS) and apoptosis was evaluated using annexin V (1:20, 10 min) in annexin binding buffer 1× (in mM) NaCl, 140; CaCl2, 2.5; Hepes, 10 (pH 7.4) and assessed by fluorescence microscopy using a Nikon Eclipse TS100 microscope (objective 40×).



Fluorescence Imaging of Cytosolic Free Ca2+ Concentration

Hippocampal cells were cultured for 4–8 DIV (short-term) or 15–21 DIV (long-term) and exposed to either vehicle (supplemented MEM) or 1 μM Aβo for 24 h before the experiment. The day of the experiment, hippocampal cells were washed in standard external medium (SEM) containing (in mM) NaCl 145, KCl 5, CaCl2 1, MgCl2 1, glucose 10 and Hepes/NaOH 10 (pH 7.4). Then cells were incubated in the same medium containing fura-2 (4 μM) for 60 min at RT in the dark. Then coverslips were placed on the perfusion chamber of a Zeiss Axiovert 100 TV, perfused continuously with the same pre-warmed medium at 37°C and epi-illuminated alternately at 340 and 380 nm using a filter wheel. Light emitted at 520 nm was recorded every 1–5 s with a Hamamatsu ER camera (Hamamatsu Photonics France). Pixel by pixel ratios of consecutive frames were captured and cytosolic Ca2+ concentration ([Ca2+]cyt) values from regions of interest (ROIs) corresponding to individual neurons were averaged and expressed as the ratio of fluorescence emission following excitation at 340 and 380 nm as reported in detail previously (Sanz-Blasco et al., 2008; Calvo et al., 2015b). For estimation of Ca2+ increase, responses (calculated as area under curve, A.U.C.) were averaged from responsive neurons (selected by their morphology different from glial cells in the brightfield). Fraction was calculated by dividing responsive cells for the total cell number in the field, considering responsive cells the ones showing a change in the slope of the Ca2+ recording after application of the stimulus.

For measurements of SOCE, fura-2-loaded cells were treated with the sarcoplasmic and ER Ca2+ ATPase (SERCA) pump blocker thapsigargin (1 μM) for 15 min in the same SEM devoid of extracellular Ca2+ before imaging as reported elsewhere (Calvo-Rodríguez et al., 2016b). Then cells were subjected to fluorescence imaging and stimulated with 5 mM Ca2+ to monitor the SOCE-dependent rise in [Ca2+]cyt. Recordings were made in the presence of TTX to prevent activation of voltage-gated Ca2+ channels by connected neurons.

For estimation of Ca2+ store content, the rise in [Ca2+]cyt induced by low concentrations of the Ca2+ ionophore ionomycin (400 nM) added in the absence of extracellular Ca2+ was monitored as reported previously (Villalobos and García-Sancho, 1995).



Fluorescence Imaging of Mitochondrial Free Ca2+ Concentration

Hippocampal cells cultured for 4–8 DIV (short-term) or 15–21 DIV (long-term) were exposed to either vehicle or 1 μM Aβo for 24 h before the experiment. The day of the experiment, hippocampal cells were washed in SEM and incubated in the same medium containing Rhod-5N AM (1 μM) for 30 min at RT in the dark and washed in SEM for additional 30 min. Then coverslips were placed on the perfusion chamber of a Zeiss Axiovert 100 TV, perfused continuously with the same pre-warmed medium at 37°C and epi-illuminated in the red channel (551 nm). Light emitted at 576 nm was recorded every 5 s with a Hamamatsu ER camera (Hamamatsu Photonics France). Pixel by pixel ratios of consecutive frames were captured and mitochondrial Ca2+ concentration ([Ca2+]mit) values from ROIs corresponding to individual neurons were averaged and expressed as normalized fluorescence emission (F/F0). For estimation of Ca2+ increase, responses (calculated as amplitude of the peak) were averaged from responsive neurons (selected by their morphology different from glial cells in the brightfield). Fraction was calculated by dividing responsive cells for the total cell number in the field, considering responsive cells the ones showing a change in the slope of the Ca2+ recording after application of the stimulus.



Immunofluorescence of the Mitochondrial Calcium Uniporter (MCU) and IP3 Receptors

Hippocampal cells at different culture periods and exposed to either vehicle or 1 μM Aβo for 24 h were washed with phosphate buffered saline (PBS), fixed with p-formaldehyde 4% and incubated with antibodies against MCU (1:200) and IP3 receptors IP3R1 (1:50), IP3R2 (1:50) and IP3R3 (1:50) at 4°C overnight. Immunopositive cells were revealed using Alexafluor 488-tagged antibodies (1:300). Optical density was measured in selected ROIs corresponding to individual neurons using ImageJ software. Further details have been reported elsewhere (Calvo-Rodríguez et al., 2016b).



ER-Mitochondria Colocalization

Cells in every condition were stained for 10 min with 200 nM MitoTracker green and ERTracker red and imaged directly using a confocal microscope. High resolution images of cells were recorded by using a Leica TCS SP5 confocal microscope (Leica Microsystems, Mannheim, Germany). The Mitotracker and ER-tracker were excited with 488 and 543 laser lines, respectively, and emission was acquired with a charged CCD camera. The images were analyzed in LAS AF Lite software (Leica Microsystems, Mannheim, Germany). Background was subtracted from all images. Colocalization analysis for the two markers was performed on Z-stacks acquired with steps of 0.8 μm. For colocalization analysis, green and red channel images were acquired independently. Analysis were carried out on single-plane images using ImageJ plug-ins. Manders2 and Pearson’s coefficients were calculated applying the ImageJ Colocalization analysis plug-in.



Mitochondrial Membrane Potential

For mitochondrial membrane potential measurements, hippocampal neurons were exposed to either vehicle or Aβo 1 μM for 24 h. Then, cells were washed in SEM and loaded with the mitochondrial potential probe (TMRM, 10 nM) for 30 min at RT in the dark. Then coverslips containing cells were placed on a Zeiss Axiovert 100 TV inverted microscope and subjected to fluorescence imaging. Fluorescence images were captured with the rhodamine filter set with a Hamamatsu ER-Orca fluorescence camera as reported previously (Calvo-Rodríguez et al., 2016b).



Generation of Reactive Oxygen Species (ROS)

For ROS generation measurements, hippocampal neurons were exposed to either vehicle or Aβo 1 μM for 24 h. Then, cells were washed in SEM and loaded with the ROS probe 5-(and-6)-chloromethyl-2′,7′-dichlorodihydrofluorescein diacetate (CM-H2DCFDA 2 μM) for 40 min at RT in the dark. Then coverslips containing cells were placed on a Zeiss Axiovert 100 TV inverted microscope and subjected to fluorescence imaging. Fluorescence images were captured with the FITC filter set with a Hamamatsu ER-Orca fluorescence camera.



Statistics

Changes in fluorescence ratio are expressed as area under the curve (AUC) and maximum increase in ratio (Δratio). Calculation of AUC and Δratios were performed using Origin Lab 7.0. Data are presented as mean ± SEM. When only two means were compared, Student’s t-test was used. For more than two groups, statistical significance of the data was assessed by one-way or multifactorial analysis of variance (ANOVA), depending on the number of factors considered. Differences were considered significant at p < 0.05, where 0.05 is the signification level.




RESULTS


Aβ Oligomers Induce Apoptosis Only in Aged Neurons

We tested the effects of Aβ1–42 oligomers (Aβo) on the rate of apoptosis in rat hippocampal neurons cultured for 4–8 DIV representing young neurons, or in neurons cultured for 15–21 DIV that represent many characteristics of aged neurons as reported previously (Calvo-Rodríguez et al., 2016a). Short-term (4–8 DIV) and long-term (15–21 DIV) cultured hippocampal neurons were exposed for 24 h to 1 μM Aβo or to vehicle (supplemented MEM, see “Materials and Methods” section). This latter condition was taken as control group. Figure 1 shows that, in resting conditions, only less than 3% of the young neurons display apoptosis. Aβo do not increase the rate of apoptosis in these cultured cells. About 5% of aged neurons display apoptosis in basal conditions. In contrast, Aβo increase the percent of apoptotic cells by nearly four-fold. These results confirm our previous results reported elsewhere (Caballero et al., 2016; Calvo-Rodríguez et al., 2016a) and indicate that Aβo toxicity depends on the time in culture of rat hippocampal neurons.
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FIGURE 1. Amyloid β peptide oligomers (Aβo) induce apoptosis only in aged neurons. Short-term (young) and long-term (aged) hippocampal cultures were exposed for 24 h Aβo (1 μM) or vehicle. Then, the relative abundance (percent, %) of apoptotic neurons was assessed by incubation with annexin V. Pictures show representative bright field cultures of short-term (A) and long-term cultures (B) of rat hippocampal neurons. Bars represent mean ± standard external medium (SEM) percentage of apoptotic cells per condition. n = 339 and 330 cells from three independent experiments for young neurons (A) and 452 and 417 cells from four independent experiments, respectively for aged neurons (B). *p < 0.05 compared to control group.



In our hands, cultured rat hippocampal cells display a mix of neurons and glial cells and their relative abundance changes with aging in culture mostly because glial cells proliferate while neuron cells do not. The fraction of neurons amounts 60% at 5 DIV, decreases to 23% at 14 DIV and decreases further to only 15% at 20 DIV. Therefore, for monitoring of effects of Aβo in neurons, it is convenient to carry out measurements at the single cell level in identified neurons. Fortunately, hippocampal neurons can be easily identified and distinguished from astrocytes or glial cells according to morphometric characteristics for the expert eye. Next, we addressed whether treatment of rat hippocampal neurons with Aβo promote differential changes in intracellular Ca2+ homeostasis in young and aged neurons.



Aβ Oligomers Increase Resting [Ca2+]cyt and Synchronous Ca2+ Oscillations in Aged Neurons

We have tested the effects of chronic treatment of Aβo on resting [Ca2+]cyt, a parameter previously reported to vary as hippocampal neurons age in culture (Calvo et al., 2015a). Short-term (4–8 DIV) and long-term (15–21 DIV) cultured hippocampal neurons were exposed for 24 h to 1 μM Aβo or to vehicle (supplemented MEM). The effects of treatments were assessed by calcium imaging of fura-2 loaded neurons. Neurons were clearly distinguished from surrounding glial cells by their morphometric characteristics as previously reported (Calvo-Rodríguez et al., 2016b). Figure 2 shows that short-term cultured, rat hippocampal neurons display spontaneous, synchronous [Ca2+]cyt oscillations. Notice that the average recording runs in parallel to the recordings of individual cells, indicating that oscillations are synchronous. These synchronous oscillations reflect synchronous synaptic activity and the formation of neural networks in vitro (Nunez et al., 1996; Calvo-Rodríguez et al., 2016b). Long-term cultured rat hippocampal neurons exposed to Aβo (1 μM, 24 h) display increased [Ca2+]cyt levels (resting level) when compared to the control neurons (Figure 2C). Moreover, treatment of long-term cultured hippocampal neurons with 1 μM Aβo for 24 h increases significantly the synchronous and spontaneous [Ca2+]cyt oscillations compared to the control group measured as oscillations index (OI), a parameter representing both the frequency and amplitude of [Ca2+] oscillations (Figure 2D; Nunez et al., 1996). In contrast, exposure of short-term cultured neurons to 1 μM Aβo had a little or no effect on both parameters, resting [Ca2+]cyt and OI. These results suggest that prolonged exposure of hippocampal neurons in vitro to Aβo increases the excitability of the neuronal circuit, at the level of basal Ca2+ and spontaneous oscillations. This effect is statistically significant only in aged neurons and Aβo has no effect in this regard in young neurons.
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FIGURE 2. The exposure of aged hippocampal neurons to Aβo increases basal Ca2+ and synchronous and spontaneous Ca2+ oscillations. Hippocampal neurons cultured for different days in vitro (DIV), were exposed to vehicle or Aβo (1 μM, 24 h), and [Ca2+]cyt was monitored by fluorescence imaging using fura-2. (A,B) Traces show individual cells (gray lines) and mean ± SEM (black line) of the increase in [Ca2+]cyt prior to any stimulus in young (A) and aged (B) cultured hippocampal neurons exposed to either Aβo (1 μM) or vehicle. (C,D) Bars represent mean ± SEM of basal Ca2+ (ratio F340/F380; C) and the oscillation index (D) for young and aged neurons, treated in absence (ctrl) of presence of the Aβo (Aβ1–42, hatched bars). n = 113, 97, 131 and 169 neurons from four to six independent experiments, respectively. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aβ Oligomers Dampen Further the Decreased Store Operated Ca2+ Entry (SOCE) in Aged Neurons

We have previously shown that SOCE, the Ca2+ entry pathway activated after depletion of intracellular Ca2+ stores, decreases with in vitro aging (Calvo-Rodríguez et al., 2016b). This process has been associated to a downregulation of stromal interaction molecule 1 (Stim1) and Orai1, molecular players involved in SOCE in most cell types. Here, we assessed the effect of Aβo on SOCE in our model of in vitro aging. Short-term and long-term cultured hippocampal neurons were exposed to either vehicle (Control) or Aβo (1 μM, 24 h), and SOCE was monitored by fluorescence imaging of [Ca2+]cyt. For this end, cultured neurons were loaded with fura-2 and treated with Tg (1 μM) for 15 min in medium devoid of extracellular Ca2+ (0 Ca) in order to fully deplete the intracellular Ca2+ stores. Subsequently, medium containing Ca2+ 5 mM and TTX (500 nM) was added for 5 min to activate SOCE. TTX was added to block the electrical connectivity of cultured neurons. La3+ (100 μM) was added later to block this pathway. Pictures in Figure 3 show typical bright field images (transm) and fluorescence images coded in pseudocolor representing [Ca2+]cyt before (basal) and after addition of 5 mM Ca2+ (5 Ca). Representative recordings of fluorescence ratios of individual short-term (young, 4–8 DIV, Figures 3A,C) and long-term (aged, 15–21 DIV, Figures 3B,D) cultured neurons are also shown. Figure 3E shows bars corresponding to the averaged SOCE calculated as ΔRatioF340/F380 (mean ± SEM). Data confirm our previous results showing that SOCE is reduced significantly in in vitro aged neurons relative to young neurons. In addition, they show that AβO decrease SOCE further but this effect is only statistically significant in aged neurons.
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FIGURE 3. Store operated Ca2+ entry (SOCE) decreases in long-term cultured hippocampal neurons exposed to Aβo. Short- and long-term cultured hippocampal neurons were either exposed to vehicle (ctrl) or Aβo (1 μM, 24 h), and SOCE was monitored by fluorescence imaging of Ca2+. Neurons were incubated with fura-2 and treated with Tg (1 μM) for 15 min in medium devoid of Ca2+ (0 Ca). Subsequently, Ca2+ 5 mM in presence of TTX (500 nM) was added to elicit an increase in the [Ca2+]cyt. La3+ (100 μM) was added to block SOCE. (A–D) Pictures show typical fluorescence images of transmission (transm) and [Ca2+]cyt coded in pseudocolor of thapsigargin (Thap) and after addition of 5 Ca. Pseudocolor scale is shown at right. Bars represent 10 μm. Traces are representative recordings of fluorescence ratios of individual short-term (young, 4–8, A,C) and long-term (aged, 15–21, B,D) cultured neurons. (E) Bars correspond to the averaged SOCE (mean ± SEM). n = 65, 84, 35 and 45 individual cells studied in three and three independent experiments, respectively. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aβ Oligomers Increases Further the Enhanced Ca2+ Store Content in Aged Neurons

We have reported previously that in vitro aging increases Ca2+ store content in rat hippocampal neurons (Calvo-Rodríguez et al., 2016b). Ca2+ store content was assessed after chronic exposure to Aβo in young and aged neurons. For this end, Ca2+ store content was tested using the Ca2+ ionophore ionomycin added in medium devoid of external Ca2+. This procedure has been reported previously to estimate Ca2+ store content in living cells (Villalobos and García-Sancho, 1995; Calvo-Rodríguez et al., 2016b). Ca2+ store content was monitored by fluorescence imaging in short-term and long-term cultured hippocampal neurons, exposed to Aβo (1 μM, 24 h), and compared to the controls (exposed to the vehicle for dilution of Aβo, MEM). These experiments were always carried out in medium devoid of extracellular Ca2+ (0 Ca), in order to avoid the entry of Ca2+ from the external medium. The stimulation of hippocampal neurons with 400 nM ionomycin in Ca2+ free medium (0 Ca; Figure 4) increased [Ca2+]cyt in all neurons studied (measured as AUC). Exposure of the short-term cultured cells to Aβo did not modify the increase in [Ca2+]cyt induced by ionomycin (Figures 4A,C). However, in the long-term cultured cells, chronic exposure to Aβo for 24 h increased significantly the content of the stores, as shown by the enhanced increase in the [Ca2+]cyt induced by ionomycin in 0 Ca medium (Figures 4B,D). These results suggest that the chronic treatment of cultured hippocampal neurons with Aβo increases further Ca2+ store content exclusively in the long-term cultured neurons, an effect that could be related to the increase in the basal Ca2+ levels that were appreciated in the aged neurons exposed to the Aβo, but that does not occur in the young cultured ones.
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FIGURE 4. The exposure of aged hippocampal neurons to Aβo increases Ca2+ store content. Hippocampal neurons exposed to either Aβo (1 μM) or vehicle and loaded with fura-2 were stimulated with ionomycin (400 nm) in external medium devoid of Ca2+ (0 Ca) and subjected to fluorescence imaging to estimate the content of Ca2+ deposits. (A–D) Pictures show transmission (transm) and pseudocolor images of fluorescence ratios in basal conditions (basal) and after ionomycin (Ionom) stimulation in short-term (A,C, Young 4–8 DIV) and long-term (B,D, Aged 15–21 DIV) cultured hippocampal neurons not exposed (A,B, control) or exposed (C,D, Aβ1–42) to Aβo (1 μM, 24 h). Pseudocolor bars are shown at right. Bar represent 10 μm. Traces are representative recordings of the Ca2+ release induced by ionomycin (400 nM) in medium devoid of Ca2+ (0 Ca) in individual neurons subjected to fluorescence imaging. (E) Bars represent the average (mean ± SEM) in the increase of [Ca2+]cyt in response to ionomycin (measured as area under the curve, AUC) in short-term (young) and long-term (aged) hippocampal neurons exposed to either Aβo (1 μM, 24 h) or vehicle. n = 55, 42, 81 and 114 individual cells from three to six independent cultures, respectively. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aβ Oligomers Increase Further the Enhanced Release of Ca2+ Induced by Acetylcholine in Aged Neurons

In order to understand the functional consequences of the increase in the levels of Ca2+ in the intracellular stores, we then analyzed the release of Ca2+ from the ER that is mobilized by different agonists. The release of Ca2+ mediated by the IP3 receptor was first evaluated using the neurotransmitter acetylcholine (ACh). In order to cancel the contribution of the entry of Ca2+ and just focus on the release from the stores, all the experiments were carried out in the absence of free Ca2+ in the extracellular medium (0 Ca). Application of ACh to cultured hippocampal neurons in 0 Ca produced an increase in the [Ca2+]cyt, as described previously (Calvo-Rodríguez et al., 2016b). Figure 5 shows representative recordings in short-term and long-term cultured hippocampal neurons exposed to either Aβo (1 μM, 24 h) or vehicle, and subjected to fluorescence Ca2+ imaging. It can be observed that the chronic treatment with Aβo does not affect the increase in the [Ca2+]cyt induced by ACh in short-term cultured hippocampal neurons (Figures 5A,C). In contrast, chronic exposure of long-term cultured hippocampal neurons to Aβo promoted a larger [Ca2+]cyt response to ACh when compared to control cells (Figures 5B,D). Figures 5E–G show the quantification of the response. Bars represent the mean value of the [Ca2+]cyt increase, represented as AUC (AUC ± SEM) of the Ca2+ response (Figure 5E). The fraction of cells that presented an increase in the [Ca2+]cyt is also showed (Figure 5F). It can be observed that the fraction of cells that responded to the stimulation with ACh is higher in long-term cultured hippocampal neurons. In order to compare the response between young and aged neurons, a measure of global release of Ca2+ involving both parameters (Ca2+ released and fraction of responding cells) was calculated. For this end we multiplied the AUC of the cells that showed an increase in the [Ca2+]cyt by the fraction of cells that responded to the stimulus. Figure 5G shows the global difference in Ca2+ release from the stores among the four populations. Notice that whereas aging increases the fraction of neurons responsive to ACh, treatment with Aβo enhances instead the release of Ca2+ in each individual cell. Thus, aging increases the fraction of neurons responsive to ACh and Aβo enhances the rise in Ca2+ elicited by ACh in aged neurons. No effect was observed in young neurons.
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FIGURE 5. The exposure of aged hippocampal neurons to Aβo increases Ca2+ responses to acetylcholine (ACh) in rat hippocampal neurons. Hippocampal neurons incubated with vehicle or Aβo (1 μM, 24 h) and loaded with fura-2 were subjected to fluorescence imaging for monitoring the Ca2+ released by ACh in short-term and long-term cultured neurons. Cells were stimulated with ACh in Ca2+ free medium. (A–D) Pictures show transmission images (transm) and pseudocolor images of fluorescence ratios taken before (Basal) and after ACh stimulation. Pseudocolor scale is shown at right. Bars correspond to 10 μm. Traces represent significant fluorescence recordings in single neurons of the Ca2+ release induced by ACh (100 μM) in young and aged cultures not exposed (A,B, control) or exposed (C,D, Aβ1–42) to Aβo (1 μM, 24 h). (E–G) Bars represent the summary results for 102, 94, 39 and 59 cells from four independent cultures, respectively (mean ± SEM, AUC) of responsive cells (E), the fraction of responsive cells (F), and the product of both parameters (G). *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aβ Oligomers Increase Further the Enhanced Release of Ca2+ Induced by Caffeine in Aged Neurons

Next, we assessed the effects of Aβo on Ca2+ release induced by activation of ryanodine receptors (RyRs) in short-term and long-term cultured neurons. Caffeine (Caff; 20 mM) was employed as an agonist of the RyRs. Caffeine is an agonist of the RyRs, which are sensitive to Ca2+-induced Ca2+ released (CICR) processes. In this case, nominally free Ca2+ (without adding EGTA) was used as external cellular medium to be able to activate CICR, while minimizing the effect of Ca2+ entry from the extracellular medium into the cytosol. To avoid high osmotic variation following the application of 20 mM Caff, 20 mM glucose was added to the extracellular medium prior to its addition, subsequently replaced by 20 mM Caff (Calvo-Rodríguez et al., 2016b). When hippocampal neurons were stimulated by caffeine in nominally free Ca2+, a rapid and transient increase in the [Ca2+]cyt could be observed (Figure 6). The bars shown in Figure 6E represent the mean ± SEM value of the increase in [Ca2+]cyt (quantified as AUC). ER Ca2+ mobilized by caffeine was similar in the young neurons (exposed or not exposed to 1 μM Aβo for 24 h) and in the non-exposed cultured-aged neurons. However, in cultured-aged neurons previously exposed to Aβo (1 μM, 24 h), the increase in [Ca2+]cyt was significantly higher than in the control group. Figure 6G shows the global increase (AUC Ca2+ increase × fraction) produced by stimulation with caffeine under these conditions. Therefore, Ca2+ release induced by both IP3 receptor and RyR agonists is further enhanced by Aβo treatment in aged neurons but not in young neurons.
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FIGURE 6. The exposure of aged hippocampal neurons to Aβo increases Ca2+ responses to caffeine in rat hippocampal neurons. Short-term (young, 4–8 DIV) and long-term (aged, 15–21 DIV) cultured hippocampal neurons were either exposed to vehicle or Aβo (1 μM, 24 h) and loaded with fura-2 and subjected to fluorescence imaging. Pictures show representative images of transmission (transm) and pseudocolor coded of basal and the maximum response of Ca2+ to caffeine in young (A,C) and aged cells (B,D). Pseudocolor scale is shown at right. Bars correspond to 10 μm. Traces represent single-cell recordings of young and aged cells non-exposed (ctrl) or exposed (Aβ1–42) to Aβo (1 μM, 24 h) of the Ca2+ response induced by caffeine 20 mM in medium nominal Ca2+. (E–G) Bars represent mean ± SEM of the response of [Ca2+]cyt to caffeine (expressed as AUC) of 56, 78, 94 and 105 cells from three to five independent cultures, respectively (E). Panel (F) shows the fraction of cells that responded. Panel (G) represents the overall result of the multiplication of both factors. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aβ Oligomers Enhance ER-Mitochondria Cross Talking in Young Neurons but They Promote Opposite Effects in Aged Neurons

Next, we tested the effects of Aβo on ER-mitochondria cross-talk, i.e., Ca2+ transfer from ER to mitochondria. For this end, we measured the increase in mitochondrial [Ca2+] ([Ca2+]mit) induced by Ca2+ release elicited by ACh in medium devoid of Ca2+ (0 Ca), in the same manner as for Figure 5. Short-term and long-term cultured hippocampal neurons were incubated either with vehicle (Control) or Aβo (1 μM, 24 h). Then cells were washed and preincubated with the mitochondrial Ca2+ probe Rhod-5N, a fluorescent calcium probe that targets mitochondria (de la Fuente et al., 2012), and subjected to fluorescence imaging in single neurons. Neurons treated with either vehicle (control) or Aβo were perfused with the agonist ACh in medium devoid of Ca2+ (0 Ca) to induce the release of Ca2+ from the ER. Figure 7 shows bright field and Rhod-5N fluorescence images in basal conditions and after stimulation with ACh (100 μM) in short-term (4–8 DIV) and long-term (15–21 DIV) cultured hippocampal neurons. Representative recordings of [Ca2+]mit obtained in single cells before and after stimulation with ACh are also shown. Bars represent the quantification of the rises in [Ca2+]mit induced by ACh in 0 Ca (left), the fraction of responsive cells (middle) and the global response by taking into account both factors (right). As shown previously using mitochondria-targeted aequorin (Calvo-Rodríguez et al., 2016b), the rise in [Ca2+]mit induced by ACh is larger in aged neurons than in young neurons. Therefore, these results confirm our previous results and validate monitoring of [Ca2+]mit with Rhod-5N. The larger rise in [Ca2+]mit in aged neurons is due to both the increase in mitochondrial Ca2+ uptake in every cell (left panel) and the fraction of responsive cells (middle panel) corresponding to a large global ER-mitochondria cross talk in aged neurons relative to young neurons (right panel; Figure 7C). Interestingly, Aβo increased the rise in [Ca2+]mit induced by ACh in young neurons (left panel) and this effect was not due to changes in the fraction of responsive cells (middle panel). Therefore, Aβo increase ER-cross talk in young neurons (right panel, Figure 7C). It is noteworthy that this effect cannot be due to increased ER Ca2+ content (Figure 4E) and is the only effect induced by Aβo that we have observed in young neurons.
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FIGURE 7. The exposure of hippocampal neurons to Aβo affects the cross-talk endoplasmic reticulum (ER)–mitochondria. Hippocampal neurons cultured for 4–8 (young) and 15–21 (aged) DIV were incubated with Rhod-5N (1 μM) and subjected to fluorescence imaging to measure [Ca2+]mit in single cell. Cells exposed to either vehicle (control) or Aβo (1 μM, 24 h) were stimulated with the agonist ACh in medium devoid of Ca2+ (0 Ca). (A) Pictures show typical fluorescence images of transmission (transm) and Rhod-5N fluorescence in basal conditions of after stimulation with ACh (100 μM) in medium 0 Ca of short and long-term cultured hippocampal neurons. The bars represent 10 μm. (B) Traces represent characteristic response of [Ca2+]mit in single cells by stimulating with ACh (100 μM) in medium 0 Ca. (C) Bars represent mean ± SEM of the increase in [Ca2+]mit induced by ACh in 0 Ca, the fraction of response and the global response by taking into account both factors. The global response to ACh is significantly higher in the young neurons exposed to Aβo (1 μM, 24 h) and significantly smaller in the exposed aged ones. n = 44, 66, 29 and 31 individual cells studied in three and three independent experiments, respectively. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.



It is also remarkable that the effects of Aβo on the rise in [Ca2+]mit induced by ACh in young and aged neurons are opposite. Aβo increases Ca2+ transfer from ER to mitochondria in young neurons and decreases it in aged neurons. In fact, Aβo nearly abolishes the rise in [Ca2+]mit induced by ACh in aged neurons and this effect is due to decreases in both the amount of Ca2+ transferred per neuron and the fraction of neurons responsive to ACh. Taken together, these results show that Aβo significantly increases ER-mitochondria cross-talk in young neurons, but they rather abolish it in aged neurons.



Aβ Oligomers Enhance Further the Increased Expression of the Mitochondrial Ca2+ Uniporter in Aged Neurons

Ca2+ enters the mitochondria through the MCU, located into the inner mitochondrial membrane (Baughman et al., 2011; De Stefani et al., 2011). To address the opposite effects of Aβo on mitochondrial Ca2+ uptake in young and aged neurons, we also tested the effects of Aβo on MCU expression. Short-term and long-term cultured neurons were incubated either with vehicle (ctrl) or Aβo (1 μM, 24 h). Then, immunostaining against MCU was evaluated by immunofluorescence. Figure 8 shows representative images of the fluorescence detection of MCU in short-term (young) and long-term (aged) cultured hippocampal neurons and the quantitative analysis of fluorescence intensity (optical density, arbitrary units) of the MCU. As reported previously (Calvo-Rodríguez et al., 2016b), we found that optical density of MCU immunofluorescence is enhanced in aged neurons relative to young neurons, thus confirming our previous results. In addition, we found that Aβo significantly increased the expression of MCU in the long-term cultured hippocampal neurons but not in young neurons. These results indicate that the opposite effects of Aβo on ER-mitochondria cross talking in young and aged neurons are not due to changes in expression of MCU.
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FIGURE 8. The exposure of aged hippocampal neurons to Aβo increases the expression of the mitochondrial Ca2+ uniporter (MCU). Immunostaining against MCU was assessed in hippocampal neurons incubated either with vehicle (ctrl) or Aβo (1 μM, 24 h). (A) Representative images of the fluorescence detection of MCU in short-term (young) and long-term (aged) cultured hippocampal neurons. Bar represents 10 μm and applies to all images. (B) Quantitative analysis of fluorescence intensity (optical density, arbitrary units) of the MCU. Bars represent average ± SEM. n = 112, 81, 90 and 59 cells respectively from three independent cultures. *p < 0.05 compared to control group. #p < 0.05 compared to the young ones.





Aging Increases Expression of IP3 Receptors in Rat Hippocampal Neurons

Ca2+ release from intracellular stores takes place after activation of IP3 receptors at the ER. In addition, IP3 receptors are an ER component of the MAMs (Hedskog et al., 2013). Therefore, these receptors are critical to the coupling between ER and mitochondria. Moreover, IP3 receptors have been involved in the enhanced cytosolic [Ca2+] induced by oligomers in AD (Ferreiro et al., 2004; Demuro and Parker, 2013). Accordingly, we tested whether expression of the three IP3 receptor isoforms (IP3R1, IP3R2 and IP3R3) changes during in vitro aging. Figure 9A shows representative immunofluorescence images of all three IP3 receptor isoforms obtained in short-term (young) and long-term (aged) cultured hippocampal neurons. Figure 9B shows the quantitative analysis of fluorescence intensity (optical density, arbitrary units) corresponding to expression of all three IP3R isoforms in young and aged neurons. Results show that optical density of all three IP3R isoforms is significantly increased in aged neurons relative to young neurons. These results indicate that changes in expression of IP3 receptors may contribute to enhanced response to Aβo in aged neurons and enhanced ER-mitochondria cross talking in aging.
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FIGURE 9. IP3 receptor expression increases in aged rat hippocampal neurons. Immunostaining against IP3R1, IP3R2 and IP3R3 was assessed in short-term and long-term cultured hippocampal neurons representing young and aged neurons. (A) Representative images of the fluorescence detection of the three isoforms in short-term (young) and long-term (aged) cultured hippocampal neurons. Bar represents 10 μm and applies to all images. (B) Quantitative analysis of fluorescence intensity (optical density, arbitrary units) of the three IP3R isoforms. Bars represent average ± SEM. n = 34, 15, 39, 4, 29 and 14 cells, respectively from three independent cultures. #p < 0.05 aged vs. young neurons.





Aging and Aβ Oligomers Increase ER-Mitochondrial Colocalization in Rat Hippocampal Neurons

We investigated ER-mitochondria colocalization using confocal fluorescence imaging of young and aged rat hippocampal neurons loaded with both MitoTracker green and ER-Tracker red. Figure 10A shows representative confocal images of signals in the green and the red channels of hippocampal neurons treated with vehicle or Aβo 1 μM for 24 h. For colocalization analysis of ER and mitochondria, we computed the Manders2 and Pearson coefficients. Figure 10B shows Manders2 and Pearson coefficients of colocalization of ER and mitochondria. Results show that colocalization coefficients increase significantly in long-term cultured neurons corresponding to aged neurons relative to short-term cultured neurons representing young neurons. In addition, coefficients are further enhanced in neurons treated with Aβo. These results indicate that both aging and Aβo enhance ER-mitochondria colocalization.
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FIGURE 10. Aging and Aβo increase ER–mitochondria colocalization in rat hippocampal neurons. Short-term (young) and long-term (aged) hippocampal cultures were exposed for 24 h to Aβo (1 μM) or vehicle. Then, cells were incubated with mito-tracker green and ER-tracker red and mitochondrial—ER colocalization was assessed by confocal fluorescence imaging. (A) Pictures show representative confocal fluorescence images of short-term (young) and long-term (aged) cultures of rat hippocampal neurons treated with vehicle (Ctrl) or Aβ1–42 oligomers. Bar represents 10 μm and applies to all images. (B) Bars represent Manders2 and Pearson colocalization coefficients (mean ± SEM) obtained in ROIs corresponding to identified young and aged neurons treated with vehicle (Cntrl) or Aβ1–42. Data corresponds to three experiments. *p < 0.05 vs. control group. #p < 0.05 vs. young neurons.



The above results may contribute to explain how Aβo increase Ca2+ transfer from ER to mitochondria in young neurons (Figure 7). However, they cannot explain why this transfer is rather impaired in aged neurons treated with Aβo. To address this issue, we investigated next the effects of aging and Aβo on mitochondrial membrane potential and ROS generation in rat hippocampal neurons.



Aging and Aβ Oligomers Decrease Mitochondrial Membrane Potential in Rat Hippocampal Neurons

We have shown previously that in vitro aging is associated to a loss of mitochondrial membrane potential in rat hippocampal neurons (Calvo-Rodríguez et al., 2016b). Here, we tested whether Aβo influence also mitochondrial membrane potential. For this end, short-term and long-term cultures of rat hippocampal neurons corresponding to young and aged neurons, respectively, were treated with vehicle or Aβo (1 μM, 24 h). Then, cells were loaded with the mitochondrial potential probe TMRM and subjected to fluorescence imaging. Figure 11A shows representative TMRM fluorescence images of young and aged neurons treated with vehicle or Aβo. Bars in Figure 11B show average (mean ± SEM) optical density values of ROIs corresponding to hippocampal neurons. Results confirm that mitochondrial membrane potential decreases in aged neurons relative to young ones. In addition, the results show that Aβo decrease it further in young and aged neurons. The effect of Aβo on mitochondrial membrane potential is relatively larger in aged neurons than in young ones. The loss of mitochondrial membrane potential favors PTPm, a process that is also enhanced by ROS generation. Accordingly, we investigated next the generation of ROS in young and aged neurons either treated or not with Aβo.
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FIGURE 11. Aging and Aβo decrease mitochondrial membrane potential in rat hippocampal neurons. Short-term (young) and long-term (aged) hippocampal cultures were exposed for 24 h to Aβo (1 μM) or vehicle. Then, cells were incubated with TMRM and mitochondrial membrane potential was assessed by fluorescence imaging. (A) Pictures show representative fluorescence images of short-term (young) and long-term (aged) cultures of rat hippocampal treated with vehicle (Ctrl) or Aβ1–42 oligomers. Scale bar represents 10 μm and applies to all images. (B) Bars represent mean ± SEM values of TMRM fluorescence intensity in selected ROIs corresponding to identified young and aged neurons treated with vehicle (Cntrl) or Aβo. Data correspond to three independent experiments. *p < 0.05 vs. control group. #p < 0.05 vs. young neurons.





Aβ Oligomers Increase ROS Generation in Aged Rat Hippocampal Neurons

We tested whether aging and Aβo influence also ROS generation in rat hippocampal neurons. For this end, short-term and long-term cultures of rat hippocampal neurons representing young and aged neurons, respectively, were treated with vehicle or Aβo (1 μM, 24 h). Then cells were loaded with the ROS probe CM-H2DCFDA and subjected to fluorescence imaging. Figure 12A shows representative fluorescence images of young and aged neurons treated with vehicle or Aβo. Bars in Figure 12B show average (mean ± SEM) optical density values for ROIs corresponding to hippocampal neurons. The results show that aging increases significantly CM-H2DCFDA fluorescence consistently with enhanced ROS generation in aged neurons relative to young ones. In addition, we found that Aβo increase ROS generation further in aged neurons, having no effect in the young ones. These results are consistent with detrimental effects of Aβo in aged neurons but not in young ones.
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FIGURE 12. Aging and Aβo enhance reactive oxygen species (ROS) generation in rat hippocampal neurons. Short-term (young) and long-term (aged) hippocampal cultures were exposed for 24 h to Aβo (1 μM) or vehicle. Then, cells were incubated with CM-H2DCFDA and ROS generation was assessed by fluorescence imaging. (A) Pictures show representative CM-H2DCFDA fluorescence images coded in pseudocolor of short-term (young) and long-term (aged) cultures of rat hippocampal treated with vehicle (Ctrl) or Aβ1–42 oligomers. Scale bar represents 10 μm and applies to all images. (B) Bars represent mean ± SEM values of CM-H2DCFDA fluorescence intensity in selected regions of interest (ROIs) corresponding to identified young and aged neurons treated with vehicle (Control) or Aβo. Data corresponds to three experiments. *p < 0.05 vs. control group. #p < 0.05 vs. young neurons.



Accordingly, the present results show that Aβo enhance ER-mitochondrial coupling in short-term cultured hippocampal neurons corresponding to young neurons but this is not associated to a detrimental effect. In contrast, in long-term cultured hippocampal neurons, corresponding to aged neurons, Aβo also increases ER-mitochondrial colocalization, but this effect is associated to loss of ER-mitochondrial coupling and detrimental effect (Figure 13).
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FIGURE 13. Schematic representing the effects of Aβo on intracellular Ca2+ homeostasis in young and aged neurons in vitro. In young neurons (top left), activation of metabotropic ACh receptors induce IP3 synthesis and release of Ca2+ from intracellular stores in the ER. Depletion of Ca2+ stores activate SOCE that rise intracellular Ca2+ to refill Ca2+ stores after activation of the sarcoplasmic and ER Ca2+ ATPase (SERCA). Ca2+ release is also taken by mitochondria through the MCU for activation of mitochondrial metabolism. Treatment with Aβo increases Ca2+ transfer from ER to mitochondria in young neurons without altering any other parameter or promoting apoptosis (bottom left). Aging increases Ca2+ store content at the ER, MCU expression and Ca2+ transfer from ER to mitochondria but decreases SOCE (top right). Treatment of aged neurons with Aβo exacerbates the increases in Ca2+ store content and MCU expression as well as SOCE loss. However, in contrast to young neurons, treatment with Aβo decreases Ca2+ transfer from ER to mitochondria in aged neurons and promotes apoptosis (bottom right).






DISCUSSION

Signaling by Ca2+ plays a fundamental role in learning and memory processes, and participates in survival and neuronal death. Intracellular Ca2+ dyshomeostasis has been extensively related to many neurodegenerative diseases, including AD (LaFerla, 2002; Bezprozvanny and Mattson, 2008). Ca2+ pathology in AD involves altered Ca2+ influx processes as well as Ca2+ release from the internal stores and impaired Ca2+ buffering capacity. Furthermore, sustained up-regulation of Ca2+ levels could both initiate and accelerate the features of AD, including plaque deposition and synaptic loss (Stutzmann, 2007), although if Ca2+ dysregulation is a cause or a consequence of AD is still under debate.

Here, we show that chronic exposure to Aβo exacerbates largely the remodeling of subcellular Ca2+ associated to in vitro aging in cultured hippocampal neurons. First, we show that Aβo increase further basal [Ca2+]cyt and spontaneous and synchronous [Ca2+]cyt oscillations. These results are consistent with previous reports in vivo showing that brains of AD patients exhibit increased [Ca2+]cyt levels (Murray et al., 1992). Moreover, recent in vivo studies using intravital Ca2+ imaging of APP/PS1 transgenic mouse, a mouse model of familial AD, show that basal [Ca2+]cyt levels are elevated significantly in approximately 35% of neurites located in areas in close proximity to amyloid plaques (Kuchibhotla et al., 2008). A possible explanation for the increase in the basal [Ca2+]cyt levels is the ability of the Aβo to generate ROS, disturbing the function of the membrane ATPases and, thus leading to an increase in the resting [Ca2+]cyt level (Mark et al., 1995). Previous studies have shown that the increase in the basal [Ca2+]cyt relates to the increase in neuronal excitability and, therefore, with circuit connectivity (Catterall and Few, 2008). Therefore, it could be also speculated that chronic treatment with Aβo increases the excitability of the circuit, as shown by our own in vitro experiments, and previously by other groups that use in vivo imaging in AD mouse models (Busche et al., 2008, 2012; Šišková et al., 2014). Interestingly, the risk of epileptic activity is particularly high in AD patients with early-onset dementia and during early stages of the disease, which a much higher incidence of crises compared to the reference population of the same age (Amatniek et al., 2006).

SOCE, also called capacitative Ca2+ entry, is a Ca2+ influx pathway activated after the release of Ca2+ from the ER in order to replenish intracellular stores that subserves many different cell and physiological functions in a large variety of cell types (Parekh and Putney, 2005). In neurons, SOCE is involved in synaptic processes as well as neuronal excitability (Moccia et al., 2015). In addition, it has been described to be extensively altered in neurodegenerative disorders (Secondo et al., 2018). The components that participate in SOCE are also dysregulated in neurodegenerative disorders. We have previously shown that SOCE decreases with in vitro aging, and this effect is at least partially due to downregulation of Stim1 and Orai1 (Calvo-Rodríguez et al., 2016b). Here, we show that exposure of cultured hippocampal neurons to Aβo has a further detrimental effect on SOCE in the aged neurons without having significant effects in young neurons. Previous work by Tong et al. (2016) using cultured hippocampal neurons expressing mutant PS1 proposed that mutations in PS1 enhance the activity of γ-secretase, thus increasing the cleavage of Stim1 and therefore reducing the activation of Orai1, and SOCE. These effects disrupted dendritic spines arguing that PS1 mutations could contribute to memory loss through SOCE dysregulation. Consistently, treatment of AD mouse models with the SOCE positive modulator NSN21778 stimulates SOCE in the spines and rescues hippocampal long-term potentiation impairment (Zhang et al., 2016). In addition, inasmuch as SOCE contributes to ER Ca2+ refilling, it could be reasoned that SOCE downregulation in the aged neurons, and in aged neurons exposed to Aβo, is a compensatory effect to the enhanced filling state of intracellular stores in aging and Aβo treated neurons. In any case, SOCE is strongly downregulated in aged neurons and this process is further exacerbated by Aβo exposure. Interestingly, this effect of Aβo is only statistically significant in aging neurons suggesting that a permissive mechanism associated to aging is involved in the mechanism linking Aβo to SOCE downregulation.

PSs are integral proteins located in the ER membrane that may form low conductivity channels in the ER, known as leak channels. These channels may release Ca2+ in a passive and constant manner from the ER into the cytoplasm (Tu et al., 2006). Work on transgenic mice has shown that mutations in these proteins, as it occurs in familial AD, result in loss of function of the leak channel activity, causing an increase in the Ca2+ level on the intracellular stores (Nelson et al., 2007). We have previously shown that Ca2+ store content is significantly increased in aged hippocampal neurons (Calvo-Rodríguez et al., 2016b). Our present data confirm these previous results. In addition, our results show that the chronic treatment of hippocampal neurons in vitro with the toxic species of AD, Aβo, increases Ca2+ store content further, thus proving that chronic exposure to Aβo causes a similar effect than mutations in PS. These results are supported by previous experiments in PC12 cells exposed to chronic treatment (24 h) with Aβ1–42, where an excess release of Ca2+ from intracellular stores was shown after stimulation with thapsigargin in free calcium media (Pannaccione et al., 2012). This effect is only observed in long-term cultured hippocampal neurons exposed to Aβo, proving the resistance of the short-term cultured ones to the effects of Aβo. Interestingly, a similar tendency has recently been shown by Lerdkrai et al. (2018). These authors found significant differences in the filling state of the intracellular Ca2+ stores in AD compared with WT mice in vivo, mainly in hyperactive AD cells. In accordance with this line, the chronic exposure of cultured hippocampal neurons to the Aβo notably increases the peak of [Ca2+]cyt induced by both ACh and Caff. This is again pointing to an increased concentration of Ca2+ in the ER after exposure to Aβo. Consistently, previous studies in fibroblast from AD patients (Gibson et al., 1996) or in cells carrying the mutated human PS1 (Stutzmann, 2007), showed an abnormal Ca2+ release through IP3Rs. In addition, aberrant Ca2+ increases mediated by IP3 in fibroblasts of asymptomatic members of families with AD have also been described (Etcheberrigaray et al., 1998). Other studies have also implicated the RyRs as responsible for this increased release of intracellular Ca2+ in animals carrying the PS1 mutation (Chan et al., 2000). Also, Aβ1–42 peptides could be responsible for an increase of the isoform RyR3 in transgenic mouse models of AD (Supnet et al., 2006), influencing the amount of Ca2+ that is released from the stores when they are activated. Therefore, Ca2+ store content is increased in aged neurons and this process is further enhanced by Aβo. Again, Aβo do not influence Ca2+ store content in young neurons.

Mitochondria play also an important role in intracellular Ca2+ homeostasis by shaping neuronal Ca2+ signaling. Mitochondria and ER are structurally and functionally connected in contact points enriched in MAMs (Csordás and Hajnóczky, 2009; Hayashi et al., 2009). MAMs play different roles in cholesterol ester synthesis, phospholipid transport and Ca2+ transfer from ER to mitochondria. It has been previously shown that MAM function is altered in the pathology of AD. Area-Gomez et al. (2012) showed a few years ago that there is an enhanced ER-mitochondria connectivity in AD patients of sporadic and familial AD. Consistently, we reported recently that in vitro aging is associated to enhanced Ca2+ transfer from ER to mitochondria in rat hippocampal neurons (Calvo-Rodríguez et al., 2016b). This view was supported by two findings. First, the increased rise in mitochondrial [Ca2+] induced by ACh in Ca2+ free medium in aged neurons compared to young neurons. Second, the increased rise in [Ca2+]cyt induced by ACh in the presence of the mitochondrial uncoupler FCCP in aged neurons compared to young neurons (Calvo-Rodríguez et al., 2016b). Our present results confirm these previous findings that were carried out using aequorin targeted to mitochondria using an alternative probe for mitochondrial Ca2+, Rhod-5N.

Interestingly, we show now that Aβo enhance Ca2+ transfer from mitochondria to ER in young neurons. This view is supported by the finding that Aβo enhance the rise in [Ca2+]mit elicited by Ca2+ release induced by ACh without increasing either the resting levels of [Ca2+]cyt, the Ca2+ store content or the fraction of cells responsive to ACh. This effect is also independent of changes in the expression of MCU, the calcium channel involved in mitochondrial Ca2+ uptake. Thus, the most likely explanation for our results is that Aβo oligomers reinforce the relative position and/or coupling between ER and mitochondria. Consistently with this view, it has been shown that Aβ peptide increases inositol-1,4,5-triphosphate receptor and voltage-dependent anion channel protein expression and elevates the number of ER-mitochondria contact points and mitochondrial calcium concentrations in cultured hippocampal neurons (Hedskog et al., 2013). Unfortunately, the time in culture of these neurons was not reported. In these lines, we show here that expression of all three IP3 receptor isoforms, including IP3R1, IP3R2, and IP3R3, is increased in aged neurons, which may enhance ER-mitochondrial coupling in aging. In addition, confocal imaging of living neurons and colocalization analysis indicated increased ER-mitochondria colocalization in aged neurons relative to young neurons. Moreover, colocalization was intensified by Aβo in both young and aged neurons. The effects of Aβo on ER—mitochondria coupling in young neurons are not necessarily detrimental since they may favor increased Ca2+ transfer between ER and mitochondria to support increased energy demands and Aβo do not induce apoptosis in young neurons, suggesting a physiological role for Aβo in the modulation of ER—mitochondria coupling.

Surprisingly, and in striking contrast with the results in young neurons, exposure of aged neurons to Aβo decreased rather than increased the rise in [Ca2+]mit induced by ACh. These results cannot be explained by lack of ACh receptors as [Ca2+]cyt responses to ACh are indeed enhanced in aged neurons treated with Aβo. They cannot be explained either by depletion of Ca2+ stores since Ca2+ stores are actually enhanced in aged neurons treated with Aβo. Finally, lack of Ca2+ transfer from ER to mitochondria in aged neurons treated with Aβo cannot be attributed either to MCU downregulation as MCU expression is actually enhanced in aged neurons treated with Aβo. These results suggest that, contrary to our expectations, Aβo nearly abolish ER—mitochondria cross talk in aged neurons and this effect, together with exacerbated remodeling of intracellular Ca2+ induced by aging, is highly detrimental as Aβo induces apoptosis to a large fraction of aged neurons.

It is well established that an adequate flux of Ca2+ transfer from ER to mitochondria is required to maintain the Krebs cycle (Cárdenas et al., 2010). Thus, loss of Ca2+ transfer from ER to mitochondria in aged neurons treated with Aβo may compromise OXPHOS activity leading to mitochondrial damage and collapse of the mitochondrial potential. However, excess of Ca2+ transfer associated to enhanced Ca2+ store content may lead to mitochondrial Ca2+ overload.

Several studies by others have proposed that mitochondrial dysfunction is an early event the pathology of AD. Yao et al. (2009) described mitochondrial bioenergetics deficits before plaque deposition in females in a mouse model of AD. By using Thy-1 APP mice, an AD model that deposits plaques at 6 months of age, Hauptmann et al. (2009) showed mitochondrial dysfunction associated with higher levels of ROS, including mitochondrial membrane potential decrease and reduced ATP levels as soon as 3 months of age, when extracellular deposits are not present. In AD patients, low glucose metabolism at baseline and decline of glucose metabolism is used for monitoring changes in cognition and functionality in AD and mild cognitive impairment (MCI; Landau et al., 2011; Shokouhi et al., 2013). Also, oxidative stress, solidly related to mitochondrial dysfunction, has been proposed before plaque deposition in AD mouse models (Praticò et al., 2001; Rönnbäck et al., 2016) and before clinical symptoms in AD patients (Mosconi et al., 2008). Consistently with previous results (Calvo-Rodríguez et al., 2016b), we show here that in vitro aging is associated to a partial loss of mitochondrial membrane potential and this loss is further decreased by Aβo in both young and aged neurons. The effect is mild in young neurons. However, aged neurons treated with Aβo display a quite large loss of mitochondrial membrane potential, thus reducing rather dramatically the driving force for mitochondrial Ca2+ uptake. In addition, we also found that aged neurons show increased ROS generation compared with young neurons. Moreover, Aβo increase further ROS generation in aged neurons having no effect in young neurons. Accordingly, loss of mitochondrial membrane potential and enhanced ROS generation induced by Aβo in aged neurons may constrain Ca2+ transfer from ER to mitochondria.

In summary, we show that Aβo modulate differentially ER–mitochondria cross talk in young and aged neurons. In young neurons, Aβo increase ER–mitochondria coupling without having a detrimental effect. In contrast, in aged neurons, although Aβo increase also ER-mitochondria colocalization, the loss of mitochondrial membrane potential and enhanced ROS generation impairs Ca2+ transfer from ER to mitochondria despite Ca2+ stores are overloaded and the expression of molecular players involved in Ca2+ transfer increases, thus leading to mitochondrial damage and apoptosis. It has been reported that MAM-associated proteins are up-regulated in AD brain and APP Swe/Lon mouse models (Hedskog et al., 2013), and this effect is mirrored by nanomolar concentrations of Aβ-peptide. Changes in MAM associated proteins in AD could be a rescue response to dysfunctional ER-mitochondria coupling. However, in the face of increased Ca2+ store content associated to age and/or AD-related mutations, the further rise in ER-mitochondria coupling likely induced by Aβo may somehow collapse the own coupling leading to neuron damage. Further research is required to address this critical question. In addition, all the above results have been obtained in identified neurons in an in vitro model of neuronal aging. As stated above, the fraction of glial cells in hippocampal cultures increases with in vitro aging. Whether glial cell may contribute to Ca2+ remodeling in aged neurons treated with Aβo remains to be established.

Taken together, our data show that intraorganellar Ca2+ remodeling is a hallmark of the aging that is exacerbated in the presence of Aβo. Aging decreases SOCE required for spine stability and increases Ca2+ store content and MCU and IP3 receptors expression that favors Ca2+ transfer from ER to mitochondria. Most of these effects are exacerbated by Aβo but only in aged neurons. In contrast, in young neurons Aβo increase ER-mitochondrial colocalization and Ca2+ transfer from ER to mitochondria without having effects on ROS generation or apoptosis and only a minor decrease in mitochondrial membrane potential, probably related to increased use of this potential for ATP synthesis. However, the effect of Aβo may become highly detrimental in the aged neuron and the mechanism for this switch may play a fundamental role in AD and warrants further consideration.
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Cellular Differences in the Cochlea of CBA and B6 Mice May Underlie Their Difference in Susceptibility to Hearing Loss
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Hearing is an extremely delicate sense that is particularly vulnerable to insults from environment, including drugs and noise. Unsurprisingly, mice of different genetic backgrounds show different susceptibility to hearing loss. In particular, CBA/CaJ (CBA) mice maintain relatively stable hearing over age while C57BL/6J (B6) mice show a steady decline of hearing, making them a popular model for early onset hearing loss. To reveal possible underlying mechanisms, we examined cellular differences in the cochlea of these two mouse strains. Although the ABR threshold and Wave I latency are comparable between them, B6 mice have a smaller Wave I amplitude. This difference is probably due to fewer spiral ganglion neurons found in B6 mice, as the number of ribbon synapses per inner hair cell (IHC) is comparable between the two mouse strains. Next, we compared the outer hair cell (OHC) function and we found OHCs from B6 mice are larger in size but the prestin density is similar among them, consistent with the finding that they share similar hearing thresholds. Lastly, we examined the IHC function and we found IHCs from B6 mice have a larger Ca2+ current, release more synaptic vesicles and recycle synaptic vesicles more quickly. Taken together, our results suggest that excessive exocytosis from IHCs in B6 mice may raise the probability of glutamate toxicity in ribbon synapses, which could accumulate over time and eventually lead to early onset hearing loss.

Keywords: hearing loss, hair cell, spiral ganglion neuron, ribbon synapse, calcium current, exocytosis


INTRODUCTION

The dysfunction and/or loss of sensorineural cells in cochlea often result in hearing impairment, which is a major social and health problem worldwide (Fujimoto et al., 2017). Sensorineural hearing loss involves in mixed pathology including loss of hair cells and/or spiral ganglion neurons (SGNs), atrophy of stria vascularis, decline of endolymphatic potential and cochlear anatomical alterations (Schuknecht and Gacek, 1993). Hair cells, including inner hair cells (IHCs) and outer hair cells (OHCs) in cochlea, play an essential role in converting sound vibrations into neural signals. SGNs are the first order of spike-generating neurons in the auditory pathway, and they connect hair cells to neurons in cochlear nuclei in the brainstem. However, both of them are prone to be damaged by multiple and complex underlying etiologies, such as aging, acoustic exposure, ototoxic drugs, genetic disorders, etc. (Mammano and Bortolozzi, 2018). Exploring possible mechanisms of sensorineural cell dysfunction will expand our understanding of neural and molecular basis of this sensory deficit.

Animal models for studying hearing loss have been utilized over half a century and mice are now the widely used species for hearing research (Ohlemiller, 2006). Among them, CBA/CaJ (CBA) and C57BL/6J (B6) mice are two of the most useful animal models for investigating hearing loss. B6 mice are highly susceptible to acoustic overstimulation while CBA mice are fairly resistant to noise trauma (Davis et al., 2001). Previous studies had found that B6 mice have a rapid hearing loss, reaching severe levels by about 1 year of age. In contrast, CBA mice have excellent cochlear sensitivity and a slow progressive hearing loss over age, so that they maintain sensitive hearing well into old ages (Jimenez et al., 1999). B6 mice carry a cadherin23 (Cdh23) mutation, also known as Ahl (Noben-Trauth et al., 2003). Cdh23 encodes cadherin 23, which is critically important for hair cell development. Specifically, cadherin 23 is required for proper maintenance of hair cell structures such as stereociliary tip links (Siemens et al., 2004; Kazmierczak et al., 2007), kinocilial and transient lateral links (Lagziel et al., 2005; Michel et al., 2005). Mutations in Cdh23 cause kinocilium displacement and splayed stereocilia during early hair cell differentiation (Di Palma et al., 2001). Another locus, Ahl3, has been shown to cause hearing loss and is also identified in B6 (Nemoto et al., 2004). Besides gene expression differences between the two mouse strains, significant morphological differences in the cochlea are also found at the age of 6 months, including efferent nerve endings under OHCs and SGNs (Park et al., 2010, 2011).

However, structural and functional differences in early ages could affect the development and progress of hearing loss and there has been a lack of side-by-side comparison of cellular functions in the cochlea of these two mouse strains, especially before hearing loss starts. To fill this knowledge gap, we used juvenile animals with normal hearing to explore cellular differences in the cochlea of these two mouse strains, aiming to identify candidate mechanisms of early onset hearing loss.



MATERIALS AND METHODS


Auditory Brainstem Responses (ABRs)

Male CBA/CaJ (CBA) and C57BL/6J (B6) mice of 4 weeks old (SIPPR-BK Laboratory Animal Ltd., Shanghai, China) were used throughout this study. All animal handling was complied with the Guide for the Care and Use of Laboratory Animals (8th edition), published by the National Institutes of Health (NIH, USA) and approved by the University Committee of Laboratory Animals of Shanghai Jiao Tong University.

For ABR recording, animals were anesthetized with chloral hydrate (480 mg/Kg i.p.) and the body temperature was maintained near 37°C with a heating blanket. ABRs were recorded via three sub dermal needle electrodes, placed at the vertex of skull, the mastoid area of test ear and the shoulder of opposite side. Short tone pips of 3 ms that consist 1 ms rise and fall cosine ramp were delivered at 20 Hz rate through a computer-generated acoustic stimulation system (Tucker-Davis Technologies). For each frequency and each sound pressure level (SPL), 400 responses were collected and averaged in BioSigRZ (Tucker-Davis Technologies). All ABR recordings were conducted by the same experimenter. Hearing thresholds were defined as the lowest SPL that can evoke appropriate ABR responses, in 5 dB steps descending from 90 dB SPL (Song et al., 2006). The amplitude and latency of ABR Wave I was measured manually offline.



Whole-Cell Patch-Clamp Recording

Patch-clamp recordings were performed in IHCs and OHCs in the apical turn of basilar membrane through an EPC10/2 amplifier (HEKA Electronics, Lambrecht Pfalz, Germany), driven by Patchmaster (HEKA Electronics). Recording pipettes were pulled from borosilicate glass capillaries (World Precision Instruments) and coated with dental wax. The pipettes had a typical resistance of about 6 MΩ when filled with pipette solution containing (in mM) 135 Cs-methane sulfonate, 10 CsCl, 10 HEPES, 10 TEA-Cl, 1 EGTA, 3 Mg-ATP, and 0.5 Na-GTP (290 mOsm, pH 7.20). Extracellular solution contained (in mM) 110 NaCl, 2.8 KCl, 25 TEA-Cl, 5 CaCl2, 1 MgCl2, 2 Na-pyruvate, 5.6 D-glucose, and 10 HEPES (300 mOsm, pH 7.40). All patch-clamp experiments were carried out at room temperature and the liquid junction potential was corrected offline.

Conductance-voltage relationships were calculated from Ca2+ current responses to ramp stimulation from −90 mV to +50 mV and fitted to the Boltzmann equation:
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where V is the command membrane potential, Gmax is the maximum conductance, Vhalf is the half-activation voltage, kslope is the slope factor that defines steepness of voltage dependence in current activation.

For IHCs, whole-cell membrane capacitance measurements were performed with the lock-in feature and “Sine + DC” method in Patchmaster (HEKA). Briefly, sine waves of 1 kHz and 70 mV (peak-to-peak) were superposed on the holding potential, and the resulting current responses were used to determine whole-cell capacitance (Cm). The net increase of Cm before and after stimulation (ΔCm) was used to assess exocytosis from IHCs.

For OHCs, whole-cell capacitance was measured with an Axon 200B amplifier (Molecular Devices, Sunnyvale, CA) and a two-sine voltage command (10 to 20 mV, with a primary frequency of 390.6 Hz and harmonic of 781.2 Hz), superimposed on to a voltage ramp (Santos-Sacchi and Song, 2014). The extracellular solution contained (in mM) 100 NaCl, 20 TEA-Cl, 20 CsCl, 2 CoCl2, 1 MgCl2, 1 CaCl2, and 10 HEPES (300 mOsm, pH 7.40). The pipette solution contained (in mM) 140 CsCl, 2 MgCl2, 10 HEPES, and 10 EGTA (300 mOsm, pH 7.20). Two-state Boltzmann function was used to fit linear and non-linear capacitance data:
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Where, Qmax is the maximum non-linear charge moved, Vhalf is the half-maximum voltage, z is the valence, and Clin is the linear membrane capacitance, i.e., the resting membrane capacitance.



Whole-Mount Cochlear Staining

Cochleae were acutely dissected after animals were anesthetized deeply and sacrificed. For fluorescence staining, the apical turn of basilar membranes was excised and fixed with 4% paraformaldehyde (PFA) for 2 h, permeabilized with 5% Triton X-100 for 30 min, and blocked in 5% BSA for 60 min. The tissue was then incubated overnight at 4°C with two primary antibodies, mouse anti-CtBP2 (BD Biosciences, catalog # 612044, 1:200 dilution) and mouse anti-GluR2 (Millipore, catalog # MAB397, 1:100 dilution). Next day, after three washes in PBS, the tissue was incubated with two secondary antibodies, Alexa Fluor 568-conjugated goat anti-mouse IgG1 (Invitrogen, catalog # A-21124, 1:200 dilution) and Alexa Fluor 647-conjugated IgG2 (Invitrogen, catalog # A-21241, 1:200 dilution). Fluorescence images were acquired on a Zeiss confocal microscope (LSM 510 META).

For histological staining, cochleae were fixed in 4% PFA overnight at 4°C, decalcified in PBS with 10% EDTA for 7 days at 4°C and dehydrated in 30% sucrose. Cochleae were then embedded in OCT, frozen at −20°C, and sectioned parallel to the modiolus at 5 μm per section (ThermoFisherScientific Inc., Waltham, MA). The slides were dried, washed with PBS for three times, blocked in 0.1% Triton X-100 with 5% BSA in PBS for 1 h at room temperature and incubated overnight at 4°C with the primary antibody mouse anti-TUJ1 (Covance, catalog # MMS-435P, 1:500 dilution). HRP-conjugated rat anti-mouseIgG2a secondary antibody (Invitrogen, catalog#04-6220, 1:500 dilution) was used to visualize the primary antibodies and the slides were stained with DAB. Images were captured with a digital camera, and the density of spiral ganglion neurons (SGNs) was calculated for the apical, medial and basal turn of cochleae, by dividing the number of SGNs with the area surveyed.



Data Analysis and Statistical Tests

Data were analyzed in Igor Pro (WaveMetrics, USA) with home-made macros and statistical tests were performed in Prism (GraphPad, USA) with built-in functions. Depending on the nature of data set, statistical significance was assessed with unpaired Student's t-test, Mann-Whitney test or two-way ANOVA followed by Bonferroni post-hoc test. Data are presented as Mean ± SD in text and as Mean ± SEM in figures, and the level of significance was set to p < 0.05. In figures, N.S. means p > 0.05, *means p < 0.05, ** means p < 0.01, and *** means p < 0.001.




RESULTS


Hearing Performance

To examine differences of hearing performance between CBA and B6 mice, we presented short tone burst to animals under anesthesia and recorded auditory brainstem responses (ABRs). This is a non-invasive way to assess hearing performance, and the first wave, i.e., Wave I, represents summated activity of responding auditory afferent fibers (Figure 1A). Consistent with previous studies (Frisina et al., 2007; Ohlemiller et al., 2016; Hickox et al., 2017), we found no significant difference between the two mouse strains in either the ABR threshold or Wave I latency (n = 6 for both mouse strains, two-way ANOVA, p > 0.05, Figures 1B,C).
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FIGURE 1. Hearing performance of juvenile CBA and B6 mice. (A) Representative auditory brainstem responses (ABRs) recorded from two mice, one from each strain. (B,C) Across all frequencies tested, no significant differences were found in either the ABR threshold (B) or ABR Wave I latency (C) between the two mouse strains. (D) As the sound pressure level (SPL) went beyond 70 dB, the ABR Wave I amplitude from B6 mice became significantly smaller than that of CBA mice. For both mouse strains, pure tone pips of 8 kHz with an increasing SPL were presented to induce ABRs. For all figures, data are depicted as Mean ± SEM, ** means p < 0.01, and *** means p < 0.001.



Next, we examined ABR Wave I amplitude at 8 kHz, a frequency located in the apical turn. We chose to focus on the apical turn for this entire study because this is the only region in adult cochlea where hearing epithelium can be excised with sufficient tissue integrity for patch-clamp analysis on inner hair cells (IHCs), an approach we would like to take for later experiments. Although there is no significant difference for low sound pressure levels (SPLs, 45–70 dB), Wave I amplitude is significantly smaller for B6 mice at high SPLs starting from 75 dB (1.72 ± 0.20 vs. 1.13 ± 0.25 μV, n = 6 for both mouse strains, two-way ANOVA, p < 0.001). This difference in the Wave I amplitude for louder sounds is not unique to the apical turn, as we observed similar difference for both medial and basal turn (16 and 32 kHz, data not shown).



Inner Hair Cell (IHC) Function

To examine functional differences in IHCs between the two mouse strains, we conducted whole-cell patch-clamp recording in IHCs from the apical turn. We first applied ramp stimulation and recorded the Ca2+ current (ICa, Figure 2A). We found that the peak amplitude of ICa is significantly larger in IHCs from B6 mice (−128 ± 12.3 vs. −212 ± 37.0 pA, n = 17 and 12 cells; Mann-Whitney U-test, p < 0.001; Figure 2C). As expected, we found no significant different in the Ca2+ reversal potential between the two mouse strains (26.4 ± 2.57 vs. 28.5 ± 3.58 mV, n = 17 and 12; unpaired Student's t-test, p > 0.05; Figure 2F). Next, we converted ICa to conductance point-by-point and fitted conductance-voltage relationship to the Boltzmann function (Figure 2B), yielding the half-activation voltage (Vhalf) and the slope of activation (kslope). We found that ICa in B6 mice has a more negative Vhalf (−19.7 ± 3.17 vs. −23.9 ± 2.95 mV, n = 17 and 12; unpaired Student's t-test, p < 0.01; Figure 2D) and a steeper activation slope (6.77 ± 0.28 vs. 6.07 ± 0.44 mV, n = 17 and 12; unpaired Student's t-test, p < 0.001; Figure 2E), suggesting that Ca2+ channels in B6 IHCs could bring more Ca2+ influx into the cell at physiological conditions.
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FIGURE 2. Ca2+ current in inner hair cells (IHCs) of CBA and B6 mice. (A) Representative Ca2+ currents recorded from two IHCs, one from each mouse strain, induced by a voltage ramp from −90 to +50 mV under voltage-clamp. (B) Based on the Ca2+ current shown in (A), the conductance was calculated point-by-point and plotted against the membrane potential applied. The dashed lines in red depict Boltzmann fitting. (C–E) The Ca2+ current in IHCs from B6 mice has a larger peak amplitude (ICa, C), a more negative half-activation voltage (Vhalf, D) and a steeper voltage dependency (kslope, E). (F) No statistical significance was found in the reversal potential of the Ca2+ current (Vr) between the two mouse strains. N.S. means p > 0.05, ** means p < 0.01 and *** means p < 0.001.



To assess exocytosis in IHCs, we applied step stimulation and conducted whole-cell capacitance measurement (Neher and Marty, 1982) to determine membrane area increase (ΔCm, Figure 3A). We varied stimulation duration from 10 to 500 ms, and we found more Ca2+ influx (QCa) in IHCs from B6 mice (see Table 1 and Figure 3B), consistent with the aforementioned finding that ICa in B6IHCs has a larger peak amplitude. Additionally, we found IHCs from B6 mice released more synaptic vesicles for both short and long stimulation (see Table 1 and Figure 3C), suggesting that they have a large readily releasable pool of synaptic vesicles and that they replenish synaptic vesicles more efficiently. Although they release more synaptic vesicles, the Ca2+ efficiency of triggering exocytosis, assessed with the ratio of ΔCm/QCa, is less efficient for stimulation of both 100 and 200 ms (Table 1 and Figure 3D). To directly examine synaptic vesicle replenishment, we applied double-pulse stimulation with different intervals and built recovery curves of exocytosis for IHCs from both mouse strains (Figure 4). We found that indeed exocytosis recovered quicker for IHCs from B6 mice. For an interval of 50 ms, ΔCm in CBA mice recovered to 0.35 ± 0.16 (n = 14) while ΔCm in B6 mice recovered to 0.55 ± 0.13 (n = 13, unpaired Student's t-test, p < 0.01). Similar result was observed for an interval of 100 ms (0.49 ± 0.20 vs. 0.70 ± 0.22, n = 15 and 12, unpaired Student's t-test, p < 0.05), reinforcing the idea that synaptic vesicle replenishment is more efficient in IHCs of B6 mice.
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FIGURE 3. Exocytosis from IHCs. (A) Representative Ca2+ currents and whole-cell capacitance measurements in two IHCs, one from each mouse strain. Small sine waves were superposed on the holding potential before and after a step depolarization. The step depolarization induced a Ca2+ current (ICa) and triggered exocytosis, which can be quantified with capacitance increase (ΔCm). (B,C) Both Ca2+ influx (QCa, B) and exocytosis (ΔCm, C) are significantly larger in IHCs from B6 mice. (D) Ca2+ efficiency in triggering exocytosis, i.e., the ratio of ΔCm/QCa, is significantly lower in IHCs from B6 mice. * means p < 0.05, ** means p < 0.01 and *** means p < 0.001.





Table 1. Summary of ΔCm, QCa, and ΔCm/QCa in IHCs.
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FIGURE 4. Synaptic vesicle replenishment in IHCs. (A) Representative current responses of two IHCs to double pulse stimulation, one from each mouse strain. Both pulses (20 ms) induced notable ICa and ΔCm, and the ratio of ΔCm2/ΔCm1 can be calculated and used to quantify synaptic vesicle replenishment. (B) Synaptic vesicle replenishment was significantly faster in IHCs from B6 mice. * means p < 0.05 and ** means p < 0.01.





Outer Hair Cell (OHC) Function

While the vast majority of auditory signals is conveyed to auditory afferent fibers through IHCs, OHCs play a crucial role in amplifying sound-evoked vibrations and thus their impact on dictating hearing performance cannot be overstated. To assess the OHC function, we performed whole-cell patch-clamp recording and measured whole-cell membrane capacitance with two-sine protocol (Santos-Sacchi and Song, 2014). As previously demonstrated by one of our co-authors, we observed non-linear capacitance in OHCs from both mouse strains, which is directly related to their ability to amplify mechanical vibrations (Figure 5A). We then fitted capacitance-voltage relationship to the first derivative of the Boltzmann function, and we found that OHCs from B6 mice have more non-linear capacitance (Qmax, 0.72 ± 0.05 vs. 0.86 ± 0.02 pC, for CBA and B6 mice, respectively, n = 7 and 5; unpaired Student's i-test, p < 0.001, Figure 5B) and more linear capacitance (Clin, 5.97 ± 0.68 vs. 7.69 ± 0.66 fF, n = 7 and 5; unpaired Student's t-test, p < 0.01, Figure 5C). However, when we calculated the ratio of Qmax/Clin, we found no significant difference between the two mouse strains (0.12 ± 0.02 vs. 0.11 ± 0.01, n = 7 and 5; unpaired Student's t-test, p > 0.05, Figure 5D). Given that the specific membrane capacitance is relatively constant for different cell types (Gentet et al., 2000), Clin is expected to be proportional to the total cell surface area, so that it can be taken as a measurement of cell size. Therefore, our results suggest that although OHCs from B6 mice are larger in size, the prestin density is similar between the two mouse strains. Finally, we observed that activating non-linear capacitance in OHCs from B6 mice required a more depolarized membrane potential (−48.5 ± 4.62 vs. −61.6 ± 3.78 mV, n = 7 and 5; unpaired Student's t-test, p < 0.001, Figure 5E), which may have a negative impact on their amplifying capability.
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FIGURE 5. Electromotility of outer hair cells (OHCs). (A) Capacitance recordings from two OHCs in response to a voltage ramp. The dashed lines in red depict two-state Boltzmann fitting (see the Materials and Methods). (B–D) Both non-linear (B) and linear (C) capacitances are significantly larger in OHCs from B6 mice, but the ratio of the two parameters is comparable (D) between the two mouse strains. (E) OHCs from B6 mice had a more positive half-activation voltage (Vhalf). N.S. means p > 0.05, ** means p < 0.01 and *** means p < 0.001.





Counting Ribbon Synapses and Spiral Ganglion Cells

It is puzzling that IHCs inB6 mice release more glutamate and thus function more efficiently in activating auditory afferent fibers, yet ABR Wave I amplitude in these mice is smaller (Figure 1D). To account for this discrepancy, we first wondered that if this is due to a smaller number of spiral ganglion cells (SGNs) contacting each IHC inB6 mice. We thus performed fluorescence staining on whole-mount organs of Corti of both mouse strains. We used two primary antibodies directed against Ribeye, a major structural component of synaptic ribbons (Schmitz et al., 2000), and post-synaptic AMPA receptor subunit 2 (GluR2). We defined each punctum of double staining as a ribbon synapse and we found no significant difference in the number of ribbon synapses per IHC between the two mouse strains (14.5 ± 1.79 vs. 14.9 ± 2.01, for CBA and B6 mice, respectively, n = 22 and 28; unpaired Student's t-test, p > 0.05; Figure 6), consistent with previous studies (Wang and Ren, 2012; Ohlemiller et al., 2016; Hickox et al., 2017; Cui et al., 2018). This result suggests the smaller ABR Wave I amplitude in B6 mice is not due to a smaller number of SGNs contacting each IHC.
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FIGURE 6. Counting the number of ribbon synapses in IHCs. (A) Confocal images of whole-mount immunostaining of two cochleae in the apical turn, which were double stained for CtBP2 (red) and GluR2 (green). (B) Ribbon synapses were counted based on fluorescence puncta, as shown in (A). Note that the cochleae of the two mouse strains have a similar number of ribbon synapses per IHC.



Given that B6 mice have significantly larger OHCs (Figure 5C), we next wondered if they have fewer OHCs and IHCs, and therefore likely fewer SGNs. To count SGNs, we stained cochleae with TUJ1 (Figure 7) and examined cell bodies of SGNs found in cochlear modiolus. For quantitative comparison, we calculated the SGN density as the number of SGNs per 10,000 μm2 (Leake et al., 2011). In the apical turn, there are indeed fewer SGNs in B6 mouse cochlea (50.2 ± 8.92 vs. 40.9 ± 5.62, for CBA and B6 mice, respectively; n = 9 and 12, unpaired Student's t-test, p < 0.01, Figure 7). Similar results were observed for both medial (49.7 ± 6.68 vs. 43.2 ± 4.52, unpaired Student's t-test, p < 0.05) and basal turn (39.2 ± 5.52 vs. 30.5 ± 5.11, unpaired Student's t-test, p < 0.01). While we cannot rule out other possibilities, the smaller number of SGNs in B6 mice is likely to contribute to the smaller ABR Wave I amplitude in these animals.
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FIGURE 7. Examining the density of spiral ganglion neurons (SGNs) in the cochlea. Left, staining of cochlear sections in the apical (A), medial (B), and basal turn (C). SGNs were stained with an antibody, which is depicted in brown. Right, SGN density, quantified as the number of SGNs per 10,000 μm2, was pooled from multiple experiments, showing that the B6 cochleae have significantly lower SGN density for all the three turns. * means p < 0.05 and ** means p < 0.01.






DISCUSSION

Hearing loss is a complex disorder that can be attributed to many genetic and environmental factors, all of which are constantly interacting to shape the hearing performance. As two illustrating examples, CBA and B6 mice have been used extensively to explore mechanisms underlying hearing loss for many years (Li and Hultcrantz, 1994; Spongr et al., 1997; Brewton et al., 2016). B6 mouse strain is a long-lived strain and the most widely used mouse model for studying aging and age-associated diseases. Previous studies have shown that B6 mice carry a specific mutation in Cdh23, whose protein product binds with protocadherin 15 and forms tip links between adjacent stereocilia (Ohlemiller, 2006), and mutations in Cdh23 lead to disorganized hair bundles (Noben-Trauth et al., 2003). Furthermore, it has been shown that hair cells with Cdh23 mutations are more vulnerable to oxidative stress and more prone to apoptosis (Someya et al., 2009). In this present study, we sought to examine cellular differences in the cochlea of the two mouse strains in their juvenile stage, during which the hearing performance is comparable. We believe that these cellular differences are useful in interpreting current findings in vivo, especially those concerning early onset hearing loss and aging of hearing.

Hearing relies on faithful transmission of auditory signals from IHCs to SGNs across ribbon synapses in between (Wichmann and Moser, 2015). Voltage-gated Ca2+ channels lie beneath synaptic ribbons, and they are activated according to the graded membrane potential in IHCs and modulate exocytosis of synaptic vesicles. We found that Ca2+ current in IHCs from B6 mice has a larger peak amplitude and steeper voltage dependence and activates at a more negative membrane potential, all of which may function synergistically to bring substantially more Ca2+ influx into the cell under physiological conditions. This excessive load of Ca2+ into IHCs is likely to cause excessive exocytosis and glutamate toxicity, which has been directly linked to hearing loss. In addition, the excessive load of Ca2+ for a prolonged period of time could cause damages in IHCs by making them more prone to Ca2+-induced cytotoxicity (Verkhratsky and Toescu, 1998).

In response to Ca2+ influx, IHCs release glutamate-containing synaptic vesicles through exocytosis at their ribbon synapses. Previous studies have established that exocytosis from hair cells displays an initial quick phase, representing release of synaptic vesicles from the readily releasable pool (RRP), and a sustained release that could last for seconds, owing to the quick and efficient replenishment of synaptic vesicles (Johnson et al., 2005). We found that IHCs from B6 mice release more synaptic vesicles for both short and long step stimulations, suggesting that IHCs from these mice not only have a larger RRP but also replenish synaptic vesicles more quickly. Indeed, when we applied double-pulse stimulation, we found that exocytosis from B6 IHCs recovers more quickly, which is probably due to the greater Ca2+ influx (Babai et al., 2010). Interestingly, we found that Ca2+ is less efficient in triggering synaptic vesicle releases in IHCs from B6 mice. Owing to the greater Ca2+ influx, IHCs in B6 mice manage to release significantly more synaptic vesicles. This excessive release of synaptic vesicles could cause glutamate toxicity, which accumulates over time and eventually causes early onset hearing loss found in this strain of mice. However, while we would like suggest thatB6 mice are more prone to glutamate toxicity, it has been well documented that these mice show resistance to hidden hearing loss, a condition caused, at least in part, by glutamate toxicity (Shi et al., 2015a,b). It is likely that early onset hearing loss and hidden hearing loss are mediated through overlapping yet distinct mechanisms, and the involvement of glutamate toxicity in either condition remained to be carefully examined.

It is perplexing that although IHCs in B6 mice release more glutamate but the ABR Wave I amplitude is not any larger in these animals. On the contrary, it is indistinguishable from that of CBA mice for low SPLs, and it is even smaller when SPL increases beyond 70 dB. The ABR wave I amplitude represents sound-evoked spikes of all responding SGNs, and there is a strong correlation between the number of ribbon synapses and the ABR Wave I amplitude (Altschuler et al., 2015). Therefore, we examined both the number of ribbon synapses per IHC and the total number of SGNs in the apical turn in both mouse strains, and we found that while the number of ribbon synapses per IHC is similar between the two mouse strains, B6 mice have significantly fewer SGNs, which could account for the smaller ABR Wave I amplitude found in these animals (Lenzi et al., 2002; Pangrsic et al., 2015). Furthermore, we also found B6 mice have fewer SGNs at the medial and basal turn, which could contribute to the smaller ABR Wave I amplitude for louder sounds because louder sounds at 8 kHz are likely to activate SGNs in the medial and basal turn (Taberner and Liberman, 2005) and B6 mice have fewer SGNs available to be recruited across all frequencies.

The cochlear outer hair cells (OHCs) have been shown to be capable of amplifying sound-evoked vibrations (Santos-Sacchi and Dilger, 1988), owing to dense expression of the motor protein prestin in their lateral membrane. Therefore, changesin the prestin density in OHCs could have a significant impact on hearing sensitivity, which could be an underlying mechanism for hearing loss (Hoben et al., 2017). We thus examined the OHC function in both mouse strains by measuring linear and non-linear capacitance. We found that the prestin density, i.e., the ratio between linear and non-linear capacitance, is similar between the two mouse strains, consistent with the aforementioned finding that the two strains share similar hearing thresholds across all frequencies tested.

In summary, we found IHCs in B6 mice are more prone to Ca2+ overload and release excessive glutamate onto auditory afferent fibers, both of which could accumulate over a prolonged time of period and lead to substantial hearing loss. These findings provide useful clues for understanding hearing impairment in general and aging of hearing in particular.
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Mitochondria play a critical role in neuronal function and neurodegenerative disorders, including Alzheimer’s, Parkinson’s and Huntington diseases and amyotrophic lateral sclerosis, that show mitochondrial dysfunctions associated with excessive fission and increased levels of the fission protein dynamin-related protein 1 (Drp1). Our data demonstrate that Drp1 regulates the transcriptional program induced by retinoic acid (RA), leading to neuronal differentiation. When Drp1 was overexpressed, mitochondria underwent remodeling but failed to elongate and this enhanced autophagy and apoptosis. When Drp1 was blocked during differentiation by overexpressing the dominant negative form or was silenced, mitochondria maintained the same elongated shape, without remodeling and this increased cell death. The enhanced apoptosis, observed with both fragmented or elongated mitochondria, was associated with increased induction of unfolded protein response (UPR) and ER-associated degradation (ERAD) processes that finally affect neuronal differentiation. These findings suggest that physiological fission and mitochondrial remodeling, associated with early autophagy induction are essential for neuronal differentiation. We thus reveal the importance of mitochondrial changes to generate viable neurons and highlight that, rather than multiple parallel events, mitochondrial changes, autophagy and apoptosis proceed in a stepwise fashion during neuronal differentiation affecting the nuclear transcriptional program.

Keywords: Drp1, neuronal differentiation, mitochondrial remodeling, autophagy, mitochondrial fission


INTRODUCTION

Mitochondrial dynamics and the balance between fusion and fission are key adaptative mechanisms to the metabolic needs of the cell (Gomes et al., 2011; Schrepfer and Scorrano, 2016). Recent evidence suggests that mitochondrial activity, shape and localization have an impact on nuclear programs and ultimately, cell fate. Therefore mitochondria are directly involved in differentiation and developmental processes (Kasahara and Scorrano, 2014). Mitochondria morphology, distribution and function are regulated by fusion and fission in response to the cellular environment and differentiation (Chang et al., 2006; Saxton and Hollenbeck, 2012). Three large GTPases are involved in mitochondrial fusion: Mitofusins 1 and 2 (Mfn1 and Mfn2), that mediate outer mitochondrial membrane fusion, and Optic atrophy 1 protein (Opa1), the mediator of inner-membrane fusion (Chan, 2012). Mitochondrial fission is coordinated by dynamin-related protein 1 (Drp1), mitochondrial adaptors, such as mitochondrial fission factor (Mff), the 49 and 51 kDa Mitochondrial Dynamics proteins (MiD49 and MiD51) and fission 1 (Fis1; Chan, 2012; Otera et al., 2013), and cytoplasmic elements. Among these, Drp1 is the major regulator of mitochondrial shape, distribution and maintenance (Reddy et al., 2011). Drp1 acts as a cytosolic receptor, linking fission and mitochondrial function to the cytoplasmic state of the cell. For instance changes in cytosolic Ca2+ levels activates the Ca2+-dependent phosphatase calcineurin enhancing Drp1 dephosphorylation on Ser637 and its translocation to mitochondria (Cereghetti et al., 2008). Conversely, cyclic AMP activates protein kinase A (PKA), resulting in inhibitory phosphorylation of Ser637 that blocks Drp1 translocation and promotes mitochondrial elongation (Cribbs and Strack, 2007).

Fission and fusion imbalance is a pathogenic mechanism common to many processes such as apoptosis, autophagy, aging and neurodegeneration and is correlated to myopathies, obesity, diabetes, cancer and neurodegenerative diseases (Wallace, 2005; Liesa et al., 2009; Itoh et al., 2013). The brain consumes about 20% of the body’s energy and considering its greatly metabolic activity, the delicate maintenance of mitochondrial function is essential for neurons (Chen and Chan, 2006; Kann and Kovács, 2007). As highly polarized cells, neurons require a suitable and appropriate distribution of mitochondria to provide energy fuel for neuronal activities, such as synaptic transmission, axonal and dendritic transport, and synaptic vesicle recycling (Li et al., 2004). This is allowed by mitochondrial fission and fusion that maintains cell bioenergetics and regulates mitochondria trafficking along the axons and at the synapses (Li et al., 2004, 2008; Chen and Chan, 2006). Mice lacking Drp1 die during embryogenesis and show neuronal development defects with depletion of mitochondria from neurites, reduced neurite outgrowth and impaired synapses formation (Ishihara et al., 2009; Wakabayashi et al., 2009; Kageyama et al., 2014). Drp1 and mitochondrial dynamics have also a role in the induction of pluripotent stem cells (iPSCs) from somatic cells (Xu et al., 2013; Wang et al., 2014; Prieto et al., 2016) and Drp1 depletion in mouse embryonic stem cells (ESCs) reduces the differentiation capacity to neurogenesis (Wang et al., 2014). Alterations in fission and fusion genes are associated with several neurodegenerative diseases: Mfn2 and Opa1 mutations are responsible for Charcot-Marie-Tooth (CMT) type 2A (Züchner et al., 2004) and dominant optic atrophy (DOA; Delettre et al., 2000) respectively, while Drp1 mutations have been associated with abnormal brain development (Waterham et al., 2007; Chang et al., 2010) and optic atrophy (Gerber et al., 2017).

Increased Drp1 expression and mitochondrial fragmentation are early and key events observed in a wide range of neurodegenerative disorders (Hu et al., 2017), including Alzheimer’s (Cho et al., 2009; Manczak et al., 2011; Manczak and Reddy, 2012), Huntington’s (Costa et al., 2010; Song et al., 2011; Shirendeb et al., 2012) and Parkinson’s diseases (Wang et al., 2011). Abnormal interactions between Drp1 and amyloid beta, phosphorylated Tau and Huntingtin proteins have also been reported (Wang et al., 2011; Manczak and Reddy, 2012). Increasing evidence indicates that mitochondrial dynamics also influence complex signaling pathways, affecting gene expression and cell differentiation (Kasahara and Scorrano, 2014), and that Drp1 and mitochondrial fission also plays a role in these processes. Indeed, migrating adult neural stem cells require appropriate Drp1 activity to maintain an efficient ATP synthesis and to differentiate properly (Kim et al., 2015). Moreover, NGF-induced neuronal differentiation is accompanied by higher Drp1 phosphorylation levels, early-upregulation of Opa1 and later induction of Mfn2, accounting for constant remodeling of mitochondria to suit morphological and functional changes of post-mitotic neurons (Martorana et al., 2018).

So far, the majority of the data available on Drp1 concerns the effects of the inhibition of mitochondrial fission by Drp1 silencing; considering the association between neurological disorders and high Drp1 levels we focused our study on the effects of increased levels of Drp1 on neuronal differentiation of P19 cells, a suitable model for the study of mammalian neuronal cell pathophysiology (Bain et al., 1994; Vantaggiato et al., 2009, 2011). In the presence of retinoic acid (RA) P19 cells form aggregates and differentiate into neurons and glia in a chronological order similar to that of cell differentiation in the brain. For this cell line an accurate protocol of neuronal differentiation was established (Bain et al., 1994) and we previously characterized morphological and biochemical markers specific for the different stages of the process (Vantaggiato et al., 2009, 2011). By genetically modulating Drp1, we found that the process of neuronal differentiation can be modified by changes in Drp1 levels and function, such that it is severely impaired by both Drp1 overexpression and depletion or inactivation. Increased fission or excessive fusion of mitochondria share similarities in the impairment of neuronal differentiation, inducing a transcriptional reprogramming that affects the response to RA with increased unfolded protein response (UPR) and ER-associated degradation (ERAD) pathways. This study also reveals that mitochondrial changes, autophagy and apoptosis proceed in a stepwise fashion and are permissive events for a correct neuronal differentiation.



MATERIALS AND METHODS


Expression Constructs

pCMV6-MycDDK-Drp1wt and pCMV6-MycDDK-Drp1K38A vectors were purchased from OriGene Technologies, Inc., Rockville, MD, USA. The plasmids for RNA interference studies were purchased from SABiosciences Corporation (Frederick, MD, USA). A set of four different short-hairpin-RNAs (shRNAs) was tested (with neomycin selection or with the GFP reporter gene) and the most efficient one (shRNA1) was chosen. The shRNA specificity was determined by analysis of Drp1 expression levels in P19 cells transiently transfected with the shRNAs or with the scrambled control sequence by quantitative Real-Time PCR.



Generation of Stable Clones

For neuronal differentiation experiments, P19 cells were stably transfected with pcDNA3.1/CTGFP vector alone, pCMV6-MycDDK-Drp1wt, pCMV6-MycDDK-Drp1K38A or Drp1shRNA plasmids, all with neomycin selection gene. Stable transfectants were obtained after selection in 500 μg/ml G418 (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA) and Drp1 levels were analyzed by SDS-PAGE and Western Blot. The expression levels of endogenous Drp1 in the shRNA-transfected clones were determined by quantitative Real-Time PCR. For each vector, three different clones with comparable Drp1 levels were used independently in the experiments with similar results. Results shown for each vector are an average of the three clones, whereas limited to immunofluorescence images, we always reported representative pictures taken from the same clone.



Cells Cultures and P19 Cells Neuronal Differentiation

The mouse embryo carcinoma P19 cells (Bain et al., 1994) were grown in Dulbecco’s Modified Eagle’s Medium (DMEM, Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA) supplemented with 10% Fetal bovine serum (FBS, Euroclone, Milano, Italy), 100 U/ml penicillin/streptomycin and 2 mM L-glutamine (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA). P19 cells were differentiated into neurones and glial cells with 5 μM all trans-RA (Sigma-Aldrich, San Louis, MO, USA) for 4 days in bacteriological non-adhesive plates. Aggregates were then dissociated with trypsin, suspended in Neurobasal medium with N2 supplement (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA) and 0.5 mM L-glutamine and plated onto 6-well plates coated with 100 μg/ml poly-L-lysine (Sigma-Aldrich, St. Louis, MO, USA), 1 × 106 cells/well. For immunofluorescence, analysis cells were seeded on poly-L-lysine coated coverslip. Cells were cultured for a total of 14 days. Duplicate samples for each day were used for RNA or protein extraction.



mRNA Levels Analysis

RNA was prepared using Trizol (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA) and 1 μg/samples were reverse-transcribed into cDNA using the Superscript First Strand Synthesis System for RT-PCR kit (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA) and random hexamers. The expression levels of Drp1, Mash1, Wnt1, Oct3/4, Sox2, Opa1, Mfn1, Mfn2, Fis1, MAP2, Tubulin beta III and Gap43 were analyzed by quantitative Real-Time PCR on an ABI PRISM® 7900HT Fast Real-Time PCR Systems (Applied Biosystems, Foster City, CA, USA) using specific gene expression assays. TATA box binding protein (Tbp) was used for normalization. The expression levels of GP78, HRD1, GRP78, GRP94, CHOP and GADD34 were analyzed by quantitative Real Time PCR on the same instrument using specific primers. 36B4 was used for normalization. Primers used were: GRP78 F: 5′-TGTGGTACCCACCAAGAAGTC-3′ and R: 5′-TTCAGCTGTCACTCGGAGAAT-3′; GRP94 F: 5′-CTCAGAAGACGCAGAAGACTCA-3′ and R: 5′-AAAACTTCACATTCCCTCTCCA-3′; CHOP F: 5′-ATATCTCATCCCCAGGAAACG-3′ and R: 5′-TCTTCCTTGCTCTTCCTCCTC-3′; GADD34 F: 5′-GAGGGACGCCCACAACTTC-3′ and R: 5′-TTACCAGAGACAGGGGTAGGT-3′; GP78 F: 5′-AGCCTGTTCGTGTGGGTTC-3′ and R: 5′-AAATCTGTCTTTGCAGAGCTGAA-3′; HRD1F: 5′-CGTGTGGACTTTATGGAACGC-3′ and R: 5′-CGGGTCAGGATGCTGTGATAAG-3′; 36B4 F: 5′-AGATTCGGGATATGCTGTTGG 3′ and R: 5′-AAAGCCTGGAAGAAGGAGGTC-3′. Undifferentiated P19 cells stably transfected with the vector alone were used as endogenous control. Data were analyzed using the delta-delta-Ct method.



Quantification of Mitochondrial DNA

Mitochondrial DNA (mtDNA) was quantified as described with slight modifications (Mouchiroud et al., 2013; De Palma et al., 2014). Total DNA was isolated from undifferentiated P19 cell clones using the QIAamp DNA mini kit (Sigma-Aldrich, St. Louis, MO, USA) according to the manufacturer’s instructions. The mtDNA content was measured by Real Time PCR by using specific primers for the not-polymorphic mitochondrial gene (NADH dehydrogenase 1, ND1). The single-copy nuclear gene RNAse P was used for normalization. Primers used were: mtND1 F: 5′-CCTATCACCCTTGCCATCAT-3′ and R: 5′-GAGGCTGTTGCTTGTGTGAC-3′; RNAse P F: 5′-GAAGGCTCTGCGCGGACTCG-3′ and R: 5′-CGAGAGACCGGAATGGGGCCT-3′. Undifferentiated P19 cells stably transfected with the vector alone were used as endogenous control. Data were analyzed using the delta-delta-Ct method.



Mitochondria Isolation

For mitochondria isolation, undifferentiated and differentiated P19 cell clones were washed in PBS and suspended in ice-cold lysis buffer (0.3 M sucrose, 10 mM MES, 1 mM MgSO4, 1 mM KCl supplemented with proteases inhibitor cocktail from Sigma-Aldrich, St. Louis, MO, USA). Cells were sonicated and centrifuged at 1,500 rpm for 5 min at 4°C to pellet nuclei and cellular debris. Supernatants containing the mitochondrial fraction were collected and centrifuged at 10,000 rpm for 10 min at 4°C. Pellets were suspended in lysis buffer, assayed and subjected to SDS-PAGE and Western Blot. Voltage-dependent anion channels (VDAC) and GAPDH were used as mitochondrial and cytosolic markers, respectively.



Immunoprecipitation

Cells were lysed in ice-cold lysis buffer (20 mM Tris-HCl pH 7.4, 150 mM NaCl, 0.1% Triton X-100, 10 mM MgCl2, 0.4 mM PMSF and protease inhibitor cocktail), sonicated and centrifuged at 13,000 rpm for 10 min at 4°C. Supernatants were assayed and an equal amount of total proteins for each cell line was immunoprecipitated with GTP-agarose beads (Sigma-Aldrich, St. Louis, MO, USA), that specifically binds GTP-bound proteins. Samples were rotated for 1 h at 4°C, immune-complexes were then washed three times with lysis buffer, eluted in 5× sample buffer plus 1 mM DTT at 95°C for 5 min and subjected to SDS-PAGE and Western Blot.



SDS-PAGE and Western Blot

Cells were lysed in Tris-HCl 0.125 M pH 6.8 and 2.5% SDS, loaded on 10% or 12% polyacrylamide gel, blotted onto nitrocellulose membranes and probed with the indicated primary antibodies. Horseradish peroxidase-conjugated secondary antibodies were used and signals were detected using ECL (GE Healthcare, Chalfont St. Giles, UK).



Antibodies

Antibodies (Abs) against MAP1LC3B, ERK1/2, phospho-ERK1/2, Akt, phospho-Akt, Smad1, phospho-Ser206-Smad1, GSK3β, phospho-Ser9-GSK3β, active caspase 7, active caspase 9, phospho-eIF2α and eukaryotic translation initiation factor 2 alpha (eIF2α) were purchased from Cell Signaling Technology, Inc. Danvers, MA, USA. Anti-Gap43 and β-actin Abs were purchased from Santa Cruz Biotechnology, Inc. Heidelberg, Germany. Anti-mitochondrial Cytochrome C Oxidase I (mtCO1), VDAC1, Tubulin β-III, MAP2 and Aconitase1 (ACO1) Abs were purchased from Abcam, Cambridge, UK. Anti-DDK Ab was purchased from OriGene Technologies. Anti-OPA1 and Drp1 Abs were purchased from Becton, Dickinson and Company, Franklin Lakes, NJ, USA. Anti-p62 and BNIP3 Abs were purchased from Sigma Aldrich.



Confocal Immunofluorescence

Cells were fixed with 4% paraformaldehyde for 10 min and permeabilized with PBS containing 0.1% saponin and 1% bovine serum albumin for 30 min. Samples were then incubated for 2 h with primary Abs and revealed using the secondary Abs AlexaFluor-488, 546 and 647 (Invitrogen, Carlsbad, CA, USA, Thermo Fisher Scientific, Waltham, MA, USA). For the staining of autophagosomes, cells were transfected with the pCMVMAP1RFPLC3B vector (Addgene, Cambridge, MA, USA). For the staining of mitochondria, cells were transfected with the pDsRed2-Mito vector (Clontech Laboratories, Inc., CA, USA). Nuclei were counterstained with 4′,6′-diamidino-2-phenylindole (DAPI, Sigma-Aldrich, St. Louis, MO, USA). Images were acquired using a Leica TCS SP2 AOBS confocal laser scanning microscope with a 63× oil immersion lens at 1,024 × 1,024 pixels resolution, at the same laser attenuation.



Mitochondria Morphometric Analysis

To quantify mitochondria morphology, an ImageJ macro was used (Dagda et al., 2009). The red channel of cells transfected with pDsRed2-Mito vector was extracted to grayscale, thresholded to optimally resolve individual mitochondria and converted to a binary image. The macro traces mitochondrial outlines using “analyze particles” and quantifies mitochondrial size, interconnectivity and elongation for each mitochondrion. The mitochondrial size was a measure of the area. The mean area/perimeter ratio was used as an index of mitochondrial interconnectivity, while inverse circularity was used as a measure of mitochondrial elongation. Interconnectivity describes the network of the mitochondria and higher scores for interconnectivity indicate that mitochondria have more physical connections, while lower scores indicate more fragmented mitochondria. Elongation describes the shape of mitochondria and a value of 1 would be considered a perfect circle, while a higher value represents elongated mitochondria. For the analysis of mitochondrial branching, the binary image was converted to a skeleton that represents the features in the original image, by using “skeletonize.” Finally, the length of each branch and the number of branches were determined by using the “analyze skeleton” plugin (Wiemerslage and Lee, 2016).



Mitochondrial Membrane Potential Analysis

Mitochondria were labeled using tetramethylrhodamine methyl ester (TMRM; ThermoFisher Scientific, Waltham, MA, USA). Cells were seeded in 30 mm culture dish in complete medium and incubated with 100 nM TMRM and 1 μg/ml DAPI for 30 min at 37°C (Vega-Naredo et al., 2014). Images were acquired without replacing the medium, with a Spinning disk Nikon confocal microscope, with a 20× air lens and a 516 × 516 resolution, at the same laser attenuation. Fluorescence intensity was measured using the ImageJ programme as the average pixel intensity within a box of defined size drawn on the cell body. TMRM fluorescence was also determined by using a Fluoroskan (Ascent FL, ThermoFisher Scientific, Waltham, MA, USA). Cells were trypsinized, counted and incubated with 100 nM TMRM for 30 min at 37°C. Fluorescence was measured by using TRITC filter, accordingly to the manufacturer’s instruction. After background subtraction, the data were normalized on cell number.



Mitochondria Respiratory Rate

Mitochondria respiratory rates were measured into the O2K oxygraph chambers (Oroboros Instruments, Innsbruck, Austria) at 37°C in the respiration medium MiR06 (0.5 mM EGTA, 3 mM MgCl2, 60 mM K-lactobionate, 20 mM taurine, 10 mM KH2PO4 20 mM Hepes, 110 mM sucrose and 1 g/l bovine serum albumin fatty acid-free, 280 U/ml catalase (pH 7.1)).

Drp1 clones were grown in standard conditions and 1 × 106 viable cells were transferred into oxygraph chambers. Oxygen consumption reached a steady state level indicating Basal respiration. The addition of oligomycin (0.5 μM) resulted in Leak respiration. Subsequently, the mitochondrial proton gradient was lost by stepwise titration (0.5 μM each step) of the uncoupler FCCP (Carbonyl cyanide-4-(trifluoromethoxy) phenylhydrazone) until the maximum respiration was achieved. The addition of 0.5 μM rotenone and 2.5 μM antimycin A (AA) blocked mitochondrial respiration, showing residual oxygen consumption. The initial addition of pyruvate (10 mM) and malate (2 mM) was performed to test the integrity of the plasma membrane. Oxygen fluxes were corrected by subtracting residual oxygen consumption from each steady state.



Cell Death Analysis

Control, Drp1wt, Drp1K38A and Drp1shRNA P19 stable clones were induced to differentiate with RA and cell death was analyzed 24 h later using propidium iodide (PI) and DAPI (Hamada-Kanazawa et al., 2004). Cell aggregates were incubated with 3 μM PI (Sigma-Aldrich, St. Louis, MO, USA) and 1 μg/ml DAPI for 15 min at room temperature to stain respectively nuclei of dead and living cells and photographed using a Leica DMIRE2 microscope at 20× magnification and 1,024 × 1,024 pixels resolution. Apoptosis on d1 of neuronal differentiation was quantified by using a DeadEnd Fluorometric TUNEL system kit (Promega, Madison, WI, USA), accordingly with manufacturer’s instructions. Briefly, on d1 aggregates were dissociated, counted, fixed in 1% paraformaldehyde for 20 min on ice and permeabilized with PBS containing 0.2% TRITON-X100 for 10 min. Cells were then incubated with the Terminal Deoxynucleotidyl Transferase enzyme at 37°C. Nuclei were counterstained with 1 μg/ml DAPI. TUNEL fluorescence was quantified by using a Fluoroskan with FITC filter. After background subtraction, the data were normalized on cell number.

Apoptosis was detected in the same cells treated with RA after aggregates dissociation on day 5 and 6 of neuronal differentiation using a Caspase 3 Colorimetric Activity Assay kit (Merck Millipore, Burlington, MA, USA), according to the manufacturer’s instructions.



Statistical Analysis

One-way or two way ANOVA followed by Sidak’s, Dunnett’s or Tukey’s multiple comparison test were performed using GraphPad Prism version 8.0.1 for Windows, GraphPad Software, San Diego, California USA1. Student’s t-test for unpaired variables (two-tailed) was used for mitochondrial elongation, interconnectivity and branch length control data analysis of Figure 1E. Results are reported as individual data plus the mean and standard error of the mean (SEM). p values of less than 0.05 were considered significant. Double or triple symbols refer to statistical probabilities (p < 0.01 and <0.001, respectively), measured in the various experimental conditions as detailed in the legend of the figures.
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FIGURE 1. P19 cells neuronal differentiation. (A) Schematic representation of P19 cells neuronal differentiation. Cells were incubated with retinoic acid (RA) for 4 days in floating conditions to induce the formation of neurospheres and the differentiation in neural stem cells. On d4 neurospheres were dissociated and plated in adherent conditions to differentiate in neurons and glia. (B) Analysis of Drp1 expression levels during neuronal differentiation. P19 cells were induced to differentiate with RA and RNA was extracted every day from d1 to d14 and used to analyze Drp1 expression levels by Real-Time PCR. Results are expressed as fold increase of undifferentiated control cells, used as endogenous control, as individual data plus the mean ± standard error of the mean (SEM) (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). (C) Analysis of Drp1 protein levels during neuronal differentiation. P19 cells were induced to differentiate with RA and total extracts were prepared every day, run on a 10% SDS-polyacrylamide gel and probed with anti Drp1 and actin Abs. Drp1 levels were quantified, normalized on actin levels and expressed as fold increase of undifferentiated cells. The graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). Uncropped gels are inSupplementary Figure S1. (D) Analysis of fission and fusion genes expression levels during neuronal differentiation. RNA extracted every day of neuronal differentiation was used to analyze Opa1, Mfn1, Mfn2 and Fis1 expression levels by Real-Time PCR. Results are expressed as fold increase of undifferentiated control cells, used as endogenous control, as individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). (E) Mitochondrial morphology in undifferentiated and differentiated P19 cells. Undifferentiated cells and neurons on d5 were transfected with the pDsRed2-Mito vector for the staining of mitochondria and fixed after 24 h. Nuclei were stained with DAPI. Image was acquired by confocal microscopy and morphometric analysis was performed with ImageJ. Red channels were converted into a black binary image and skeletonized (binary and skeleton images are in Supplementary Figure S2). Mitochondrial interconnectivity, elongation and branch length are showed in the graphs as individual data plus the mean ± SEM (unpaired t-test). Mitochondrial interconnectivity is a measure of physical connections and low scores indicate fragmented mitochondria; mitochondrial elongation describes the shape of mitochondria and a value of 1 would be considered a perfect circle, while higher value represents elongated mitochondria. The number of fragmented or elongated mitochondria, with an area lower or higher than 5 μm2 respectively, was also determined and reported in the graph as individual data plus the mean ± SEM (two-way ANOVA followed by Sidak’s multiple comparison test). Data were obtained from three independent experiments for a total of at least 30 cells for each sample. * vs und (***p < 0.001; **p < 0.01).






RESULTS


Drp1 and Mitochondrial Remodeling Are Involved in Neuronal Differentiation

We first analyzed changes in Drp1 levels and mitochondrial morphology during neuronal differentiation. We incubated P19 cells with RA for 4 days in floating conditions to induce the formation of neurospheres and neural stem cells that differentiate into neurons after dissociation and plating in adherent conditions on d4 (Figure 1A). We found that Drp1 expression levels gradually increased in neural stem cells during RA treatment to rich 2.5–3-fold increase in differentiated neurons (d9-d10; Figures 1B,C and Supplementary Figure S1), suggesting that the regulation of Drp1 levels could be a key event during neuronal differentiation. Moreover, we found that P19 cells neuronal differentiation is characterized by changes in the expression levels of other fission and fusion genes (Figure 1D). Indeed, the expression of the fission gene Fis1 increased in neural stem cells with a peak between d2 and d4 to decrease thereafter. Opa1 decreased after RA addition and remained low or similar to basal for the whole differentiation process. Mfn2 levels increased during neuronal differentiation quadrupling its expression in the later stages (Figure 1D). Finally, Mfn1 had a bimodal expression pattern with a peak in the early phase of differentiation around d3 and later on d9.

To assess mitochondrial morphology, cells were transfected with pDsRed2-Mito vector and mitochondrial size, interconnectivity, elongation and branch length were quantified (Figure 1E and Supplementary Figure S2). We found that differentiated neurons on d6 presented filamentous mitochondria with increased interconnectivity, elongation and branch length compared with undifferentiated cells. Moreover, while undifferentiated cells presented a mixed population of fragmented and elongated mitochondria, differentiated neurons showed a decrease in the percentage of fragmented mitochondria and an increase in the elongated one (Figure 1E), confirming changes in mitochondrial morphology observed between undifferentiated P19 cells and neural stem cells on d4 (Vega-Naredo et al., 2014).



Different Expression of Drp1 Impacts on Mitochondrial Morphology and Functionality

We then studied how altered Drp1 levels and increased fragmentation could affect neuronal differentiation. To this purpose, we stably transfected P19 cells with wild-type Drp1 (Drp1wt), the dominant negative mutated form (Drp1K38A), a specific shRNA to silence the gene (Drp1 shRNA) or an empty vector as control. Three clones for each vector with comparable Drp1 expression levels were selected for the experiments. The selected Drp1-silenced clones showed a reduction of 80% in Drp1 expression levels (Figures 2A,B), while Drp1 was two-fold increase in Drp1wt and Drp1K38A selected clones (Figure 2C and Supplementary Figure S3).
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FIGURE 2. Drp1 levels and localization in Drp1-modified clones. (A) Drp1 expression levels in Drp1 shRNA stable clones. RNA was extracted from P19 clones stably transfected with Drp1 shRNA. Drp1 expression levels were analyzed by Real Time PCR and compared with Drp1 levels in P19 transfected with the scrambled sequence. P19 cells stably transfected with the vector alone were used as endogenous control (ctr, set at 1). The graph shows the residual Drp1 expression in the three Drp1 shRNA clones used in the experiments. Results are expressed as individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 3). * vs ctr (*** p < 0.001). (B) Drp1 protein levels in Drp1 shRNA stable clones. Total extracts prepared from the three Drp1 shRNA clones selected for the experiments were run on a 10% gel and probed with anti Drp1. Uncropped gels are in Supplementary Figure S3. (C) Drp1 protein levels in Drp1wt and Drp1K38A overexpressing clones. Total extracts prepared from the Drp1wt and Drp1K38A stable clones selected for the experiments, were run on 10% gel and probed with anti Drp1, DDK and actin Abs. Drp1 levels were quantified, normalized on actin levels and expressed as fold increase of control. The graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). * vs ctr (***p < 0.001). Uncropped gels are in Supplementary Figure S3. (D) Drp1 expression levels increase during Drp1wt and Drp1K38A stable clones neuronal differentiation. Total extracts from undifferentiated Drp1wt, Drp1K38A and control clones and from d1 to d6 of neuronal differentiation, were run on a 10% SDS-polyacrylamide gel and probed with anti Drp1 and actin Abs. Drp1 levels were quantified, normalized on actin levels and expressed as fold increase of undifferentiated control levels. The graph shows individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). * vs ctr und (***p < 0.001, **p < 0.01); + vs Drp1wt und (+++p < 0.001); × vs Drp1K38A und (xxxp < 0.001, xxp < 0.01). Uncropped gels are in Supplementary Figure S3. (E) Localization of Drp1 on mitochondria in undifferentiated Drp1-modified clones. Mitochondrial and cytosolic extracts were prepared from undifferentiated Drp1wt, Drp1K38A, Drp1 shRNA and control clones, run on 10% SDS-polyacrylamide gels and probed with anti Drp1, VDAC and ACO1 Abs. VDAC and ACO1 were used as mitochondrial and cytosolic marker respectively. Drp1 levels were quantified, normalized on VDAC levels and expressed as fold increase of control. The graph shows individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). * vs ctr (***p < 0.001). Uncropped gels are in Supplementary Figure S5. (F) Drp1 phosphorylation levels in undifferentiated Drp1wt and Drp1K38A clones. Total extracts from Drp1wt, Drp1K38A and control clones were run on 10% SDS-polyacrylamide gels and probed with anti Drp1, phospho-Drp1 Ser616, phospho-Drp1 Ser637 and actin Abs. The phosphorylation level of Ser616 and Ser637 were quantified, normalized on total Drp1 levels and expressed as fold increase of control. The graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). * vs ctr (***p < 0.001). Uncropped gels are in Supplementary Figure S3. (G) Localization of Drp1 on mitochondria in Drp1-modified clones-derived neurons. Mitochondrial and cytosolic extracts were prepared from Drp1wt, Drp1K38A, Drp1 shRNA and control clones on d6 of neuronal differentiation and processed as in (E). Drp1 levels were normalized on VDAC levels and expressed as fold increase of control. The graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). * vs ctr (***p < 0.001). Uncropped gels are in Supplementary Figure S5.



Neuronal differentiation in control cells was accompanied by a progressive increase in Drp1 levels (Figure 1B); surprisingly this also occurred in Drp1wt and Drp1K38A clones (Figure 2D). By contrast, changes in Drp1 levels were not associated with changes in the expression of the other fission and fusion genes, Fis1, Mnf1, Mnf2 and Opa1, in both undifferentiated and differentiated cells (Supplementary Figures S4A,B), nor in Opa1 activity (Supplementary Figures S4C,D), excluding any compensatory activity.

Next, we analyzed the effect of Drp1wt, Drp1K38A overexpression and gene silencing on mitochondrial morphology and functionality during neuronal differentiation. Drp1 mostly localizes into the cytoplasm and is recruited to mitochondria membrane to induce fission (Ingerman et al., 2005). We quantified the amount of Drp1 in the mitochondrial fraction in undifferentiated cells and we found that while in control cells 60% of Drp1 was localized in the mitochondria and the remaining 40% was in the cytosol, in Drp1wt and Drp1K38A overexpressing clones Drp1 showed almost a complete translocation on mitochondria (Figure 2E and Supplementary Figure S5). This mitochondrial recruitment correlated with an increase in Ser616 and a decrease in Ser637 phosphorylation levels in both clones compared with control (Figure 2F), a condition that induces Drp1 translocation (Otera et al., 2013). Moreover, we found that neuronal differentiation affected Drp1 translocation on mitochondria per se. Indeed, on d6 of neuronal differentiation control cells displayed a complete localization of Drp1 on mitochondria (Figure 2G and Supplementary Figure S5), while no differences were observed in Drp1-modified clones, showing a complete Drp1 translocation in both undifferentiated and differentiated conditions (Figures 2E,G).

We next assessed mitochondrial morphology by staining mitochondria with pDsRed2-Mito vector and quantifying mitochondrial size, interconnectivity, elongation, branch length and the number of fragmented and elongated mitochondria (Figure 3A and Supplementary Figure S6A). In undifferentiated conditions, Drp1wt overexpressing clones displayed mitochondrial fragmentation with a higher percentage of small round mitochondria (70%) compared with control (40%) and decreased elongation, interconnectivity and branch length (Figure 3A), in agreement with the increased translocation of Drp1 on mitochondria. Conversely, Drp1-silenced and Drp1K38A-expressing clones presented filamentous mitochondria, characterized by increased mitochondrial elongation, interconnectivity and branch length compared with control (Figure 3A). When we analyzed mitochondrial remodeling during neuronal differentiation we found that mitochondria in differentiated Drp1wt overexpressing clones (d6) presented unchanged elongation but increased interconnectivity and branch length, compared to undifferentiated conditions (d6 vs. und), however, these parameters were still significantly reduced compared to control (Figure 3B and Supplementary Figure S6B). This indicates that neuronal differentiation activates mitochondrial remodeling in Drp1wt clones, but fails to induce the correct and required elongation. Surprisingly, in Drp1K38A and Drp1-silenced clones mitochondria maintained the same shape in differentiated and undifferentiated conditions, without remodeling (Figure 3B, d6 vs. und).
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FIGURE 3. Mitochondrial morphology. (A) Mitochondrial morphology in undifferentiated Drp1-modified clones. Drp1wt, Drp1K38A, Drp1 shRNA and control cells were transfected with the pDsRed2-Mito vector for the staining of mitochondria and fixed after 24 h. Nuclei were stained with DAPI. Images were acquired by confocal microscopy and morphometric analysis was performed with ImageJ. Red channels were converted into a black binary image and skeletonized (binary and skeleton images are in Supplementary Figure S6A). Mitochondrial interconnectivity, elongation and branch length are showed in the graphs as individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test). The number of fragmented or elongated mitochondria, with an area lower or higher than 5 μm2 respectively, was also determined and reported in the graph. Results are expressed as individual data plus the mean ± SEM (two-way ANOVA followed by Sidak’s multiple comparison test). Data were obtained from three independent experiments for a total of at least 30 cells for each sample. Scale bar: 10 μm. * vs ctr (*** p < 0.001). (B) Mitochondrial morphology in differentiated neurons (d6). Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA, on d5 neurons were transfected with the pDsRed2-Mito vector and processed as described in (A). Binary and skeleton images are in Supplementary Figure S6B. Mitochondrial interconnectivity, elongation and branch length are shown in the graphs. Results are expressed as individual data plus the mean ± SEM (two-way ANOVA followed by Sidak’s multiple comparison test). * vs ctr (***p < 0.001); +d6 vs und (+++p < 0.001). Data were obtained from three independent experiments for a total of at least 30 cells for each sample. Scale bar: 10 μm. (C) Mitochondrial membrane potential. Undifferentiated cells were trypsinized, counted and incubated with 100 nM TMRM for 30 min at 37°C. Fluorescence was measured with a Fluoroskan by using a TRITC filter. After background subtraction, the data were normalized on cell number and reported as fold increase of control. Results are expressed as individual data plus the mean ± SEM (one-way ANOVA followed by Tukey’s multiple comparison test, n = 6). * vs ctr (***p < 0.001). (D) Oxygen consumption measurement on intact undifferentiated clones. Basal and maximal respiratory capacity are reported while spare respiratory capacity was obtained by subtracting basal respiration from maximal respiration rates. Results show individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 4–6). * vs ctr (**p < 0.01, *p < 0.05).



Finally, we investigated mitochondria functionality with TMRM, a red fluorescent dye that is sequestered by active mitochondria, to assess mitochondrial membrane potential. All clones were incubated with TMRM and fluorescence intensity was captured in live cells by confocal microscopy (Supplementary Figure S7) and quantified by Fluoroskan (Figure 3C). Of note, all Drp1-modified clones presented a decrease in TMRM fluorescence compared with control, indicating low mitochondria membrane potential and likely poor functionality, regardless of morphology. To further assess whether the mitochondrial metabolism was impaired we measured oxygen consumption in undifferentiated clones (Figure 3D). In agreement with TMRM analysis, basal mitochondrial respiration was impaired in Drp1wt and Drp1K38A clones compared to control and all Drp1-modified clones were not able to sustain the increased workload driven by the addition of the protonophore FCCP. Consistently, spare respiratory capacity calculated by subtracting basal respiration from FCCP-induced respiration was reduced in all clones, indicating that the alterations of Drp1 levels/activity affect the capability of the respiratory chain to match an energetic request, as well as the maximal respiration achievable by the cells. These data confirm a mitochondrial bioenergetic defect regardless of mitochondrial morphology.



Different Expression of Drp1 Impacts on Mitophagy

Dysfunctional mitochondria are removed by mitophagy, allowing their selective degradation. To monitor the activation of mitophagy in our clones we evaluated the autophagosomal marker LC3 and SQSTM1/p62, a protein targeting poly-ubiquitinated proteins to autophagosomes for degradation. During autophagosome formation the cytosolic LC3-I isoform is converted into LC3-II and is incorporated in the autophagosome membrane, thus LC3-II amount correlates with the number of autophagosomes (Kabeya et al., 2000). In undifferentiated Drp1-silenced and Drp1K38A clones, LC3-II and p62 levels were similar to control, while Drp1wt overexpressing clones showed increased LC3-II and reduced p62 levels, indicating increased autophagy (Figure 4A and Supplementary Figure S8). Consistently, the number of RFP-LC3 positive autophagosomes was enhanced in Drp1wt overexpressing clones compared with control (Figure 4B).
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FIGURE 4. Mitochondrial biogenesis and autophagy in Drp1-modified clones. (A) Autophagy is altered in clones overexpressing Drp1wt. Total extracts from Drp1wt, Drp1K38A, Drp1 shRNA and control cells were run onto 12% or 10% SDS-polyacrylamide gels and probed with anti MAP1LC3B, p62, BNIP3 and actin Abs. The two isoforms LC3-I and LC3-II are indicated. LC3-II, p62 and BNIP3 levels were quantified, normalized on actin levels and expressed as fold increase of control. The graphs show individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). Uncropped gels are in Supplementary Figure S8. (B) Drp1wt, Drp1K38A, Drp1 shRNA and control cells were transfected with MAP1LC3B-RFP for the staining of autophagosomes (red), fixed 24 h later and immunostained with anti p62 (green) Ab. Yellow in the merge images indicates colocalization of p62 and RFP-LC3. Total RFP-LC3 positive vesicles number is shown in the graph as individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test). Data were obtained from three independent experiments for a total of at least 30 cells for each sample. Scale bar: 10 μm. (C) Mitophagy is altered in clones overexpressing Drp1wt. Drp1wt, Drp1K38A, Drp1 shRNA and control clones were transfected with pDsRed2-Mito vector for the staining of mitochondria (red), fixed 24 h later and immunostained with anti Lamp1 (green). Yellow indicates co-localization. Pearson’s correlation coefficients for Mito dsRed and Lamp1 colocalization were determined in at least 30 cells/staining and reported in the graph as individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test). Scale bar: 10 μm. (D) Drp1wt overexpressing clones show reduced mitochondrial DNA (mtDNA). DNA was extracted from undifferentiated clones and used to quantify mtDNA by Real-Time PCR by using specific primers for NADH dehydrogenase 1 (ND1). RNAse P was used for normalization. Results are expressed as fold increase of control. Graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). (E) Drp1wt overexpressing clones show reduced mitochondrial content. Total extracts were prepared from undifferentiated clones, run on 10% SDS-polyacrylamide gels and probed with anti mtCO1 and VDAC Abs. mtCO1 and VDAC levels were quantified and normalized on actin levels. Results are expressed as fold increase of control individual data plus the mean ± SEM (one-way ANOVA followed by Dunnett’s multiple comparison test, n = 6). Uncropped gels are inSupplementary Figure S8. (F) Autophagy levels in neural stem cells aggregates. Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA and total protein extracts were prepared each day from d1 to d4, run onto 15% or 10% SDS-polyacrylamide gels and probed with anti MAP1LC3B, p62 and actin Abs. LC3-II and p62 levels were quantified, normalized on actin levels and expressed as fold increase of control. The graphs show individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). Lines indicate samples to whom symbols are referred. Uncropped gels are in Supplementary Figure S8. * vs ctr (***p < 0.001; **p < 0.01; *p < 0.05); +vs Drp1wt (+++p < 0.001; ++p < 0.01; +p < 0.05).



Moreover, BNIP3, a potent inducer of mitophagy (Lee et al., 2011), raised in Drp1wt overexpressing clones (Figure 4A) and the sequestration of mitochondria into lysosomes, measured by colocalization between the mitochondrial marker Mito-dsRed and the lysosomal marker Lamp1 (Figure 4C), was evident in these clones, clearly highlighting mitophagy activation. No differences were observed between control and Drp1 silenced clones, confirming previous data (Kageyama et al., 2014). In agreement with these findings, Drp1wt overexpressing clones showed a reduction in mtDNA content compared with control, Drp1-silenced and Drp1K38A clones (Figure 4D). Accordingly, the levels of two mitochondrial proteins, mtCO1 and VDAC, were lower in undifferentiated Drp1wt overexpressing cells, confirming the reduction of mitochondrial mass only in this clone (Figure 4E).

We then analyzed autophagy during neuronal differentiation. Autophagy plays a role in the first days of neuronal differentiation removing old material and providing recycled constituents for building up new structures (Guan et al., 2013). As expected, autophagy in control cells enhanced at d1 during neurogenesis and decreased during the time (Figure 4F). The pattern of autophagy induction was similar in all clones, but with the highest levels in Drp1wt overexpressing clones (Figure 4F), confirming that high Drp1 levels impact on both basal and stimulated autophagy, enhancing the process.



Physiological Levels of Drp1 Are Required for the Expression of Neurogenic Transcription Factors and the Downregulation of Pluripotency Genes, Preventing Apoptosis

All clones were induced to differentiate with RA and formed neurospheres similar in number and size, thus on d4 they were dissociated, plated and cultured for several days. We started our analysis from the first phases of neuronal differentiation corresponding to the expression of the RA-induced neurogenic transcription factors (Bain et al., 1994; Vantaggiato et al., 2011). We found that, while in control cells RA treatment induced the expression of Mash1, Wnt1 and N-cadherin (Figure 5A), their levels were significantly reduced in all Drp1-modified clones, indicating that any manipulation of Drp1 affected RA-induced transcription. Neuronal differentiation is also defined by the loosing of pluripotency through the downregulation of Oct3/4 and Sox2 genes (Li et al., 2013). While in control cells Oct3/4 expression levels were dramatically reduced by RA treatment starting from d1 to disappear on d2, accordingly with previous data (Bain et al., 1994; Yamada et al., 2013), in all Drp1-modified clones Oct3/4 levels were higher than control on d1 and residual levels were still present on d4 (Figure 5B). Sox2 is a neural stem cells marker and maintains neuronal progenitor identity (Graham et al., 2003), therefore its expression levels slightly increase on d1 of neuronal differentiation and slowly decrease during the next 4 days to reach the lowest levels in differentiated neurones (d5–d7; Yamada et al., 2013), as we observed in control cells (Figure 5B). By contrast, all Drp1-modified clones presented increased Sox2 levels on d1 of neuronal differentiation, that remained higher also on d5 and d6 (Figure 5B). On the contrary, no differences in Oct3/4 and Sox2 expression were observed among undifferentiated Drp1-modified and control clones (Supplementary Figure S9), indicating that Drp1 is not necessary for the maintenance of pluripotency in undifferentiated cells, but it is required for pluripotency genes downregulation during neuronal differentiation.
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FIGURE 5. Alterations in Drp1 levels and function affect neuronal differentiation induction. Drp1wt, Drp1K38A, Drp1 shRNA and control P19 stable clones were induced to differentiate with RA. RNA was extracted from d1 to d6 and used to analyze Mash1, Wnt1 and N-cadherin (d1–d4; A), Oct3/4 (d1–d4) and Sox2 (d1–d6) (B), and FGF8 (d1–d4) expression levels (C) by Real-Time PCR. Undifferentiated P19 cells stably transfected with the vector alone were used as an endogenous control (set at 1). Results are expressed as fold increase of endogenous control and reported as individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 8). * vs ctr (***p < 0.001, **p < 0.01); + vs Drp1wt (+++p < 0.001, ++p < 0.01). Lines indicate samples to whom asterisks are referred. (D) Total extracts were prepared from Drp1wt, Drp1K38A, Drp1 shRNA and control clones 24 h after RA addiction, run on a 10% SDS-PAGE gel and probed with anti phospho-Akt (p-Akt), Akt, phospho-Ser9-GSK3β (p-GSK3β), GSK3β, phospho-ERK1/2 (p-ERK), ERK1/2, phospho-Ser206-Smad1 (p-Smad1) and Smad1 Abs. Uncropped gels are in Supplementary Figure S10. Quantification is reported in Supplementary Figure S11.



In parallel to its role in neuronal differentiation induction, RA, together with BMP4, is involved also in apoptosis, through the induction of caspase 9 and caspase 3 (Miho et al., 1999). The fate between neuronal differentiation and cell death depends on a fine regulation of the pro-apoptotic RA/BMP4 signaling and the pro-survival FGF8 pathway (Massagué, 1998; Vantaggiato et al., 2011). We analyzed FGF8 levels and its activated pathways, i.e., PI3K/Akt and ERK1/2 MAPK (Wang et al., 2006; Vantaggiato et al., 2011), during neuronal differentiation and we found that FGF8 expression levels (Figure 5C) as well as Akt, ERK1/2 and GSK3β-Ser9 phosphorylation levels had the same trend in all clones compared to control (Figure 5D, Supplementary Figures S10, S11). Also, the ERK1/2-dependent inhibitory phosphorylation on Ser206 of Smad1, a BMP4-activated protein that induces the expression of BMP target genes (Pera et al., 2003), was similar in Drp1-modified and control clones, indicating a correct inhibition of the BMP4 pathway.

RA induces the upregulation of several ER stress-responsive genes and ER stress play a critical role in neuronal differentiation of mouse ESCs (Liu et al., 2012; Godin et al., 2016; Murao and Nishitoh, 2017). Several stimuli activate the UPR and the ERAD pathway and both are upregulated during RA-induced differentiation (Liu et al., 2012). We analyzed UPR and ERAD pathways during neuronal differentiation (Figure 6, Supplementary Figures S12, S13) and we found that all Drp1-modified clones presented increased phosphorylation of the UPR protein eIF2α (Figure 6A and Supplementary Figure S12) compared with control and increased expression of the eIF2α downstream genes Grp78 and Grp94, the pro-apoptotic gene CHOP and of the negative regulator GADD34 (Supplementary Figure S13). Moreover also the expression levels of Gp78 and HRD1 (Figure 6B), two regulators of ERAD, were increased in Drp1-modified clones compared with control, indicating that both UPR and ERAD pathways are activated by changes in Drp1 levels.


[image: image]

FIGURE 6. Drp1 is necessary for survival. (A) Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA. Total protein extracts were prepared from d1 to d4, run on 10% SDS-PAGE gels and probed with anti phospho-eIF2α (p-eIF2α) and eIF2α Abs. p-eIF2α levels were quantified, normalized on eIF2α levels and expressed as fold increase of control as individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). Uncropped gels are in Supplementary Figure S12. (B) Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA. RNA was extracted from d1 to d4 and used to analyze GP78 and HRD1 levels by Real-Time PCR. Undifferentiated P19 cells stably transfected with the vector alone were used as endogenous control. Results are expressed as fold increase of endogenous control and reported as individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 8). (C) Cell death levels in neural stem cells aggregates. Drp1wt, Drp1K38A, Drp1 shRNA and control P19 stable clones were induced to differentiate with RA and 24 h later aggregates were stained with DAPI and propidium iodide (PI) to detect living and dead cells respectively. Scale bar: 50 μm. (D) Morphology of differentiated cultures. Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA, on d4 were dissociated and photographed from d5 to d7. Scale bar: 50 μm. Shown are representative images. (E) Apoptosis levels in neural stem cells on d1 of neuronal differentiation. Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA. On d1 aggregates were dissociated and apoptosis was analyzed with TUNEL assay. TUNEL fluorescence intensity was quantified and expressed as fold increase of control. The graph shows individual data plus the mean ± SEM (one-way ANOVA followed by Tukey’s multiple comparison test, n = 6). (F) Apoptosis levels in differentiated neurons. Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA, on d4 aggregates were dissociated, plated and tested for caspase 3 activity on d5 and d6. Results shown are individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). * vs ctr (***p < 0.001, **p < 0.01); + vs Drp1wt (+++p < 0.001). Lines indicate sample to whom symbols are referred.



Since Drp1 can affect cells vitality during neuronal differentiation and RA can induce apoptosis through the activation of ER stress response (Godin et al., 2016; Murao and Nishitoh, 2017), we measured cell death in neural stem cells. We used PI and DAPI to stain dead and living cells respectively (Cummings and Schnellmann, 2004), 24 h after RA induction and we found that Drp1wt, Drp1K38A and Drp1 shRNA aggregates presented higher levels of dead, PI-positive cells compared with control (Figure 6C). Apoptosis was also assessed by using a DeadEnd Fluorometric TUNEL system (Figure 6D). On d1 of neuronal differentiation, we found induction of apoptosis in all Drp1-modified clones compared to control, with however higher levels in Drp1wt when compared to Drp1K38A and Drp1 shRNA clones. No differences were observed in undifferentiated clones (Supplementary Figure S14). As a consequence of increased apoptosis and cell death, no alive cells were present in any Drp1-modified clones in late phases of neuronal differentiation and only control cells differentiated for the whole 14 days period (Figure 6E). We then analyzed apoptosis in differentiated cells quantifying the levels of caspase 3 activity on d5 and d6. While control cells presented a small increase in caspase 3 activity compared with undifferentiated cells, caspase 3 activity was significantly increased in all Drp1-modified clones, with remarkable induction in Drp1wt overexpressing clones (Figure 6F). Consistently, the levels of the activated forms of caspase 9 and caspase 7 on d5 and d6 were increased in all Drp1-modified clones compared with control (Supplementary Figure S15).

These data indicate that any Drp1 manipulation inhibits neurogenesis favoring apoptosis, regardless of mitochondrial shape.



Physiological Levels of Drp1 Are Required for Final Neuronal Differentiation

Neuronal differentiation required both the induction of neurogenic transcription factors and the downregulation of pluripotent genes. Considering the increased levels of the pluripotent Oct3/4 and Sox2 genes and the decreased levels of the RA-induced genes Mash1, Wnt1 and N-cadherin we detected in all Drp1-modified clones, we assessed the formation of neurons. The expression levels of Tubulin β-III, Gap43 and MAP2, markers respectively of neurofilaments, growth cones and neurites, were significantly reduced in all Drp1-modified clones compared to control (Figure 7A), however with a more severe effect of Drp1wt overexpression. In agreement, while in control cells the 90% of differentiated cells were positive for neuronal markers and showed normal development of neuronal processes and extensive connections, as described (Bain et al., 1994), only a few cells in Drp1-modified clones were positive for Tubulin β-III, Gap43 and MAP2 (Figure 7B).
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FIGURE 7. Alterations in Drp1 levels and function affect final neuronal differentiation. (A) Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA. RNA was extracted every day from d5 to d8 and used to analyze Tubulin β-III, MAP2 and Gap43 expression levels by Real-Time PCR. Undifferentiated P19 cells stably transfected with the vector alone were used as endogenous control. Results are expressed as fold increase of endogenous control and reported as individual data plus the mean ± SEM (two-way ANOVA followed by Tukey’s multiple comparison test, n = 6). * vs ctr (***p < 0.001); + vs Drp1wt (+++p < 0.001). Lines indicate samples to whom symbols are referred. (B) Drp1wt, Drp1K38A, Drp1 shRNA and control clones were induced to differentiate with RA and on d6 neurons were fixed and stained with anti-Tubulin β-III, MAP2 and Gap43 Abs (green). Scale bar: 50 μm.






DISCUSSION

The importance of mitochondrial dynamics in neurons and brain physiology has become increasingly clear. Neurons require high levels of energy for survival and for their specialized functions. These highly polarized cells are particularly vulnerable to mitochondrial fission and fusion defects that lead to deficient cell bioenergetics and incorrect distribution of mitochondria along the axons and at the synapses. At these sites, high levels of ATP are required for transmission and for synapses organization (Li et al., 2004, 2008; Chen and Chan, 2006). While Drp1-dependent mitochondrial fission seems to be dispensable for the function of non-polarized cells, this function is required for extremely polarized cells such as neurons. Many studies dissected the physiological role of mitochondrial fission in neurons evaluating the effects of Drp1 deletion. Drp1 is required for the development of the mammalian nervous system (Waterham et al., 2007; Ishihara et al., 2009; Wakabayashi et al., 2009) and Drp1 deficiency results in depletion of mitochondria from developing neurites, reduced neurite outgrowth, impaired synapse formation (Ishihara et al., 2009) finally leading to neurodegeneration (Kageyama et al., 2012, 2014). Drp1 ablation alters neuronal functions also in adult neurons, affecting synaptic transmission and memory, however, compensatory circuits are sufficient to maintain overall neuronal morphology and viability (Oettinghaus et al., 2016). Moreover, Drp1 hyper-phosphorylation at Ser-637 induces abnormal mitochondrial elongation and is associated with hereditary spastic paraplegia (Lavie et al., 2017). The reduction in Drp1-mediated fission compromises mitochondrial health in spastic ataxia of Charlevoix Saguenay (Bradshaw et al., 2016). All these findings describe the effects of extensively fused mitochondrial structure. Conversely, a wide range of neurodegenerative disorders, such as Alzheimer’s (Cho et al., 2009; Manczak et al., 2011; Manczak and Reddy, 2012), Huntington’s (Costa et al., 2010; Song et al., 2011; Shirendeb et al., 2012) and Parkinson’s diseases (Wang et al., 2011) are associated with increased Drp1 levels and mitochondrial fragmentation (Hu et al., 2017). The biological significance of the increased Drp1 levels in neuronal differentiation was not investigated. We, therefore, analyzed the effects of increased levels of Drp1 on P19 cell neuronal differentiation, comparing the phenotype of Drp1 overexpression to that of the well-known Drp1 deletion. We demonstrate here that P19 cell neuronal differentiation is associated with key changes in mitochondrial fission and fusion genes. In particular, Drp1 levels gradually increased during RA treatment to reach 2.5–3-fold increase in differentiated neurons, confirming the reported augment of Drp1 observed in the late stage of ESCs differentiation (Wang et al., 2014). This Drp1 expression pattern is paralleled by enhanced Mfn1/2 expression and both contribute to mitochondrial remodeling, with prevalently small and round mitochondria in undifferentiated cells that become elongated in differentiated neurons. These data are also in agreement with the metabolic shift observed in undifferentiated P19 cells that are essentially glycolytic, while differentiated neurons are more oxidative (Vega-Naredo et al., 2014). We genetically manipulated Drp1 generating P19 stable clones overexpressing Drp1wt, Drp1K38A or silencing the gene, and, differently from previous studies, we monitored neuronal differentiation. Neuronal differentiation is characterized by the induction of RA-dependent neurogenic transcription factors, and by the downregulation of pluripotency genes, such as Oct3/4 and Sox2. All Drp1-modified clones shared similarities in the response to RA showing lower levels of the RA-induced genes Mash1, Wnt1 and N-cadherin and failed to downregulate Oct3/4 and Sox2 expression, suggesting that mitochondrial changes can induce a transcriptional reprogram that negatively impacts on neuronal differentiation. Sox2 is expressed in multipotent neuronal stem cells and is downregulated during differentiation. Here, we found that Sox2 expression was not downregulated in Drp1-modified clones during induction of neuronal differentiation and was still high on d5–d7, inhibiting final neuronal differentiation. Consistently, we found that the concomitant reduction in the expression of neurogenic transcription factors and the increased levels of pluripotency genes in Drp1wt, Drp1K38A and Drp1-silenced clones, correlated with a defective differentiation with decreased expression of Tubulin β-III, MAP2 and Gap43 neuronal markers in mature neurons. Indeed, Sox2 is mutually exclusive with Tubulin β-III marker and its constitutive expression inhibits neuronal differentiation in CNS and results in the maintenance of progenitor characteristics (Graham et al., 2003).

Our data indicate that these defects occur in a mitochondrial-dependent manner. During neuronal differentiation, control clones undergo mitochondrial remodeling characterized by increased elongation, branch length and interconnectivity. Autophagy induction during the first phases of differentiation is likely to concur to this specific mitochondrial network organization and both events allow correct neurogenesis. This is common to other differentiation processes, such as myogenesis, in which Drp1-mediated fission appears to be crucial for mitophagy. Following the mitochondrial clearance stage, mitochondria are substituted and form a more organized network and this rebuilding phase does not occur until mitochondrial clearance takes place (Sin et al., 2016).

High Drp1 levels specifically increase mitochondrial fission with less organized and more fragmented mitochondria that are able to undergo remodeling during neuronal differentiation, increasing interconnectivity and branch length, but fails to elongate, thus definitely impairing neurogenesis. Consistently, autophagy and apoptosis are extremely enhanced, preventing differentiation. Both the Drp1K38A overexpression and Drp1 silencing enhance mitochondria elongation, interconnectivity and branch length in undifferentiated conditions, likely due to inhibition of fission and unopposed fusion, as supported by unchanged MFNs expression and identical Opa1 activity, similarly to other models (Kageyama et al., 2012, 2014). Also, Drp1K38A overexpression and Drp1 silencing prevent the required mitochondrial remodeling, leading to increased apoptosis and neuronal death.

Inhibition of mitochondrial respiration and increased ROS production affect gene expression resulting in the impairment of differentiation capability and the enhancement of stem cell pluripotency (Varum et al., 2009). Accordingly, inefficient oxidative metabolism increases ROS production and prevents P19 cells neuronal differentiation (Pashkovskaia et al., 2018). In line with this, our clones, regardless of their mitochondria shape, displayed reduced mitochondrial membrane potential and bioenergetic defects, leading to inefficient neuronal differentiation.

We demonstrate that neuronal differentiation is dramatically susceptible to abnormal mitochondrial fission and high Drp1 expression and not only to the complete absence of the protein, suggesting that physiological fission and mitochondrial remodeling, associated with early autophagy induction, are essential for neuronal differentiation. Any unbalance of mitochondrial remodeling affects autophagy, apoptosis or both, thereby impairing neuronal differentiation. Considering that neither the FGF8 activated pathways, i.e., ERK1/2 and Akt, nor BMP4 pathway, through Smad1 inhibition, are affected in Drp1-modified clones, we can conclude that increased apoptosis could derive from altered RA response, likely through hyperactivation of UPR and ERAD pathways. Indeed, while a progressive increase in UPR is required for normal neuronal differentiation, prolonged UPR activation can induce apoptosis and cell death (Godin et al., 2016; Murao and Nishitoh, 2017).

The link between mitochondrial fission and apoptosis is not surprising (Itoh et al., 2013) and also the knockdown and the dominant-negative interference of endogenous Drp1 have been demonstrated to cause cell death in cortical neurons (Uo et al., 2009; Bradshaw et al., 2016), indicating a high vulnerability of neurons to alterations in Drp1 levels and activity. Moreover, Drp1 has been reported to induce mitochondrial damage and apoptosis independently of its GTPase activity (Bras et al., 2007).

In summary, we found that neuronal differentiation is susceptible to changes in Drp1 levels and function, and it is severely impaired by both Drp1 overexpression and protein depletion or inactivation. This suggests the existence of a relationship between mitochondrial dynamics and neurodegeneration involving both fission induction and suppression. This appears to be of broad significance as strategies normalizing mitochondrial dynamics appear to be effective for a wide range of neurodegenerative diseases (Guo et al., 2013; Franco et al., 2016; Joshi et al., 2018).

Finally, our study provides novel information on the role of Drp1 in neuronal differentiation induction adding hints to the knowledge regarding the effects of Drp1 depletion in post-mitotic neurons. This study thus reveals the importance of mitochondrial changes at the onset of neuronal differentiation, sharing similarity with other stem cells and differentiation pathways, and highlights that, rather than multiple parallel events, mitochondrial changes, autophagy and apoptosis proceed in a stepwise fashion during neuronal differentiation altering the nuclear transcriptional program.
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With 100 billion neurons and 100 trillion synapses, the human brain is not just the most complex organ in the human body, but has also been described as “the most complex thing in the universe.” The limited availability of human living brain tissue for the study of neurogenesis, neural processes and neurological disorders has resulted in more than a century-long strive from researchers worldwide to model the central nervous system (CNS) and dissect both its striking physiology and enigmatic pathophysiology. The invaluable knowledge gained with the use of animal models and post mortem human tissue remains limited to cross-species similarities and structural features, respectively. The advent of human induced pluripotent stem cell (hiPSC) and 3-D organoid technologies has revolutionised the approach to the study of human brain and CNS in vitro, presenting great potential for disease modelling and translational adoption in drug screening and regenerative medicine, also contributing beneficially to clinical research. We have surveyed more than 100 years of research in CNS modelling and provide in this review an historical excursus of its evolution, from early neural tissue explants and organotypic cultures, to 2-D patient-derived cell monolayers, to the latest development of 3-D cerebral organoids. We have generated a comprehensive summary of CNS modelling techniques and approaches, protocol refinements throughout the course of decades and developments in the study of specific neuropathologies. Current limitations and caveats such as clonal variation, developmental stage, validation of pluripotency and chromosomal stability, functional assessment, reproducibility, accuracy and scalability of these models are also discussed.
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INTRODUCTION

The study of neurogenesis (summarised in Figure 1), neural processes and neurological disorders is a very challenging science, as the brain is a uniquely complex organ and is largely inaccessible for experimental investigations in living humans, which is mostly limited to discarded post-surgical tissue samples or neuroimaging, transcranial magnetic stimulation and electroencephalography studies (Komssi and Kähkönen, 2006; Stan et al., 2006; Brammer, 2009; Eyal et al., 2016).
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FIGURE 1. Process of neurogenesis. The CNS originates from the ectoderm layer of the trilaminar germ disc. The process of neurogenesis begins with the formation of the neuroepithelium from the neuroectoderm, giving rise to the neural tube in a process called primary neurulation (Johns, 2014). The trilaminar germ layer disc is composed of the three germ layer tissues, the endoderm, mesoderm and ectoderm. The mesoderm gives rise to the notochord, a tubular mesodermal structure which on releasing trophic factors, triggers neural induction, whereby uncommitted or naïve ectoderm becomes committed to the neural lineage, and subsequently stimulates the formation of the neural tube in the overlying ectoderm (Dickinson et al., 1995). As the ectoderm acquires a neuroectoderm identity, it forms a fold, initially giving rise to the neural plate and subsequently forms the neural fold. The grooves at either side of the fold are called the neural crest. The crest then detaches from the margins of the neural fold giving rise to the peripheral nervous system. The neural plate continues to fold on itself giving rise to the hollow neural tube; the lumen of the neural tube is called neural canal. As the neural tube closes, it forms a fluid filled cavity that generates the ventricular zone, an area occupied by progenitor cells such as neuroblasts and glioblasts (Johns, 2014; Brodal, 2016; Kelava and Lancaster, 2016a). In the transverse section of the neural tube the VZ, intermediate zone and subventricular area can be seen. In the VZ mitosis takes place generating radial glia during neurogenesis.



While animal models have appreciably advanced the understanding of human brain development and neurodegenerative diseases, the inherent developmental, anatomical and physiological differences between the central nervous system (CNS) of animals and the human can add complexity to the interpretation of findings (Elston et al., 2001; DeFelipe et al., 2002; Roth and Dicke, 2005; Herculano-Houzel, 2009; Mohan et al., 2015). A detailed discussion of these models would go beyond the scope of this review and it has been reported elsewhere (Chesselet and Carmichael, 2012; Dawson et al., 2018). As such, the current understanding of human brain development has been limited to common features shared with other animal species (Kelava and Lancaster, 2016b). Although centuries of human post mortem tissue examinations have contributed to the fundaments of modern neuroscience, allowing the study of specific features of the human brain, these tissues cannot be implemented in functional studies (Filis et al., 2010; Kelava and Lancaster, 2016a). Consequently, researchers have strived to develop and optimise in vitro neural culture systems for advancing the understanding of the functioning of the CNS and the underlying pathogenesis of neurological diseases. Animal models, ex vivo and post mortem tissues have been utilised in other areas of brain research.

The seminal work of the pioneering “fathers” of neuroscience and Nobel laureates, Santiago Ramón y Cajal and Camillo Golgi provided the foundations for investigating the intricacies of the human nervous system’s macro and micro anatomy (Ramón y Cajal, 1904; Golgi, 1906). In his published volumes, Santiago Ramón y Cajal artistically summarised his work describing the structure and organisation of the vertebrate nervous systems and discussed his theories including, amongst others, the “neuron doctrine,” the law of dynamic, functional or axipetal polarisation of electrical activity in neurons and his ideas on neurogenesis, neural plasticity and neuronal regeneration/degeneration (Ramón y Cajal, 1894, 1904, 1909, 1913). Since then, neuroscientists have strived on the wealth of knowledge inherited from Cajal and Golgi, who immensely contributed to the evolution of modern neuroscience over these centuries.

In this review, we present an evolutionary overview of CNS modelling through an historical excursus (Figure 2), starting from the origins of neural cell cultures from tissue explants and organotypic cultures, to cell monolayers, aggregates and ultimately leading to the generation of complex three-dimensional (3-D) cultures such as cerebral organoids from patient-specific isolated cells, emphasising the growing excitement for the latter in the quest for the most representative human CNS model.
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FIGURE 2. Evolution timeline of CNS modelling. The timeline illustrates the evolution from organ explants to the use of 2-D neural cell lines, and subsequently a shift toward pluripotent stem cell derived neural cultures leading to the development of CNS specific organoids. For each category of modelling a time excursus is presented chronologically over 100 years.





TISSUE EXPLANTS AND ORGANOTYPIC CULTURES

The first in vitro nervous system culture was established by Ross Harrison in 1907, where frog embryo grafts consisting of pieces of medullary tubes were cultured as hanging drops in lymph. Although Harrison was able to observe neurite extensions and maintained the culture for up to 4 weeks, it was not possible to generate permanent specimens with intact nerve fibres (Harrison, 1907, 1910). Decades later, the first culture of intact CNS from chick embryos was established, permitting the recapitulation of the developing brain architecture in vitro, by displaying the formation of early retinal tissue (Hoadley, 1924; Waddington and Cohen, 1936).

The original long term culture (up to 143 days) of human foetal brains was established in 1946 by Mary Jane Hogue by using the roller tube approach (Hogue, 1946, 1947). Costero and Pomerat (1951) successfully cultured neurons obtained from the cerebral and cerebellar cortex explants of adult human brains, for up to 5 weeks, using Maximow’s flying-drop.

The first CNS organotypic culture was pioneered by Bousquet and Meunier (1962) using rat hypophysis. In 1966, Crain cultured explants from embryonic rat spinal cord and ganglia on collagen coated glass demonstrating that grafted neural tissue possessed organotypic differentiation and bioelectric properties for electrophysiological studies (Crain, 1966). Since then, brain slices of several cerebral areas have been established as organotypic cultures, including the hippocampus, substantia nigra, locus coeruleus, striatum and basal forebrain (LaVail and Wolf, 1973; Whetsell et al., 1981; Knopfel et al., 1989; Ostergaard et al., 1995; Robertson et al., 1997).

Although tissue explants and organotypic slice cultures more accurately recapitulate the cerebral cytoarchitecture, they are difficult to acquire and cell specific functional studies are subject to severe limitations (Kelava and Lancaster, 2016b). For instance, the handling of organotypic preparations remains quite challenging with respect to preserving the sterility, viability and the cytoarchitecture of the tissues (Walsh et al., 2005). Additionally, cell maturation in culture may differ within the explanted tissues, with some cell types displaying a mature phenotype while others remain immature, being dependent on the age of the subject at the time of tissue collection (Gähwiler, 1981).



2-D NEURAL CELL CULTURES

The improvement in the ability to maintain cell cultures for extended periods has enabled a range of isolated primary nerve cell cultures to be established, including hippocampal neurons derived from rat foetuses (Dotti et al., 1988), cortical, hippocampal, cerebellar and midbrain neurons from rat embryos (Brewer, 1995; Lingor et al., 1999), forebrain neurons of adult canaries (Goldman, 1990) and primary microglia from cerebral tissues of neonatal rats (Giulian and Baker, 1986). The generation of glial cell cultures, viable for several weeks, was also achieved as described in the seminal study by McCarthy and De Vellis; dissociated cerebral cortices of 1–2 days old rat pups brains were used to isolate primary astrocytes and oligodendrocytes that were devoid of any viable neuronal cell (McCarthy and de Vellis, 1980).

Culturing of primary neural cells, however, is hampered by a limited culture lifespan and the finite number of achievable passages with non-proliferating quiescent mature neurons (Gordon et al., 2013). To overcome this, the first neural stem cells (NSCs) were isolated from rat forebrains in 1989, establishing a self-renewing line of multipotent progenitors with the plasticity to generate progenies of the main neuronal phenotypes (Temple, 1989).

In 1992, Reynold and Weiss demonstrated the presence of NSCs in the adult CNS of murine brains through the isolation of nestin expressing cells from the striata and inducing their differentiation into neurons and astrocytes in vitro, thereby establishing appropriate culture conditions to demonstrate the functional attributes of these stem cells (Reynolds and Weiss, 1992). The availability of NSCs facilitated the culture of neuronal or glial cells, without the need for complex and laborious isolations of the latter cells from whole explants (Gordon et al., 2013).

In parallel, the development of immortalised cell lines eliminated the need for multiple acquisitions of tissue for neural cell culturing. The first immortalised neuronal line was derived from lymph nodes, infiltrated bone marrow and liver tissue of children with neuroblastoma cancer; these cells were cultured in vitro for up to 1 year and were capable of differentiating into tissues resembling mature ganglion cells (Goldstein et al., 1964). However due to the clinical heterogeneity of neuroblastoma, cultured cells were characterised by morphological variability, and thus efforts were made to develop more defined cell lines and improve the longevity of cultures (Biedler et al., 1973). This led to the generation of the SK-N-SH neuroblastoma cell line from metastatic bone tumour (Biedler et al., 1973), which was further subcloned to establish the widely used SH-SY5Y neuroblastoma line (Biedler et al., 1978).

To induce cells to display a more neuronal phenotype, the culture environment can be manipulated by the addition of growth factors and signalling molecules such as retinoids and dibutyryl cAMP (Kuff and Fewell, 1980; Kovalevich and Langford, 2013); this is exemplified by the experiment conducted by Pahlman et al. (1984), where neuroblastoma cells were exposed to retinoic acid to display a neuroblast-like phenotype expressing immature neuronal markers (Pahlman et al., 1984).

Other secondary immortalised cell lines developed for modelling neuronal cells include the mouse neuroblastoma Neuro-2a (LePage et al., 2005), PC12, a rat derived adrenal pheochromocytoma line (Greene and Tischler, 1976), the immortalised LUHMES cell line from human embryonic mesencephalic tissue and NT2 cells, a human neuronally committed teratoma derived line capable of differentiating into a mixed population of neuronal and glial cells under retinoic acid exposure (Pleasure and Lee, 1993; Coyle et al., 2011).

In neurobiology, the majority of primary neuronal tissue cultures is derived from animal sources, and as such, the techniques used to develop them suffered the same limitations of animal models, such as costs, ethical considerations, the obvious inter-species differences and the incorrect assumption that orthologous genes share similar functions in closely related living systems (Hartung, 2008; Gharib and Robinson-Rechavi, 2011; Ko and Frampton, 2016; Shipley et al., 2016). Moreover, the main concern with using immortalised cell lines for the study of neurobiology and for modelling neurological conditions, is that these cells contain genetic and metabolic abnormalities which may not represent a normal cell or those of human patients (Gordon et al., 2013; Carter and Shieh, 2015).

In 1999, Vescovi et al. established the first human multipotent NSCs derived from a 10.5-week embryonic diencephalon (Vescovi et al., 1999). The establishment of human NSCs opened exciting opportunities in neurobiology, since normal cells of human derivation, with self-renewing and long-term culturing capabilities, could be used for the generation of a multitude of functional neuronal and glial progenies for disease modelling and potential clinical applications (Carpenter et al., 1999; Jakel et al., 2004).

Although efforts for the successful long-term in vitro culturing of NSCs have been made (Sun et al., 2008), these cells were found to be incapable of accurately representing stem cells in vivo, due to their inability to recapitulate the entire range of neural lineages and hence brain development (Conti and Cattaneo, 2010; Kelava and Lancaster, 2016b).

More recently, multipotent neural cells were obtained by direct conversion of fibroblasts by the ectopic expression of ASCL1, BRN2A and MYT1L (Vierbuchen et al., 2010) or by the sole expression of SOX2 (Ring et al., 2012). However, it is not clear to what extent the reprogrammed neural progenitors are capable of retaining epigenetic memory and the fidelity of the resemblance with neural progenitors is yet to be determined (Velasco et al., 2014).



HUMAN PLURIPOTENT STEM CELL-DERIVED NEURAL CULTURES

The advent of human embryonic stem cells (ESCs) in 1998 (Thomson et al., 1998) and then human induced pluripotent stem cells (iPSC) in 2007 (Takahashi et al., 2007), have provided exciting prospects in the field of neuroscience. The tremendous plasticity of these cells as an unlimited source of specific cell types, and their replicative capacity in vitro, rendered them the ideal candidate for neurodevelopmental studies. In particular, the possibility to generate neuronal cells directly from iPS cells derived from patients affected by a specific disorder provides an unprecedented opportunity to study the very phenotype of these diseases in vitro. Figure 3, summarises the different methods of derivation of iPSCs and the various characterisation criteria for qualifying as pluripotent cells.
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FIGURE 3. Induced pluripotent stem cell (iPSC) derivation and characterisation. The ectopic overexpression of the transcription factors OCT3/4, KLF4, SOX2, L-MYC, LIN28, known to be expressed in ESCs, reverts mature somatic cells such as dermal fibroblasts and peripheral blood mononuclear cells (PBMC) to display a pluripotent embryonic-like phenotype (Takahashi et al., 2007; Okita et al., 2013). Transfection of cells with vectors expressing these transcription factors enables the epigenetic reprogramming of cells, through a series of stochastic events, to express endogenous OCT4 and NANOG, the characteristic transcription factors determining the pluripotency, self-renewal and proliferative capacity of cells (Lohle et al., 2012). In synergy, the ectopic overexpression of these genes triggers a sequence of epigenetic modifications leading to DNA demethylation and chromatin changes that eventually result in the acquisition of a pluripotent state in transfected cells (Jaenisch and Young, 2008). A multitude of vectors have been used to deliver the reprogramming factors and these approaches are broadly divided into non-viral and viral, and integration and non-integration methods. For instance, reprogramming could be achieved using viral vectors including retroviruses, lentiviruses and more recently Sendai non-integrating virus. Alternatively, non-viral methods include mRNA or protein delivery or transient expression achieved with episomal plasmids. Pluripotent stem cells are defined by the presence of specific markers including cell surface proteoglycans (TRA-1-60 and TRA-1-81) and glycosphingolipids (SSEA-3 and SSEA-4) and the expression of transcription factors OCT4 and SOX2 (Thomson et al., 1998; Tonge et al., 2011). The resulting pluripotent cells, have the same embryonic plasticity for differentiating into almost any tissue type of the three germ layers (endoderm, mesoderm and ectoderm) when stimulated by the appropriate signalling molecules and growth factors (Itskovitz-Eldor et al., 2000; Okita et al., 2013). Examples of cells derived from the germ layers include nervous and epidermal tissue from the ectoderm, haematopoietic and muscle cells from the mesoderm, and pancreatic cells from the endoderm. Copyright permission was obtained for the reproduction of images taken from Pacitti and Bax (2018).



The differentiation of ESCs in vitro reproduces with great fidelity the in vivo neuroectoderm formation (Wu et al., 2010), and indeed, neuronal cells were amongst the first lineages to be differentiated using PSC technology (Reubinoff et al., 2001; Zhang et al., 2001). This was first achieved using ESCs, by inducing their neuronal differentiation in spheroid-like aggregates of cells [called embryoid bodies (EBs)], cultured in serum-free conditions to selectively promote the growth of neural cells, which self-organised to form rosettes (Zhang et al., 2001). These rosettes generated structures reminiscent of neural tubes (Curchoe et al., 2012), organised as progenitor zones resembling the ventricular and subventricular zones (SVZs) with the presence of radial glia (Shi et al., 2012b; Edri et al., 2015).

Subsequent studies improved methodologies to differentiate ESCs to neural precursors in the complete absence of serum or growth factors (Ying et al., 2003). The combination of the embryoid body-derived rosette and the serum free media provided the foundation for the serum-free embryoid bodies culture, which in the presence of inductive signals, including Wnt and Nodal antagonists (Dkk1 and LeftyA, respectively) and Sonic hedgehog could generate forebrain (telencephalic) precursors on poly-D-lysine/laminin/fibronectin coated dishes (Watanabe et al., 2005) and could be further differentiated into cortical neurons (Gaspard et al., 2008).

However, because ESCs are of embryonic origin, they are subjected to considerable ethical and practical issues. The development of iPSCs has since introduced an advantageous tool for the study of neurodevelopment and neuropathology; the possibility of generating ESC-like cells from adult somatic cells, not only circumvents issues related to ethics and sample acquisition, but also provides the advantage of developing pluripotent lines directly from diseased patients, and hence the study of neurobiology and neurological disorders accounting for genetic variations within a more heterogeneous cohort of relevant genotypes/phenotypes (Avior et al., 2016). In fact, the same differentiation protocols can be applied to the generation of iPSCs for the provision of neural progenitors and specific neural lineages (Mariani et al., 2012).

Several different PSC differentiation methods were developed, although these are highly variable and unpredictable due to undefined factors such as the use of neural inducing stromal feeder cells, the heterogeneous nature of embryoid bodies and inefficient methods for the selective survival of neural cells (Schwartz et al., 2008; Denham and Dottori, 2011).

The development of neuralization protocols for PSCs has been one of the main areas of investigation in neuroscience and it is being achieved by the improved understanding of the underlying signalling pathways involved, leading to the development of more efficient methodologies such as dual SMAD inhibition (Chambers et al., 2009). The dual SMAD inhibition was accomplished by using Noggin and the small molecule SB431542 to inhibit the NODAL/Activin, TGF-β and bone morphogenic protein (BMP) signalling, thereby inhibiting the differentiation into cells with a non-neural fate (Chambers et al., 2009; Pauklin and Vallier, 2015). The dual SMAD inhibition method obviated the need for stromal cells and embryoid body based techniques and permitted the efficient generation of a broad repertoire of PSC-derived neural progenitors within shorter differentiation times in adherent monolayer cultures (Chambers et al., 2009). The dual SMAD inhibition method was further improved by the addition of a glycogen synthase kinase 3 (GSK3) inhibitor to induce Wnt signalling activation, yielding progenitors which matched the gene expression profiles of developing foetal brains, and with a broad range of regional differentiation phenotypes, from rostro-caudal to midbrain and dorso-ventral patterning of neural progenitors (Kirkeby et al., 2012). In another experiment, dual SMAD inhibition was combined with retinoid signalling to enhance differentiation of PSCs to cortical neurons (Shi et al., 2012b).

Lineage priming of PSCs to the neural lineage has also been achieved by the forced expression of the single transcription factor Neurogenin-2 (or NeuroD1) which yielded the generation of mature neurons expressing glutamatergic receptors and forming spontaneous synaptic networks within 2 weeks from transfection (Zhang et al., 2013). Another study demonstrated that the forced synergistic expression of the transcription factors ASCL1 and DLX2 induced the differentiation of PSC to near pure GABAergic neurons (Yang et al., 2017).

Another common differentiation protocol uses retinoic acid treatment on embryoid bodies for promoting commitment to the neural lineage (Schuldiner et al., 2001). In participation with FGF and Wnt, retinoic acid is a potent caudalizing factor of the neuroectoderm and is a differentiation-inducing molecule essential for the development of the neural crest and the generation of cortical neurons (Villanueva et al., 2002; Diez del Corral and Storey, 2004; Siegenthaler et al., 2009). Retinoic acid has been demonstrated to inhibit neural proliferation and promote neurogenesis by inhibiting the expression of genes that negatively regulate neuronal differentiation (such as Notch and Geminin), while promoting the expression of proneural and neurogenic genes (Janesick et al., 2015). However, it is important to note that although retinoids play a fundamental regulatory role during neural tube formation, their function in neural development and axial patterning are strictly context, time and dose-dependent, and therefore it is crucial to include retinoids at an appropriate differentiation stage in cultures (Maden, 2002).



MONOLAYER CULTURES TO ORGANOIDS

With the improvement of differentiation methods, culturing techniques have also been refined to introduce structural complexities that better recapitulate the in vivo development and cytoarchitecture. Availability of this technology has led to a tremendous interest from researchers worldwide, particularly from the prospective of generating more representative models of the human phenotype, and as a means to “replace, reduce and refine” the use of animal models (Sneddon et al., 2017). The culture substrate is as essential to neural cell culture as the use of appropriate inducing factors. In the CNS, extra cellular matrixes (ECMs) are crucial for cell migration and differentiation, therefore in vitro substrates are fundamental for the preferred differentiation of NSCs and support of differentiated cells (Franco and Müller, 2011).

The best-described substrates used for the in vitro culture of neural cells (whether NSC or PSC-derived) are poly-L-ornithine, poly-L-lysine, fibronectin, collagen and laminin (Ge et al., 2015). All these substrates have been found to support neural differentiation to differing degrees (Ma et al., 2008). One study reports that poly-L-ornithine induces preferred differentiation of NSCs into neurons and oligodendrocytes, compared to poly-L-lysine and fibronectin (Ge et al., 2015). However, other studies suggested that laminin or laminin-rich substrates enhance differentiation of NSC to neurons (Hall et al., 2008; Ma et al., 2008).

Nevertheless, the ECM is a complex mixture of molecules (laminins, proteoglycans, collagens) and therefore specific combinations of substrates may be necessary to better reproduce the in vivo scenario (Ma et al., 2008; Franco and Müller, 2011). Hydrogel scaffolds such as Matrigel, which consist of a mixture of extracellular molecules including laminin, collagen IV, heparan sulphate proteoglycans and entactin (Kleinman and Martin, 2005) are often successfully employed for the culture and long-term support of neural cells (Ma et al., 2008; Lee et al., 2015). Matrigel is not only advantageous as a substrate for monolayer cultures, but due to its polymerizing nature, it can be utilised as a semi-solid scaffold matrix for 3-D cultures (Tibbitt and Anseth, 2009). However, even Matrigel is not immune from major limitations, being an animal-derived matrix characterised by batch variation and with an undefined composition that may produce a source of variability in experimental conditions (Hughes et al., 2010).

Traditional 2-dimensional (2-D) culturing has contributed immensely to the understanding of neuroscience but is substantially limited for recapitulating the in vivo complexities of the CNS. Advancement in cell culturing techniques for the generation of neural cell lines has greatly improved with the directed differentiation of iPSCs into monolayers of specific neural cell types (Pasca et al., 2014; Barral and Kurian, 2016; McKinney, 2017). A summary of various CNS neural tissues derived from the differentiation of iPSC is presented in Table 1.

TABLE 1. Summary of different CNS neural cells differentiated from iPSC.
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However, these 2-D cultures are unlikely to recapitulate the intricate cytoarchitecture, the elaborate network of diverse neural cell types and the functional complexity of the in vivo CNS (Paşca, 2018). Cell differentiation and maturation is critically dependent on both intrinsic and extrinsic cues originating from the interactions with various neural cells and ECM molecules, and the cross-talk and dynamic interaction of neural cells is crucial for the recapitulation of a physiologically relevant system (Gomes et al., 2001; Rowitch and Kriegstein, 2010; Jiang and Nardelli, 2016).

Nevertheless, 2-D cultures have the advantage of a greater scalability, with less complex directed differentiation approaches and facilitated imaging. However, 2-D cells also favour stronger interactions with the surfaces of the culturing vessel rather than cell–cell interactions or between cells and the ECM, altering their proliferation and differentiation capabilities (Paşca, 2018). Three dimensional models can overcome 2-D culturing limitations, allowing the dynamic interactions between cells and ECMs and the recreation of signalling, metabolites and oxygen gradients across the culture (Ko and Frampton, 2016).

A variety of 3-D culture methods have been developed, with one example in the form of tissue explant cultures, such as whole brain sections grown in culture dishes or microfluidic devices (Ullrich et al., 2011; Huang et al., 2012).

For instance, recently, an organotypic human Alzheimer disease model consisting of a 3-D triculture system of neurons, astrocytes and microglia co-cultured in a microfluidic system was engineered. Authors developed this 3-D culture system to model the neuroinflammation and neurodegeneration aspects of the disease, employing human iPSC-derived NSCs overexpressing mutant APP and PSEN1 genes associated with familial Alzheimer’s. This system successfully recapitulated the tauopathy, β-amyloid accumulation and microglia mediated neuroinflammation more efficiently than the 2-D models (Park et al., 2018).

However, these cultures are often problematic to maintain in the long-term and are generally derived from animal sources, and hence not representative of human development (Ko and Frampton, 2016). Self-organised aggregate cultures are an alternative 3-D in vitro culture approach, encompassing neural spheroids (Dingle et al., 2015). Further sophistication of culture methods has led to the modification of self-aggregating cultures for the generation of organ-like structures, termed organoids (Kelava and Lancaster, 2016b).

Central nervous system organoids can be divided in two categories based on their patterning approach, either being self-patterned or extrinsically patterned. Self-patterned organoids are organoids that are cultured without the addition of exogenous morphogens that favour specific brain regions, whereas extrinsically patterned organoids refer to the generation of brain specific regional identities via the addition of morphogens and neurotrophic factors such as FGF, Sonic Hedgehog, Nodal, Wnt and BMP (Clevers, 2016; Brawner et al., 2017). Figure 4 illustrates the different brain regionals identities recapitulated in CNS organoids.
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FIGURE 4. Different brain regional identities recapitulated by CNS organoids. The diagram summarises the various patterning methods developed to generate region specific CNS organoids. Copyright permission was obtained for the reproduction of images taken from Lancaster et al. (2013); Muguruma et al. (2015), Pasca et al. (2015); Sakaguchi et al. (2015), Jo et al. (2016); Qian et al. (2016).



To illustrate this, the seminal study of Eiraku et al. (2008) demonstrated that serum-free embryoid bodies with quick reaggregation are capable of self-organising into stratified cortical tissues in cultures, thus showing that ESCs spontaneously differentiate toward a neural state by default. This notion provided the fundaments to generate the first self-patterned CNS organoid, employing serum-free embryoid bodies to generate neuroepithelial cysts, which further self-organised into optic cup organoids, to present regions with retinal identities upon treatment with Nodal protein and culture on Matrigel basement membrane (Eiraku et al., 2011).

Extrinsic-patterning organoids can be exemplified by the generation of the first dorsal telencephalon organoid recapitulating a human cerebral cortex at 8–10-week gestation by Mariani et al. (2012), where serum-free embryoid bodies were treated with Wnt and TGF-β inhibitors and cultured on poly-L-ornithine, laminin and fibronectin for up to 70 days. Similarly, other adaptations of the method developed by Eiraku and colleagues led to the generation of neocortical forebrain organoids maintained on Matrigel for over 3 months (Kadoshima et al., 2013). Further modifications of protocols for the generation of organoids patterned with other brain specific regions and sub-regions have been developed to model the adenohypophysis (using hedgehog agonists) (Suga et al., 2011), hypothalamus (by Nodal/Activin/TGF-β, and BMP mediated inhibition) (Wataya et al., 2008), cerebellum (using the Nodal/Activin/TGF-β inhibition and the addition of FGF2 and FGF19) (Muguruma et al., 2015), midbrain (by using the dual SMAD inhibition and Wnt activation) (Jo et al., 2016) and hippocampal-choroid plexus (by treatment with BMP and Wnt) (Sakaguchi et al., 2015). Combining the strong neuralizing dual SMAD inhibition with the serum-free embryoid body approach also enabled the generation of cortical spheroids, which represented 3-D tissues containing neurons and astrocytes and mimicked cortical development stages up to the mid-foetal period (Pasca et al., 2015).

Lancaster and Knoblich (2014) introduced, for the first time, the concept of whole-brain organoid or cerebral organoids (Figure 5), representing different brain regions within the same 3-D platform. Cerebral organoids, are generated from PSC-derived serum-free embryoid bodies obtained by culturing in low concentrations of bFGF-2 and with ROCK inhibitors to promote cell survival (Lancaster and Knoblich, 2014). The serum-free embryoid bodies are subsequently induced to differentiate to the neuroectoderm within suspension cultures, establishing a radially organised neuroepithelium around the spheroid (Lancaster and Knoblich, 2014; Sutcliffe and Lancaster, 2017).
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FIGURE 5. Cerebral organoid formation. Cerebral organoids originate from pluripotent stem cell derived embryoid bodies cultured in low concentrations of bFGF-2 and with ROCK inhibitors to prevent anoikis. The embryoid bodies are differentiated toward neuroectoderm, resulting in the formation of neurospheres, which are embedded into Matrigel hydrogel droplets. After the embedding, budding neuroepithelia generate fluid filled cavities reminiscent of ventricles. The neuroepithelium begins to migrate outwardly to generate the cortical layers consisting of Cajal-Retzius cells, deep and superficial cortical progenitors. On exposure to retinoic acid, cerebral organoids self-organise through self-patterning mechanisms to display diverse populations of neural progenitors including radial glia, which expand forming cerebral structures (Lancaster and Knoblich, 2014). The region in which radial glia originate, recapitulates the in vivo VZ and SVZ (Kelava and Lancaster, 2016a). Prior to neurogenesis, radial glia are formed from the neuroepithelial cells and facilitate the migration of the neural and glial progenitors (Howard et al., 2008; Johns, 2014); these cells are characterised by the asymmetric self-renewal division leading to the generation of one neuron and one radial glia (Gotz and Huttner, 2005; Lancaster and Knoblich, 2012). Radial glia migrate, establishing the SVZ, where cells divide symmetrically forming intermediate progenitors (Haubensak et al., 2004; Miyata et al., 2004). Radial glia produce outer radial glia in the SVZ, which are self-renewing (Fietz et al., 2010; Hansen et al., 2010). Radial glia residing in the VZ divide at the apical surface adjacent to the ventricle. Intermediate progenitors and basal radial glia migrate basally to the SVZ. Neurons formed from radial glia, migrate radially from the ventricular and SVZ toward the basal region to establish the cortical plate (Johns, 2014; Kelava and Lancaster, 2016a). The neuronal migration depends on a layer of Cajal-Retzius cells and the outward migration is regulated by the protein reelin secreted by the latter cells (Frotscher, 1998). Within the intermediate zone of the cerebral hemispheres, neurons undergo apoptosis, and the region becomes the subcortical white matter (Johns, 2014).



The resulting neurospheres are embedded into Matrigel hydrogel droplets, allowing the growth of continuous and orientated neuroepithelial buds and, the apicobasal expansion of the layer of neuroepithelial cells throughout the ECM basement scaffold. After the embedding, budding neuroepithelia generate fluid filled cavities reminiscent of ventricles. The neuroepithelium begins to migrate outwardly to generate the cortical layers consisting of Cajal-Retzius cells, deep and superficial cortical progenitors. On exposure to retinoic acid, cerebral organoids self-organise through self-patterning mechanisms to display sparse populations of neural progenitors including radial glia, which begin to expand forming cerebral structures (Lancaster and Knoblich, 2014). Retinoic acid is only added for terminal differentiation, as being a potent caudalizing factor it inhibits neurogenesis in the early stages of neuroepithelium formation (Petros et al., 2011).

The region in which radial glia originate, recapitulates the in vivo ventricular zone (VZ) and SVZ (Kelava and Lancaster, 2016a). Therefore, similar to in vivo neurogenesis, neural progenitors migrate to form the cortical plate, spontaneously giving rise to distinct brain regions reminiscent of the dorsal cortex, ventral forebrain, hindbrain, midbrain, retina, hippocampus and choroid plexus (Lancaster and Knoblich, 2014).

As cerebral organoids expand in culture, the neuronal population increases in number, resulting in the enlargement of tissues, reaching sizes of up to 4 mm in diameter (Sutcliffe and Lancaster, 2017). The whole development process requires 7–10 days for the generation of neurospheres, and more than 20 days before the appearance of the first mature neural population (Lancaster and Knoblich, 2014; Sutcliffe and Lancaster, 2017). After 1 month in culture the cerebral tissue begins to thicken, showing tissues of different regional identities, as evidenced by the expression of FOXG1 (forebrain), TTR (choroid plexus), FZD9 (hippocampus) and SOX2 (VZ radial glia) (Lancaster and Knoblich, 2014). Later studies have confirmed that cerebral organoids display with high fidelity the gene expression signatures of a foetal developing neocortex (Camp et al., 2015).

The increase in size introduces problems with regard to nutrient and oxygen diffusion through the central regions of tissue, causing necrosis (Lancaster and Knoblich, 2014). Therefore, the organoids are grown in spinning bioreactors to provide agitation and maximise oxygen and nutrient exchange (Kelava and Lancaster, 2016b). Within bioreactors, cerebral organoids are capable of displaying a longevity of up to 1 year, although it has been reported that growth becomes stationary after 5 months, with organoids shrinking in size in subsequent months due to neuronal loss and disappearance of progenitors (Lancaster and Knoblich, 2014).



MODELLING NEUROLOGICAL DISORDERS WITH CNS ORGANOIDS

Since the generation of the first brain organoids, unsurprisingly, there has been an exponential surge in publications employing this technology (Figure 6), due to their amenability for the study of neurodevelopment and neurological diseases, but also as a potential platform for the development of novel neurotherapeutics. When searching Pubmed using the terms “Cerebral organoid,” “Brain organoid,” “CNS organoid,” and “Cortical organoid” the number of publications for the year 2013 were 4, compared to 52 and 77 for the years 2017 and 2018, respectively. Due to the significant expansion and importance of this technology, this section of the review will primarily focus on the applications and advancements in this field. Cerebral organoids are indeed a relatively new platform but are finding wider application as in vitro disease modelling tools, not only for many developmental disorders, but also for psychiatric diseases and neurodegenerative conditions (Lancaster et al., 2013; Mariani et al., 2015; Garcez et al., 2016; Jo et al., 2016; Kelava and Lancaster, 2016a; Raja et al., 2016; Bershteyn et al., 2017; Birey et al., 2017; Iefremova et al., 2017). The advent of genome editing techniques such as CRISPR/Cas9 has changed the scene for tackling genetic disorders and opened a new chapter for potential stem cell applications in the clinic (Waddington et al., 2016). In particular, organoids’ versatility and adaptability to genome editing techniques or gene therapy approaches make them valuable candidates for the identification and testing of novel therapeutic approaches (Yin et al., 2016; Gonzalez-Cordero et al., 2018).
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FIGURE 6. Frequency of publications reporting the use of CNS organoids by year. The chart illustrates a surge in publications involving the use of CNS organoids, between 2014 and 2018.



Microcephaly

Lancaster and colleagues generated organoids from a patient harbouring a CDK5RAP2 mutation, and demonstrated that the organoids from the patient with microcephaly were smaller compared to a healthy control. This was explained by fewer proliferating progenitors and a premature differentiation in the disease tissues. The group also demonstrated that the phenotype could be rescued by inducing the expression of the wild-type gene (Lancaster et al., 2013).

Furthermore, cerebral organoids have aided the understanding of microcephaly associated with neuroinfection with the Zika virus. In the study of Garcez et al. (2016) human cortical organoids infected with Zika virus exhibited a 40% decrease in size compared to non-infected controls. An elegant study by Qian et al. (2016) introduced an innovation in culturing cerebral organoids through the use of miniaturised spinning bioreactors (the SpinΩ), and the authors determined that infection of organoids with Zika virus resulted in an increase in apoptosis with consequent reduction in cell proliferation and a marked thinning of the ventricular zone. Another study found that human iPSC-derived cerebral organoids infected with Zika virus had a decrease in PAX6 expressing progenitors in the proliferative zones and consequently a decrease in differentiated neurons leading to a disruption in the cortical plate formation (Cugola et al., 2016). Dang et al. (2016) found that Zika virus infection in organoids induced a significant upregulation of Toll-like receptor 3 gene, leading to apoptosis and dysregulation of neurogenesis.

Macrocephaly

Li et al. (2017) demonstrated the recapitulation of macrocephaly in cerebral organoids, by the genetic ablation of PTEN using CRISPR/Cas9. Edited organoids exhibited an activation in AKT signalling in neural progenitors regulating cortical maturation, resulting in a delay in neuronal differentiation, an increase in cellular proliferation or radial glia progenitors, and a significant increment in organoid sizes (Li et al., 2017).

Autistic Spectrum Disorder

Mariani and colleagues employed iPSCs derived from patients with idiopathic autism spectrum disorder to generate cerebral organoids; the patient tissues exhibited an overgrowth of neurites and synapses, in a similar fashion to that observed in post mortem brain investigations of individuals with autism. The same study observed an increased production of GABA-ergic inhibitory interneurons in patient organoids, while also identifying an upregulation of FOXG1, thus indicating a correlation between the two observations (Mariani et al., 2015). Using cerebral organoids combined with monolayer cultures, Mellios et al. (2017) characterised defects in neurogenesis associated with MeCP2 deficiency in Rett syndrome, which consisted primarily in expanded ventricular zones with enhanced PAX6+ ventricle-like structures. In this study, through the inhibition of miR-199, affected signalling pathways (PKB/AKT and ERG/MAPK) were rescued and the dysregulations in neural differentiation ameliorated (Mellios et al., 2017).

Miller-Dieker Syndrome

Miller-Dieker syndrome, a form of lissencephaly, was modelled using patient-derived iPSCs, enabling the identification of a stalled mitosis of outer radial glia, thus suggesting that dysfunctions in progenitor cell cycles could be a feature of cortical malformations in the disease (Bershteyn et al., 2017). Another study identified non-cell autonomous defects in Wnt signalling associated with Miller-Diekers syndrome (Iefremova et al., 2017).

Sandhoff Disease

Allende et al. (2018) developed cerebral organoids from iPSCs derived from an infant with Sandhoff disease and from isogenic controls corrected for the HEXB mutation by gene editing. The authors demonstrated that GM2 ganglioside only accumulated in the disease organoids and affected organoids displayed an increase in size and cellular proliferation compared to the isogenic control counterpart (Allende et al., 2018).

Schizophrenia

In their study examining the association of DISC1 gene with schizophrenia, Ye et al. (2017) used human cortical organoids to demonstrate that DISC1/Ndel1 interactions regulate mitotic events in NSCs and that a delay in mitosis was observed in organoids derived from a patient with a DISC1 mutation.

Modelling Prenatal and Perinatal Drug Exposure

Cerebral organoids have been used to investigate how the prenatal exposure to substances of abuse including illegal drugs, alcohol and tobacco affect neurogenesis. A study examining the exposure of cocaine, demonstrated that cytochrome P450 CYP3A5-mediated oxidative metabolism was responsible for the developmental abnormalities of the foetal neocortex, resulting in the inhibition of neuroepithelial progenitor proliferation, premature neuronal differentiation and a reduction in the cortical plate formation (Lee et al., 2017). Zhu et al. (2017a) investigated the effects of ethanol exposure in organoids to better understand alcohol-induced defects in neurogenesis in foetal alcohol syndrome, and where able to identify through a transcriptome analysis, gene expression alterations in the Hippo pathway and in other genes including GSX2 and RSPO2. Another study using organoids-on-chip investigated the effect of nicotine on neural development, demonstrating a disruption in cortical development in exposed organoids (Wang et al., 2018). The use of organoids for studies on the effect of drug exposure on embryonic CNS development would not be limited to substances of abuse, but could also be used in the context of neurodevelopmental toxicity whereby toxicological profiles of compounds on teratogenicity or neurotoxicity could also be assessed in the system, such as for the evaluation of the neural teratogenic effect of valproic acid or the effect of environmental chemicals (Schwartz et al., 2015; Miranda et al., 2018b; Wood et al., 2018).

Alzheimer’s Disease

The limitations of cerebral organoids in recapitulating only early neurogenesis, hinders their application for studying late-onset neurodegenerative diseases such as Alzheimer’s, Parkinson’s and Huntington’s (Kelava and Lancaster, 2016a). Nevertheless, Raja et al. (2016) developed cerebral organoids derived from patients with early onset familial Alzheimer’s, and were able to recapitulate the disease phenotype through the demonstration of β-amyloid aggregation, hyperphosphorylated tau proteins and abnormal endosomes. The authors further demonstrated that β-amyloid and tau pathologies were significantly reduced when treating patient organoids with β and γ secretase inhibitors (Raja et al., 2016).



OTHER DEVELOPMENTS AND APPLICATIONS

More recently, research groups have sought to optimise and advance methods for the generation of more reproducible and morphologically complex organoids. For instance, Basuodan et al. (2018) have generated 3-D cultures with characteristics similar to cerebral organoids by transplanting iPSC-derived neurospheres embedded in ECM matrix, into brains of ischaemic mice (Basuodan et al., 2018).

Organoids also provide a powerful tool for the study of evolutionary developmental biology, and for comparing neurogenesis between species in vitro (Giandomenico and Lancaster, 2017). More recently, due to the advancement in gene editing technologies, such as CRISPR/Cas9, Neanderthal cerebral organoids were generated by introducing the Neanderthal gene NOVA1 in human iPSCs. This study demonstrated that Neanderthal brain organoids resembled to a certain degree, organoids generated from patients with autism, indicating that these similarities may be linked to socialisation behaviours (Cohen, 2018).

Moreover, organoids have been used to study cellular migration, cross-talk and circuitry assembly by either generating region-specific organoids and fusing them, or by co-culturing cells from different lineages in a single organoid, and thus generating structures referred to as assembloids (Birey et al., 2017; Workman et al., 2017; Pham et al., 2018). By using this approach, forebrain assembloids derived from patients with Timothy syndrome, were shown to have defects in the migration of cortical interneurons, and these could be restored pharmacologically by modulating the mutated L-type calcium channel, thus contributing significantly to the understanding of epilepsy and autism associated with the syndrome (Birey et al., 2017).

The substantial versatility of organoid applications is demonstrated in the interesting experiment conducted by Mattei and colleagues, where cerebral organoids were employed to investigate how neurogenesis and neural development could be affected by microgravity. In projection of spaceflight advancements, the authors cultured human organoids in rotary cell culture system to demonstrate that microgravitational changes influenced the expression of rostral-caudal patterning genes and cortical markers (Mattei et al., 2018).

Literature reports on the ability of organoids to recapitulate the composition of an adult CNS were elusive in the initial phases. Seminal studies on the comparison of cerebral organoids to foetal brains, initially suggested that the development of fully matured cerebral organoids could only parallel the early embryonic cerebral development observed at 8–10 weeks gestation (Mariani et al., 2012; Kelava and Lancaster, 2016a,b). However single cell sequencing experiments have revealed that organoids are capable of replicating late-mid foetal periods of a 19–24 weeks gestational brain (Pasca et al., 2015).

Given the ability of organoids to recapitulate developmental timing, much interest has also been directed at the types of CNS neural cell populations which compose organoids and their maturation stage, such as glial cells. A recent study conducted by Monzel et al. (2017) reported the presence of differentiated glial cells in midbrain organoids from as early as day 27 of development, with myelinating oligodendrocytes ensheathing neurites at day 61 (Monzel et al., 2017). Moreover, the same study demonstrated that after 61 days, mature astrocytes staining for S100β and AQP4 characterised mature midbrain organoids (Monzel et al., 2017). Additional studies have further demonstrated that cerebral organoids cultured for prolonged periods, ranging from months up to 1.5 years, displayed the presence of differentiated astrocytes and oligodendrocytes (Camp et al., 2015; Renner et al., 2017; Matsui et al., 2018). Furthermore, using culture times of over a year has been shown to yield organoids exhibiting a large proportion of mature glial cells and gene expression profiles comparable to those of post-natal brains (Renner et al., 2017; Sloan et al., 2017).

Our group has used cerebral organoids to model mitochondrial neurogastrointestinal encephalomyopathy (MNGIE), a rare metabolic disorder which manifests with leukoencephalopathy amongst other neurological and gastrointestinal symptoms (Pacitti, 2018; Pacitti and Bax, 2018). The ability of organoids to produce differentiated astrocytes and myelinating oligodendrocytes, and most importantly the recreation of a physiologically relevant cross-talk between cells has been a great asset for investigating the leukodystrophic manifestations of the disease and shed light on the poorly understood pathomolecular mechanisms of the CNS involvement in MNGIE (Pacitti, 2018; Pacitti and Bax, 2018).

In comparison to 2-D cultures, brain organoids represent a valuable tool for the study of glial cells as, for instance, when dealing with astrocytes, traditional monolayer cultures are inadequate since the morphological complexity and the vast heterogeneity cannot be appropriately modelled (Imura et al., 2006; Lange et al., 2012; Puschmann et al., 2013). Also, astrocytes cultured in 2-D preferentially interact with plastic surfaces rather than between cells and the ECM (Paşca, 2018). Most importantly, astrocytes in 2-D cultures tend to have an undesirably high baseline reactivity, possibly caused by serum components, although this can be minimised by using serum-free neurobasal formulations (Foo et al., 2011; Pekny and Pekna, 2014; Pasca et al., 2015). However, iPSC-derived astroglial cells in 2-D cultures require extensive timing to allow for maturation, and thus practicalities inherent to long term culturing of cell monolayers, for appropriate astrocyte maturation, represent a major challenge (Dezonne et al., 2017; Sloan et al., 2017). In addition to cell intrinsic properties, astrocyte maturation may require interactions with other neural cells types, which would not be represented in pure astrocyte cultures differentiated by pluripotent cells, unless specifically co-cultured after differentiation (Chandrasekaran et al., 2016).

Three dimensional cultures, like cerebral organoids, allow the recreation of a more physiological spatial environment that favours a representative organisation of astrocytes and their interactions with other neural cells and ECM components (Pasca et al., 2015; Liddelow and Barres, 2017). Compared to 2-D cultures, 3-D cultures have indeed demonstrated a better capacity for recapitulating astrocyte heterogeneity (Puschmann et al., 2013; Puschmann et al., 2014; Liddelow and Barres, 2017). Moreover, in 3-D cultures, basal reactivity of astrocytes is negligible, rendering them the ideal platform for the study of the heterogeneous spectrum of astrocyte subtypes and their activation (Puschmann et al., 2013; Pasca et al., 2015; Liddelow and Barres, 2017).



CURRENT CAVEATS AND ADVANCEMENT IN THE ORGANOID TECHNOLOGY

While cerebral organoids offer an advantageous culture system with diversified neural cells for modelling as closely as possible the intercellular interactions during organogenesis, the technology also suffers from some limitations, which are constantly being addressed with ongoing research efforts. One of the greatest limitations of the 3-D platform is the confounding batch variability (Di Lullo and Kriegstein, 2017; Paşca, 2018). Cell differentiation relies on spontaneous events that are characterised by a high degree of stochasticity as they lack developmental axes (Paşca, 2018). This results in regional identities that could differ in distribution, composition and densities between organoids, generating concerns regarding reproducibility, accuracy and scalability (Di Lullo and Kriegstein, 2017). The spontaneous self-patterning mechanisms on which cerebral organoids rely, results in the formation of several brain regional identities, when compared to brain region-specific organoids. As such, cerebral organoids are characterised by a great level of heterogeneity and complexity, which result in morphological variabilities between and within organoid batches, leading to inherent reproducibility issues (Lancaster et al., 2013; Kelava and Lancaster, 2016a). Referring to this elevated variability, Lancaster and colleagues suggested that if using organoids to detect phenotypes in the context of genetic disorders, defects must be robust enough to be noticeable (Lancaster and Knoblich, 2014; Kelava and Lancaster, 2016b; Giandomenico and Lancaster, 2017). In fact, organoid variability could have severe implications with respect to disease modelling, drug screening or neurodevelopmental studies, as the heterogeneity could affect the consistency of phenotypes exhibited, masking true differences between diseased and healthy, or treated and non-treated tissues. Organoid variability would appear to be partly accountable to a bioreactor-based effect, meaning that a more controlled growth microenvironment would contribute to a better reproducibility (Quadrato et al., 2017).

More recently, polymer microfilaments were implemented as scaffolds to promote a more elongated generation of embryoid bodies, which has been found to enhance neuroectoderm formation and cortical development, and also reduce the issues of reproducibility and variability observed in the regional identities of filament scaffolded organoids (Lancaster et al., 2017).

Contrarily to the “intrinsic” self-patterning protocol, patterning of organoids using inductive signals and optimised bioreactors, as conducted by Qian et al. (2016), led to the development of more consistent region specific organoids which were less influenced by batch variability. Optimal patterning and the relevant reproduction of proper developmental axes requires a spatiotemporally defined gradients of morphogens, which is challenging to achieve in culture; it has been suggested that a way to circumvent this could be through the use of slow-releasing microbeads to establish a morphogen gradient (Lee et al., 2011; Sun et al., 2018). In contrast, a recent study revealed that the removal of inductive factors such as those used for the dual SMAD inhibition during the EB differentiation stage, or refraining from using maturating growth factors in culture medium during the organoid stage (such as BDNF, GDNF and TGF-β), yields more optimal organoids with reduced inter and intra batch variability in terms of reproducibility, size, growth and neural cell composition and maturity (Yakoub and Sadek, 2018). Cerebral organoids generated through this optimised protocol exhibited a robust neuronal zone and positive staining for general neuronal and mature astrocytic markers, and were characterised by a strong upregulation of neurotransmitter receptor genes involved in synaptic functions including the glutamate, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor GluA1, and the N-methyl-D-aspartate (NMDA) receptors GluN1, GluN2A and GluN2B, and the γ-amino butyric acid (GABA) receptor GABA-B receptor 1 (Yakoub, 2019).

Potentially, the elevated variability observed in EB preparations may contribute to the heterogeneity observed between organoid preparations (Wilson et al., 2014). Therefore, controlling this heterogeneity, deriving from the spatial disorganisation and asynchronous differentiation of EB aggregates, could further minimise reproducibility issues observed during organoid development (Miranda et al., 2015, 2018a). The use of centrifugal forced-aggregation and silicon micro-textured surfaces improved symmetry, size and synchronised differentiation in EB, increasing consistency between preparations (Ungrin et al., 2008). Another example of a possible bioengineering solution to control aggregate size and size by cellular confinement, could be identified in the use of microfabrication technologies where organoids cultured on a micropillar array exhibited robust brain regionalization and cortical organisation (Zhu et al., 2017b).

Organoids lack some cells of the CNS including endothelial cells composing the cerebral vasculature, the blood–brain barrier (BBB), and microglia, as these do not derive from ectodermal tissues (Di Lullo and Kriegstein, 2017). These cells are found to have a role in CNS development via extrinsic signals that induce maturation and differentiation of neural cells including astrocyte and cortical neurons (Stubbs et al., 2009; Cunningham et al., 2013; Sloan et al., 2017).

The lack of vascularisation has been reported to prevent the delivery of oxygen and small molecules deep inside the tissue, often resulting in necrosis within the centre of the organoids. Most importantly, the lack of vascularisation interferes with certain patterning cues necessary for organoid development and progenitor differentiation. Late developing brains are highly dependent on vascularisation as niches of neural progenitors, such as the SVZ, are generally found in proximity of vessels. The solution to the limitations inherent to vascularisation and stochastic patterning cues can only be sought by refinement of the existing protocols, by either modifying culture conditions to mimic the physiological environment as closely as possible or through bio-engineering innovation to provide a flowing system of nutrients to organoids to reproduce vascularisation (Kelava and Lancaster, 2016a).

Recently, it has been suggested that combining organoid culture with microfluidic technology may circumvent the vascularisation issue, for example, by culturing endothelial cells in microfluidic channels (Auger et al., 2013) to provide a flow system of nutrients and trophic molecules, thus allowing the in vitro modelling of organoid angiogenesis (Yin et al., 2016). Having highlighted the lack of vascularisation and BBB as major limitations of cerebral organoids, it has been envisaged that the introduction of further structural complexities may enhance the spectrum of applications of this platform (Kelava and Lancaster, 2016a). Several groups have addressed the lack of the BBB by generating vascularised organoids (Mansour et al., 2018; Nzou et al., 2018; Pham et al., 2018). Pham et al. (2018) generated vascularised cerebral organoids by re-embedding organoids in Matrigel droplets, seeded with iPSC-derived endothelial cells. Mansour et al. (2018), employed a different approach and achieved the vascularisation of human organoids, through engraftment in murine cortices in vivo. This demonstrated the feasibility of integration with the host, an improvement in viability and longevity of the tissue, a synaptic connectivity of transplanted organoids and the host, and ultimately, the formation of a microvascular network in the grafted organoids (Mansour et al., 2018). Also, Nzou et al. (2018) generated a six cell type cortical organoid consisting of astrocytes, pericytes, oligodendrocytes, NSCs and vascular endothelial cells, creating a functional BBB expressing tight and adherent junctions to examine barrier permeability using neurotoxic compounds.

The structural complexity of cerebral organoids has its pros and cons. Whereas the high degree of neural cell diversity and complex cross-talks are an advantage, this may also represent a disadvantage when trying to test hypotheses related to the contribution of individual cell types to mechanistic processes. The complementation of a 3-D model with a 2-D cell culture system of purified cells of interest from the organoids would allow the compartmentalisation and investigation of individual neural cell types, enabling molecular mechanisms intrinsic to specific cell types to be teased out.



CONCLUDING REMARKS

Studies of neural development and neurodegenerative diseases present many challenges due to the structural and functional complexity of the CNS, together with the limited possibility of in vivo experimental manipulation. Although animal models have contributed to the current knowledge, there are significant structural, cellular and molecular differences in the CNS of animal and humans, making data extrapolation and interpretation a formidable task. The past 100 years have seen the evolution of a number of culture systems for modelling the human CNS. Tissue explants and organotypic cultures were replaced by 2-D cultures thereby permitting investigation in more controlled systems. Issues of tissue availability were addressed by the development of human neural cell lines derived from tumours and more recently, the discovery of NSCs has permitted the generation of neuronal and glial cells in large quantities. Three-dimensional culture systems (organoids) are the most recent technological development in CNS modelling and bridge the gap between native tissue and 2-D cell cultures. Many advancements have been made in CNS organoid development, as evidenced by the ability of culturing for prolonged times, the potential to recapitulate late brain developmental milestones and in vivo transplantation. However, ethical and epistemological issues have been raised around organoids questioning their potential for developing consciousness (Lavazza and Massimini, 2018; Shepherd, 2018). At present, organoids can only recapitulate early stages of development and can be used in a relatively narrow spectrum of applications. However, their use is currently not free of hindrances and thus continuous efforts must be made for further improvement to overcome their limitations for a more appropriate and reliable use. One of the major improvements can be found in organoids-on-chip, which as opposed to traditional organoids, are not self-assembled but are rather constructed to produce a more reliable and consistent culture, through the inclusion of engineered elements such as biosensors and microfluidic channels (Tachibana, 2018). At present, the excitement for this technology is driving elegant research worldwide and it holds the potential for promising and revolutionary applications.
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Cortical Pain Processing in the Rat Anterior Cingulate Cortex and Primary Somatosensory Cortex
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Pain is a complex multidimensional experience encompassing sensory-discriminative, affective-motivational and cognitive-emotional components mediated by different neural mechanisms. Investigations of neurophysiological signals from simultaneous recordings of two or more cortical circuits may reveal important circuit mechanisms on cortical pain processing. The anterior cingulate cortex (ACC) and primary somatosensory cortex (S1) represent two most important cortical circuits related to sensory and affective processing of pain. Here, we recorded in vivo extracellular activity of the ACC and S1 simultaneously from male adult Sprague-Dale rats (n = 5), while repetitive noxious laser stimulations were delivered to animalÕs hindpaw during pain experiments. We identified spontaneous pain-like events based on stereotyped pain behaviors in rats. We further conducted systematic analyses of spike and local field potential (LFP) recordings from both ACC and S1 during evoked and spontaneous pain episodes. From LFP recordings, we found stronger phase-amplitude coupling (theta phase vs. gamma amplitude) in the S1 than the ACC (n = 10 sessions), in both evoked (p = 0.058) and spontaneous pain-like behaviors (p = 0.017, paired signed rank test). In addition, pain-modulated ACC and S1 neuronal firing correlated with the amplitude of stimulus-induced event-related potentials (ERPs) during evoked pain episodes. We further designed statistical and machine learning methods to detect pain signals by integrating ACC and S1 ensemble spikes and LFPs. Together, these results reveal differential coding roles between the ACC and S1 in cortical pain processing, as well as point to distinct neural mechanisms between evoked and putative spontaneous pain at both LFP and cellular levels.

Keywords: evoked pain, spontaneous pain, anterior cingulate cortex (ACC), primary somatosensory cortex (S1), phase-amplitude coupling (PAC)


INTRODUCTION

Pain is a complex sensory experience involving multidimensional components, encoded by distributed cortical pain circuits. For example, the primary somatosensory cortex (S1) is known to represent the sensory-discriminative component of pain (Vierck et al., 2013), whereas the anterior cingulate cortex (ACC) is known to represent the affective-motivational component of pain (Bushnell et al., 2013). Human neuroimaging experiments have suggested that many other neocortical regions, such as the insular, secondary somatosensory cortex, prefrontal cortex, and orbitofrontal cortex, also play important roles in pain processing (Davis et al., 2017). With regards to the duration of pain experiences, pain is often classified as acute and chronic pain. Stimulus-evoked pain is induced by a noxious stimulus, whereas spontaneous pain is detached from an overt external stimulus. It is known that repeated noxious stimulations can elicit spontaneous pain behaviors (Bennett, 2012); however, identification of spontaneous pain remains challenging in animal studies (Tappe-Theodor and Kuner, 2014).

At the single cell level, ACC neurons are known to encode the affective component of pain experiences, and chronic pain may enhance the aversive responses of ACC neurons (Zhang et al., 2017; Zhou et al., 2018). At the mesoscopic and macroscopic levels, intracortical local field potential (LFP) signals provide important physiological signatures for characterizing pain at a fine timescale comparable to that of single neuronal activity (Ploner et al., 2017; Peng et al., 2018; Ploner and May, 2018). The EEG-based phase-locked event-related potentials (ERPs) have been suggested for identifying biomarkers for pain (Pinheiro et al., 2016). The ERP amplitude reflects the degree of synchrony within local neuronal populations. A power increase or decrease is referred to as non-phase-locked event-related synchronization or desynchronization (ERS or ERD), respectively (Bressler, 2002). ERPs are referred to as “evoked potentials” when occurring soon after a stimulus, and spontaneous in the period without any stimulus presentation. If ERPs are not directly evoked by overt stimuli, they are sometimes called as “induced potentials.” While ERP was primarily used in EEG analyses, here we adapted this concept for LFP recordings. In pain experiments, ERPs are often temporally associated with stereotyped pain behaviors (such as the paw withdrawal and licking in rodents) (Cheppudira, 2006; Kawasaki et al., 2012; Whittaker and Howarth, 2014; Murai et al., 2016). Since identifying spontaneous pain in rodent studies is difficult due to the lack of pain report, ERPs may be viewed as a proxy measure of pain (Davis et al., 2017). Throughout the paper, we use the term ERP interchangeably for both evoked pain and spontaneous pain-like episodes, which are referred to as pain-evoked potentials and pain-induced potentials, respectively.

In this report, we focused the investigation on simultaneous ACC and S1 recordings, and examined the differences between evoked pain and spontaneous pain-like episodes. We combined animal behavior, neurophysiology (spikes and LFP), and machine learning to examine the neural codes during identified pain episodes in freely behaving rats. While single neuronal spikes present precise timing information related to sensory coding or representation, it imposes a technical challenge to obtain stable ensembles in chronic recordings over days. In contrast, LFPs represent the aggregate subthreshold activity of neurons in a local localized area, and are relatively stable over time, thereby providing a reliable macroscopic readout from local microcircuits related to pain processing.



MATERIALS AND METHODS


Animals and Protocols

All experimental studies were performed in accordance with the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory Animals to ensure minimal animal use and discomfort, and were approved by the New York University School of Medicine (NYUSOM) Institutional Animal Care and Use Committee (IACUC). Male adult Sprague-Dale rats (250–300 g, Taconic Farms, Albany, NY) were used in our current study and kept at the new Science Building at NYUSOM, with controlled humidity, temperature and 12-h (6:30 a.m.–6:30 p.m.) light-dark cycle. Food and water were available ad libitum. Animals were given on average 10 days to adjust to the new environment before the initiation of experiments.

Thermal pain stimuli were used for rats freely exploring in a plastic chamber of size 38 × 20 × 25 cm3 on top of a mesh table. A blue (473 nm diode-pumped solid-state) laser with varying laser intensities was delivered to the animal's hindpaw (Figure 1A). The laser stimulation was delivered in repeated trials (25–40) during 30–45 min. During experiments, two video cameras (120 frame per second) were used to continuously monitor the animal's behavior. The rat's evoked pain behavior was characterized by its latency to paw withdrawal (Cheppudira, 2006; Deuis et al., 2017).
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FIGURE 1. (A) Schematic diagrams of noxious stimulation and recording on naive rats. (B) Histology of recording areas in the rat ACC and S1. (C) Comparison of the frequency (per minute) of spontaneous pain-like episodes between the first and second half of recording sessions. There was no statistical difference between the first and second half (p > 0.05, paired t-test).





Identification of Spontaneous Pain-Like Events Based on Stereotyped Behaviors

Repeated noxious stimulus stimulations to the rat hindpaw could induce spontaneous pain-like behaviors. Between the inter-trial intervals of laser stimulations, we examined the animal's behavior to search for putative spontaneous pain episodes. Specifically, we categorized the spontaneous pain-like behavior into several subtypes: (i) twitch—short and sudden jerking movement that was not associated with locomotion or a pain stimulus; (ii) lifting/flicking—the lift of the foot would not involve movement of the whole leg or bending of the knee; (iii) paw withdrawal and paw licking—taking the foot up and into the body with bending of the knee, which is often accompanied by shaking the foot. Lick is characterized as lifting the foot off of the grating and licking it. The licks mirrored the licking involved immediately after a pain stimulus. None of these behaviors were associated with locomotion or a pain stimulus.

Due to the lack of ground truth, we referred to those events as spontaneous pain-like episodes. Such behaviors could also indicate pain anticipation due to repeated stimulations (Barrot, 2012; Urien et al., 2018).



Electrode Implant and Electrophysiology

We used silicon probes (Buzsaki32, NeuroNexus) with 3D printed drive to record multi-channel (up to 64 channels) neural activities from the rat ACC and S1 areas simultaneously, at the contralateral side of the paw that received noxious laser stimulation. For surgery, rats were anesthetized with isoflurane (1.5–2%). The skull was exposed and a 3 mm-diameter hole was drilled above the target region. The coordinates for the ACC and S1 implants were: ACC: AP 2.7, ML 1.4–2.0, DV 2.0, with an angle of 20° toward the middle line; S1: AP −1.5, ML 2.5–3.2, DV 1.5. The drive as secured to the skull screws with dental cement.

Using a Plexon (Dallas, TX) data acquisition system, we recorded in vivo neurophysiological signals at a 40 kHz sampling rate, and band-pass filtered (0.3 Hz–7.5 kHz). Spikes were thresholded from the high-passed (> 300 Hz) raw signals, and the subsequent band-pass filtered (1–100 Hz) signals produced LFPs. Detected spikes were further sorted offline using commercial software (Offline Sorter, Plexon).

A total of 15 animals were used in the current study: 10 naive rats were used for behavioral analysis only, and another 5 naive rats were used for both behavioral and physiological analyses (Table 1). In rats #11-13, we recorded LFP signals from the ACC and S1 simultaneously using silicon probes (Figure 1B). In rats #14–15, we obtained both LFP recordings and well-isolated units from the ACC and S1. In total, we have analyzed 81 ACC units and 41 S1 units from these two rats.



Table 1. Summary of experimental data.
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Identification of Pain-Modulated Units

Triggered on the stimulus onset, we computed the peri-stimulus time histogram (PSTH) of each neuron (50 ms bin size). From the PSTH, we identified the positively (or negatively) pain-modulated units from the S1 and ACC (Chen et al., 2017; Zhang et al., 2017), which showed significantly increased (or decreased) firing rates compared to the baseline (5 s window before the stimulus onset).

At a finer timescale, we also computed the ERP peak-triggered PSTH for each neuron using a 10 ms bin size. The PSTH was further smoothed using a Gaussian kernel with a bandwidth of 20 ms.



Identification of ERPs

A cortical ERP reflects the coordinated behavior of a large number of neurons in relation to an external or internal event. Traditional ERP analysis is based on trial averaging (Garcia et al., 2002). In contrast, all studies reported here were based on single-trial analyses. From LFP recordings, we identified the induced ERPs during evoked and spontaneous pain episodes. Since the ERP was associated with low-frequency activity, to remove the high-frequency noise, we further applied band-pass filtering (2–15 Hz) to the multi-channel LFP traces, followed by principal component analysis (PCA). We extracted the dominant principal component that produced an ERP waveform associated with the largest variance, which was used in the subsequent ERP analysis. The duration of the ERP waveform was 200–250 ms, and the signal-to-noise ratio (SNR) varied in each evoked pain or spontaneous pain-like episode. We used a conservative SNR criterion for the ERPs, and sought ERPs around the pain-like behaviors (within a window of [−5, 5] s centered at the event onset).



Spectrum and Time-Frequency Analyses

The coherence measures the amplitude-amplitude coupling between two random signals across a wide range of frequencies. The spike-field coherence (SFC) measures phase synchronization between the LFP and spike times as a function of frequency. The coherence and SFC is scaled between 0 and 1. We assumed trial stationarity and derived trial-averaged coherence and SFC, as well as their jackknife error bars. In single-trial analyses, we computed the spectrogram or SFC in the time-frequency representation by using a moving window.

Multitapered spectral analyses for LFP spectrogram, LFP coherence and SFC were performed using the Chronux toolbox (chronux.org). Specifically, we chose a half-bandwidth parameter W such that the windowing functions were maximally concentrated within [−W, W]. We chose W > 1/T (where T denotes the duration) such that the Slepian taper functions were well concentrated in frequency and had bias reducing characteristics. In terms of Chronux function setup, we used the tapers setup [TW, N], where TW is the time-bandwidth product, and N = 2 × TW−1 is the number of tapers. Since the taper functions are mutually orthogonal, they give independent spectral estimates. In all time-frequency analyses, we used a moving window length of 0.5–1 s and a step size of 1 ms. In the LFP coherence and SFC analyses, a 2 s window was used across all pain episodes. We used TW = 5 for LFP spectrogram and coherence, and TW = 3 for SFC. From the spectrogram, we computed the Z-scored spectrogram, where the baseline was defined as the 5-s period before the noxious stimulus presentation.



Cross-Frequency Phase-Amplitude Coupling

PAC was used to characterize the coupling between the low-frequency (theta) phase and high-frequency (gamma) amplitude of EEG recordings during nociception (Wang et al., 2011). We adapted the PAC analysis to LFP recordings during pain episodes. Specifically, we band-pass filtered LFP signals into proper frequency (theta or gamma) band and computed their Hilbert transform. From the derived complex-valued signals, we extracted the instantaneous theta phase and gamma amplitude (envelope), and further constructed the phase-amplitude histogram (18 bins within 0–360°). In light of the phase-amplitude distribution, we ran a parametric test based on the generalized linear model (GLM) to assess the PAC. A quantitative scalar statistic r = max{|1−As./A0|} (where As and A0 denote the predicted amplitude vectors defined at the phase vector [0, 2π] using the spline model and the null model, respectively; ./ denotes the dot division operator in MATLAB) along with its confidence intervals was reported (Kramer and Eden, 2013).



Detection of the Onset of Pain Signals

We have previously developed model-based methods for detecting the onset of acute pain signals based on the ACC and/or S1 neural ensemble spike activity (Chen et al., 2017; Hu et al., 2018; Xiao et al., 2018). Assuming that subjective pain signal was latent and evolved dynamically in time, we proposed a Poisson linear dynamical system (PLDS) to link the pain stimulus to neural spiking activity of a population of C Poisson-spiking neurons, as follows:
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where [image: image] denotes a C-dimensional population vector, with each element consisting of the neuronal spike count within the time interval ((t−1)Δ, tΔ] (bin size Δ); the univariate (latent) variable zt represents the latent common input that drives the neuronal population firing rate. The dynamics of the latent variable is governed by a first-order autoregressive (AR) model (0 < |a| < 1) driven by a zero-mean Gaussian noise process [image: image]. The parameters c and d are unconstrained. During evoked pain episodes, we used an expectation-maximization (EM) algorithm to estimate the unknown state variables z1:T and all unknown parameters {a, c, d, σϵ} from the spike count observations y1:T in a single trial.

During spontaneous pain episodes, we assumed that the model parameters were identical to those derived from a previous evoked pain episode, and ran a recursive (forward) filtering algorithm to estimate the latent state variable ẑt|t (Hu et al., 2018)
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where Qt|t = Var[ẑt|t] denotes the filtered state variance. Furthermore, we computed the Z-score with respect to the pre-stimulus baseline: [image: image] and converted it to probability:
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The criterion of Z-score change was determined by a statistical threshold θ0 depending on the significance level. We used θ0 = 1.65, which is associated with a P-value of 0.05. Finally, we identified the onset of pain signal when the Z-score crossed the significance threshold (Chen et al., 2017).



LFP-Based Classification of Spontaneous Pain-Like Events

For each spontaneous pain-like episode, we constructed a window of [−5, 5] s centered around the behavior onset. Based on the simultaneous LFP recordings from the rat ACC and S1, we computed the LFP power features at five different frequency bands: theta (4–8 Hz), alpha (8–12 Hz), beta (13–30 Hz), lower gamma (30–50 Hz), high gamma (50–80 Hz), for both pre-behavior ([−5, 0] s) and post-behavior ([0, 5] s) periods separately. In total, we used 5 × 2 × 2 = 20 power features. Each power feature was preprocessed with zero mean and unit variance. At each recording session, we also selected the pain-free control baseline prior to the first pain stimulus presentation. In total, we constructed 252 spontaneous pain episodes (positive examples) and 252 negative control examples for training and testing (rats #12-15, n = 10 sessions).

We trained these features with a two-class support vector machine (SVM) classifier (Scholkopf and Smola, 2001). The SVM is a discriminative supervised learning model that constructs the classification boundary by a separating hyperplane with maximum margin. Specifically, the SVM maps the input x into a high-dimensional feature space and maximizes the margin from the hyperplane to the origin. The nonlinear decision function can be written as follows
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where yi ∈ {−1, +1} denote the class label for the training sample xi (some of which associated with nonzero αi are called support vectors), b denotes the bias, and K(·, ·) denotes the kernel function. We used a polynomial kernel and trained the nonlinear SVM with a sequential minimal optimization algorithm (MATLAB Machine Learning Toolbox: “fitcsvm” function). The decoding accuracy was assessed by 5-fold cross-validation. The chance level of classification accuracy is 50%. We also assessed the sensitivity and specificity of SVM classifier by reporting the AUROC (area under the curve of receiver operating characteristic). The chance level of AUROC is 0.5 (Zhang et al., 2017; Dale et al., 2018).

We have tested both linear and Gaussian kernels in SVM. The nonlinear SVM produced a slightly better classification accuracy, but the feature weights derived from the linear SVM would yield informative assessment or interpretation of each feature.



Statistical Tests

We conducted a paired or unpaired t-test provided that the data normality was satisfied; otherwise, we used a nonparametric signed-rank test or rank-sum test.




RESULTS


Frequency of Spontaneous Pain-Like Behaviors

In animal studies, pain cannot be measured directly; therefore, pain can only be inferred from stereotyped “pain-like” behaviors (Deuis et al., 2017). Evoked pain episodes are uniquely associated with the noxious stimulus presentation and quantitative pain behaviors (e.g., paw withdrawal or lifting) (Cheppudira, 2006); whereas spontaneous pain-like behaviors often involve frequent aberrant movement such as flinching, shaking, paw lifting and paw licking (Kawasaki et al., 2012; Whittaker and Howarth, 2014; Murai et al., 2016).

When splitting the time of each recording session in half, the total spontaneous pain-like behaviors occurred in a similar frequency (per minute) in time during the course of a recording session (Figure 1C). As a control, we also examined naive rats (rats #1–5) in a completely pain-free condition (Day 1, without presenting any noxious stimulus) based on the same behavior criterion. The number of identified spontaneous pain-like behaviors was zero in the control condition.

In addition, we computed the number and latency statistics of identified spontaneous pain-like events. The median number of spontaneous pain-like events between two evoked pain episodes was 1 (min: 0; max: 5); and the median latency from the previous evoked pain episode was 26.9 s (min: 5.1 s; max: 4.5 min).



ERPs During Evoked and Spontaneous Pain-Like Behaviors

During evoked pain episodes ([0, 5] s from the stimulus onset 0), ERPs occurred either in the ACC or S1 separately, or in both regions simultaneously; in the latter case, their ERP latencies differed (Figure 2A). The mean ± SEM latency from the ERP peak amplitude to the laser stimulus onset was 0.875 ± 0.050 s in the ACC and 0.640 ± 0.038 s in the S1 (Figure 2H, p = 0.0002, rank-sum test). During spontaneous pain-like episodes ([−5, 5] s centered around the behavior onset), ERPs did not always occur synchronously (Figure 2B and Figure S1; ratio: 367/638 in ACC and 367/497 in S1), and they occurred more frequently in the ACC than in the S1 (63.8 ± 8.36 per session and a total of 638 within 10 sessions in ACC; 49.7 ± 8.17 per session and a total of 497 within 10 sessions in Figures S1C,D). In the spectrogram, pain-evoked ERPs were accompanied with an increased theta band (4-8 Hz) power—known as the theta-ERS (Figures 2A,B). The ERS was also visible in the gamma band (30–80 Hz). The gamma-ERS was mostly separated in the slow (30–50 Hz) and fast (>50 Hz) gamma bands.
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FIGURE 2. Pain-induced ERPs of the rat ACC and S1. (A) Simultaneous recordings of LFPs from the ACC and S1 induced by evoked pain and their Z-scored spectrograms. White LFP traces were the dominant principal component extracted from multi-channel LFP signals. Arrows indicate the identified ERPs. Time 0 indicates the stimulus onset. (B) Simultaneous recordings of LFPs from the ACC and S1 induced by spontaneous pain and their Z-scored spectrograms. Arrows indicate the identified ERPs. Using the ACC LFP as a reference, time 0 indicates the onset of identified ERP in the ACC. (C) LFP coherence between the ACC and S1 during evoked pain (red) and spontaneous pain-like (blue) episodes. Shaded area denotes the confidence intervals. (D) Cross-correlation between the band-pass filtered LFP (4–80 Hz) ACC and S1 from two representative single trials during evoked pain episodes (rat #15). Note that the red trial had a peak at the zero lag, whereas the blue trial showed rhythmic activity at a theta cycle (~200 ms). (E) Latency of ERP peak to the stimulus onset in evoked pain: ACC vs. S1 (n = 40 trials). (F) Peak-to-trough amplitude of ACC vs. S1 ERP in evoked pain. (G) Comparison of ACC and ERP peak amplitudes between evoked and spontaneous pain in naive rats. n.s., nonsignificant; ****p < 0.0001, unpaired t-test. (H) The latency from the ACC and S1 ERP peak amplitude to the laser stimulus onset during evoked pain (rats #12–15). Error bar shows SEM. ***p < 0.001, unpaired t-test.



During spontaneous pain-like episodes, ERPs tended not to occur together in the ACC and S1, and the gamma-ERS was more pronounced in the S1. In either of the two regions, we often observed the theta-ERS followed by the gamma-ERS (Figure 2B and Figures S1A,B,E,F). At the trial-average level, there was enhanced coherence in the theta band between the ACC and S1 during evoked pain episodes (Figure 2C), but not in spontaneous pain-like episodes (peak coherence evoked: 0.26 ± 0.08 vs. mean coherence spontaneous: 0.13 ± 0.08).

During evoked pain episodes, the cross-correlation of LFPs between the ACC and S1 varied between single trials—for instance, having a high peak at zero time lag in one trial, or having a rhythmic theta cycle in another trial (e.g., see Figure 2D). When ERPs occurred simultaneously in both the ACC and S1 regions, the S1 had shorter ERP latencies to the stimulus onset than the ACC (Figure 2E; p = 0.0113, paired t-test, rat #12), but had comparable ERP amplitudes (Figure 2F; p > 0.05, paired t-test). See Figure S2 for population statistics. As pain behavior was characterized by the paw withdrawal latency (to the stimulus onset at time 0), we correlated the paw withdrawal latency with the evoked ERP latency (Figure S3A) and the ERP amplitude (Figure S3B), respectively. We found strong positive (or negative) correlations (p < 10−4) between the paw withdrawal latency and ERP latency (or amplitude).

Furthermore, we compared the ERP peak amplitude between evoked pain and spontaneous pain-like episodes (Figure 2G). There was no statistical difference in evoked ERP amplitude between the ACC and S1 (p > 0.05, unpaired t-test). However, the ERP amplitude was significantly greater in evoked pain than spontaneous pain-like episodes, in both the ACC and S1 (p < 0.0001).

During spontaneous pain-like episodes, when ERPs occurred together (within a window of ±3 s) in two areas, the S1-ERP tended to appear earlier than the ACC-ERP. The averaged lag was 0.080 ± 0.054 s (n = 367, rats #12–15), which shared a similar latency trend as in evoked pain.

Put together, these results suggest that pain-induced ERPs correlate well with pain-like behaviors and can serve as a neural signature readout of evoked pain and spontaneous pain-like episodes. During evoked pain episodes, the ERPs in the ACC and S1 were comparable in latency and amplitude; whereas during spontaneous pain-like episodes, ERPs did not always appear together in the ACC and S1, and appeared more frequently in the ACC.



Phase-Amplitude Coupling

Phase-amplitude coupling (PAC) is useful to characterize nonlinear interactions between two different frequency oscillations (Canolty and Knight, 2010; Tort et al., 2010). Specifically, phase (theta) and amplitude (gamma) coupling has been reported in rat EEG recordings during acute pain experiments (Wang et al., 2011). We extended this analysis to the rat LFP recordings in ACC and S1 areas (Figure 3A). We found significant PAC in both ACC and S1 areas, and the strength of coupling was stronger in evoked pain than spontaneous pain-like episodes (Table 2 and Figures 3B,C). In addition, the gamma power showed a significant increase from baseline to evoked pain in both areas; however, during spontaneous pain-like episodes, there was an increase of gamma power in the S1, but not in the ACC (Figures 3B,C). This finding supports the notion that the S1 gamma-ERS is indicative of pain perception. In addition, the strength of PAC coupling was different between the ACC and S1, and varied between sub-gamma bands (Figure S4). The preferred phases of the ACC and S1 might differ between evoked pain and spontaneous pain-like episodes (Figure S5A), whereas the ACC and S1 also had different preferred theta phases (Figure S5B).
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FIGURE 3. Illustration of coupling between the theta phase and gamma amplitude. (A) Representative LFP traces from the rat ACC (red) and S1 (blue), which shows strong coupling between the theta phase and gamma amplitude (rat #15). Two arrows indicate the identified ERPs, and two overlaid gray traces indicate the bandpass filtered (4–11 Hz) LFP traces. (B,C) Coupling of gamma amplitude and theta phase (0–720°) in the ACC (B) and S1 (C): baseline (left), evoked pain (middle), and spontaneous pain (right). In each panel, the r-statistic is shown. (D) Scatter plot comparison of r-statistic (red: ACC, blue: S1) between evoked pain and baseline (n = 10 sessions, rats #12–15). Paired signed-rank test, p = 0.0013. (E) Scatter plot comparison of r-statistic (red: ACC, blue: S1) between evoked pain and spontaneous pain-like episodes (n = 10 sessions). Paired signed-rank test, p = 0.079. (F) Comparison of r-statistic in the S1 and ACC. Error bar denotes SEM (n = 10 sessions).





Table 2. Results of phase-amplitude coupling for the r-statistic (95% confidence intervals shown in bracket, and the greatest values in each region are shown in bold font).
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These PAC results were consistent across all rats (Figures 3D,E and Table 2). Overall, the strength of PAC in evoked pain was stronger than in baseline (p = 0.0013, paired signed-rank test; Figure 3D), and showed an increasing trend compared to spontaneous pain-like episodes (p = 0.079, Figure 3E). Combining all tested rats, we found a stronger coupling strength in the S1 than ACC, during both evoked pain (p = 0.058, paired signed-rank test) and spontaneous pain-like episodes (p = 0.017; Figure 3F).



LFP Power

We computed the trial-averaged LFP power at the theta (4–8 Hz), alpha (8–12 Hz), beta (13–30 Hz), low-gamma (30–50 Hz) and high-gamma (50–80 Hz) frequency bands. There was an increase in high-gamma power from baseline ([−5, 0] s) to evoked pain ([0, 5] s, with 0 being the stimulus onset) in both the ACC and S1 (Figures 4A,B). During spontaneous pain-like episodes, we extracted the LFP signals within a window of [−5, 5] s centered around the event onset, and found a reduction in alpha and beta power for both regions. In contrast, gamma power reduced in the ACC but increased in the S1 during spontaneous pain-like episodes (Figure 4C).
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FIGURE 4. (A) Comparison of the mean LFP power between evoked pain and baseline at various frequency bands in the ACC (A) and S1 (B) (rats #12–15, n = 232 trials). Note that the y-axis shows the negative value in dB. *p < 0.05; **p < 0.01, ****p < 0.0001, paired t-test. (C) Mean LFP power comparison between the evoked and spontaneous pain-like episodes (ACC: red; S1: blue; rats #12–15, n = 10 sessions).





Spike-LFP Modulation

We further investigated the relationship between the pain-modulated ACC or S1 unit activity and the LFP amplitude. To do so, we varied the intensity of noxious stimulation across trials to produce a wider range of firing rate changes.

We observed a sharp change in the ERP peak-aligned ACC or S1 neuronal spike activity (Figures 5A,G), and this abrupt change became less pronounced when neuronal spike trains were aligned with the stimulus onset (Figure S6). Notably, these pain-modulated units showed a sharp reduction in firing rates around the ERP peaks. A close examination of the unit's PSTH revealed striking theta oscillations in spike activity (Figures S7A–C). During evoked pain episodes, we also observed enhanced trial-averaged SFC in the theta frequency band (Figure 5B; see Figure S7D for a single-trial analysis). Meanwhile, the SFC also varied between the evoked and spontaneous pain conditions (Figures 5B vs. 5E; Figures 5H vs. 5K). In addition, these pain-modulated ACC or S1 units showed a strong correlation with the evoked ERP amplitude, regardless of their response properties (Figures 5C,I).
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FIGURE 5. Spike phase locking of one representative ACC units and one representative S1 unit simultaneously recorded during evoked pain and spontaneous pain-like episodes (rat #15). (A) Spike raster and ERP-triggered peri-stimulus time histogram (PSTH). Bin size: 10 ms. Time 0 represents the peak of ERP. Blue triangle at each row indicates the onset of laser stimulation at each trial. Note that these two units decreased their firing rates around time 0. (B) Spike-field coherence (SFC). Shaded areas denote the jackknife error bar. Note that there was a peak in the theta frequency band. (C) Correlation between the Z-scored firing rate (FR) of pain-modulated units and the ERP peak-to-trough amplitude (p = 0.002, Pearson's correlation). (D–F) Similar to A–C, the same ACC unit during spontaneous pain-like episodes. (G–L) Similar to A–F, except for the S1 unit. In panels F,I,L, the P-values of Pearson's correlation are 0.307, 0.023, and 0.142, respectively. (M) Population statistics of Z-scored mean FR (in absolute value) of pain-modulated ACC and S1 units (n = 32) during evoked pain and spontaneous pain-like episodes. (N) Population statistics of R2 values (for regressing the Z-scored FR and the ERP amplitude). **p < 0.01, ****p < 0.0001, unpaired t-test.



During spontaneous pain-like episodes, pain-modulated ACC and S1 units showed reduced firing rate modulations (Figures 5D,J) and reduced modulations in relation to the ERP amplitudes (Figures 5F,L). However, the rhythmic theta spiking was still preserved (Figures S7E–H). Overall, the Z-score firing rates of pain-modulated ACC and S1 units and their modulation degree to ERP amplitudes were greater in evoked pain than spontaneous pain-like episodes (Figures 5M,N).



Detection of Evoked Pain and Spontaneous Pain-Like Events

During stimulus-evoked pain episodes, the spike activities of pain-modulated ACC and S1 units were temporally coordinated (by increasing or decreasing firing rates synchronously) to signal the pain onset (Figure 6A). Using an unsupervised population decoding algorithm (Methods), we identified the onset of evoked pain signals based on the ACC and S1 ensemble spike activity in single trials (Figure 6B). Among those successfully detected trials, the onset of detected acute pain signals matched or correlated closely with the ERP peak latency (Figure 6C, success ratio: 24/32 trials in session 3 from rat #15). In contrast, the change level in neuronal population spiking during spontaneous pain-like events was consistently lower, and the ERP peak amplitude was also considerably smaller (Figure 2G). Together, this posed a greater challenge for detecting the onset of spontaneous pain signals (Figures 6D,E).
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FIGURE 6. Illustration of detecting acute and spontaneous pain-like events. (A) The simultaneous ACC and S1 ensemble spike activity during a laser-evoked pain episode. Dark pixel represents high spike count. Time 0 denotes the onset of 250 mW laser stimulation. The ACC (red) and S1 (blue) LFPs were overlaid in the spike raster. Pain-induced ERPs are marked by arrows. In this example, the S1 ERP peak occurred 30 ms earlier than the ACC ERP peak. (B) The evoked pain event was detected based on our previously developed algorithm (Methods). Shaded periods of [−4, −1] s denote the baseline for computing the Z-score (ACC: red; S1: blue). When the upper or lower confidence interval of the Z-score was below or above the significance threshold (horizontal dash lines), the onset of pain signal was detected as a change point. In this example, the detected acute pain onset in the S1 was earlier than the onset in the ACC, whereas the S1 ERP peak latency was also earlier than the ACC ERP peak latency. (C) During evoked pain episodes, the ensemble spike-based acute pain detection latency to the stimulus onset positively correlated with the ERP peak latency (n = 24 trials; p = 0.0156, Pearson's correlation). (D,E) Similar to respective panels A,B, except for a spontaneous pain-like episode. Time 0 denotes the onset of paw withdrawal. (F) Receiver operating characteristic (ROC) curves of 5-fold cross-validated SVM classification for spontaneous pain. The AUROC and accuracy statistics (mean ± SEM) are shown in the inset.



To distinguish spontaneous pain-like episodes from pain-free negative control, we further trained a SVM classifier (Methods) using the combined LFP power features from the ACC and S1. Using 5-fold cross-validation on a total of 252 spontaneous pain episodes (rats #12–15, 10 sessions), we obtained a mean classification accuracy of 75% and an AUROC (area under the curve of receiver operating characteristic) of 0.85 (Figure 6F). By assessing the contribution of individual LFP power features, we found that the low-gamma and high-gamma power features from both the ACC and S1 were associated with more significant weights (Figure S8).




DISCUSSION

To date, most human or animal pain research has focused on stimulus-evoked pain, whereas spontaneous pain has not been fully investigated (Baliki et al., 2007; Bennett, 2012). In neuropathic pain, spontaneous pain is thought to emerge as a consequence of ectopic activity in axons in the injured nerve's action potentials arising spontaneously from hyper excitable membranes; but it remains unclear whether the source of this activity originates in injured neurons or in neighboring intact ones, and in nociceptors or non-nociceptors (Djouhri et al., 2006; Woolf, 2010). In contrast to human pain research (He et al., 2017), the lack of self-report has created a great obstacle for studying spontaneous pain in animal models (Tappe-Theodor and Kuner, 2014). A strong limitation and potential critique of our study is the subjective criterion for identifying spontaneous pain-like events. Although pain is usually inferred from stereotyped pain-like behaviors, other experimental techniques (such as spinal cord post-stimulation and nociceptive recording) can be used to help identify or confirm pain experiences. In the future, integrating behavioral with physiological measures may further help refine pain assessment for rodents (Whittaker and Howarth, 2014; Mouraux and Iannetti, 2018).

Simultaneous recordings of neuronal spikes and LFPs from multiple cortical areas provide a good opportunity to study differential neural mechanisms of evoked and spontaneous pain. In contrast to scalp or intracranial EEG signals, intracortical LFPs provide a more accurate readout from local microcircuits related to pain processing (Wang et al., 2015; Harris and Peng, 2016). Specifically, cortical ERP is a phase-locked signal generated by neuronal networks in relation to an externally or internally generated, yet behaviorally significant event. During evoked or spontaneous pain, ERPs are primarily contributed by the postsynaptic potentials of a large population of simultaneously active pyramidal cells with the same or similar orientation (Bressler, 2002). Our results show that ERPs from the ACC and S1 tend to synchronize during evoked pain episodes, but are highly variable during spontaneous pain-like episodes. While the ERP amplitudes are comparable between the ACC and S1, their amplitudes is greater during evoked pain than during spontaneous condition. In the frequency domain, the pain-evoked ERPs are directly linked to the low-frequency cortical oscillations (LeBlanc et al., 2014, 2017; Taesler and Rose, 2016; Peng et al., 2018). The theta-ERS has been demonstrated during evoked pain and spontaneous pain-like episodes, in either the ACC or S1, or both. Increased theta oscillations are possibly due to thalamic dysfunction or a decreased inhibition of the thalamus that affects pain processing (Stern et al., 2006). Previous studies have shown that increased theta power may represent a biomarker of chronic neuropathic pain (Pinheiro et al., 2016; Ploner et al., 2017).

The ACC and S1 are the two most important cortical regions related to pain processing. Neuroimaging studies in mice have shown that intra-regional remodeling within the S1 accelerates chronic pain behaviors by modulating the activity of ACC units (Eto et al., 2011). Specifically, the ACC displays cross-frequency coupling and spike-phase locking during pain perception in rats (Wang et al., 2011, 2015). Recent findings in rodent studies from our lab and others have suggested that ACC units are necessary for the “aversiveness” of pain (Johansen et al., 2001; Zhang et al., 2017). In addition, we have demonstrated that pairing auditory tones with repeated noxious stimulation can teach ACC neurons to produce a pain anticipation signal (Urien et al., 2018). Our rat LFP results of the ACC further support these previous findings that the ACC is a key component of an internal aversive network for both evoked and spontaneous pain. On the other hand, gamma oscillations in the human S1 have been shown to correlate with pain perception (Gross et al., 2007; Zhang et al., 2012; Tu et al., 2016), but these studies are limited to evoked pain. In the absence of overt noxious stimuli as in spontaneous pain episodes, the S1 may be involved in both the perception and modulation of various somatosensory sensations (Bushnell et al., 1999; Vierck et al., 2013). A rat S1 lesion study has implied a significant role of the S1 in pain affect without direct somatosensory processing, challenging the traditional view on the role of S1 in processing the sensory-discriminatory aspect of pain (Uhelski et al., 2012). Our rat S1 results during spontaneous pain-like episodes seem to support the lesion study. Nevertheless, a causal investigation (e.g., optogenetic S1 inactivation) is still required to fully dissect the role of the S1 in spontaneous pain perception. In some identified spontaneous pain-like episodes, we only observed ERPs in the ACC but not in the S1; this could be due to the fact that top-down input or anticipation was the primary driving force. However, further experimental investigation is required to distinguish between “spontaneous pain” and “pain anticipation.”

The functional state of cortical circuits may be defined by the amplitude and phase of ongoing frequency-specific oscillations of neuronal populations. LFP-based cross-frequency coupling measures nonlinear functional interactions between neural oscillations at different frequencies (Canolty and Knight, 2010; Tort et al., 2010). Complementary to amplitude-amplitude coupling (i.e., coherence), PAC may provide plausible physiological mechanisms on functional interactions—low-frequency phase reflects the local neuronal excitability, and high-frequency amplitude reflects the change in population synaptic activity or selective activation of a subnetwork in the microcircuit. To date, human pain studies have shown LFP cross-frequency coupling between the low-frequency phase (theta or alpha) and the gamma amplitude in the amygdala and hippocampus (Liu et al., 2015)—both regions are associated with pain and negative moods as a continuum of aversive behavioral learning (Baliki and Apkarian, 2015). Source-localized human EEG recordings have also shown theta phase-gamma amplitude coupling in the dorsal and subgenus ACC (Vanneste et al., 2018). One plausible interpretation of these findings is that theta oscillations reflect negative symptoms, and gamma oscillations obversely reflect positive symptoms. Theta oscillations may act as a traveling wave, communicating information across a large-scale network responsible for declarative or emotional memories (Zhang and Jacobs, 2015). On the other hand, gamma oscillations modulate long-range communication between distributed neuronal assemblies, which may subserve a wide range of cognitive functions including multi-sensory integration (Fries, 2009). Gamma oscillations can be nested on the theta wave for information transmission. While gamma oscillations may correlate with pain perception (Gross et al., 2007; Ploner et al., 2017), the high gamma activity can have a broader role in sensory processing. In addition, mechanisms of gamma sub-bands may have different origins, depending on differential distribution of cell types and cortical layers that receive thalamic or cortical input (Buzsaki and Wang, 2012). Our results have indeed showed that the strengths of PAC coupling vary across different gamma bands for the ACC and S1. A speculative neural coding role of PAC coupling is to segregate sensory (pain) responses into specific temporal windows within different cortical regions. However, circuit mechanisms of pain-associated slow and fast gamma oscillations are still incompletely understood.

Detection and identification of subjective pain signals for humans or animals has been an active research topic (Brown et al., 2011; Huang et al., 2013; Vijayakumar et al., 2017). While this problem has been well studied for evoked pain events in freely behaving rats (Chen et al., 2017; Hu et al., 2018; Xiao et al., 2018; Zhang et al., 2018), the challenge for detecting spontaneous pain events still remains. Our supervised learning results suggest that LFP power features from multiple brain regions may help detect spontaneous pain-like events (Figure 6). The future decoding strategy is to consider integrating the information from multi-regional LFP and ensemble spike activity to detect pain signals.

The results derived from our rodent study have important clinical implications. First, the ERP and LFP phenomena observed at the ACC and S1 circuit levels may be examined from human high-density EEG recordings combined with advanced source localization techniques. This would further allow us to investigate both evoked and spontaneous pain episodes in human subjects. Second, our algorithmic development and investigation on pain decoding also provide insight into detecting evoked and spontaneous pain events based on human EEG recordings (Huang et al., 2013).

In conclusion, our report has revealed differential coding roles between the S1 and ACC in pain processing, as well as point to distinct neural mechanisms between evoked pain and putative spontaneous pain at both LFP and cellular levels. These findings may suggest important circuit mechanisms that induce distinct pain perception or behaviors.
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Despite 50+ years of clinical use as anxiolytics, anti-convulsants, and sedative/hypnotic agents, the mechanisms underlying benzodiazepine (BZD) tolerance are poorly understood. BZDs potentiate the actions of gamma-aminobutyric acid (GABA), the primary inhibitory neurotransmitter in the adult brain, through positive allosteric modulation of γ2 subunit containing GABA type A receptors (GABAARs). Here we define key molecular events impacting γ2 GABAAR and the inhibitory synapse gephyrin scaffold following initial sustained BZD exposure in vitro and in vivo. Using immunofluorescence and biochemical experiments, we found that cultured cortical neurons treated with the classical BZD, diazepam (DZP), presented no substantial change in surface or synaptic levels of γ2-GABAARs. In contrast, both γ2 and the postsynaptic scaffolding protein gephyrin showed diminished total protein levels following a single DZP treatment in vitro and in mouse cortical tissue. We further identified DZP treatment enhanced phosphorylation of gephyrin Ser270 and increased generation of gephyrin cleavage products. Selective immunoprecipitation of γ2 from cultured neurons revealed enhanced ubiquitination of this subunit following DZP exposure. To assess novel trafficking responses induced by DZP, we employed a γ2 subunit containing an N terminal fluorogen-activating peptide (FAP) and pH-sensitive green fluorescent protein (γ2pHFAP). Live-imaging experiments using γ2pHFAP GABAAR expressing neurons identified enhanced lysosomal targeting of surface GABAARs and increased overall accumulation in vesicular compartments in response to DZP. Using fluorescence resonance energy transfer (FRET) measurements between α2 and γ2 subunits within a GABAAR in neurons, we identified reductions in synaptic clusters of this subpopulation of surface BZD sensitive receptor. Additional time-series experiments revealed the gephyrin regulating kinase ERK was inactivated by DZP at multiple time points. Moreover, we found DZP simultaneously enhanced synaptic exchange of both γ2-GABAARs and gephyrin using fluorescence recovery after photobleaching (FRAP) techniques. Finally we provide the first proteomic analysis of the BZD sensitive GABAAR interactome in DZP vs. vehicle treated mice. Collectively, our results indicate DZP exposure elicits down-regulation of gephyrin scaffolding and BZD sensitive GABAAR synaptic availability via multiple dynamic trafficking processes.

Keywords: GABAAR, benzodiazepine, trafficking, gephyrin, mass spectrometry, diazepam, inhibitory synapse


INTRODUCTION

GABAARs are ligand-gated ionotropic chloride (Cl-) channels responsible for the majority of fast inhibitory neurotransmission in the adult CNS. The most prevalent synaptic GABAAR subtype is composed of two α, two β, and a γ2 subunit forming a heteropentamer (Uusi-Oukari and Korpi, 2010). Benzodiazepines (BZDs) are a widely used clinical sedative-hypnotic drug class that selectively bind between the interface of a GABAAR γ2 subunit and either an α1/2/3/5 subunit (Vinkers and Olivier, 2012). Receptors containing these α subunits are considered to be primarily synaptic, with the exception of α5, which is localized both synaptically and extrasynaptically (Brady and Jacob, 2015). Positive allosteric modulation by BZD enhances GABAAR inhibition by increasing the binding affinity of GABA and increasing channel opening frequency (Uusi-Oukari and Korpi, 2010). Recent cryo-electron microscopy publications have provided unprecedented structural and pharmacological information about benzodiazepine-sensitive GABAARs and the benzodiazepine binding site (Phulera et al., 2018; Zhu et al., 2018; Laverty et al., 2019; Masiulis et al., 2019) reinvigorating interest in the molecular actions of BZD drugs. It is known that the potentiating effect of BZDs are lost after prolonged or high dose acute exposure (Tietz et al., 1989; Holt et al., 1999), characterized first by a loss of sedative/hypnotic activity followed by the anti-convulsant properties behaviorally (Lister and Nutt, 1986; Wong et al., 1986; File et al., 1988; Bateson, 2002). The induction of BZD tolerance occurs in part due to the uncoupling of allosteric actions between GABA and BZD (Gallager et al., 1984; Marley and Gallager, 1989), a process that appears to rely on GABAAR receptor internalization (Ali and Olsen, 2001; Gutierrez et al., 2014). We have previously shown that 24 h BZD treatment leads to decreased surface and total levels of the α2 subunit in cultured hippocampal neurons that was dependent on lysosomal-mediated degradation (Jacob et al., 2012); however, the process by which the α2 subunit is selectively targeted to lysosomes is still unknown. GABAAR subunit ubiquitination and subsequent degradation at proteasomes or lysosomes modulates cell surface expression of receptors (Saliba et al., 2007; Arancibia-Carcamo et al., 2009; Crider et al., 2014; Jin et al., 2014; Di et al., 2016). Ubiquitination of the γ2 subunit is the only currently known mechanism identified to target internalized surface GABAARs to lysosomes (Arancibia-Carcamo et al., 2009).

Another major regulator of GABAAR efficacy is postsynaptic scaffolding. Confinement at synaptic sites maintains receptors at GABA axonal release sites for activation. Furthermore, this limits receptor diffusion into the extrasynaptic space where internalization occurs (Bogdanov et al., 2006; Gu et al., 2016). The scaffolding protein gephyrin is the main organizer of GABAAR synaptic localization and density, as gephyrin knock-down and knock-out models show dramatic reductions in γ2- and α2-GABAAR clustering (Kneussel et al., 1999; Jacob et al., 2005). Evidence suggests gephyrin interacts directly with GABAAR α1, α2, α3, α5, β2, and β3 subunits (Tretter et al., 2008; Maric et al., 2011; Mukherjee et al., 2011; Kowalczyk et al., 2013; Tyagarajan and Fritschy, 2014; Brady and Jacob, 2015). Gephyrin recruitment is involved in inhibitory long term potentiation (Petrini et al., 2014; Flores et al., 2015), while its dispersal coincides with GABAAR diffusion away from synapses (Jacob et al., 2005; Bannai et al., 2009). Extensive post-translational modifications influence gephyrin function (Zacchi et al., 2014; Ghosh et al., 2016). Accordingly, expression of gephyrin phosphorylation site mutants revealed complex effects on GABAAR diffusion and gephyrin ultrastructure and scaffolding (Ghosh et al., 2016; Battaglia et al., 2018). Phosphorylation at the gephyrin serine 270 (Ser270) site has been particularly characterized to negatively modulate scaffold clustering and density, in part by enhancing calpain-1 protease mediated degradation of gephyrin (Tyagarajan et al., 2013). Given the well-established interdependent relationship between gephyrin and the γ2 subunit in maintaining receptor synaptic integrity (Essrich et al., 1998; Kneussel et al., 1999; Schweizer et al., 2003; Alldred et al., 2005; Jacob et al., 2005; Li et al., 2005), impaired postsynaptic scaffolding should affect both pre-existing and newly inserted GABAAR clustering and ultimately the efficacy of inhibitory neurotransmission. Thus a central unanswered question is if BZD exposure causes changes in gephyrin phosphorylation or protein levels.

Here we demonstrate that 12–24 h treatment with the BZD diazepam (DZP) leads to a reduction in total γ2 subunit and full-length gephyrin levels in vitro and in vivo. This reduction occurred coincident with enhanced γ2 subunit ubiquitination, but resulted in no significant change in overall γ2 surface levels. Using our recently published dual fluorescent BZD-sensitive GABAAR reporter (γ2pHFAP), we further show that cell surface γ2-GABAARs are more frequently targeted to lysosomes after DZP exposure. Forester resonance energy transfer (FRET) experiments further confirmed specific loss of synaptic α2/γ2 GABAAR levels following DZP treatment. The scaffolding protein gephyrin also demonstrated augmented phosphorylation at Ser270, increased cleavage and was significantly decreased in membrane and cytosolic compartments. Fluorescence recovery after photobleaching (FRAP) assays identified that DZP treatment increased the simultaneous recovery of γ2-GABAAR and gephyrin at synaptic sites, indicating reduced receptor confinement and accelerated exchange between the synaptic and extrasynaptic GABAAR pool. This process was reversed by the BZD site antagonist Ro 15-1788. Lastly, co-immunoprecipitation, quantitative mass spectrometry and bioinformatics analysis revealed shifts in the γ2-GABAAR interactome toward trafficking pathways in vivo. Together, these data suggest that DZP exposure causes a compensatory decrease in inhibitory neurotransmission by reducing BZD-sensitive GABAAR and gephyrin confinement at synapses and via ubiquitination and lysosomal targeting of γ2.



MATERIALS AND METHODS

Cell Culture, Transfection, Expression Constructs and Mice

Cortical neurons were prepared from embryonic day 18 rats and nucleofected with constructs at plating (Amaxa). The γ2pHFAP construct was characterized in Lorenz-Guertin et al. (2017) and RFP-gephyrin was described in Brady and Jacob (2015). The γ2RFP construct was generated by PCR cloning and fully sequenced: the red fluorescent protein mCherry replaced pHluorin in the previously published γ2pHGFP construct (Jacob et al., 2005). GFP-ubiquitin was a gift from Nico Dantuma (Addgene plasmid # 11928) (Dantuma et al., 2006). 8–10 weeks old male C57BL/6J mice (Jackson Laboratory) were maintained on a reverse 12 h dark/light schedule. Mouse cortical brain tissue was collected and flash frozen 12 h after I.P. injection with either vehicle or diazepam [in 40% PEG, 10% EtOH, 5% Na Benzoate, 1.5% Benzyl alcohol (Hospira)]. All procedures were approved by the University of Pittsburgh Institutional Animal Care and Use Committee.

Reagents, Antibodies, and MG Dye

Diazepam (cell culture, Sigma; injections, Hospira); Ro 15-1788 (Tocris Bioscience); calpain-1 inhibitor MDL-28170 (Santa Cruz); L-glutamic acid (Tocris Bioscience). Primary antibodies: rabbit GAPDH (WB) (14C10, Cell Signaling); guinea pig GAD-65 (IF) (198104, Synaptic Systems); rabbit γ2 GABAAR subunit (IF, WB, and IP) (224003, Synaptic Systems); rabbit gephyrin (WB) (sc-14003, Santa Cruz); rabbit gephyrin (IF, total) (147002, Synaptic Systems) (antibody validation Supplementary Figure S1); mouse gephyrin mAb7a (IF, phospho) (147011, Synaptic Systems); chicken GFP (WB) (GFP-1020, Aves); rabbit (P)ERK (WB) (4370, Cell Signaling); mouse ERK (WB) (9107, Cell Signaling); rabbit (P)GSK3β (WB) (9322, Cell Signaling); rabbit GSK3β (WB) (9315. Cell Signaling); rabbit CDK5 (WB) (2506, Cell Signaling). MG-BTau dye prepared as in Lorenz-Guertin et al. (2017).

Fixed and Live-Imaging

Measurements were made on days in vitro (DIV) 15–19 cortical neurons. Live-imaging performed in Hepes-buffered saline (HBS), containing the following (in mM): 135 NaCl, 4.7 KCl, 10 Hepes, 11 glucose, 1.2 MgCl2, and 2.5 CaCl2 (adjusted to pH 7.4 with NaOH). Images were acquired using a Nikon A1 confocal microscope with a 60× oil objective (N.A., 1.49) at 3× zoom. Data were analyzed in NIS Elements software (Nikon, N.Y.). Measurements were taken from whole cell or averaged from three dendritic 10 μm regions of interest (ROI) per cell. For fixed imaging, media was quickly removed and coverslips were washed twice with Dulbecco’s Phosphate Buffered Saline (DPBS) and immediately fixed with 4% paraformaldehyde and then blocked in PBS containing 10% fetal bovine serum and 0.5% bovine serum albumin. Surface antibody staining was performed under non-permeabilized conditions overnight at 4°C. Intracellular staining was performed overnight at 4°C following 0.2% Triton-X permeabilization for 10 min in blocking solution. Synaptic sites were determined during analysis by binary thresholds and colocalization with GAD-65. Extrasynaptic intensity was measured by taking the total dendrite ROI sum intensity minus background and synaptic fluorescence intensity. Dendritic fluorescence was measured using binary thresholds. Experimental conditions were blinded during image acquisition and analysis. The ROUT test (Q = 1%) or Grubbs’ Test (alpha = 0.05) was used to remove a single outlier from a data set.

Lysosomal Targeting Assay

Neuron surface and lysosomal-association assays utilized MG-BTau dye for surface receptor pulse-labeling. DIV 15–16 neurons were treated with vehicle or DZP for 8–12 h, then pulse labeled with 100 nM MG-BTau for 2 min at room temperature in HBS. Neurons were then washed 5× times with HBS and returned to conditioned media ± DZP for 1 h. To identify lysosomal targeting, 50 nM LysoTracker Blue DND-22 (Life Technologies) and the lysosomal inhibitor, Leupeptin (200 μM Amresco), was added 30 min prior to imaging. Following incubation, neurons were washed and imaged in 4°C HBS. Two–three neurons were immediately imaged per culture dish within 10 min of washing. For image analysis, independent ROIs were drawn to capture the soma, three 10 μm sections of dendrite and the whole cell. Binary thresholds and colocalization measurements were performed to identify MG-BTau, pHGFP synaptic GABAAR clusters and lysosomes. Total surface pHGFP expression was determined by taking the entire cell surface signal following background subtraction.

NH4Cl Intracellular Imaging

DIV 15–16 neurons were washed and continuously perfused with HBS + treatment at room temperature. Multiposition acquisition was used to image 2–3 neurons per dish. An initial image was taken to identify surface γ2pHFAP GABAARs. Neurons were then perfused with NH4Cl solution to collapse the cellular pH gradient and were reimaged. NH4Cl solution (in mM): 50 NH4Cl, 85 NaCl, 4.7 KCl, 10 Hepes, 11 glucose, 1.2 MgCl2, and 2.5 CaCl2 (adjusted to pH 7.4 with NaOH). pHGFP intensity was measured following background subtraction and smoothing. Surface/total levels were determined by dividing the first image (surface only) from the second image (total). The spot detection tool in Nikon Elements was used to selectively count larger intracellular vesicles positive for γ2pHFAP. A stringent threshold was set to identify brightly fluorescent circular objects with a circumference of approximately 0.75 μm. Values reflect new vesicle objects that were only seen after NH4Cl perfusion (second image – first image).

Intermolecular FRET Imaging, Characterization and Analysis

The α2 pHGFP (α2pH) construct was previously published (Tretter et al., 2008) and the γ2RFP construct was generated by PCR cloning and fully sequenced. DIV 15–16 neurons were treated with Veh or DZP for 20–28 h, then washed and continuously perfused with HBS at room temperature. Images were acquired with a 60× objective at 2× zoom. For each cell, an initial image was acquired containing two channels to identify surface α2pH (excited by 488 laser, emission band pass filter 500–550) and γ2RFP participating in FRET (excited 488 FRET, emission band pass filter 575–625 nm, FRET channel). A second, single channel image was taken immediately following with only 561 nm excitation to reveal total γ2RFP levels (excited by 561 laser, emission band pass filter 575–625 nm). For synaptic quantifications, binary thresholding based on intensity was applied with smoothing and size exclusion (0–3 μm) factors. FRET and 561 channel binaries shared identical minimum and maximum binary threshold ranges. Individual synaptic ROIs were created to precisely target and measure synaptic clusters containing both α2pH and γ2RFP. Manual trimming and single pixel removal were used to remove signal not meeting the criteria of a receptor cluster. Restriction criteria were applied in the following order: (1) at least 15 synapses measured per cell, (2) FRET γ2RFP: raw γ2RFP sum intensity ratio must be less than one, (3) synaptic α2pH mean intensity of at least 500, and (4) α2pH sum intensity limit of 300% of average sum intensity. ROI data was then normalized to vehicle control as percent change. The percentage of RFP participating in FRET was also calculated using FRET RFP:Total RFP ratio.

Fluorescence resonance energy transfer activity was directly assessed by acceptor (γ2RFP) photobleaching. Photobleaching ROIs were implemented on 2 synapses per cell. Pre-bleaching images were acquired every 5 s, followed by a γ2RFP photobleaching event using 80% 561 nm laser power. After photobleaching, image capturing resumed without delay using pre-bleach laser power settings for 2 min. Image analysis incorporated background subtraction and the measurement of percent change in α2pH/FRET γ2RFP ratio over the time course. FRET efficacy measurements compared directly adjacent α2pH and γ2RFP subunits in a GABAAR complex. Live-imaging with perfusion of pH 6.0 extracellular imaging saline solution (MES) was used to quench the pH-dependent GFP fluorescence from the α2pH donor fluorophores and show the dependence of FRET on surface α2pH fluorescence. Acidic extracellular saline solution, MES solution pH 6.0 (in mM): 10 MES, 135 NaCl, 4.7 KCl, 11 glucose, 1.2 MgCl2, and 2.5 CaCl2 (adjusted to pH 7.4 with NaOH). Images were collected under HBS conditions for 1 min at 20 s intervals, and then followed by a 2 min MES wash with the same imaging interval to quench donor emissions. FRET RFP mean intensity was measured under both conditions and normalized to HBS. Percent or fold change in FRET RFP emissions were reported as indicated.

Synaptic Exchange Rate FRAP Imaging

Neurons were washed and media was replaced with HBS + treatment. Imaging was performed in an enclosed chamber at 37°C. An initial image was taken for baseline standardization. Photobleaching was performed by creating a stimulation ROI box encompassing two or more dendrites. This stimulation region was photobleached using the 488 and 561 lasers at 25% power for 1 min. The same stimulation ROI was used for every cell in an experiment. Immediately following photobleaching, 10 nM MG-Tau dye was added to the cell culture dish to re-identify surface synaptic GABAAR clusters. Time-lapse imaging was then started every 2 min for 60 min. During image analysis, objects were only considered synaptic if they demonstrated colocalization with γ2pHFAP pHGFP signal, RFP-gephyrin signal and had obvious surface MG-BTau fluorescence. ROIs were drawn measuring the rate of fluorescence recovery at 4–8 synaptic sites and one extrasynaptic site (10 μm long region; Bezier tool) per cell. For data analysis, synapse post-bleach fluorescence intensity time point data was first normalized to pre-bleach fluorescence intensity (post-bleach/pre-bleach). Normalized synapse post-bleach data was then calculated as percent change from t0 [(tx/t0)∗100, where x = min]. Individual synapses were then averaged to calculate fluorescence recovery and statistically significant changes across time points.

Western Blot and Immunoprecipitation

Protein concentration was determined by BCA protein assay for all biochemistry. Neurons were lysed in denaturing buffer for immunoprecipitation: 50 mM Tris HCl, 1 mM EDTA, 1% SDS, 2 mM Na3VO4, 10 mM NaF, 50 mM N-ethylmaleimide, protease inhibitor cocktail (Sigma). Lysates were sonicated and heated at 50°C for 20 min, then diluted 1:5 in RIPA buffer (50 mM Tris HCl pH 7.6, 150 mM NaCl, 1% Igepal, 0.5% Sodium deoxycholate, 1 mM EDTA, 2 mM Na3VO4, 10 mM NaF, 50 mM N-ethylmaleimide, protease inhibitor cocktail). Standard immunoprecipitation procedures were performed using overnight incubation with γ2 subunit antibody or rabbit IgG (sci2027; Sigma), 1 h incubation with Protein A Sepharose 4B beads (Invitrogen), three RIPA buffer washes, and loading for SDS-PAGE. After electrophoresis and transfer to nitrocellulose membrane, samples were probed with primary antibody overnight followed by the appropriate horseradish peroxide (HRP)-coupled secondary antibody.

Membrane and Subcellular Fractionation

Cultured neurons were lysed using fractionation buffer: 50 mM Tris-HCl, 50 mM NaCl, 1 mM EDTA, 2 mM Na3VO4, 10 mM NaF, 320 mM sucrose, 0.25% igepal, and protease inhibitor cocktail. Lysates were spun at 88,881 g for 30 min at 4°C to separate pellet (membrane) from supernatant (cytosol). Fraction integrity was tested by localization specific markers in all experiments (Supplementary Figure S2 and data not shown).

Co-immunoprecipitation

Mice were intraperitoneally (I.P.) injected with vehicle control or 10 mg/kg DZP and sacrificed 12 h post-injection (n = 4 mice per treatment). Mouse cortical tissue was homogenized in co-IP buffer (50 mM Tris HCl pH 7.6, 50 mM NaCl, 0.25% Igepal, 1 mM EDTA, 2 mM Na3VO4, 10 mM NaF, 50 mM N-ethylmaleimide, and Sigma protease inhibitor cocktail) using a Dounce homogenizer. Tissue was solubilized with end-over-end mixing at 4°C for 15 min, and then spun at 1,000 g to remove non-solubilized fractions. Each immunoprecipitation tube contained 375 μg of tissue lysate brought up to 1 ml volume using co-IP buffer. Lysates were precleared using Protein A Sepharose 4B beads (Invitrogen) for 1 h at 4°C. Lysate was then immunoprecipitated overnight with 2.5 μg rabbit γ2 subunit antibody (224003, Synaptic Systems) or 2.5 μg rabbit IgG (2027, Santa Cruz). The next day, 40 μl Protein A Sepharose slurry was added and mixed for 2 h at 4°C on a nutator. Beads were then washed 3× at 4°C on a nutator in 1 ml co-IP buffer. Beads were denatured with SDS-PAGE loading buffer [Laemmli Sample buffer (Bio-Rad) + β-mercaptoethanol] with heat at 70°C for 10 min and intermittent vortexing. Two immunoprecipitation reactions were performed per animal and were pooled into a single tube without beads to be used for downstream in-gel digestion.

Mass Spectrometry and Data Processing

Immunoprecipitated proteins were separated by electrophoresis in Criterion XT MOPS 12% SDS-PAGE reducing gels (Bio-Rad), with subsequent protein visualization by staining with Coomassie blue. Each gel lane was divided into six slices. After de-staining, proteins in the gel slices were reduced with TCEP [tris(2-carboxyethyl)phosphine hydrochloride] and then alkylated with iodoacetamide before digestion with trypsin (Promega). HPLC-electrospray ionization-tandem mass spectrometry (HPLC-ESI-MS/MS) was accomplished by data-dependent acquisition on a Thermo Fisher Orbitrap Fusion Lumos Tribrid mass spectrometer. Mascot (Matrix Science; London, United Kingdom) was used to search the MS files against the mouse subset of the UniProt database combined with a database of common contaminants. Subset searching of the Mascot data, determination of probabilities of peptide assignments and protein identifications, were accomplished by Scaffold (v 4.8.4, Proteome Software). MS data files for each entire gel lane were combined via the “MudPIT” option. Identification criteria were: minimum of two peptides; 96% peptide threshold; 1% FDR; 99% protein threshold. One vehicle- and one DZP-treated animal were removed from analysis due to insufficient γ2 subunit pulldown relative to all other groups. N = 3 animals per condition were used for downstream analysis. Protein clustering was applied in Scaffold and weighted spectrum values and exclusive unique peptides were exported for manual excel analysis. Student’s t-test analysis was performed using relative fold change (ratio) of DZP compared to vehicle group. In some cases peptides were only detected in vehicle or DZP treated groups, resulting in DZP/V ratio values of zero or undefined error (cannot divide by zero). These were annotated as NF-DZP (not found in DZP samples) or NF-V (not found in vehicle samples) in the tables.

Bioinformatics Analysis

Ingenuity Pathways Analysis (IPA) (Ingenuity Systems) was used for cellular pathway analysis. Relative fold levels of DZP proteins compared to vehicle were used for analysis. To be suitable for IPA analysis, proteins NF-DZP were assigned a value of -1E+99, while proteins NF-V were assigned a value of 1E+99. Significant enrichment in protein networks were calculated by right tailed Fisher’s exact test. Z-score analysis is a statistical measure of an expected relationship direction and observed protein/gene expression to predict pathway activation or inhibition. IPA core analysis was searched to determine direct and indirect relationships within 35 molecules per network and 25 networks per analysis. All data repositories available through IPA were used to determine experimentally observed and highly predicted interactions occurring in mammalian tissue and cell lines. Ratio data were converted to fold change values in IPA, where the negative inverse (-1/x) was taken for values between 0 and 1, while ratio values greater than 1 were not affected. Proteins found to be enhanced in their association with γ2 (Table 1) were searched in the Mus musculus GO Ontology database (released 2018-10-08) for GO biological process and GO molecular function and analyzed by the PANTHER overrepresentation test; significance was determined using Fisher’s Exact with Bonferroni correction for multiple testing.

TABLE 1. Proteins demonstrating increased association with γ2-GABAARs after DZP in vivo by mass spectrometry.
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Statistics

Relevant statistical test information is described in the figure legends or within the individual methods sections. p-values are reported in the results section if significance is between 0.01 and <0.05 or if the data is approaching significance.



RESULTS

DZP Exposure Modifies γ2-GABAAR and Gephyrin Levels

We first examined if DZP exposure reduced surface levels of γ2-GABAARs and altered gephyrin Ser270 phosphorylation in cortical neurons by immunofluorescence (Figure 1A). Cortical neurons were treated for 24 h with vehicle or 1 μM DZP, then immunostained for surface γ2, followed by permeabilization and immunostaining with GAD65 (glutamic acid decarboxylase 65, a marker for presynaptic GABAergic terminals) and the phospho-Ser270 specific gephyrin mAb7a antibody (Kuhse et al., 2012; Kalbouneh et al., 2014). Image analysis identified no sizable change in surface synaptic (91.6 ± 5.3%) or extrasynaptic (93.3 ± 3.8%) γ2 intensity in DZP treated neurons relative to control, but DZP induced a significant 18.9 ± 7.4% (p = 0.033) increase in synaptic phospho-gephyrin (Figure 1B). No change in extrasynaptic phosphorylated Ser270 gephyrin was measured. We repeated this DZP treatment and examined total and phospho-gephyrin levels in dendrites (Figure 1C). Again DZP significantly enhanced phospho-Ser270 gephyrin compared to vehicle (132 ± 12%; p = 0.013), while a decrease in overall gephyrin levels was found (69.7 ± 5.4%) (Figure 1D). Accordingly, the mean ratio of phospho/total gephyrin was 78.1 ± 21% higher following DZP (Figure 1D). Complimentary biochemical studies using membrane fractionation were used to compare cytosolic, membrane, and total protein pools in cortical neurons. In agreement with immunofluorescence data, membrane levels of γ2 (0.929 ± 0.06) were not reduced after 1 μM DZP, although the total pool of γ2 was diminished (0.793 ± 0.07) (Figures 2A,B) compared to vehicle. Cytosolic levels of γ2 (1.03 ± 0.06) were also unchanged. Comparatively, DZP reduced full-length gephyrin in every compartment measured relative to control (cytosol: 0.871 ± 0.03; membrane: 0.722 ± 0.06, total: 0.695 ± 0.05). We confirmed the integrity of our fractions using cytosolic and membrane specific markers (Supplementary Figure S2).
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FIGURE 1. DZP downregulates gephyrin independent of γ2 surface levels. (A) Cortical neurons were treated for 24 h with vehicle or 1 μM DZP, then immunostained for surface γ2 GABAAR (green), followed by permeabilization and immunostaining for (P)Ser270 gephyrin (red), and GAD65 (blue). Panels below show enlargements of GABAAR synapses on dendrites. (B) Dendrite surface synaptic and extrasynaptic γ2 levels are not significantly altered by DZP. Synaptic phospho-gephyrin was enhanced in response to DZP (n = 69–74 neurons; 4 independent cultures). (C) Neurons were treated as in (A) followed by antibody staining for total gephyrin (green) and (P)Ser270 gephyrin (red). Panels below show enlargements of dendrite region. (D) The dendritic pool of gephyrin was decreased, while (P)Ser270 gephyrin levels were augmented, resulting in a dramatic increase in the ratio of phosphorylated gephyrin to total gephyrin (n = 52–59 neurons; 3 independent cultures). Int., fluorescence intensity. Image scale bars: main panels = 5 μm, enlargements = 1 μm. ∗p ≤ 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, Student’s t-test; error bars ± s.e.m.
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FIGURE 2. DZP induces degradation of γ2 and gephyrin in vitro and in vivo. (A) Cortical neurons exposed to 1 μM DZP or vehicle for 24 h were subjected to membrane fraction and western blot analysis. Full Geph = full-length gephyrin. (B) Total γ2 subunit and cytosolic, membrane, and total gephyrin were significantly reduced after DZP (n = 7 independent cultures). (C) Quantitative RT-PCR revealed no change in γ2 subunit, β3 subunit or gephyrin mRNA expression following 24 h DZP in vitro (n = 5 independent cultures). (D) GFP-ubiquitin transfected neurons were treated with vehicle or DZP for 12 h. Lysates were immunoprecipitated with control IgG or γ2 antibody, followed by blotting with anti-GFP, γ2 and GAPDH. (E) DZP treatment increased the levels of γ2 ubiquitin conjugates and decreased γ2 total levels. (F,G) DZP treatment enhanced the ratio of cleaved gephyrin fragments/full length gephyrin (n = 7 biological replicates/dishes from 4 independent cultures). Full, full-length gephyrin; Cleav, cleaved gephyrin. (H) Western blots of cortical tissue collected from mice 12 h after a single IP injection of 10 mg/kg DZP or vehicle. (I) γ2 subunit and full-length gephyrin levels are significantly reduced in DZP-treated animals (6–7 mice per condition). [∗p ≤ 0.05, ∗∗p < 0.01, paired t-test (B,E), Student’s t-test (C,G,I); error bars ± s.e.m].



Next we assessed if the decrease in gephyrin and γ2 total levels at 24 h was a result of altered gene expression. qRT-PCR experiments revealed no difference in gephyrin (p = 0.206), γ2, or control GABAAR β3 subunit mRNA levels between vehicle and DZP treated neurons (Figure 2C). To determine if post-translational modification of γ2 also occurs coincident with decreased γ2 protein levels, we examined ubiquitination of γ2 in response to DZP exposure. We reasoned that changes in ubiquitination of γ2 would likely precede the loss of total γ2 seen at 24 h (Figures 2A,B). GFP-ubiquitin transfected cortical neurons were treated with vehicle or 1 μM DZP for 12 h. Neurons were lysed under denaturing conditions to isolate the γ2 subunit from the receptor complex (Supplementary Figure S3). Immunoprecipitation of the γ2 subunit revealed a 2.13-fold increase (p = 0.015) in ubiquitination in DZP treated neurons relative to vehicle (Figures 2D,E). Furthermore, just as observed with 24 h DZP treatment, a reduced total pool of γ2 was also found at 12 h (p = 0.020) (Figures 2D,E). Notably, this is the first demonstration of endogenous γ2 ubiquitination occurring in neurons (previous findings were of recombinant receptors in HEK cells) (Arancibia-Carcamo et al., 2009; Jin et al., 2014). To investigate mechanisms underlying reduced full-length gephyrin levels, we examined gephyrin cleavage. Gephyrin is degraded post-translationally by the protease calpain-1 (Tyagarajan et al., 2013; Costa et al., 2015; Kumar et al., 2017), and gephyrin Ser270 phosphorylation promotes cleavage by calpain-1 (Tyagarajan et al., 2013). Consistent with the enhanced gephyrin Ser270 phosphorylation (Figure 1) and reduced full-length levels (Figures 1, 2) we found a significant increase in the ratio of cleaved/full length gephyrin after 24 h DZP in vitro (Figures 2F,G). We confirmed the identity of the gephyrin cleavage product using a well-characterized glutamate stimulation protocol that induces gephyrin cleavage in cultured neurons (Costa et al., 2015; Kumar et al., 2017), a process blocked by calpain-1 inhibition (Supplementary Figure S4).

Finally, we wanted to determine if similar mechanisms occur in vivo following DZP treatment. Prior publications show that BZDs and metabolites are not present 24 h post-injection due to rapid drug metabolism in rodents (Yoong et al., 1986; Xie and Tietz, 1992; Van Sickle et al., 2004; Markowitz et al., 2010). Furthermore, BZD uncoupling does not persist 24 h after a single dose (15 mg/kg) or 2 weeks daily DZP treatment, whereas uncoupling can be seen 12 h after a single injection, indicating this is the appropriate time point for measuring in vivo loss of γ2-GABAAR function (Holt et al., 1999). Accordingly, mice were given a single intraperitoneal (IP) injection of 10 mg/kg DZP or vehicle control, and cortex tissues were harvested 12 h later. We found DZP significantly reduced the total pool of γ2 (87.3 ± 3.0%) and full-length gephyrin (73.9 ± 9.1%; p = 0.046) relative to vehicle treated mice at 12 h post injection (Figures 2H,I). These findings indicate both BZD-sensitive GABAARs and full-length gephyrin are downregulated by post-translational mechanisms after initial DZP treatment in vitro and in vivo to temper potentiation of GABAAR function.

DZP Enhances Intracellular Accumulation and Lysosomal Targeting of γ2-GABAARs

We then investigated if surface γ2-containing GABAARs are more frequently targeted to lysosomes after DZP exposure by live-imaging. For these experiments we used our recently characterized optical sensor for synaptic GABAAR (γ2pHFAP). This dual reporter is composed of a γ2 subunit tagged with an N terminal pH-sensitive GFP, myc, and the fluorogen-activating peptide DL5 (Lorenz-Guertin et al., 2017). The pH-sensitive GFP tag selectively identifies cell surface GABAARs and the DL5 FAP binds malachite green (MG) dye derivatives including MG-BTau (Szent-Gyorgyi et al., 2008, 2013; Pratt et al., 2017). MG-BTau is cell impermeable and non-fluorescent until bound by DL5. Upon binding, MG-BTau fluoresces in the far red spectral region (∼670 nM). This FAP-dye system allows for selective labeling of surface γ2-containing GABAARs which can then be tracked through various phases of trafficking (Lorenz-Guertin et al., 2017). As previously shown, γ2pHFAP GABAARs are expressed on the neuronal surface, form synaptic clusters, do not perturb neuronal development and show equivalent functional responsiveness to GABA and DZP both in the absence and presence of MG dyes (Lorenz-Guertin et al., 2017). We transfected neurons with γ2pHFAP and treated them with DZP for 8–16 h. Neurons were then pulse-labeled with 100 nM MG-BTau dye and returned to conditioned media at 37°C ± DZP for 1 h. The lysosomal inhibitor leupeptin (200 μM) and the lysosomal specific dye, Lysotracker (50 nM), were added after 30 min. At the end of the incubation, neurons were washed in 4°C saline to inhibit trafficking and immediately used for live-imaging experiments. Representative images demonstrate MG-BTau labeled γ2pHFAP-GABAARs localized on the cell surface (Figure 3A) and at synaptic clusters on dendrites (Figure 3B) based on colocalization with surface specific pHGFP signal. MG-BTau further reveals internalized receptors at lysosomes (Figure 3C). Image quantification showed synaptic γ2-GABAAR intensity remained largely unchanged (Figure 3D). Importantly, we found a significant 8.0 ± 2.5% (p = 0.015) enhancement in the mean intensity of GABAARs labeled with MG-BTau at lysosomes following DZP (Figure 3E). The area of GABAARs colocalized at lysosomes trended toward an increase in DZP treated cells (140.2 ± 23.6%; p = 0.144) but did not reach significance.
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FIGURE 3. Lysosomal targeting and vesicular accumulation of γ2-GABAARs in response to DZP. (A) γ2pHFAP neurons were pretreated for 12–18 h with 1 μM DZP, then pulse-labeled with 100 nM MG-BTau dye for 2 min, and returned to conditioned media at 37°C ± DZP for 1 h. 50 nM Lysotracker dye was added at the 30 min mark to identify lysosomes. MG-BTau = blue; pHGFP = green; Lysotracker = red (n = 37–42 neurons; 5 independent cultures). (B) Dendrite zoom images show MG-BTau labeling at γ2pHFAP synapses. (C) Cell body zoom images highlighting colocalization of MG-BTau labeled GABAARs (yellow trace) at lysosomes (purple trace). (D) Dendrite pHGFP and MG-BTau measurements reveal surface synaptic γ2-GABAAR levels are not altered by DZP. (E) The pool of internalized MG-BTau GABAARs colocalized at lysosomes was enhanced in DZP treated neurons as measured by intensity (∗p ≤ 0.05, Student’s t-test; error bars ± s.e.m). (F) Neurons treated 20–28 h with vehicle or DZP. The DZP site antagonist Ro 15–1788 (5 μM) was added 1–2 h prior to imaging to inhibit DZP binding at GABAARs. Neurons were first imaged in HBS, and then perfused with NH4Cl (pH 7.4) to reveal intracellular γ2pHFAP receptors. DZP treated neurons accumulated more γ2-GABAARs in large vesicular structures compared to vehicle (n = 20–27 neurons; 3–4 independent cultures). (G) Surface intensity of γ2pHFAP was not different between treatments (one-way ANOVA; error bars ± s.e.m). (H) DZP-treated neurons more frequently demonstrated accumulation of γ2pHFAP in large vesicles (∗p ≤ 0.05 Kolmogorov–Smirnov statistical test). Int., fluorescence intensity. Scale bars in μm: (A) = 10; (B) = 1; (C) = 2, (F) = 5.



We complemented these lysosomal targeting studies with an NH4Cl live-imaging approach that allows us to compare the ratio of cell surface vs. intracellular GABAARs in living neurons. γ2pHFAP expressing neurons were treated with vehicle or DZP for 24 h. Additional control groups included the BZD antagonist Ro 15-1788 (1–2 h) to reverse the effects of DZP. Neurons were actively perfused with HEPES buffered saline (HBS) treatment and an initial image was taken of surface pHGFP receptor signal (Figure 3F). Neurons were then exposed to pH 7.4 NH4Cl solution to neutralize the pH gradient of all intracellular membrane compartments, revealing internal pools of γ2 containing GABAARs. Analysis revealed no change in surface γ2 levels between treatments (Figure 3G) consistent with Figures 1, 2. However, the number of large intracellular vesicles (circular area ∼0.75 μm) containing receptors was significantly enhanced (p = 0.047) (Figure 3H), consistent with increased localization in intracellular vesicles. Ro 15-1788 and DZP + Ro 15-1788 treated neurons were not significantly different from vehicle. Overall, these findings suggest γ2-GABAAR ubiquitination, intracellular accumulation, lysosomal targeting and degradation are part of the adaptive response to DZP.

Surface Levels of Synaptic α2/γ2 GABAAR Are Decreased Following DZP

Despite the increase in ubiquitination and lysosomal targeting of γ2-GABAARs after DZP, we did not detect decreased overall surface or synaptically localized γ2 levels. This suggested two possibilities, one being that a slight decrease in surface γ2-GABAARs could be challenging to detect with current methods (DZP treated cells total γ2 levels 80% of control in cultured cortical neurons; 85% in vivo). Alternatively, there could be an increase in γ2 subunit assembly with BZD-insensitive α subunits (γ2α4β) (Wafford et al., 1996) with a concomitant reduction in surface levels of BZD-sensitive receptors (γ2α1/2/3/5β). Our previous work showed 24 h BZD exposure in hippocampal neurons causes decreased total and surface levels of the α2 GABAAR subunit via lysosomal mediated degradation, without any changes in receptor insertion or removal rate (Jacob et al., 2012). To determine if α2/γ2 GABAARs are specifically decreased by DZP treatment, we developed an intermolecular FRET assay, using pH-sensitive GFP tagged α2pH (Tretter et al., 2008) as a donor fluorophore and a red fluorescent protein (RFP) tagged γ2 subunit (γ2RFP) as an acceptor. FRET is an accurate measurement of molecular proximity at distances of 10–100 Å and is highly efficient if donor and acceptor are within the Förster radius, typically 30–60 Å (3–6 nm), with the efficiency of FRET being dependent on the inverse sixth power of intermolecular separation (Förster, 1965). Synaptic GABAARs exist as five subunits assembled in γ2-α-β-α-β order forming a heteropentameric ion channel (Figure 4A). We first expressed α2pH and γ2RFP in neurons and examined their ability to participate in intermolecular FRET. Photobleaching of the acceptor γ2RFP channel enhanced donor α2pH signal (Supplementary Figure S5), confirming energy transfer from α2pH to γ2RFP. Next, we confirmed measurable FRET only occurs between α2pH/γ2RFP in surface GABAAR at synaptic sites; FRET was blocked with quenching of donor α2pH when the extracellular pH was reduced from 7.4 to 6.0 (Figures 4A,B). Following FRET assay validation, α2pH/γ2RFP GABAAR expressing neurons were treated for 24 h with vehicle or DZP and examined for total synaptic α2pH and γ2RFP fluorescence as well as the γ2 FRET signal (Figure 4C). These studies identified a DZP-induced reduction in synaptic α2 (-12.6%), synaptic γ2 (-14.3%) and diminished association of α2 with γ2 in synaptic GABAARs as measured by decreased FRET γ2 signal (-10.6%; p = 0.024) (Figure 4D). In summary, this sensitive FRET method indicates that cortical neurons show a similar susceptibility for α2 subunit downregulation by BZD treatment as seen in hippocampal neurons (Jacob et al., 2012). Furthermore it identifies a DZP-induced decrease in a specific pool of surface synaptic BZD-sensitive γ2-GABAAR.
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FIGURE 4. Intermolecular FRET reveals decreased dendritic synaptic α2/γ2 surface GABAARs after DZP. (A) Diagram and time-series images of cortical neurons expressing donor α2pH (green) and acceptor γ2RFP during imaging at pH 7.4 and pH 6.0. Surface α2pH (green) signal and intermolecular FRET (teal) between α2/γ2 subunits occurs at pH 7.4, but is eliminated by brief wash with pH 6.0 extracellular saline and quenching of the α2pH donor pHGFP fluorescence. (B) Quantification of relative FRET at pH 7.4 and pH 6.0 (n = 20 synapses). (C) Neurons α2pH (green) and γ2RFP (red) were treated with vehicle or DZP for 20–28 h ± and then subjected to live-imaging. For each cell, an initial image used 488 nm laser excitation to identify surface α2pH and FRET γ2RFP. A second image was taken immediately afterwards to acquire γ2RFP total levels (561 nm laser excitation). Dendritic lengths show multiple synaptic clusters with α2/γ2 surface GABAARs. (D) Synaptic cluster intensity quantification of α2pH, γ2RFP, and FRET γ2RFP (at least 15 synapses per cell; n = 335–483 synapses; 6 independent cultures). Int., fluorescence intensity. Image scale bars = 2 μm [∗p ≤ 0.05, ∗∗p < 0.01, ∗∗∗∗p < 0.0001, paired t-test (B), Student’s t-test (D); error bars ± s.e.m].



Selective ERK Inactivation After DZP Treatment

To gain additional mechanistic insight into the molecular mechanisms controlling phosphorylation and degradation of gephyrin observed in Figures 1, 2, we performed a DZP time series experiment to measure changes in expression or activation of the gephyrin regulating kinases ERK, GSK3β, and CDK5. CDK5 and GSK3β phosphorylate gephyrin at the Ser270 site (Tyagarajan et al., 2011; Kalbouneh et al., 2014), while ERK phosphorylates a neighboring Ser268 residue (Tyagarajan et al., 2013). We first measured ERK activation by examining ERK phosphorylation across time points. DZP treatment caused a significant decrease in ERK phosphorylation at 45 min (-50.2%), 3 h (-44.5%) and 6 h (-51.2%), with a recovery in phosphorylation to vehicle levels occurring around 12 and 24 h (Figures 5A,B). Total ERK levels were unchanged after DZP, except for a significant enhancement in expression at the 12 h time point, coinciding with recovery of ERK phosphorylation. We did not detect a change in the phosphorylation or total levels of GSK3β (Figures 5C,D) or expression of CDK5 (Figures 5E,F). This data indicates that kinases involved in gephyrin phosphorylation at Ser270 do not demonstrate global changes after DZP, suggesting that the kinases may be recruited to gephyrin, or that an unknown phosphatase responsible for dephosphorylating Ser270 is inhibited after DZP exposure. Conversely, ERK inactivation by DZP is predicted to decrease phosphorylation of the functionally relevant Ser268 site of gephyrin, which has also been implicated in gephyrin synaptic remodeling (Tyagarajan et al., 2013). Gephyrin point mutant studies suggest reduced phosphorylation at Ser268 coupled with enhanced Ser270 phosphorylation, or the inverse, promotes calpain-1 degradation and scaffold remodeling (Tyagarajan et al., 2013). This data provides evidence that a known kinase pathway responsible for fine-tuning GABAAR synapse dynamics (Brady et al., 2017) and scaffold (Tyagarajan et al., 2013) is robustly inactivated by DZP.
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FIGURE 5. Gephyrin regulating kinases following DZP treatment. DIV 16 cortical neurons were treated with vehicle (V) or DZP (D) at multiple time points. Known kinase regulators of gephyrin synaptic clustering were tested for total protein levels and activation status with phospho-specific antibodies as indicated. (P)ERK and total ERK (A,B), (P)GSK3β and total GSK3β (C,D) and CDK5 (E,F) western blot and quantification (n = 4 independent cultures). DZP strongly inhibited ERK phosphorylation across multiple time points while GSK3β activation and total levels did not change. CDK5 total levels were also unchanged by DZP treatment. (∗p ≤ 0.05, ∗∗p < 0.01, Two-way ANOVA followed by Sidak’s multiple comparisons test; error bars ± s.e.m).



Synaptic Exchange of γ2-GABAARs and Gephyrin Are Accelerated After Prolonged DZP Treatment

We previously found 24 h BZD exposure reduces the amplitude of miniature inhibitory postsynaptic currents (mIPSCs) (Jacob et al., 2012), suggesting changes in synaptic GABAAR function. Having identified both reductions in full-length gephyrin (Figures 1, 2) and BZD sensitive GABAARs (Figures 2, 4), we next tested if DZP treatment altered the synaptic retention properties of gephyrin and/or GABAARs. Neurons expressing γ2pHFAP and RFP-gephyrin were used for live-imaging fluorescence recovery after photobleaching experiments (FRAP) to measure synaptic and extrasynaptic exchange following exposure to vehicle, 1 μm DZP, 5 μm Ro 15-1788, or DZP + Ro 15-1788. After an initial image was taken, dendrites were photobleached, and signal recovery was measured every 2 min over 30 min at synaptic sites and extrasynaptic regions (Figure 6A synapses panel; Figure 6B larger dendritic region with white arrows denoting extrasynaptic region). MG-BTau dye was added directly after the photobleaching step to immediately re-identify the photobleached surface synaptic GABAARs, and improve spatial measurements (Figure 6B). These experiments revealed synaptic γ2 turnover rates were nearly doubled in DZP treated neurons, a process reversed by Ro 15-1788 co-treatment (Figure 6C). DZP also accelerated gephyrin synaptic exchange rates compared to vehicle, with Ro 15-1788 co-treatment restoring exchange to control levels. No significant correlation was found between cluster area measured and fluorescence recovery rates of γ2 and gephyrin across all conditions, suggesting synaptic exchange rate is independent of cluster size (Supplementary Figure S6). Moreover, no statistical difference was found in γ2 or gephyrin extrasynaptic exchange rates (Figure 6D). These findings suggest concurrent reduction of gephyrin and GABAAR synaptic confinement is a compensatory response to mitigate prolonged DZP potentiation of GABAARs.
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FIGURE 6. Prolonged DZP exposure accelerates γ2 GABAAR and gephyrin synaptic exchange. (A) Neurons expressing γ2pHFAP GABAAR (green) and RFP-gephyrin (red) were treated with vehicle or DZP for 20–28 h ± Ro 15-1788 for the last 1–2 h. Neurons were imaged at 37°C in constant presence of treatment. Initial image of dendrites taken prior to photobleaching (Pre-bleach), then imaged post-bleach (t0) every 2 min for 30 min. Images of dendritic regions show synaptic cluster sites (yellow boxes) and extrasynaptic regions. (B) 10 nM MG-BTau dye (blue) was added immediately after bleaching events in (A) to resolve bleached γ2pHFAP GABAARs and provide spatial accuracy for time series measurements. Panels show enlargement of vehicle dendritic regions identified in (A). Yellow boxes indicate synaptic clusters and arrows indicate extrasynaptic region seen by pHGFP fluorescence in pre-bleach (green) followed by post-bleach labeling with Mg-Btau (blue). (C,D) Fluorescence recovery of γ2 GABAAR and gephyrin measured at synaptic sites and extrasynaptic sites from (A). Synapse = γ2pHFAP cluster colocalized with gephyrin cluster. Int., fluorescence intensity. Image scale bars = 1 μm (∗p ≤ 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001, two-way ANOVA; Tukey’s multiple comparisons test; 4–8 synapses and one 10 μm extrasynaptic region per cell; n = 51–56 synapses from 16 neurons per treatment; 4 independent cultures; error bars ± s.e.m).



Co-immunoprecipitation and Quantitative Proteomics of γ2 GABAAR Following DZP Injection

We sought to observe DZP-induced changes in receptor trafficking in vivo. As an orthogonal approach, we utilized label-free quantitative proteomics to measure changes in the quantities of proteins associated with γ2-GABAARs in the cortex of mice after DZP. Cortical tissue was collected from DZP- or vehicle-treated mice 12 h post injection, lysed, and immunoprecipitated with anti-γ2 subunit antibody or IgG control. Following label-free mass spectrometry analysis, spectrum counts were used to assess relative abundance of γ2-associated proteins. A total of 395 proteins were identified using our inclusion criteria: minimum of two peptides; identified in at least three samples overall or in two of three samples in a specific treatment group; demonstrated at least 3:1 enrichment over IgG control across at least three samples overall (Supplementary Dataset 1). The relative abundance of γ2-GABAAR associated proteins in the DZP group compared to vehicle was used to determine which proteins were increased (Table 1) or decreased (Table 2). As a result we identified 46 proteins with elevated levels of interaction with γ2-GABAARs, including 10 proteins that were only found in the DZP treated group (Table 1, not found in vehicle samples, NF-V). Notably, we found a significant (p < 0.05) increase in γ2 association with 14-3-3 protein family members tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein gamma (also known as 14-3-3γ) and tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein epsilon (also known as 14-3-3𝜀), the phosphatase protein phosphatase 3 catalytic subunit alpha (also known as calcineurin/PPP3CA) and a near significant increase in the GABAAR α5 subunit (p = 0.057), suggesting DZP induced changes in GABAAR surface trafficking (Qian et al., 2012; Nakamura T. et al., 2016), synaptic retention (Bannai et al., 2009, 2015; Muir et al., 2010; Niwa et al., 2012; Eckel et al., 2015), and receptor composition (van Rijnsoever et al., 2004). In contrast, 23 proteins were found to co-immunoprecipitate with γ2 less in DZP animals relative to control, seven of which were only present in the vehicle treatment group (Table 2, not found in DZP, NF-DZP). Interestingly, the calcium-sensitive kinase CaMKIIα, which can regulate GABAAR membrane insertion, synaptic retention and drug binding properties (26, 70–72), was found to be significantly decreased in interaction with γ2-GABAAR following DZP injection in vivo.

TABLE 2. Proteins demonstrating decreased association with γ2-GABAARs after DZP in vivo by mass spectrometry.
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Bioinformatics Analysis of the γ2 GABAAR Interactome

To better understand the consequences of the DZP-induced shift in the γ2-GABAAR protein interaction network, protein fold change data was subjected to core Ingenuity Pathway Analysis (IPA). Top enriched canonical pathways with -log(p-value) > 6.2 are shown in Figure 7. Notably, GABA receptor signaling pathways were highly enriched, as expected, although IPA was unable to determine pathway activation status by z-score analysis. γ2-GABAAR association with proteins involved in 14-3-3 mediated signaling and RhoA signaling pathways were greatly increased after DZP (Figure 7A, orange), while interaction with proteins involved in EIF2 signaling and sirtuin signaling pathways were reduced (Figure 7A, blue) relative to vehicle.
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FIGURE 7. Ingenuity pathway analysis reveals shifts in protein interaction networks following DZP exposure. (A) Canonical pathways found to be enriched with γ2-GABAARs and differentially expressed following DZP administration in vivo. Enriched pathways with –log(p-value) greater than 6.2 were considered as calculated by Fisher’s exact test right-tailed. Values to right of bars represent pathway activation z-score. Positive z-score represents predicted upregulation of a pathway (orange), negative z-score predicts inhibition (blue), z-score = 0 represents no change in pathway (white), while not determined (N.D.) conveys the analysis program was unable to determine a significant change (gray). Intensity of color represents size of z-score value. (B) Functional network association of select pathways when using proteins which were found to be increased or decreased with a p < 0.1. Major functional pathways altered by DZP include endocytosis (z-score = 2.626), organization of cytoskeleton (z-score = 0.672), and development of neurons (z-score = –0.293). Significant protein changes (p < 0.05) conserved between two or more pathways include decreased γ2-GABAAR association with CAMKIIα and CDK5 and enhanced association with calcineurin/PPP3CA, the intracellular trafficking protein RAB35 and the cytoskeletal protein NEFH (also known as heavy neurofilament protein). Red = increased measurement, green = decreased measurement, orange = activation of pathway, blue = inhibition of pathway, yellow = findings inconsistent with state of downstream molecule, gray = effect not predicted.



We further examined alterations in functional network association relevant to receptor trafficking by checking the predicted activation status of select pathways when only using proteins which were found to be increased or decreased (Tables 1, 2). Figure 7B lists γ2-GABAAR major functional pathways found to be altered by DZP, contributing to processes such as endocytosis (z-score = 2.626), organization of cytoskeleton (z-score = 0.672), and development of neurons (z-score = -0.293). Significant protein changes (p < 0.05) conserved between two or more pathways include decreased γ2-GABAAR association with CAMKIIα and CDK5 and enhanced association with calcineurin/PPP3CA, the intracellular trafficking protein RAB35 and the cytoskeletal protein NEFH (also known as heavy neurofilament protein). As an additional measurement, we performed gene ontology (GO) database analysis of proteins which were found to be increased in DZP treated mice relative to vehicle control (Table 3). GO analysis identified enrichment in γ2 association with proteins involved in intracellular trafficking and cellular localization biological pathways after DZP, consistent with IPA analysis findings. Taken together, these results suggest DZP modifies intracellular and surface trafficking of γ2-GABAARs both in vitro and in vivo.

TABLE 3. GO analysis reveals enrichment of intracellular trafficking, transport, and protein localization pathways after DZP.
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DISCUSSION

This work identifies key trafficking pathways involved in GABAAR neuroplasticity in response to initial DZP exposure. Using a combination of biochemical and imaging techniques, we identified total γ2 subunit levels are diminished in response to 12–24 h of DZP exposure in vitro and in vivo. Concurrent with the decrease in the overall γ2 pool, we found DZP treatment enhanced ubiquitination of this subunit. Use of an innovative optical sensor for BZD sensitive GABAAR (γ2pHFAP) in combination with MG dye pulse-labeling approaches revealed DZP exposure moderately enhanced targeting of surface γ2-GABAARs to lysosomes. Live-imaging experiments with pH 7.4 NH4Cl revealed increased intracellular receptor pools, providing further evidence that DZP enhances γ2-GABAAR lysosomal accumulation, a response reversed by BZD antagonist Ro 15-1788 treatment. We used novel intersubunit FRET based live-imaging to identify that surface synaptic α2/γ2 GABAARs were specifically decreased after DZP, suggesting these receptor complexes were subjected to ubiquitination, lysosomal targeting, and degradation. In addition to DZP modulation of receptor trafficking, the postsynaptic scaffolding protein gephyrin demonstrated significant plasticity including increased Ser270 phosphorylation and production of gephyrin proteolytic fragments, concurrent with a decrease in total and membrane full-length gephyrin levels and ERK inactivation. Given the fundamental role of gephyrin in scaffolding GABAARs and regulating synaptic confinement, we used simultaneous FRAP live-imaging of receptors and scaffold in neurons to monitor inhibitory synaptic dynamics. We found ∼24 h DZP exposure accelerates both the rate of gephyrin and GABAAR exchange at synapses as shown by enhanced fluorescence recovery rates. Control experiments using the BZD antagonist Ro 15-1788 were able to reverse the DZP induced loss of synaptic confinement, reducing gephyrin and GABAAR mobility back to vehicle levels. Finally, we used label-free quantitative mass spectrometry and bioinformatics to identify key changes in γ2-GABAAR protein association in vivo suggesting alterations in trafficking at the cell surface and intracellularly. Collectively, this work defines a DZP-induced reduction of gephyrin scaffolding coupled with increased synaptic exchange of gephyrin and GABAARs. This dynamic flux of GABAARs between synapses and the extrasynaptic space was associated with enhanced γ2-GABAAR accumulation in intracellular vesicles and γ2-GABAAR subtype specific lysosomal degradation. We propose DZP treatment alters these key intracellular and surface trafficking pathways ultimately diminishing responsiveness to DZP.

Numerous classical studies have examined gene and protein expression adaptations in GABAAR subunits after BZD exposure with minimal agreement that a specific change occurs (Bateson, 2002; Uusi-Oukari and Korpi, 2010; Vinkers and Olivier, 2012). Here molecular mechanistic insight is provided, through direct measurements of enhanced ubiquitination of the γ2 subunit (Figure 2), lysosomal targeting (Figure 3), reduced surface synaptic α2/γ2 GABAAR levels (Figure 4), and reduced synaptic confinement (Figure 6) of DZP-sensitive GABAARs. Together this suggests BZD exposure primarily decreases synaptic retention of γ2 containing GABAAR while downregulating surface levels of the α2 subunit. Ubiquitination of the γ2 subunit by the E3 ligase Ring Finger Protein 34 (RNF 34) (Jin et al., 2014) is the only currently known mechanism targeting internalized synaptic GABAARs to lysosomes (Arancibia-Carcamo et al., 2009). Due to the requirement of the γ2 subunit in all BZD-sensitive GABAARs, it is likely that ubiquitination of the γ2 subunit is a contributing factor for increased lysosomal-mediated degradation in response to DZP. Despite a small decrease in the γ2 total protein, changes in surface levels were not significant by biochemical approaches, consistent with evidence that γ2-GABAAR surface levels are tightly regulated to maintain baseline inhibition and prevent excitotoxicity. For example, in heterozygous γ2 knockout mice a 50% reduction in γ2 levels appears to be compensated by increased cell surface trafficking, resulting in only an approximately 25% reduction in BZD binding sites in the cortex and a limited reduction in synaptic GABAAR clusters (Crestani et al., 1999; Ren et al., 2015). In contrast, homozygous γ2 knockout mice show a complete loss of behavioral drug response to BZD and over 94% of the BZD sites in the brain (GABA binding sites unchanged) and early lethality (Gunther et al., 1995). Similarly, studies have shown that prolonged GABAAR agonist or BZD application increases γ2 GABAAR internalization in cultured neurons, while surface GABAAR levels are variably affected (Chaumont et al., 2013; Nicholson et al., 2018). Importantly, by using high sensitivity surface GABAAR intersubunit FRET measurements we were able to detect a decrease in BZD sensitive α2/γ2 GABAARs (Figure 4).

The role of inhibitory scaffolding changes in responsiveness to BZD has been largely under investigated. Phosphorylation of gephyrin at Ser270 is mediated by CDK5 and GSK3β, while a partnering and functionally relevant Ser268 site is regulated by ERK (Tyagarajan et al., 2013). DZP time series experiments revealed a global decrease in ERK phosphorylation but not GSK3β, without a change in total kinase levels of ERK, GSK3β, or CDK5 over the course of the assay (except 12 h ERK) (Figure 5). A previous model by Tyagarajan et al. (2013) using gephyrin point mutants at Ser268 and Ser270 suggested that enhanced Ser270 phosphorylation coupled with decreased Ser268 phosphorylation by ERK promotes gephyrin remodeling and calpain-1 degradation. This is consistent with the ERK inactivation measured in our data and the increase in gephyrin Ser270 phosphorylation demonstrated by immunofluorescence after DZP (Figure 1), enhanced gephyrin degradation and decreased full-length gephyrin levels (Figures 1, 2). Calpain-1 mediated gephyrin cleavage can occur within 1 min in hippocampal membranes (Kawasaki et al., 1997), and cleavage products are increased following in vitro ischemia at 30 min and up to 48 h following ischemic events in vivo (Costa et al., 2015). Gephyrin cleavage may be occurring at earlier time points than the DZP 24 h mark measured here (Figures 2F,G), coinciding with ERK dephosphorylation as early as 45 min (Figures 5A,B). One limitation of our results is that measuring total and phospho levels of these kinases does not directly address changes in association or regulation of gephyrin, although it does provide an additional piece of evidence supporting gephyrin cleavage by calpain-1 and scaffold remodeling. Accordingly, our previous work found 30 min treatment with the GABAAR agonist muscimol in immature neurons (depolarizing) leads to ERK/BDNF signaling and decreased Ser270 phosphorylated gephyrin levels at synapses and overall (Brady et al., 2017). Thus, ERK activation status negatively correlates with the level of phosphorylation at gephyrin Ser270.

Recent work has demonstrated 12 h DZP treatment of organotypic hippocampal slices expressing eGFP-gephyrin causes enhanced gephyrin mobility at synapses and reduced gephyrin cluster size (Vlachos et al., 2013). Here we found the synaptic exchange rate of γ2 GABAARs and gephyrin to be nearly doubled at synapses in cortical neurons after ∼24 h DZP exposure (Figure 6). γ2 extrasynaptic fluorescence recovery in DZP treated neurons was variable but also trended toward an increase relative to controls (Figure 6), which could be a result of increased diffusion of receptors out of the synaptic space. This effect occurred coincident with the formation of truncated gephyrin cleavage products (Figure 2), which has previously been shown to decrease γ2 synaptic levels (Costa et al., 2015). These findings are also consistent with our previous work showing RNAi gephyrin knockdown doubles the rate of γ2-GABAAR turnover at synaptic sites (Jacob et al., 2005). Later quantum dot single particle tracking studies confirmed γ2 synaptic residency time is linked to gephyrin scaffolding levels (Renner et al., 2012). Importantly, GABAAR diffusion dynamics also reciprocally regulate gephyrin scaffolding levels (Niwa et al., 2012), suggesting gephyrin and GABAARs synaptic residency are often functionally coupled. Accordingly, γ2 subunit and gephyrin levels both decrease in responses to other stimuli including status epilepticus (Gonzalez et al., 2013) or prolonged inhibition of IP3 receptor-dependent signaling (Bannai et al., 2015). Additionally, chemically induced inhibitory long-term potentiation (iLTP) protocols demonstrate gephyrin accumulation occurs concurrent with the synaptic recruitment of GABAARs within 20 min (Petrini et al., 2014). Collectively, these proteins display a high degree of interdependence across different experimental paradigms of inhibitory synapse plasticity occurring over minutes to days.

Increasing receptor synaptic retention enhances synaptic currents, while enhanced receptor diffusion via decreased scaffold interactions reduces synaptic currents. For example, reduction of gephyrin binding by replacement of the α1 GABAAR subunit gephyrin binding domain with non-gephyrin binding homologous region of the α6 subunit results in faster receptor diffusion rates and a direct reduction in mIPSC amplitude (Mukherjee et al., 2011). Similarly, enhanced diffusion of GABAARs following estradiol treatment also reduces mIPSCs in cultured neurons and in hippocampal slices (Mukherjee et al., 2017). In contrast, brief DZP exposure (<1 h) reduces GABAAR synaptic mobility (Levi et al., 2015) without a change in surface levels (Gouzer et al., 2014), consistent with initial synaptic potentiation of GABAAR neurotransmission by DZP. Together with our current findings, this suggests post-translational modifications on GABAAR subunits or gephyrin that enhance receptor diffusion are a likely key step leading to functional tolerance to BZD drugs.

It is a significant technical challenge to examine dynamic alterations in receptor trafficking occurring in vivo. To overcome this we examined changes in γ2-GABAAR protein association following DZP injection in mice using quantitative proteomics and bioinformatics analysis. This work revealed shifts toward γ2-GABAAR association with protein pathway networks associated with endocytosis and organization of cytoskeleton (Figure 7B and Table 3), confirming similar fluctuations in membrane and intracellular trafficking occur in vivo and in vitro after DZP. We also found that shifts in association of proteins involved in the development of neurons (CAMKIIα, CDK5, NEFH, and calcineurin/PPP3CA) suggested an inhibition in this pathway after DZP (Figure 7B). When considering all protein hits between vehicle and DZP, γ2-GABAAR association with proteins involved in 14-3-3 mediated signaling and RhoA signaling pathways were greatly increased after DZP (Figure 7A, orange), while interaction with proteins involved in EIF2 signaling and sirtuin signaling pathways were reduced (Figure 7A, blue). 14-3-3 proteins are heavily linked in GABAAR intracellular to surface trafficking (Qian et al., 2012; Nakamura T. et al., 2016), and the RhoA signaling pathway is directly involved in actin cytoskeleton organization (Negishi and Katoh, 2002) and α5-GABAAR anchoring (Hausrat et al., 2015), providing further evidence of GABAAR shifts in membrane and cytosolic trafficking after DZP exposure.

Recent inhibitory synapse proteomics studies have identified a number of new protein synaptic constituents or modulators of GABAAR function (Butko et al., 2013; Kang et al., 2014; Nakamura Y. et al., 2016; Uezu et al., 2016; Ge et al., 2018). We show here that proteins known to have roles in synaptic function and trafficking of membrane receptors show changes in their association with γ2-receptors. For example, the calcium-sensitive kinase CaMKIIα was found to be significantly decreased in interaction with γ2-GABAAR following DZP, which can regulate GABAAR membrane insertion, synaptic retention and drug binding properties (Churn et al., 2002; Marsden et al., 2010; Saliba et al., 2012; Petrini et al., 2014) (Table 2). Calcineurin/PPP3CA has been recognized as a key regulator of GABAAR synaptic retention and plasticity (Bannai et al., 2009; Muir et al., 2010; Niwa et al., 2012; Bannai et al., 2015; Eckel et al., 2015) and has been linked to the response to DZP in vitro (Nicholson et al., 2018). Here we provide the first evidence that DZP exposure enhances the association of calcineurin with γ2-GABAARs in vivo. Furthermore, DZP was found to enhance γ2 association with 14-3-3 protein family members (Table 1), which are known mediators of GABAAR surface and intracellular trafficking (Qian et al., 2012; Nakamura T. et al., 2016). γ2 coassembly with the GABAAR α5 subunit was also elevated post DZP exposure (Table 1). Interestingly, the α5 subunit is required for the development of BZD sedative tolerance in mice (van Rijnsoever et al., 2004). It is notable that our proteomic studies are in part limited by the specificity of our antibody used and general downstream effects of reduced neuronal activity. Future follow up studies using the DZP site antagonist R015-1788 will be needed to dissect the individual roles of proteins found to be significantly altered in their association with GABAAR, and their physiological and pharmacological importance to BZD tolerance and inhibitory neurotransmission.

Through application of novel and highly sensitive fluorescence imaging approaches combined with in vivo proteomics, we provide unprecedented resolution of GABAAR synapse plasticity induced by BZDs at both the level of the single neuron and cortex. Our study reveals that sustained initial DZP treatment diminishes synaptic BZD sensitive GABAAR availability through multiple fundamental cellular mechanisms: through reduction of the post-synaptic scaffolding protein gephyrin; shifts toward intracellular trafficking pathways and targeting of receptors for lysosomal degradation; and enhanced synaptic exchange of both gephyrin and GABAARs. Proteomic and bioinformatics studies using DZP-treated mouse brain tissue provide further evidence that altered γ2-GABAAR surface and intracellular trafficking mechanisms play a critical role to the response to DZP in vivo. These results define key events leading to BZD irresponsiveness in initial sustained drug exposure. Future studies utilizing this dual approach will address the neuroadaptations produced by long term BZD use to systematically identify the effects of a critical drug class that has seen a tripling in prescription numbers over the last two decades (Bachhuber et al., 2016).
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Human Mesenchymal Stem Cells Prevent Neurological Complications of Radiotherapy
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Radiotherapy is a highly effective tool for the treatment of brain cancer. However, radiation also causes detrimental effects in the healthy tissue, leading to neurocognitive sequelae that compromise the quality of life of brain cancer patients. Despite the recognition of this serious complication, no satisfactory solutions exist at present. Here we investigated the effects of intranasal administration of human mesenchymal stem cells (hMSCs) as a neuroprotective strategy for cranial radiation in mice. Our results demonstrated that intranasally delivered hMSCs promote radiation-induced brain injury repair, improving neurological function. This intervention confers protection against inflammation, oxidative stress, and neuronal loss. hMSC administration reduces persistent activation of damage-induced c-AMP response element-binding signaling in irradiated brains. Furthermore, hMSC treatment did not compromise the survival of glioma-bearing mice. Our findings encourage the therapeutic use of hMSCs as a non-invasive approach to prevent neurological complications of radiotherapy, improving the quality of life of brain tumor patients.
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INTRODUCTION

Radiotherapy is one of the most common treatments for cancer. Around 50% of all tumor patients receive radiation at a given time (Delaney et al., 2005). Unfortunately, radiotherapy comes with short and long term side effects. In particular, radiation for brain tumors, the most common cancer in children (Ostrom et al., 2016), causes accelerated aging that is manifested as neurofunctional sequelae, which may be progressive and permanent (Douw et al., 2009; Marazziti et al., 2012; Padovani et al., 2012; Armstrong et al., 2013; Ma et al., 2017). The most frequently described adverse effects of cranial radiation include learning and memory difficulties, problems in executive functions, motor coordination, visual alterations and intellectual decline. These radiation-related sequelae compromise the quality of life of cancer survivors and represent a serious clinical problem with no satisfactory solutions at present.

Studies in brain cancer patients and rodent evidences that radiation-related neurofunctional sequelae are associated with a variety of anatomical changes that occur in the irradiated non-tumoral tissue (Makale et al., 2017). Immediately after radiation, brain exhibits vascular damages, oligodendrocyte loss, demyelination and neuroinflammation. Radiation-induced brain injury also disrupts the neurogenic niches located at the dentate gyrus (DG) of the hippocampus and the subventricular zone (SVZ) of the lateral ventricles. Moreover, brain injury also affects neuronal dendritic spines and white matter, leading to necrosis of specific areas. The discovery of the negative effects induced by radiation in the non-tumoral tissue has promoted the development of strategies to minimize radiotherapy side effects. In this context, stem cell-based therapy represents a novel alternative to attenuate radiation-induced brain injury (Acharya et al., 2011, 2015; Joo et al., 2012; Piao et al., 2015). In this line, Joo et al. (2012) described the benefits of supplementing whole-brain irradiated mice with fetal mouse neural stem cells (NSCs), which were injected via tail vein 24 h after radiation. The irradiated brain induced homing of the exogenous NSCs, which differentiated along glial and neuronal lineages. Two months after NSC administration, mice showed inhibited radiation-induced hippocampus atrophy and preserved short-term memory. Similarly, human embryonic stem cell-derived oligodendrocyte progenitors (hOPCs) have provided promising results. After bilateral injections into the corpus callosum of rats, hOPCs were able to remyelinate the brain and ameliorate radiation-induced cognitive dysfunction (Piao et al., 2015). However, stem cell-based therapies proposed in current studies present some restrictions that need to be solved if translation to human is sought (Ramos-Zuriga et al., 2012). First, several studies used stem cells with scarce availability and whose isolation procedure is highly invasive (e.g., NSCs). Second, the routes used for administration have limited effectiveness (e.g., systemic transplantation renders reduced concentration of transplanted cells in the brain) or requires invasive techniques that risk host safety (e.g., intracranial injections). Here we explored the non-invasive intranasal delivery of human mesenchymal stem cells (hMSCs) derived from adipose tissue to prevent radiation-induced brain damage in a mouse model of whole-brain radiation. Our results demonstrated that transplanted hMSCs promoted neuroprotection and improved neurological function after irradiation, without compromising survival of glioma-bearing mice.



MATERIALS AND METHODS

Animals

Two-month-old male C57BL/6 mice were purchased from Charles River Laboratories (Barcelona, Spain). For cell transplant, two-month-old male immunodeficient athymic nude mice (Charles River Laboratories) were used to maximize the non-rejection and survival of transplanted cells. Experimental groups were randomly assigned. Mice were housed in a specific pathogen free animal facility. Animals were maintained on a 12-h light/dark cycle, with stable temperature (22°C) and humidity (60%), and with food and water available ad libitum.

X-Ray Irradiation

Mice were anesthetized via intraperitoneal injection of a combination of 100 mg/kg ketamine and 10 mg/kg xylazine. Then, animals were positioned in a prone position in the X-ray irradiation device (MBR-1505R; Hitachi, Tokyo, Japan) for head-only irradiation, as described elsewhere (Suarez-Pereira et al., 2015). Animals were irradiated at 160 kV and 6.3 mA with a lead shield covering the entire body, excluding the head. A total dose of 10 Gy in 2 fractions (2 × 5 Gy) was delivered at a source-to-skin distance of 33 cm. Control animals were littermates handled similarly and did not receive radiation.

hMSC Culture

Human mesenchymal stem cell (ATCC, PCS-500-011TM; see Supplementary Table 1 for cell lines information) were cultured in growth media composed of Dulbecco’s Modified Eagle Medium (DMEM; Life Technologies, Carlsbad, CA) supplemented with 10% fetal bovine sera and 1% penicillin-streptomycin, and incubated at 37°C in a 20% O2 and 5% CO2 humidified atmosphere. Media were changed every 2–3 days. For all experiments, hMSCs were used at passage 4–7. The ability of hMSCs to generate multiple lineages and express established MSC markers was previously verified (Capilla-Gonzalez et al., 2018).

hMSC Transplantation and Biodistribution

Human mesenchymal stem cell treatment was initiated the day after radiation. Briefly, animals were anesthetized and placed in a supine position to administrate total of 100 U of hyaluronidase as 2 repeated inoculations in each nostril with 5-min intervals (3 μl per inoculation). After 30 min, 5 × 105 of hMSCs in PBS were delivered as 2 repeated inoculations in each nostril with 5-min intervals (3 μl per inoculation). Mice received a dose of cells per week during 4 consecutive weeks. Control mice received hyaluronidase followed by PBS. For evaluation of cell biodistribution, cultured hMSCs were incubated with 400 μg/mL XenoLight DiR fluorescent dye (Perkin Elmer, Inc., Boston, MA) for 30 min at 37°C before transplantation. Transplanted mice were daily monitored using an IVIS Imaging System 200 Series (Caliper Life Science, Hopkinton, MA).

Behavioral Tests

Neurological function was tested between day 33 and day 44 post-radiation using a battery of behavioral tests, following previously described protocols. First, motor coordination was evaluated by rotarod performance (Lopez-Noriega et al., 2017) on days 33–34. Second, muscle strength was evaluated by the wirehang test (Klein et al., 2012) on day 35. Third, olfaction was evaluated by measuring odor discrimination capacity in a two-odorants test (habituation-dishabituation test) (Capilla-Gonzalez et al., 2012) on day 37. Finally, cognition was assessed by performing the novel object recognition task with a long habituation phase, using odorless objects that do not retain any olfactory cues (Leger et al., 2013), on days 40–44.

Microarray

RNA was isolated from the brain lateral ventricle (PLv) and the hippocampus (Hipp) using the RNeasy Mini Kit (Qiagen, Hilden, Germany). 100 ng of RNA was used to obtain the gene expression profile of each sample. All samples showed the characteristics of high-quality RNA and were subjected to subsequent analysis. cDNA was hybridized to the ClariomTM S Assay Mouse Array (Affymetrix, Santa Clara, CA) using manufacturer’s protocol (Affymetrix, GeneChip WT PLUS). Microarrays were scanned using the GeneChip Scanner 3000 7G of Affymetrix. Data processing and statistical analysis was performed using Transcriptome Analysis Console (TAC) software from Affymetrix, using default parameters. Canonical pathway analysis was performed using Ingenuity Pathway Analysis (IPA) software from Qiagen. Venn diagrams were generated using the open-source online tool Venny 2.1.0. Microarray data are deposited in Gene Expression Omnibus (GEO) database repository (accession number: GSE115735).

Western Blots

Dissected PLv and Hipp were lysed for protein extraction using RIPA buffer (Sigma-Aldrich, Madrid, Spain), containing 0.5% sodium deoxycholate, 1 mM PMSF, 2 mM EDTA, 1× protease inhibitor (Roche Diagnostics, Mannheim, Germany) and 1× phosphatase inhibitor cocktail (Thermo Fisher Scientific, Madrid, Spain). Proteins from whole tissue lysates (25 μg) were resolved using 10% Tris-Glycine gel electrophoresis, and transferred onto nitrocellulose membranes (Whatman, Dassel, Germany). Membranes were then blocked with 5% non-fat milk and primary antibodies were probed (see Supplementary Table 1 for antibody information). Detection was done with the appropriate horseradish-peroxidase conjugated secondary antibodies and using the enhanced chemiluminescence reagent (GE Healthcare Life Sciences, Buckinghamshire, United Kingdom). Densitometric analyses for the blots were performed using ImageJ software (version 1.4r; National Institute of Health, Bethesda, MD) and normalized to Ponceau S staining or GAPDH expression.

Brain Tissue Fixation

Mice were anesthetized and subjected to intracardiac perfusion using a peristaltic pump. As a fixative, 2% paraformaldehyde and 2.5% glutaraldehyde was used for electron microscopy, while 4% paraformaldehyde was used for immunohistochemistry. Brains were removed and post-fixed in the same fixative solution overnight.

Transmission Electron Microscopy

Fixed brains were rinsed in 0.1 M phosphate buffer (PB) and cut into 200 μm sections using a VT 1000M vibratome (Leica, Wetzlar, Germany). Sections were postfixed in 2% osmium tetroxide, dehydrated in ethanol, stained in 2% uranyl acetate and embedded in araldite (Durcupan, Fluka BioChemika, Ronkokoma, NY). Ultrathin sections (60–70 nm) were cut with a diamond knife, stained with lead citrate, and examined under a Spirit transmission electron microscope (FEI Tecnai, Hillsboro, OR) (Capilla-Gonzalez et al., 2010).

Immunohistochemistry

Fixed brains were rinsed in 0.1 M phosphate buffer (PB) and cut into serial 10 μm thick sections using a CM 3050S cryostat (Leica, Mannheim, Germany). Sections were incubated in blocking solution for 1 h at room temperature, followed by overnight incubation at 4°C with primary antibodies (see Supplementary Table 1 for antibody information). Then, sections were washed and incubated with the appropriate secondary antibodies conjugated with fluorophores and examined under a Leica DM6000B microscope or Leica TC5 SP5 confocal microscope and imaged with the Leica Application Suite software. Fluorescence signal was quantified using ImageJ or MetaMorph software (Molecular Devices, San Jose, CA).

Brain Tumor Model

To investigate the side effects effect of transplanting hMSCs into mice bearing a brain tumor, 7-weeks-old male immunodeficient athymic nude mice were stereotactically injected with 0.5 × 106 glioma cells (U87MG; ATCC, HTB-14TM; see Supplementary Table 1 for cell lines information) into the right striatum (A: 0.5, L: 2.0, D: 3.5). The stereotactic surgery procedure was done as previously described (Capilla-Gonzalez et al., 2014). Prior transplantation, glioma cells were labelled with the XenoLight DiR fluorescent dye, following the same protocol described for hMSCs labeling. The days after cell transplant, mice were imaged using an IVIS Imaging System 200 Series (Caliper Life Science, Hopkinton, MA) to ensure that grafted cells form a tumor. Ten days after tumor cell injection, animals were randomly distributed into three groups: mice bearing a brain tumor (n = 11), mice bearing a brain tumor that received radiation (n = 11), and mice bearing a brain tumor that received radiation and hMSCs (n = 12). Radiation and hMSC transplant were given as described above. Mice were euthanized when the condition of the animal was considered incompatible with continued survival. Survival curves were plotted using the Kaplan–Meier method, which include any animal found dead or euthanized. Histopathological analysis of brains at time of death was performed on cryosections stained with hematoxylin and eosin method.

Statistical Analysis

Data were expressed as mean ± SEM. Data were analyzed using the GraphPad Prism 7 software (GraphPad Software Inc., San Diego, CA) and SigmaPlot 12.0 software (Jandel Scientific, San Rafael, CA). The t-test was performed to compare two means, while ANOVA was performed to compare more than two means. Repeated-measures ANOVA and Multiple t-test were applied when appropriated. Log-rank test was performed to determine differences in survival. All differences were considered significant at a p value <0.05.



RESULTS

Radiation Induces Anatomical Changes in the Mouse Brain

To characterize the impact of radiation in mouse brain, two month-old C57BL/6 mice were subjected to whole-brain radiation (total dose of 10 Gy). The histopathological analysis of mouse brain tissue by electron microscopy revealed frequent necrotic cells and microglia 30 days post-radiation (Figures 1A–C). Microglia staining to detect Iba1 expression evidenced bushy microglia (activated cells) in the irradiated brain that manifested an inflammatory state, while the non-irradiated brain displayed more ramified microglia (resting cells) (Figures 1D–E). Furthermore, NSCs residing in the irradiated brain frequently presented envelope-limited chromatin sheets (i.e., quiescent NSCs), while NSCs in the non-irradiated brain often displayed condensed chromosomes associated with an early prophase (i.e., active NSCs) (Figure 1F). This observation was in line with the reduced proliferation (Ki67 staining) and scarce newly born neurons (DCX, doublecortin staining) in the DG and SVZ after radiation, while the NSC marker nestin showed no evident differences (Figures 1G–J).
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FIGURE 1. Radiation induces anatomical changes in the mouse brain. Representative images of radiation-induced damages in the mouse brain 30 days post-radiation (total dose of 10 Gy). (A) Electron microscopy micrograph showing multiple pyknotic cells (yellow) and microglia (red) in the irradiated brain, compared to non-irradiated mice. (B) High magnification of a pyknotic cell in the irradiated brain. (C) High magnification of a microglia cell in the irradiated brain displaying round shape and abundant dense bodies (arrows) in the cytoplasm. (D) Immunofluorescence against Iba1 reveals the presence of ramified microglia (resting cells) in the non-irradiated brain and bushy microglia (activated cells) in the irradiated brain. (E) Quantification of the number of branches and total length of processes (skeletonized outgrowth) in Iba1 expressing cells. (F) Representative images showing the presence of a NSC with condensed chromosomes (chr) in the non-irradiated SVZ and a quiescent NSC identified by the presence of envelope-limited chromatin sheets (arrows) in the irradiated SVZ. (G) Immunofluorescence against Ki67, Nestin, and DCX in the irradiated DG. (H) Immunofluorescence against Ki67, Nestin, and DCX in the irradiated SVZ. (I) Quantification of Ki67+ cells in the DG. (J) Quantification of Ki67+ cells in the SVZ. IR, irradiated mice; NonIR, non-irradiated mice. Scale bar: (A) 10 μm, (B,C) 2 μm, (D) 50 μm, (F) 2 μm, (G) 25 μm, (H) 200 μm. Data are represented as mean ± SEM. n = 5 per group, ∗p < 0.05, ∗∗∗∗p < 0.0001; t-test.



hMSCs Reached the Brain After Intranasal Administration

To validate that the intranasal route is a feasible via to deliver cells to the brain, XenoLight DiR-labeled hMSCs were administrated into the nostrils of athymic nude mice (a dose of cells per week during 4 consecutive weeks) (Supplementary Figure 1). A cohort of animals was injected with PBS as control group. Biodistribution analysis revealed that 2 h after the first dose of cells, fluorescence was restricted to the head, becoming maximal at day 1 and then tending to gradually decrease within the following 6 days (Figures 2A,B). However, the repeated doses of cells presented a cumulative effect that allowed to prolong fluorescence signal over time (Supplementary Figure 1). Temporary fluorescence signal was observed in the peritoneal region 24 h after cell delivery (Supplementary Figure 1). No signal was observed in mice treated with PBS at any time point. In order to demonstrate the presence of hMSCs in the brain, a group of mice was sacrificed the day after cell administration and brains were dissected. Fluorescence signal was detected in the olfactory bulbs and frontal lobes (Figure 2C). To analyze whether hMSCs persist into the brain on day 50, immunofluorescence against human-specific mitochondria (hMito) and human-specific nuclei (hNuclei) was performed in brain sections. Immunostaining revealed the presence of some human cells at different levels of the rostrocaudal brain axis (Supplementary Figure 1). Necropsies did not reveal any visible tumor mass in mice transplanted with hMSCs 50 days after the first cell dose. These results indicate that intranasal delivery is a feasible route to administrate cells to the brain.
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FIGURE 2. Transplanted hMSCs improved neurological function after whole-brain radiation. (A) Representative images showing in vivo fluorescence signal in the head at 2 h, 1 day, 2 days, and 6 days after the first intranasal cell delivery (5 × 105 hMSCs). (B) Quantification of the in vivo fluorescence signal in the head within the first 6 days post transplantation, compared to day 0 (2 h after hMSC delivery). (C) In vivo fluorescence signal in dissected brains 1 day after intranasal delivery of hMSCs. (D) Schematic representation of the study design. Mice received whole-brain radiation (total dose of 10 Gy). Twenty-four hours after radiation, 5 × 105 cells hMSCs were administered intranasally once per week for 4 weeks. Then, mice were tested in a behavioral test battery (Rotarod, Rd on days 33–34; Wirehang, Wh on day 35; Odor discrimination task, OD on day 37; Novel Object Recognition test, OR on days 40–44) before being sacrificed. (E) Body weight during the course of the experiment revealing a temporary weight loss in irradiated mice (receiving or not hMSCs) the week after radiation exposure. (F) Rotarod test performance showing an improvement in IR+MSC mice, as compared to IR mice. (G) Wirehang test performance showing no differences between any experimental group. (H) Time spent sniffing the stimuli (Odor A and Odor B) in an odor discrimination task. (I) Discrimination index of Odor A and Odor B (presentation 6 vs. presentation 7), showing a rescued OD performance in IR+MSC mice. (J) Exploration time of the familiar object in the Novel Object Recognition test. (K) Exploration time of the novel object in the Novel Object Recognition test. (L) Discrimination index between familiar and novel object, showing a rescued OR performance in IR+MSC mice. Data are represented as mean ± SEM. n = 3 per group (B), n = 10–15 per group (E–L). Comparisons of IR or IR+MSC versus Non-IR are indicated with ∗. Comparisons of IR+MSC versus IR are indicated with #. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001, ####p < 0.0001; One-way ANOVA (B,F,G,I–L), Two-way repeated-measures ANOVA (E,H). Rainbow color scale: red indicates highest fluorescence signal and blue indicates lowest fluorescence signal.



Transplanted hMSCs Improved Neurological Function After Whole-Brain Radiation

We then examined whether intranasally delivered hMSCs could ameliorate neurological function in whole-brain irradiated mice. For this, animals were randomly assigned to three experimental groups: Non-irradiated mice receiving PBS (NonIR), irradiated mice receiving PBS (IR) and irradiated mice receiving hMSCs (IR+MSC). hMSC treatment (a dose of cells per week during 4 consecutive weeks) was initiated 24 h after radiation (Figure 2D). First, body weight was monitored during the course of the experiment (Figure 2E) as indicative of animal health status. We found a significant weight loss the week after radiation in IR and IR+MSC mice that was rapidly recovered, reaching the values of NonIR animal by 2-weeks post-irradiation. Then, animals were subjected to serial behavior testing to evaluate motor coordination (rotarod), muscle strength (wirehang), olfaction (odor discrimination task; OD) and cognition (novel object recognition test; OR). The IR group showed poor rotarod performance, as compared to NonIR and IR+MSC mice (Figure 2F). Wirehang performance was not different between any experimental group, indicating that results from rotarod were not influenced by muscle strength (Figure 2G). Then, mice were subjected to OD test. IR mice showed impaired ability to discriminate between two odorants, as compared to the Non-IR group, while hMSC treatment rescued OD performance (Figures 2H,I). Finally, mice were tested to the OR task. Exploration time of the familiar object was not different between any experimental groups, while exploration time of the novel object was reduced in IR mice, as compared to the other groups (Figures 2J,K). The discrimination index indicated that both, NonIR and IR+MSC mice exhibited a similar preference for the novel object (Figure 2L). These observations demonstrated a robust effect of hMSC treatment on neurofunctional recovery after radiation.

The Gene Expression Profile of the Irradiated Brain Was Modulated by hMSC Transplantation

After behavioral testing (i.e., at day 50 post-radiation; Figure 2D), all mice were sacrificed and brain tissue was collected to evaluate the molecular and cellular changes induced by hMSC administration. First, a group of mice was used to characterize genome-wide gene expression modulations in the PLv and Hipp, which contain the neurogenic niches. Principal component analysis (PCA) showed a distinct global transcriptional profile in the PLv and Hipp of IR mice, as compared to NonRx animals, while it was less evident in samples of animals receiving hMSCs (Figures 3A,B). Gene-expression profiling revealed that the vast majority of the genes whose expression was significantly up-regulated (∼81.3%) or down-regulated (∼76.8%) by radiation or radiation plus hMSCs in each tissue were specific to the tissue and experimental condition, indicating an overall distinct expression profile (Figures 3C,D). The analysis of genes significantly modulated in the comparison IR+MSC versus IR indicated that 1210 genes were differentially expressed in the PLv and 1050 in the Hipp (Figures 3E,F and Supplementary Tables 2, 3). Of these, Calretinin (Calb2), a calcium-binding protein that plays a role in neuron excitability, was among the most up-regulated transcripts in the PLv of IR+MSC mice. The T cell specific GTPase 2 (Tgtp2), a member of the immune-related p47 GTPases, and the aldehyde oxidase 1 (Aox1), involved in Phase I metabolism of xenobiotics, were among the most highly over-expressed genes in the Hipp of IR+MSC mice. Several genes were similarly regulated in the PLv and Hipp of IR+MSC mice when compared to IR samples, suggesting that the modulation of these genes might contribute to the aforementioned improvements in neurological function after radiation (Figure 3G). Of these, the down-regulation of the formyl peptide receptor 1 (Fpr1) was particularly interesting since this gene is a member of the family of receptors for neutrophil chemotactic factors. Subsequent analysis using IPA indicated that several pathways involved in metabolite degradation were significantly modulated in the PLv of IR+MSC mice when compared to IR mice (Figure 3H and Supplementary Figures 2, 3). In the Hipp, the focal adhesion kinase (FAK) signaling, a key regulator of cell movement, was the most significantly modulated pathway (Figure 3I and Supplementary Figures 2, 3). Remarkably, several pathways involved in immune-related processes and melatonin degradation were altered in both, the PLv and the Hipp of IR+MSC mice when compared to IR mice (Figures 3H,I and Supplementary Figures 2, 3). A modulation of genes involved in immune response and chemotaxis was also found by Gene Ontology (GO) enrichment analysis using Database for Annotation, Visualization and Integrated Discovery (DAVID) (Supplementary Figure 4). The overall interpretation of these results is that hMSC transplantation modulates genetic pathways associated with inflammation, immune system and cell motility in mice.
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FIGURE 3. The gene expression profile of the irradiated brains was modulated by hMSC transplantation. (A) PCA of genes expressed in the PLv. Plots represent individual samples. (B) PCA of genes expressed in the Hipp. Plots represent individual samples. (C) Venn diagrams showing the number and percentage of significantly up-regulated genes between the different tissues (PLv and Hipp) and different experimental groups (IR vs. NonIR and IR+MSC vs. NonIR). (D) Venn diagrams showing the number and percentage of significantly down-regulated genes between the different tissues (PLv and Hipp) and different experimental groups (IR vs. NonIR and IR+MSC vs. NonIR). (E) Volcano plot showing the fold change and statistical significance of genes expressed in the comparison IR+MSC vs. IR in the PLv. (F) Volcano plot showing the fold change and statistical significance of genes expressed in the comparison IR+MSC vs. IR in the Hipp. (G) Heat map depicting relative expression levels of shared significantly modulated genes in IR+MSC as compared to IR in PLv and Hipp. (H) Comparison of canonical pathways significantly altered in the PLv of IR+MSC as compared to IR using the IPA platform. (I) Comparison of canonical pathways significantly altered in the Hipp of IR+MSC as compared to IR using the IPA platform. n = 3 per group.



hMSC Administration Attenuates Radiation-Induced Persistent CREB Activation

The protective effect of hMSC administration in the PLv and Hipp 50 days post-radiation (Figure 2D) was further evaluated by examining CREB signaling, a key mediator of neuroprotection (Figures 4A–D). We observed a persistent activation of the transcription factor cAMP response element-binding (CREB) through phosphorylation at Ser133 in IR mice, which mediates neuroprotection in brain injury. CREB activation was accompanied by increased expression of the CREB-binding protein (CBP), a protein required to initiate transcriptional regulations mediated by CREB. Interestingly, hMSC treatment normalized the increased levels of the active isoform of CREB (PLv: IR+MSC vs. NonIR, p-value = 0.0565; Hipp: IR+MSC vs. NonIR, p-value = 0.0065). Consistently, the PLv of IR+MSC mice exhibited lower levels of phosphorylated ERK1/2 at Thr202/Tyr204, a well-known activator of CREB, when compared to IR mice. In contrast, levels of the Ser9 phospho-inactive isoform of GSK3β, an inhibitor of CREB, were reduced in the PLv of IR+MSC mice. Interestingly, phospho-Ser9 GSK3β levels in the Hipp were similar between the different experimental groups, despite the fact that phospho-Ser473 Protein Kinase B (AKT) levels were increased in IR mice, as compared to the other groups. Furthermore, the brain-derived neurotrophic factor (BDNF), a downstream target of CREB, was up-regulated in the Hipp of mice receiving radiation. However, MSC treatment did not rescue BNDF levels. Together, these results indicate that radiation-induced damage response was down-regulated in IR+MSC mice, suggesting that hMSC administration promotes brain injury repair, as compared to IR mice (Figure 4E).
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FIGURE 4. hMSC administration attenuates radiation-induced persistent CREB activation. (A) Western blots showing the activation of CREB signaling in the PLv of IR mice and partial normalization of CREB expression in IR+MSC mice. (B) Densitometric analysis of the western blots of proteins involved in CREB signaling in the PLv. Values were normalized to the GAPDH. (C) Western blots showing the activation of CREB signaling in the Hipp of IR mice and partial normalization of CREB expression in IR+MSC mice. (D) Densitometric analysis of the western blots of proteins involved in CREB signaling in the Hipp. Values were normalized to the GAPDH. (E) Schematic representation of proteins involved in CREB signaling modulation during radiation and hMSC treatment. Data are represented as mean ± SEM. n = 4–5 per group. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001; One-way ANOVA.



hMSCs Protected From Neural Cell Loss, Inflammation and Oxidative Stress

To further delineate the effects of hMSC treatment in irradiated mice, we performed a brain histopathological analysis (Figure 5A). The neurogenic niches (i.e., SVZ and DG) of IR and IR+MSC mice exhibited similar levels of Ki67- and DCX-expressing cells (Figures 5B,C). However, we found that hMSC treatment preserved the number of NeuN-expressing cells in the Hipp of irradiated mice (Figure 5D). Cranial radiation significantly promoted reactive gliosis, as evidenced by a greater GFAP immunoreactivity, and induced the expression of activated microglia (CD68 marker) in IR mice, while transplanted animals exhibited expression levels near NonIR mice (Figures 5E,F). The number of cells immunoreactive for iNOS, a classic glial proinflammatory mediator, was also enhanced in the IR group, while hMSC treatment reverted this effect (Figure 5G). Plasma levels of IL-2 and IL-1β also support a normalization of the inflammatory status in transplanted mice (Supplementary Figure 5).
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FIGURE 5. hMSCs protected from neural cell loss, inflammation and oxidative stress. (A) Immunofluorescence analysis in the brain of NonIR, IR and IR+MSC mice, using Ki67, DCX, NeuN, GFAP, CD68 and iNOS markers (n = 3–5 per group). (B) Quantification of Ki67 positive cells in the SVZ. (C) Quantification of Ki67 positive cells in the DG. (D) Quantification of NeuN immunoreactive area in the Hipp. (E) Quantification of the percentage of GFAP immunoreactivity in the striatum. (F) Quantification of the CD68 immunoreactivity in the cortex. (G) Quantification of iNOS immunoreactivity in the striatum. (H) Densitometric quantification of Caspase 3 expression by western blot in the PLv. Western blot images are shown in panel (J). (I) Densitometric quantification of Caspase 3 expression by western blot in the Hipp. Western blot images are shown in panel (J). (J) Representative western blots of Caspase 3 and Lys-4-HNE from PLv and Hipp tissue lysates (n = 4–5 per group). (K) Densitometric quantification of Lys-4-HNE levels by western blot in PLv and Hipp tissue lysates. Scale bar 25 μm. Data are represented as mean ± SEM. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001; One-way ANOVA (B–I), Two-way ANOVA (K).



Protein extracts from the PLv and the Hipp were further used to evaluate the neuroprotective role of hMSC infusion. We found that hMSC treatment prevented the elevation of radiation-induced Caspase 3 expression in the Hipp by western blot. In contrast, the expression of Caspase 3 in the PLv did not show differences across the experimental groups (Figures 5H–J). We determined the oxidative damage by quantifying the levels of lysine-4-hydroxynonenal (Lys-4-HNE), a marker of protein-bound lipid peroxidation. The irradiated PLv displayed increased levels of Lys-4-HNE that were reduced in the PLv of IR+MSC mice. The reduction of Lys-4-HNE levels in the Hipp of IR+MSC was less robust (Figures 5J,K). These data suggest that hMSC administration reduces neuroinflammation, oxidative damage and neuronal loss in whole-brain irradiated mice, although it does not prevent neurogenesis decline.

hMSC Administration Does Not Compromise Survival of Glioma-Bearing Mice

Finally, we aimed to evaluate whether intranasal delivery of hMSCs affects life expectancy of brain tumor-bearing mice. For this, U87 glioma cells were intracranially implanted into the right striatum of athymic nude mice. Ten days post-glioma implantation mice received whole-brain radiation and the following day intranasal administration of hMSCs was initiated (a dose of cells per week during 4 consecutive weeks) (Figures 6A,B). All mice exposed to radiation lose ∼15–20% of body weight on the week after irradiation. However, body weight loss was rapidly recovered, reaching values of non-irradiated animal (U87 NonIR) by 2-weeks post-irradiation. During the course of the experiment weight loss prior to animal death was also observed in all experimental groups (Figure 6C). Irradiated glioma-bearing mice (i.e., U87 IR and U87 IR+MSC) exhibited a ∼40% extended median survival when compared to U87 NonIR mice. Despite median survival showed no significant differences between U87 IR and U87 IR+MSC, maximal longevity was registered in U87 IR+MSC mice (Figure 6D). Histopathological analysis of the brain at the time of death suggested no differences in tumor progression between groups, as evidenced by hematoxylin and eosin staining and immunohistochemistry against Ki67 (Figure 6E). These findings indicate that hMSC treatment does not compromise survival of mice after oncological radiotherapy.


[image: image]

FIGURE 6. hMSC administration does not compromise survival of glioma-bearing mice. (A) Schematic representation of the study design. U87 glioma cells were intracranially transplanted into the striatum of nude mice. After 10 days, mice received whole-brain radiation (total dose of 10 Gy) and the day after, 5 × 105 hMSCs were administered intranasally once per week for 4 weeks and time of death was monitored. (B) Xenolight DiR-labeled U87 glioma cells were locally transplanted into the striatum of nude mice. Images show bioluminescence activity in a representative animal 24 h after cell transplantation. (C) Animal weight was measured during the course of the experiment. Note the weight loss after radiation exposure. (D) Kaplan–Meier curve showing the percentage of survival of glioma-bearing mice. Note that IR and IR+MSC mice exhibited similar response, increasing survival as compared to NonIR mice. (E) Histological images of brain tumors at the time of death (indicated as days post tumor implantation, PTI) in the last individual surviving for each experimental group. H&E: Hematoxylin and eosin staining. Scale bar 1 mm (25 μm for details). Data are represented as mean ± SEM. n = 11–12 per group. ∗p < 0.0001 compared to U87 NonIR mice; Multiple t-test (C), Log-rank test (D).




DISCUSSION

The life expectancy of cancer patients has increased over the past 10 years due to more effective treatments. However, the greater effectiveness of these treatments is commonly associated with a high cost, since patients often face late severe side effects that significantly limit their quality of life. The majority of brain tumor patients that receive cranial radiation exhibit cognitive dysfunction that includes deficits in learning, memory, language, attention, and executive function (Ali et al., 2018). Here we demonstrate that the intranasal delivery of hMSCs prevents late neurofunctional sequelae after radiotherapy in mice. Our results hold promise in the prevention of radiation-induced damages in oncological patients to maximize their quality of life, particularly in pediatric patients whose developing brain is more radiosensitive.

Seminal reports have shown promising results using stem cells to prevent radiation-induced damages, although the cells were intracerebrally or systemically administrated (Acharya et al., 2009, 2011; Joo et al., 2012; Piao et al., 2015). The intranasal delivery proposed here is a clinically relevant strategy due to different aspects. First, the intranasal route is a non-invasive and feasible method of cell delivery that allows the transplantation of multiple doses of cells, as compared to intracranial implantation. Second, therapeutic effectiveness of systemic administration is hampered by the blood–brain barrier (BBB) (Li et al., 2015), while the intranasal delivery provides a practical method that efficiently bypasses the BBB allowing transplanted cells to reach the brain within minutes to rapidly accomplish their therapeutic effects (Danielyan et al., 2009). In addition, nose-to-brain cell delivery uses the olfactory and trigeminal extracellular pathways to distribute the cells throughout the central nervous system, thus eliciting effects at multiple sites within the brain (Thorne et al., 2004; Danielyan et al., 2009). Accordingly, we found that intranasal administration of hMSCs improves motor coordination, olfaction and memory, which are functions coordinated by specific areas located in different parts of the brain. This represents an advantage over intracerebral administration, which requires injections at different sites of the brain to achieve multiple neurofunctional effects. In this regard, a previous study demonstrated that bilateral injections of hOPCs into the corpus callosum of rats prevent memory deficits after radiation, while concomitant transplantation of hOPCs into the cerebellum was necessary to obtain benefits on motor function (Piao et al., 2015). Finally, our model focuses on the use of hMSCs derived from the adipose tissue, which represents an interesting clinical option due to the ease of obtaining large quantities of cells using a minimally invasive procedure (Lescaudron et al., 2012; Escacena et al., 2015).

Radiation injury has a multifactorial etiology that includes vascular damage (Li et al., 2003; Brown et al., 2005), demyelination (Panagiotakos et al., 2007; Gazdzinski et al., 2012), inflammation (Hwang et al., 2006), neuronal death, and neurogenesis decline (Achanta et al., 2012; Capilla-Gonzalez et al., 2014, 2016). In particular, inflammatory processes have been proposed as a major triggering factor leading to neuropathology in the irradiated brain (Acharya et al., 2016). In this regard, MSCs are known to exhibit immunomodulatory and anti-inflammatory properties (Hmadcha et al., 2009; Prockop and Oh, 2012; Escacena et al., 2015; Fu et al., 2017). Therefore, MSCs might be the ideal candidate for restoring brain homeostasis in radiation-induced inflammatory milieu. Here, we found that the therapeutic application of hMSCs reduces neuroinflammation and oxidative damage in whole-brain irradiated mice, which may help to prevent the loss of mature neurons. In contrast, newly born neurons were not protected by the hMSC treatment. The study of the neurogenic niche after a longer post-treatment period of time would be of interest to conclusively determine if intranasal hMSC delivery rescues irradiation-induced damages in neurogenesis. Consistently with the histopathological study, gene expression profiling at long-term evidences a modulation of neuroprotective processes, such those induced by melatonin (Mendivil-Perez et al., 2017; Paul et al., 2018), and changes in immune response pathways in the PLv and the Hipp of IR+MSC mice. Remarkably, we found a robust long-term activation of CREB signaling in irradiated mice, which was attenuated in mice receiving hMSC. In response to injury, CREB coordinates expression of genes encoding neuroprotective processes, such as BDNF that ultimately reduces inflammation, prevents oxidative damage and promotes anti-apoptotic effects (Han et al., 2000; Han and Holtzman, 2000). We also observed that both ERK and GSK3β signaling pathways play an important role in mediating CREB activation. The overall interpretation of our data indicates that hMSC transplantation allows a rapid and efficient repair of radiation-induced damages in mice, which is reflected in the normalization of neuroprotective cellular pathways at long-term post-radiation (i.e., 50 days post-radiation). However, further studies are required to fully understand the specific mechanisms that hMSCs modulate to induce radiation-damages repair. Based on our results and previous studies, we speculate that the beneficial effects of hMSCs are due to their paracrine activity rather than neural differentiation of hMSCs (Li et al., 2005; Wakabayashi et al., 2010; Wu et al., 2018). Extracellular vesicles (EVs) released by hMSCs are one of the main actors involved in the paracrine effects by modulating processes such as immune responses, inflammation, angiogenesis and homeostasis maintenance (Keshtkar et al., 2018). Indeed, latest research on regenerative medicine are moving toward cell-free therapies by employing stem cell-derived EVs due to their reduced immunogenicity (Zhu et al., 2017). However, obtaining sufficient amounts of EVs is still a major challenge toward their clinical application.

The therapeutic application of hMSCs to reduce neurological complications of radiation could be debatable due to their potential implications in tumor progression (Shahar et al., 2017; Whiteside, 2018). However, our pre-clinical study and others demonstrate that hMSC treatment does not compromise the survival of rodents with brain tumors (Balyasnikova et al., 2014; Li et al., 2014; Pacioni et al., 2017). Indeed, beneficial effects of hMSC administration have been reported through inhibition of tumor growth in orthotopic glioblastoma xenografts (Pacioni et al., 2017). Furthermore, the therapeutic effect of hMSCs to ameliorate complications associated with cancer treatments is currently under evaluation in humans. In this line, a Phase I clinical trial is recruiting patients to evaluate the safety and feasibility of delivering hMSCs by intracardiac injections to cancer survivors with cardiomyopathy induced by the chemotherapeutic anthracycline (NCT02509156). Another Phase II clinical study is also evaluating the safety and feasibility of hMSC injections into the submandibular gland to revert radiation-induced xerostomia in head and neck cancer patients (NCT02513238).

In conclusion, we demonstrate that intranasally delivered hMSCs is a non-invasive and effective treatment to promote brain damage repair after radiation and to improve neurological function in mice. These results also hold great promise for other inflammatory disorders, as well as for those diseases involving cognitive deterioration. The robust pre-clinical data presented here encourages the clinical use of hMSCs in cell-based therapy as an attractive option to prevent side effects induced by oncological radiotherapy. Despite the therapeutic window after radiation should be defined in brain tumor patients, hMSC application to reverse normal tissue toxicity could become an essential step in their treatment schedule.
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Sensory neurons with cell bodies situated in dorsal root ganglia convey information from external or internal sites of the body such as actual or potential harm, temperature or muscle length to the central nervous system. In recent years, large investigative efforts have worked toward an understanding of different types of DRG neurons at transcriptional, translational, and functional levels. These studies most commonly rely on data obtained from laboratory animals. Human DRG, however, have received far less investigative focus over the last 30 years. Nevertheless, knowledge about human sensory neurons is critical for a translational research approach and future therapeutic development. This review aims to summarize both historical and emerging information about the size and location of human DRG, and highlight advances in the understanding of the neurochemical characteristics of human DRG neurons, in particular nociceptive neurons.
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INTRODUCTION

Sensory neurons relay information about a variety of intrinsic and environmental cues such as temperature, touch, muscle length, organ volume or actual or potential harm to the body. They also contribute to regulation of blood supply and change neuronal sensitivity and other functions by ortho- and antidromic release of molecules. The cell bodies of sensory neurons are located primarily in dorsal root ganglia (DRG) or trigeminal ganglia (TG; see reviews Belmonte and Viana, 2008; Pope et al., 2013; Krames, 2015; Nascimento et al., 2018). The last three decades have seen significant advances in understanding the electrochemical, cellular and molecular characteristics of sensory neurons found in DRG, primarily stemming from animal studies. These studies have focused heavily on understanding mechanisms underlying the development and pathophysiology of chronic and/or neuropathic pain. Far less, however, is known about the cellular and molecular characteristics of human DRG. The emergence of recent comparative genetic and proteomic studies between animal and human models has highlighted critical differences and similarities in molecular and cellular characteristics of DRG. These may have profound implications for translating data from rodent models to human pathologies, and subsequent therapeutic developments. In view of the large-scale failure of clinical trials based on animal models, the success of new drugs to treat pain in the clinic will likely require studies of human cells and tissues. The emergence of researchers with the capacity to acquire and study native human sensory neurons in the DRG through organ-donor networks, in conjunction with data gained from clinical trials of DRG stimulation for treatment of chronic neuropathic pain, will be critical to validate important pain mechanisms discovered in animal models. There are numerous comprehensive reviews summarizing advances in the understanding of rodent DRG, however, to our knowledge, no reviews focused on collating information on human DRG have been published to date. This review aims to encapsulate existing information about human DRG neurons in relation to their size, location, blood supply, and neurochemical content under non-pathological conditions.

Dorsal root ganglia do not only contain the cell bodies of primary sensory neurons but also a variety of other cell types such as a specific form of glia, called satellite cells, that form a layer (envelope) around neuronal cell bodies (Pannese, 1981; Hanani, 2005, 2010a,b; Takeda et al., 2009). Neurons and satellite cells form a functionally close relationship (Figure 1). Studies on cat DRG demonstrate the presence of microvilli as extensions of the neuronal cell surface, in close contact with surrounding satellite cells (Pannese, 1981). Satellite cells express a characteristic pattern of surface receptors (Hanani, 2005), transporters, and enzymes. Glutamine synthetase and proteins of the S100 family can be used to neurochemically identify these cells (Hanani, 2005). Satellite cells are able to modify the microenvironment of neurons by uptake and release of molecules, but interestingly seem not to have a barrier function (Hanani, 2005). In addition to neurons and satellite cells, DRG contain small blood vessels, thus endothelial and smooth muscle cells, delivering blood to satisfy the extensive energy and therefore oxygen demand of sensory neurons. With neuronal processes as long as a meter, ongoing synthesis and transport of proteins over hundreds of millimeters is critical for normal neuronal function. The blood vessels build an extensive network of arterioles and capillaries within DRG (Kutcher et al., 2004; Kubicek et al., 2010). The interface between accumulations of sensory neurons and blood vessels in DRG is unique. Capillaries in DRG are fenestrated and in the absence of a blood–brain barrier, many blood borne molecules can directly enter the DRG and interact with neuronal and non-neuronal cells (Arvidson, 1979; Kiernan, 1996). Non-neuronal target cells include a group of immune cells contained within DRG that consist mainly of macrophages and T-lymphocytes and a lower number of B-lymphocytes (Schmid et al., 2013; Lakritz et al., 2015; Makker et al., 2017) (Figure 2).


[image: image]

FIGURE 1. (A) Representative HE stained micrograph section of a thoracic human DRG (medical dissection course, ethics approval obtained from The Southern Adelaide Clinical Human Research Ethics Committee, OFR no.: 55.17) with a thick protective layer of connective tissue demonstrating the predominant localization of cell bodies in the periphery of the ovoid DRG cross-section. (B) Cell bodies of sensory neurons containing lipofuszin (1) and a nucleus with a prominent nucleolus (2), surrounded by satellite cells (3). Bundles of nerve fibers (dashed line) are predominantly present in the center of the ganglion. The HE staining method results in shrinkage of the cell bodies which disconnects them from the layer of satellite cells. (C) Immunohistochemistry micrograph for CD163 with counterstaining for hematoxylin shows the presence and distribution of macrophages (arrows) in DRG.
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FIGURE 2. (A) HE micrograph section of a thoracic human DRG in higher magnification shows a high number of neuronal somata of different sizes in the periphery of DRG, next to the thick connective tissue covering. (B) Schematic representation of the HE micrograph figure highlighting the variety of different structures and cell types in human DRG. Connective tissue layers (Reina et al., 1996) (1), fibroblasts (2), capillaries (Kutcher et al., 2004) (3), basement membrane (Johnson, 1983) (4) between nerve cells (5) and satellite cells (Hanani, 2005) (6). The pseudo-unipolar process (Rudomin, 2002) (7) originates from sensory neurons with prominent nuclei containing a singular nucleolus (Berciano et al., 2007) (8) and sometimes lipofuszin (Moreno-Garcia et al., 2018) (9). Non-neuronal cells in DRG include T- and B-lymphocytes (10) and macrophages (11) (Graus et al., 1990a).



Compared to rodents, human DRG are larger and contain more cells with different proportions of sensory neuron subtypes and substantially more connective tissue between neurons. Recent studies have showed that compared to classical laboratory animals, human sensory neurons contain similar sets of receptor and channel proteins but their expression levels and function of key components relevant to mechanisms underlying chronic pain, such as sodium channels, can differ (Han et al., 2015; Castro et al., 2017; Zhang et al., 2017, 2019). Given that sodium channel blockers are currently in clinical trials for analgesic drug development (Levinson et al., 2012; Thomas and Atkinson, 2018), this further demonstrates the importance of comparative human data. Additional differences are demonstrated by functional studies examining non-neuronal cells in the DRG. Recent animal studies suggest an important function for satellite glia and immune cells in the development of pain. However, only one publication to date addresses the presence of immune cells such as macrophages and lymphocytes in human DRG under non-pathological conditions (Graus et al., 1990a). Shifting focus to the functional characteristics of mast cells in the DRG, there are no human studies. Considering that a small number of recent comparative studies have demonstrated critical rodent and human inter-species differences between the cellular machinery associated with the development of pathological pain conditions, it is fundamentally important to investigate the cellular and molecular components of human DRG to advance our understanding of these diseases. As a first step toward the objective of investigating human DRG, we believe it is pivotal to summarize current existing knowledge in this field. Here, we focus on describing the location and structure of human DRG, and neurochemical characteristics of satellite glia cells (SGCs) and DRG neurons with emphasis on the nociceptor-related neurochemistry.



HUMAN DORSAL ROOT GANGLIA: MACRO-ANATOMY

Information about the location and size of human DRG is mainly based on investigations using cadaveric material or studies using magnetic resonance imaging (MRI).

Humans possess 31 pairs of spinal nerves containing, inter alia, sensory nerve fibers with cell bodies in DRG. The number of DRG often equals the number of spinal nerves. Nevertheless, the first cervical (C1) DRG has been shown to be smaller compared to DRG at other vertebral levels, in addition to being present in only about a quarter of investigated bodies (28.5%) (Tubbs et al., 2007). The size of human DRG depends on the vertebral level. Even though there might be size differences between ganglia in individuals, on average, no differences exist between ganglia on the left and right side of the body and no age-dependent differences have been reported (Hasegawa et al., 1996; West et al., 2012; Reinhold et al., 2015; Godel et al., 2017). In the cervical region, DRG size increases from the very small and sometimes absent DRG at the level C1 to larger DRG at the C8 level. The C8 DRG also has a larger volume (177 ± 27.5 mm3) than the adjacent T1 DRG (144 ± 30.8 mm3) (West et al., 2012). No studies to date have measured human thoracic DRG at lower levels (T3–T12), whereas several studies provide data for DRG at lumbar and sacral levels. Table 1 summarizes studies that have identified various human DRG dimensions: width; width and length; or volume. The size of lumbar DRG increases from vertebral levels L1 to L5, from approximately 3–5 mm × 4–5 mm at L1 to 5–6 mm × 9–11 mm at L5. Conversely, the size of sacral DRG decreases from S1 to S4 with a very large ganglion at level S1 (6–7 mm × 11–12 mm) (Hasegawa et al., 1996; Ebraheim and Lu, 1998) (Table 1). The correlation between DRG size and the number of neurons contained within has also been demonstrated (West et al., 2012).

TABLE 1. Summary table for sizes of human DRGs.
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Considering that human DRG are susceptible to damage by compression, e.g., by disc herniation (Weinstein, 1986), the location of DRG in relation to adjacent structures is important. Compared to other DRG, the second cervical (C2) DRG has an unusual relationship to unique adjacent structures such as atlas and axis or the non-bony posterior border created by the ligamentum flavum (Lu and Ebraheim, 1998; Bilge, 2004). Substantial mobility at this intervertebral level might contribute to vulnerability of the ganglion. Besides mobility, the location of blood vessels can also influence DRG function. Alleyne et al. (1998) described the close location to and compression of the C5 cervical ganglion and ventral roots via the vertebral artery which normally lie anterior or lateral to the cervical DRG (Turnbull et al., 1966).

Dorsal root ganglia are normally localized within, or close to, intervertebral foramina, the openings between the pedicles of vertebrae that allow peripheral structures to connect with the vertebral canal. Within the intervertebral foramen, DRG are normally localized superolaterally, but at lower vertebral levels they tend to be positioned more centrally within the foramen. Kikuchi et al. (1994) classified DRG location as intraspinal (in the vertebral canal, proximal to the vertebral foramina), intraforaminal (in the intervertebral foramina) or extraforaminal (distal to the intervertebral foramina). A study investigating C6 and C7 DRG showed that about half were situated extraforaminally (Yabuki and Kikuchi, 1996). Lumbar DRG are predominantly intraforaminal. Sacral DRG are localized more centrally, with DRG at levels S1 and S2 localized intraforaminal and S3 and S4 in the vertebral canal (intraspinal) (Sato and Kikuchi, 1993; Kikuchi et al., 1994; Hasegawa et al., 1996; Ebraheim and Lu, 1998; Moon et al., 2010). No differences have been observed in the location of DRG with respect to gender, age, height, and weight (Moon et al., 2010).



HUMAN DORSAL ROOT GANGLIA: MICRO-ANATOMY

Interestingly in humans, individual DRG can occasionally consist of one, two or three smaller and distinctly sheathed ganglia (Kikuchi et al., 1994; Shen et al., 2006). DRG containing two or even three ganglia are predominantly present at vertebral levels L3 and L4 (Shen et al., 2006). Whether this is of functional significance remains unknown.

Human DRG normally consist of a peripheral region that contains the somata of primary sensory neurons and a central region that predominantly contains bundles of nerve fibers (Jimenez-Andrade et al., 2008; Godel et al., 2016) (Figure 1). They are encased by meninges including a thick layer of dura mater, comprised of collagenous connective tissue (Reina et al., 1996). Based on light microscopy and routine hematoxylin and eosin (HE) staining, neuronal cell bodies can be subdivided into small phase-dark neurons and large phase-light neurons, with distinct types of neurons already present at gestational week 6 (Marti et al., 1987). Fluorescence and light microscopy show human DRG neurons often contain highly autofluorescent accumulations of material (fluorescence microscopy) or accumulations of brownish material. This is the pigment lipofuscin which consists of a mixture of lipids, misfolded proteins and sugar molecules (Moreno-Garcia et al., 2018) (Figures 1,2). Human DRG neurons show age-dependent inclusions of lipofuscin, which are accompanied by accumulations of melanin (Scharf and Blumenthal, 1967). The nuclei of human DRG neurons normally contain one nucleolus that is relative in size to the cell body, and possess Cajal bodies, suborganelles that are in involved in RNA processing (Berciano et al., 2007) (Figures 1, 2).

It is difficult to determine the exact number of primary sensory neurons within DRG as the ganglia are not round but rather ovoid and elongated. Furthermore, DRG contain not only neurons but also non-neuronal cells, connective tissue, blood vessels and bundles of nerve fibers. Stereological quantification was used to determine the number of DRG neurons that project with the brachial plexus to peripheral targets. The study determined that about 60,000 neurons are present in DRG at the level of C5 and about 100,000 at the C7 level (West et al., 2012).

Developmentally, all DRG neurons are initially similar in size, and differences in cell size start to appear from week 6 of gestation on Marti et al. (1987). The size of human DRG neurons identified in cryostat sections ranges from approximately 20 to 100 μm in diameter. Human neurons are larger compared to rodent DRG but the distribution of small and large neurons is similar (Josephson et al., 2001; Zhang et al., 2017). Small to medium sized human neurons are considered those with somata of <60 μm (Davidson et al., 2014; Han et al., 2015; Chang et al., 2018). In contrast to human DRG neurons in situ, neurons of small to medium sizes dominate in neuronal cultures of dissociated ganglia [36 ± 2.6 μm in diameter (Anand et al., 2016)] as the conditions of isolation probably destroy larger neurons, similar to laboratory animals. In cultured, dissociated human DRG neurons ranged from 28 to 56 μm in diameter (Davidson et al., 2014).

Neurons in DRG possess a T-shaped pseudo-unipolar process that originates from the cell body via an initial segment (Figure 2). Animal studies have shown that it extends with a shorter “axonal” central process connected to and arborizing within the spinal cord dorsal horn (see review, Rudomin, 2002) and a peripheral “axonal” process innervating target tissues. Data in relation to the central sensory fiber arborization in human spinal cord do not exist. Peripheral processes have been described in different human tissues. Some processes are only one micrometer in diameter but travel large distances. The peripheral process from a lumbar DRG neuron that innervates for example the big toe, can exceed 1 m = 1,000,000 μm. This presents a massive extension of the cell, restricting only 1–2% of the cytosol to the cell body with the majority of cytosol and cytoskeletal elements present in pseudo-unipolar processes (see review, Devor, 1999).

The initial segment of the pseudo-unipolar process of human DRG neurons is elongated and it forms a glomerulus-like structure (Figure 2). With age, the structure is increasingly surrounded by glial fibrillary acidic protein (GFAP)-positive SGCs (Murayama et al., 1991) but neurons and satellite glia are still separated by a basement membrane approximately 100 nm thick (Johnson, 1983).



HUMAN DORSAL ROOT GANGLIA: BLOOD SUPPLY

Dorsal root ganglia are situated outside of the blood brain barrier and animal studies clearly show the presence of fenestrated capillaries (Figure 2). Hence, molecules circulating in the vascular system can directly access to the DRG. This vascular organization provides the human DRG with a robust blood supply, serving neurons that have long processes with the required high-energy demand critical for maintaining the production and transport of receptors, ion channels, cytoskeletal and transport proteins. Two interconnected arterial plexuses, situated superficially and deep, supply human DRG. These plexuses originate from arteries that derive from the radiculomedullary branches of segmental arteries (Yoshizawa et al., 1991; Gilchrist et al., 2002; Parke and Whalen, 2002). Peri-ganglionic venous plexuses drain predominantly from the dorsal side of DRG into intervertebral veins (Takano et al., 1998; Parke and Whalen, 2002). Recently, Godel et al. (2016, 2017) used dynamic-contrast-enhanced MRI perfusion to investigate the dynamics of blood supply of human DRG. The blood supply in vivo, expressed as perfusion of DRG determined by blood-tissue permeability and interstitial leakage fraction, was higher in DRG compared to spinal nerves. Interestingly the perfusion of DRG was significantly higher in women compared to men (Godel et al., 2016, 2017).



SATELLITE GLIAL CELLS (SGCS)

This specialized group of DRG and TG-specific glia cells (Hanani, 2005, 2010a,b) not only surround the initial segment, but build an envelope around the somata of nerve cells (Figures 1, 2) and are able to modulate neuronal function (Pannese, 1981; Hanani, 2005, 2010a,b). Animal studies to date have revealed a substantial amount of receptors, transporters and ion channels are expressed in SGC (see review, Hanani, 2005). Unfortunately, only a small number of studies have investigated the neurochemical characteristic of human SGC (Table 2). Those studies show that, similar to those of laboratory animals, human glia cells exhibit characteristic immunoreactivities for S100 beta protein and glutamine synthetase (Pan et al., 2012; Koeppen et al., 2016). Koeppen et al. (2016) performed a carefully controlled immunohistochemical analysis of characteristic molecules in human SGCs, and showed the presence of the metabotropic glutamate receptor 2/3, (mGlu2/3), the ATP-sensitive inward rectifying potassium channel 1.4 (Kir 1.4) and the excitatory amino acid transporter 1 (EAAT1) in human SGCs (Koeppen et al., 2016) (Table 2). Since the primary transmitter of nociceptive DRG neurons is glutamate, the presence of mGlu2/3 and EAAT1 suggest active involvement of SGC in the glutamate turnover of human DRG neurons. Animal studies showing inter-SGC connections and the presence of connexin 43, a major component of gap-junctions (Koeppen et al., 2016), suggest SGC involvement in cells-to-cell communication. Recently, Li et al. (2018) demonstrated immunoreactivity for NaV1.7 in GFAP-positive putative SGCs within DRG removed from patients with cancer-related neuropathic pain. It remains unknown if this “nociceptive” ion channel is present in SGC under normal conditions. Nevertheless, immunoreactivity for glial-derived neurotrophic factor (GDNF), another molecule relevant for both DRG development and pain signaling, is present in SGC (Bar et al., 1998).

TABLE 2. Molecules described in human satellite glial cells using immunohistochemistry.
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Evidence indicates satellite cells recognize foreign molecules and participate in immune-mediated processes. Earlier studies showed that SGC in human DRG express class I and II Major Histocompatibility Complex (Graus et al., 1990a,b). More recently, studies in human SGC obtained from TG have demonstrated a class of pathogen- and damage-associated pattern recognition receptors, the Toll-like receptors (Mitterreiter et al., 2017). Studies characterizing subpopulations of DRG neurons through the differential expression of surface carbohydrate antigens discovered that SGC express gangliosides such as the GD1b ganglioside and fucosyl GM1 (Kusunoki et al., 1989, 1991, 1997). Similarly, interest in expression of molecules in DRG neurons demonstrated the expression of a variety of molecules in SGC, such as the EGF receptor and the Bcl-2 homologous antagonist Bak (Huerta et al., 1996; Krajewski et al., 1996). SGCs also express the olfactory receptor 6B2 protein (Flegel et al., 2015). In summary, human SGCs share many features with SGCs of small laboratory animals, such as the expression of glia- and neuron-related molecules. But compared to results of animal experiments human data is limited and taking into account the established close relationship between sensory neurons and DRG-specific glia, a lot of work needs to be done to further characterize this important cell type in human DRGs.



NEUROCHEMICAL CHARACTERISTICS OF HUMAN DRG NEURONS

Dorsal root ganglia contain a complex array of sensory neuron cell bodies that have different functions and innervate different targets. Many proteins such as channel proteins are highly related to neuron function. The method capable of identifying protein localization in complex tissues with high resolution is immunohistochemistry. This section aims to provide data for normal, uninjured human DRG immunohistochemistry, and does not focus on molecules related to any form of pathology. Only data obtained from studies of normal human DRG and from studies using normal human DRG as control tissues are discussed in this segment.

As noted previously, human DRG neurons measure between about 20 and 100 μm in diameter (Holford et al., 1994; Coward et al., 2000; Anand et al., 2006; Li et al., 2018) and occupy areas between 1,500 and 5,000 μm2 (Koeppen et al., 2011). There are no reliable and distinct morphological characteristics that allow the functional subdivision of sensory neuron subpopulations based on neuronal soma size or shape. However, neurochemical characteristics represent the most commonly used method to describe aspects of neuronal function and classification in the DRG. The emergence of genomic and transcriptomic studies has recently opened a window for researchers to re-evaluate the classification of DRG neuron subtypes based on mRNA expression patterns in individual rodent neurons (Usoskin et al., 2015). However, further validation of these groundbreaking studies will be required before a more advanced classification systems is established and widely accepted. This section will focus on neurochemical characteristics of human DRG neurons, starting with the description of common neuronal markers with an overarching focus on neurochemical characteristics associated with nociceptive function. Given the relative wealth of data included in this section, Supplementary Table 1 provides an appended overview of critical variables, including the number of participants or DRG donors, and more importantly the presence or absence of controls used for the specificity of the primary antisera/antibodies (Saper, 2009).

Common Neuronal Markers

Neurofilaments (NFs)

Neurofilaments (NFs) are cytoskeletal intermediate filaments of varying molecular weights ranging from ∼56 to 200 kDa. They provide structural support and regulate axonal diameter, and are present in all neurons, including the DRG. In rodents, NF200, a neurofilament of 200 kDa, labels a population of larger, myelinated A-fiber neurons. Human studies have shown the presence of neurofilaments in DRG neurons early in development. Immunoreactivity for a neurofilament 150 kDa was present in fetal DRG neurons at week 6 (Marti et al., 1987). Neurofilament 200 immunoreactivity was detected in few cells in week 10 but in all neurons at weeks 17–18 of gestation (Suburo et al., 1992). This is also true for adult human DRG where, in contrast to rodents, NF200 immunoreactivity is not restricted to larger neurons but present in virtually all DRG neurons (Suburo et al., 1992; Naves et al., 1996; Rostock et al., 2017; Chang et al., 2018). Similarly, most or all adult human DRG neurons show immunoreactivity for other cytoskeletal molecules such as α- and β-tubulin, microtubule-associated proteins 1 and 5, and neurofilaments 68 and 160 (Naves et al., 1996).

PGP9.5 (UCHL1)

PGP9.5 (UCHL1), a ubiquitin C-terminal hydrolase is present in all neurons and is a pan-neuronal marker. This protein has emerged as one of the key neuronal markers in rodents and humans, and is used to differentiate between neuronal and non-neuronal structures in DRG (Coward et al., 2000; Anand et al., 2018; Desormeaux et al., 2018).

Tuj1 (Beta3 Tubulin, TUBB3)

Tuj1 (beta3 tubulin, TUBB3) is part of microtubule element within the tubulin family found predominantly in neurons and testes in healthy tissues. Detection of this protein is widely used as a pan-neuronal marker in immunohistochemical studies, as it readily differentiates neuronal from glial cells, which do not express beta3 tubulin. It is primarily detected in somata and processes of human DRG neurons in situ and under culture conditions (Naves et al., 1996; Robinson et al., 2007; Enright et al., 2016; Rostock et al., 2017; Anand et al., 2018).

Peripherin (PRPH)

Peripherin (PRPH) is an intermediate filament protein that is expressed in neurons of the peripheral nervous system such as small DRG neurons and in central neurons that innervate peripheral targets such as motor neurons (Bae et al., 2015).

Brn3a (Pou4f1)

Brn3a (Pou4f1), a sensory neuron marker, is a POU homeodomain transcription factor that regulates gene expression and differentiation of sensory neurons. In animal studies it has been shown to be expressed from nearly all sensory DRG neurons (Badea et al., 2012). It has been found present in all human DRG neurons of adults (Rostock et al., 2017) and gestational weeks 9–11 (Schonemann et al., 2012), and has been found colocalized with NF200 (Rostock et al., 2017).

NeuN (RBFOX3)

NeuN (RBFOX3) is a RNA binding protein found predominantly in the neuronal nuclei, and another common neuronal biomarker found in the vast majority of postmitotic (mature) neurons (Duan et al., 2016). In the limited studies performed to date, NeuN is expressed in all adult human DRG neurons but was not detected at gestational week 10 (Schonemann et al., 2012).

Molecules Characteristic of Nociceptors

Ion Channels

Ion channels are essential for the regulation of neuronal excitability leading to the generation and conduction of action potentials and are therefore critical to sensory neuron function. Important channel proteins for the generation of inward membrane currents in nociceptors belong to the groups of voltage-gated sodium (NaV) and calcium (CaV) channels as well as transient receptor potential (TRP) channels (Waxman and Zamponi, 2014). Given the sensory nature of the DRG, and their role in the development of chronic pain conditions, it’s not surprising that in relation to the detection of channel proteins in individual neurons, human DRG studies have predominantly focused on channels related to nociception.

Voltage-activated sodium channels

Voltage-activated sodium channels are key components of action potential generation in DRG neurons. Out of the nine NaV subtypes, the NaV 1.7, 1.8, and 1.9 are of particular interest as they have established roles as key components of pain signaling events (Waxman and Zamponi, 2014; Namer et al., 2015; Dib-Hajj et al., 2017). Studies using multiple labeling immunohistochemistry (Coward et al., 2000, 2001; Li et al., 2018) have demonstrated that immunoreactivity for the voltage-gated sodium channel NaV1.7 is present in about half of all DRG neurons. In contrast to animal studies, in humans the NaV1.7 immunoreactivity is not restricted to small neurons but present in neurons of all sizes (Li et al., 2018). Immunoreactivities for NaV1.7 (PN1), NaV1.8 (SNS/PN3) and NaV 1.9 (NaN/SNS2) have been detected in all small (<30 μm), medium-sized (<50–55 μm) and large (>55 μm) neurons (Coward et al., 2000, 2001), which also suggests the presence of voltage-gated sodium channels NaV 1.7, 1.8, and 1.9 in neurons of all sizes. Nevertheless, the strongest immunoreactivity was detected in small neurons (Coward et al., 2000, 2001).

A recent study investigating the presence of NaV 1.6, 1.7, 1.8, and 1.9 in human DRG using in situ hybridization (Rostock et al., 2017), has shown that all NaV channels were present in human DRG and expressed in presumably nerve growth factor-dependent, TrkA expressing neurons. The NaV 1.9 showed the lowest level of colocalization with TrkA (present in about 25% of neurons), the NaV1.8 the highest (about 70% of neurons). Interestingly, the study directly compared proportions of positive cells in human and mouse DRG and showed significant differences between mouse and humans for NaV1.8 and NaV1.9 (Rostock et al., 2017).

These findings are supported by RT-PCR and RNAseq studies that demonstrated the expression of mRNA for NaV subunits in human DRG explants (Dib-Hajj et al., 1999; Jeong et al., 2000; Chang et al., 2018; Ray et al., 2018). Interestingly, qRT-PCR showed that the expression levels and proportions of NaV channel subtypes were different between humans and mice (Chang et al., 2018). The expression of the NaV 1.8 channel subtype gene SCN10A, was much lower in human DRG, when compared to gene expression levels reported in mouse studies. In contrast, the expression of the NaV1.7 channel subtype gene SCN9A, was much higher in human than mouse samples (Chang et al., 2018). These findings are supported by an RNAseq study (Ray et al., 2018) that found channel subunit SCN9A expression levels are more abundant in human DRG compared to mouse data. The sequencing data support qRT-PCR data and show differences in expression levels between mice and human DRG.

In addition to transcriptional and translational data, electrophysiological studies confirm the functional presence of NaV1.7 and NaV1.8 channels in human DRG neurons. Sensitivity to the puffer fish toxin tetrodotoxin (TTX) selectively differentiates between channel subtypes, where NaV1.8 and 1.9 are TTX-resistant, NaV1.1, 1.2, 1.3, 1.6, and 1.7 are TTX-sensitive (Waxman and Zamponi, 2014). Human DRG neurons possess TTX-sensitive and TTX-resistant channels, but in contrast to rodents, where TTX-resistant currents are mainly restricted to small diameter neurons, in humans they are present in small and large diameter neurons (Han et al., 2015; Zhang et al., 2017). Nevertheless, the NaV1.7 channel is the major TTX-sensitive sodium channel in DRGs in both humans and mice (Alexandrou et al., 2016). However, in humans, NaV1.8 channels exhibit different functional properties and the density of TTX-sensitive and -resistant channels is much higher than that detected in animal studies (Han et al., 2015; Zhang et al., 2017).

Voltage-gated calcium channels (CaV)

Voltage-gated calcium channels (CaV) are essential components of sensory neuron function (Park and Luo, 2010) as activation of these channels contributes to exocytosis of transmitter-filled vesicles at synaptic endings. The channels can be subdivided based on different criteria such as high-voltage activated and low voltage activated (HVA, LVA), similarity of the α1-subunit (CaV1, CaV2, CaV3) or sensitivity to pharmacological inhibitors (L, N, P/Q, R, T) (Lacinova, 2005; Park and Luo, 2010). To date no studies have reported the cellular location of CaV proteins in human DRG neurons, however, the expression of CaV-mRNA has been confirmed by RT-PCR as well as single cell PCR. Interestingly, the CaV2.2 channel was expressed in 56.4% of cultured human DRG neurons whereas the CaV2.3 was found to be expressed only in 5% of neurons (Castro et al., 2017).

Calcium-activated potassium channels (KCa)

Calcium-activated potassium channels (KCa) are important contributors to the after hyper-polarization of neurons which can be modulated by NMDA-type glutamate receptor activation and nerve ligation, and therefore contribute to nociceptive signaling (Li et al., 2007; Pagadala et al., 2013). Immunoreactivities for voltage-independent human KCa2.1 (SK1) and KCa3.1 (IK1) channels were shown in almost all (between 87% and 95%) sensory DRG neurons independent of size (Boettger et al., 2002).

Purinergic receptor (P2X)

Purinergic receptor (P2X) subunits, P2X2 and P2X3, can build homo- or heterotrimeric ligand-gated ion channels that are activated by ATP. The channels are part of a variety of neuronal signaling pathways including nociception. Studies in rodents have established that P2X2 and P2X3 channels are expressed in DRG neurons with the P2X3 subunit predominantly expressed in non-peptidergic, GDNF-dependent but NGF-independent nociceptors (Mo et al., 2009).

Interestingly, mRNA for the P2X2 subunit was reported to be absent in human DRG (Serrano et al., 2012) whereas P2X3 mRNA and protein were clearly detected in human DRG (Yiangou et al., 2000; Pan et al., 2012; Serrano et al., 2012). Using a carefully tested antiserum, Pan et al. (2012) confirmed the presence of P2X3-immunoreactivity in virtually all DRG neurons, independent of size. Pan et al. (2012) and Yiangou et al. (2000) demonstrated the presence of strong P2X3-immunoreactivity only in small to medium sized neurons which, similar to rodents, usually do not express the nociceptor subtype-defining NGF receptor TrkA.

The functional validation of P2X channels in human DRG neurons was also supported by electrophysiological studies and Ca2+-imaging. However, in this instance only a subgroup of small-sized (30–60 μm in diameter) isolated human DRG neurons responded to ATP with action potential discharges, and increase in intracellular Ca2+ levels (Davidson et al., 2014; Enright et al., 2016).

Transient receptor potential cation channel subfamily V member 1 (TRPV1)

Transient receptor potential cation channel subfamily V member 1 (TRPV1) is a channel protein that is activated by the vanilloid capsaicin, an ingredient of hot chili peppers, by low pH and noxious heat. Endogenous agonists are endocannabinoids such as anandamide and N-arachidonoyl-dopamine (Suh and Oh, 2005). TRPV1 is a non-selective cation channel that has been shown to be an important component of nociceptive signaling (Suh and Oh, 2005). Capsaicin induces pain in humans (Simone et al., 1989), but also induces desensitization of TRPV1 channels and modulates nociceptor function. Consequently, topical capsaicin is currently being successfully used in treatment of pain conditions such as postherpetic neuralgia (Anand and Bley, 2011).

As has been done in animal studies, immunohistochemical studies have confirmed the presence of the TRPV1 protein in human DRG neurons. Interestingly, most studies describe the presence of immunoreactivity not only in small-sized neurons but also in medium and some studies in large-sized somata (Lauria et al., 2006; Facer et al., 2007; Li et al., 2015, 2018; Anand et al., 2016; Chang et al., 2018). The average diameter of TRPV1-immunoreactive neurons was reported as 44 ± 7 μm (Chang et al., 2018). TRPV1 expression was also validated in cultured human DRG neurons (Anand et al., 2008; Enright et al., 2016; Valtcheva et al., 2016), with a high proportion of neurons showing TRPV1-immunoreactivity (Anand et al., 2008).

TRPV1 mRNA expression was detected in human DRG explants (Cortright et al., 2001; Flegel et al., 2015; Ray et al., 2018; Sheahan et al., 2018; Snyder et al., 2018) and cultured human DRG (Han et al., 2016). Functional evidence for the presence of TRPV1 channels in human DRG neurons has been provided using capsaicin, a TRPV1 agonist. Capsaicin activation of cultured human DRG neurons induced action potential discharge and increased intracellular Ca2+ levels (Baumann et al., 1996; Li et al., 2015; Anand et al., 2016; Han et al., 2016; Valtcheva et al., 2016; Sheahan et al., 2018).

Transient receptor potential cation channel ankyrin 1 (TRPA1)

Transient receptor potential cation channel ankyrin 1 (TRPA1) is a channel protein activated by mustard oil and cinnamaldehyde, and plays an important role as an irritant sensor of a vast amount of compounds in nociceptive signaling, with its expression confirmed in animal DRG neurons (Chen and Hackos, 2015). Immunohistochemistry showed the presence of TRPA1 immunoreactivity in 20% of human DRG neurons, predominantly in small-medium sized (<50 μm) neurons with some staining in larger neurons. Most of the TRPA1 positive cells were also immunoreactive for TRPV1 (Anand et al., 2008). Cultured human DRG neurons obtained from patients with avulsion injury, responded to cinnamaldehyde with an increase in intracellular Ca2+ levels (Anand et al., 2008). Additionally, the TRPA1 channel has also been detected in human DRG via in situ hybridization, which demonstrated that TRPA1 mRNA expressing cells also express TRPV1 mRNA (Rostock et al., 2017).

Peptides

Neuropeptides such as CGRP, SP and galanin are neuromodulators that are co-released with transmitters at the central and peripheral terminals of sensory neurons. In addition to being important cellular markers used in identifying subpopulations of sensory neurons, they are also fundamental contributors to nociceptor function.

Calcitonin-gene-related-peptide (CGRP)

Calcitonin-gene-related-peptide (CGRP) is a neuropeptide composed of 37 amino acids. Two isoforms of the peptide exist (α-CGRP and β-CGRP) encoded from two separate genes. CGRP interacts with heteromeric receptors consisting of the calcitonin-receptor-like-receptor (CRLR) and receptor activity-modifying proteins (RAMPs). Although the peptide is a strong arterial vasodilator, it also plays a major role in nociception (Marti et al., 1987; Suburo et al., 1992; Nordlind et al., 2000; Shi et al., 2008, 2012; Patil et al., 2010; Yarwood et al., 2017; Li et al., 2018). Furthermore, CGRP is widely used to define a subpopulation of nociceptive DRG neurons.

Immunoreactivity for CGRP is present in human DRG neurons from early fetal life (Marti et al., 1987; Suburo et al., 1992; Nordlind et al., 2000; Shi et al., 2008, 2012; Patil et al., 2010; Yarwood et al., 2017; Li et al., 2018), initially appearing at weeks 14–16, with staining intensity in DRG neurons increasing between 5 months and adulthood (Pan et al., 2012). Subpopulations of CGRP-containing neurons possess immunoreactivity for other peptides such as substance P or signaling molecules such as TRPV1 and phospholipase C beta 3 (PLCβ3) (Shi et al., 2008) or angiotensin II (Patil et al., 2010).

In situ hybridization confirmed the presence of CGRP mRNA in 50–70% of DRG neurons (Giaid et al., 1989; Landry et al., 2003), predominantly but not exclusively in small-medium sized neurons. Some studies have identified only about 20% of DRG neurons showing CGRP-immunoreactivity (Giaid et al., 1989), although others placed the reported proportion as high as 60% (Nordlind et al., 2000).

Substance P (SP)

Substance P (SP) is a neuropeptide composed of 11 amino acids. It is synthesized by alternative splicing from a larger precursor mRNA, preprotachykinin-A, coded by the TAC1 gene. It selectively binds to the neurokinin 1 receptor present on nociceptive projection neurons in the rat spinal cord dorsal horn and causes enhanced synaptic activity (Gautam et al., 2016). Animal studies demonstrate a clear involvement of SP in nociceptive signaling, however, in humans, the evidence to date is not as convincing (Babenko et al., 1999; Hill, 2000). SP is present in human DRG, with pre-protachykinin mRNA detected in small-sized neurons representing 10% of all DRG, whereas the proportion of human DRG neurons reported to show immunoreactivity for the peptide varies from 5 to 60% (Giaid et al., 1989; Nagao et al., 1994; Nordlind et al., 2000; Landry et al., 2003). Similarly, SP immunoreactivity is present early in development in neuronal cell bodies of fetal DRG but reports vary. Marti et al. (1987) detected immunoreactivity from week 24 onward, whereas Suburo et al. (1992) reported the presence of SP immunoreactivity from week 11 onward (Marti et al., 1987; Suburo et al., 1992). Despite the apparent similarities between humans and rodents, with both having a subpopulation of nociceptive DRG neurons containing SP, blockade of the action of SP via inhibition of neurokinin 1 receptors is effective in relieving pain in mice (Laird et al., 2000; Borbely et al., 2013), but has failed to generate analgesia in human clinical trials (Hill, 2000).

Galanin

Galanin is a peptide consisting of 29/30 amino acids (Lang et al., 2015). Galanin modulates the excitability of dorsal horn neurons and the presynaptic release of glutamate from primary afferents (see review, Lang et al., 2015). It is present in DRG of laboratory animals (Ch’ng et al., 1985; Lang et al., 2015). Galanin mRNA has been detected in human DRG via in situ hybridization in a small subpopulation (12.5% ± 1.4) of small-sized (<1550 μm2) neurons. The majority of galanin mRNA-expressing neurons also contained CGRP-mRNA (Landry et al., 2003).

Somatostatin and its receptors

Somatostatin is a neuropeptide of either 14 or 28 amino acids in length, generated from a precursor peptide and is involved in pain processing via interaction with its cognate receptors producing inhibitory, analgesic effects (Mollenholt et al., 1994). More recent studies suggest that somatostatin is also involved in the signaling of itch (Huang et al., 2018).

Dorsal root ganglia neurons with immunoreactivity for somatostatin are present by gestational weeks 9 and 10, and a small population of immunoreactive cells are detectable throughout all fetal stages, with enduring expression within cells present in DRG of 4-month-old infants (Charnay et al., 1987; Marti et al., 1987). Furthermore, somatostatin immunoreactivity is also present in a subpopulation (17%) of adult human DRG neurons (Nagao et al., 1994; Shi et al., 2014) whereas the somatostatin2A receptor is present only in few neurons in human DRG (Shi et al., 2014).

Endothelin-1 (ET1)

Endothelin-1 (ET1) is one of three peptide isoforms, 21 amino acids in length, which act as vasoconstrictors but also induce pruritus and pain (Smith et al., 2014). The ET1 peptide is elevated in patients suffering from sickle cell disease, which is associated with episodes of severe pain and animal studies showed that absence of the ETA receptor subtype blocked sickle cells disease-related pain behavior (Lutz et al., 2018).

In human DRG 30% of neurons show ET1 immunoreactivity (Giaid et al., 1989). In situ hybridization shows the presence of ET1 in 75% of large and small DRG neurons. The mRNA for ET1 has been reported to be often colocalized with mRNAs for preprotachykinin or CGRP, where all preprotachykinin mRNA expressing DRG neurons contained mRNA for ET1 (Giaid et al., 1989).

Angiotensin II and its receptors

The eight amino acids long peptide angiotensin II is part of the renin–angiotensin–aldosterone system (RAAS) that controls water and electrolyte balance and therefore blood pressure. This peptide also contributes to the regulation of nociception. Animal studies show intrathecally applied angiotensin II elicits nociceptive behavioral responses (Cridland and Henry, 1988; Nemoto et al., 2013), suggesting that angiotensin II released by central projections of DRG neurons may contribute to nociception. In human DRG, the presence of angiotensin II has to date been demonstrated by radio-immuno-assay, HPLC and immunolabeling (Patil et al., 2010; Anand et al., 2013). Angiotensin II immunoreactivity was observed in 75% of small and medium-sized human DRG neurons (Anand et al., 2015). Double-labeling of human DRG showed angiotensin II in neurons expressing CGRP, synaptophysin and cathepsin D (Patil et al., 2010).

There is also evidence that human DRG neurons themselves respond to angiotensin II. The angiotensin II type 2 receptor (AT2R) has been identified in cultured human DRG and in 60% of small and medium diameter neurons in immunolabeled sections of human DRG (Anand et al., 2013). Multiple labeling studies affirm the expression of angiotensin II, AT2R and TRPV1 in the same neurons (Anand et al., 2015), where over 40% of TRPV1-positive neurons expressed AT2R (Anand et al., 2013). Direct involvement of angiotensin II in pain signaling pathways, was supported by experiments where angiotensin II treatment of cultured human DRG neurons increased their response to capsaicin, whereas treatment with an AT2R antagonist reduced capsaicin responses (Anand et al., 2013). However, more recently the presence of AT2R in human and rodent DRG has been disputed, by studies finding no evidence of mRNA for AT2R genes in mouse DRG (Shepherd et al., 2018). Instead, these reports that mechanical pain hypersensitivity induced by angiotensin II is mediated by macrophage AT2R, leading to production of reactive nitrogen/oxygen species that in turn activate neuronal TRPA1 (Shepherd et al., 2018). Whether this occurs via a direct action on neurons, or via effects on immune cell-neuron interactions remains to be determined. Despite the uncertainty surrounding their mechanism of action, AT2R antagonists are being used as effective analgesics in humans and laboratory animals (Rice et al., 2014; Bessaguet et al., 2016; Shepherd et al., 2018).

Other Markers of Sensory and Nociceptive Neurons

Isolectin B4 (I-B4)

Isolectin B4 (I-B4) is a plant lectin isolated from Griffonia simplicifolia, which labels a subpopulation of nociceptive DRG neurons. In mice, these neurons have been shown represent the group of GDNF-dependent, non-peptidergic nociceptors (Bogen et al., 2015). Although Davidson et al. (2014) noted that they could not detect I-B4 staining in cultured human DRG neurons, others have readily demonstrated I-B4 staining in sections of human DRG (Shi et al., 2008, 2014; Pan et al., 2012). However, it is known that control for the specificity of lectin binding in human sections is difficult, and this is further highlighted in these studies reporting varying detection between membrane and cytosolic I-B4 staining identified by different research groups. On the other hand, mRNA for the gene of the binding partner of I-B4, versican (Bogen et al., 2005, 2015), is expressed in human DRG explants (Ray et al., 2018), but whether the versican V2 isoform that binds I-B4 is produced in human DRG remains to be confirmed.

Neurotrophins

Neurotrophins are a family of neurotrophic factors that includes nerve growth factor (NGF), brain-derived neurotrophic factor (BDNF), neurotrophin-3 (NT-3), and neurotrophin-4/5 (NT-4/5). Receptors for these factors include the tropomyosin receptor kinases (Trk) A, B, and C, and the low affinity receptor p75 (Lewin and Nykjaer, 2014). NGF and the activation of its cognate receptor TrkA, is a key factor in the development of DRG neurons, but also critical for the induction of hyperalgesia and pain via modulation of signaling events in adult DRG neurons. Neurotrophin receptors are present in DRG from early in development through to adulthood, however, the dynamics of receptor expression patterns from development to adulthood remain to be studied. Immunoreactivity for TrkB and TrkC is present in human fetal DRG at gestational weeks 9–11 (Schonemann et al., 2012), however, the confirmation of immunoreactivity for their respective ligands BDNF and NT-3 is still lacking.

Glial-derived neurotrophic factor is another neurotrophic factor which, after interaction with its receptors RET proto-oncogene tyrosine kinase (RET) and co-receptor GFRalpha1, modulates a subpopulation of nociceptive, I-B4 binding neurons. The effect of GDNF is complex. Similar to NGF, GDNF is a key factor in the development of DRG neurons, in particular nociceptive neurons but it also impacts adult DRG neurons. In neuropathic pain animal models, intrathecal GDNF reversed pain behavior (Boucher et al., 2000), but GDNF injected into rat muscle induced prolonged hyperalgesia (Alvarez et al., 2012).

Nerve growth factor and its receptors have been described in human DRG (Vega et al., 1994; Anand et al., 1997; Widenfalk et al., 1999; Rostock et al., 2017). Immunohistochemistry shows NGF-like immunoreactivity in small cells, whereas TrkA was present in 65% of DRG neurons with the expression of the receptor distributed between both small and medium-sized cells. More recently, the presence of TrkA, B, and C proteins in human DRG has been described, with almost no overlap of immunoreactivities between TrkA and TrkB, or between TrkA and TrkC-positive cells. TrkA immunoreactivity was localized to small cells with cell bodies measuring between 400 and 800 μm2, whereas TrkB and TrkC immunoreactivity was detected in cells with areas much larger cell bodies (the majority around 1,400 and 1,600 μm2). As with animal studies, a substantial proportion (about 50%) of human TrkA positive cells express TRPV1 (Rostock et al., 2017). In addition to NGF and its receptors, immunoreactivity for both GDNF protein and one of its receptors, RET, has been detected at 25% and 37% respectively in cell bodies of all sizes (Bar et al., 1998).

The validation of protein expression is further supported by the detection of mRNA in numerous studies reporting high levels of mRNAs for neurotrophins and their receptors, with NGF, BDNF, NT-3 and GDNF, p75 and TrkA, TrkB and TrkC having been validated to date (Yamamoto et al., 1996; Widenfalk et al., 1999; Josephson et al., 2001). Detection of mRNA via in situ hybridization for the GDNF receptors RET and GFRalpha 1–3 in human DRG neurons has been also reported in multiple studies (Josephson et al., 2001; Rostock et al., 2017) with RET present in about 70% of investigated neurons (Josephson et al., 2001).

The size of DRG neurons immunoreactive for NGF and GDNF receptors, compared to BDNF receptors was not different (Josephson et al., 2001). The response to NGF and GDNF determines the fate of nociceptors, at least in laboratory animals, where neurons develop into NGF- or GDNF-dependent subtypes with different neuropeptide expression patterns (Molliver et al., 1997). Therefore, it is of fundamental interest to determine factors that drive neurotrophin receptor mRNA expression in development. To date, receptor mRNAs for p75, TrkA-C, as well as the GDNF receptors RET and GFRalpha3 have been validated in fetal DRG at gestational age weeks 9–11 with additional presence of TrkA and TrkB (Widenfalk et al., 1999; Josephson et al., 2001). In contrast to adult DRG, BDNF and neurotrophin-3 (NT-3) mRNAs were detected in fetal DRG.

The roles of NGF and GDNF in rodent DRG neurons have become more clearly defined, especially in driving cell differentiation, survival and target innervation. However, in humans, NGF and GDNF appear to also modulate the size of cultured human DRG neurons obtained from patients with brachial plexus avulsion. Presence of these growth factors increased the mean diameter of cultured human cervical DRG neurons significantly from 42 ± 4 μm to 62 ± 5 μm and, in line with animal studies, the presence of NGF and GDNF also increased the percentage of TRPV1 immunoreactive neurons coupled with an increased response to the TRPV1 agonist capsaicin (Anand et al., 2006).

Nitric oxide synthase (NOS)

Nitric oxide synthase (NOS) isoforms 1–3 are present in DRG and its product nitric oxide (NO) is involved in nociceptive signaling with evidence supporting analgesic and algesic actions. In particular NOS1 (neuronal NOS) has been shown to be upregulated in DRG neurons in animal models of neuropathic and inflammatory pain (Cury et al., 2011). NOS1 has been described in small-medium sized human DRG neurons and was present in 40–50% of all neurons in the investigated ganglia (Terenghi et al., 1993).

Gamma amino butyric acid (GABA)

Gamma amino butyric acid (GABA) and its receptors are the main inhibitors in the nervous system. GABAA-receptors are ligand-gated chloride channels whereas GABAB receptors are G-protein coupled receptors. Both are expressed in DRG neurons. Activation of GABAA leads to conformational change in GABAB, inhibiting the excitability of neurons via blockade of CaV channels (Huang et al., 2015; Zhang et al., 2015). Animal models showed that GABAA-receptors have a role in the pathophysiology of neuropathic pain (Wang et al., 2017).

Pharmacological evidence for the presence of GABAA receptors in human DRG neurons, has been provided by experiments that completely blocked GABA-induced currents by the GABAA receptor antagonists, bicuculline and picrotoxin. Interestingly, electrophysiological properties of GABAA-mediated current were different between human and mouse DRG neurons (Zhang et al., 2015).

Additional evidence for the presence and involvement of GABAB receptors in the excitability of human DRG neurons has been provided from experiments investigating the inhibitory action of a cone-snail venom VC1.1. Those experiments showed the expression of GABAB and demonstrated the absence of an inhibitory effect VC1.1 when GABAB could not be activated (Castro et al., 2017).

Phospholipase β3

Phospholipases (PLC) are present in DRG neurons and participate in pain signaling (Joseph et al., 2007). Phospolipases β, γ, δ, and 𝜀 are part of a magnitude of different signaling pathways with the PLC β3 isoform implicated in nociceptive signaling. This isoform is present in small human DRG neurons and colocalises with CGRP immunoreactive and I-B4 positive neurons (Shi et al., 2008).



SUMMARY AND CONCLUSION

In summary, only a small population of molecules that have been described to be involved in the function of DRG neurons in laboratory animals have so far been investigated in humans. It is evident from existing studies that expression patterns and functions of molecules in DRG do not perfectly match between human and laboratory animal. Important differences exist between human DRG compared to laboratory animals and careful conducted future studies will be essential to reconcile and validate these to appropriately translate animal data into human context. At the physiological level, the longer peripheral processes and associated soma size of human DRG is likely to account for some of these differences, such as immunoreactivity for neurofilament 200 in all human DRG neurons including those classified as large. Similarly, many molecules characteristic of nociceptors including TRPV1, CGRP and P2X3 and voltage-gated sodium channels are restricted to small and medium sized neurons in mice but in not in humans where nociception-related proteins (immunohistochemistry) and mRNAs (in situ hybridization) are present in neurons of all sizes. Furthermore, ion channel proteins such as TRPV1, NaV1.8, NaV1.9, and nicotinic receptor subtypes seem to be expressed in larger proportions of human DRG nociceptors compared to mice (Rostock et al., 2017; Zhang et al., 2019). In addition, the separation of nociceptive DRG neurons into NGF- and GDNF-dependent populations might also be questioned in relation to human DRG as the GDNF receptor protein RET is present in neurons that express the receptor for NGF, TrkA (Rostock et al., 2017).

By all means, these discrepancies do not completely invalidate results from animal studies in a human translational context. Indeed, most human DRG neurons show remarkably similar patterns in respect to immunoreactivities for pain-related molecules being detected in smaller sized neurons characteristic for nociceptors. But the diversity across sizes combined with differences in electrophysiological properties (Zhang et al., 2015, 2017, 2019) suggests a more complex array of human DRG neuronal subtypes, that may differ in detecting and conveying nociceptive information when compared to laboratory animals such as rats and mice.

Regardless of species, DRG contain multiple types of neurons and multiple types of other cells including satellite cells and cells associated with immune and vascular function. Dissociation of ganglia and culture of primary sensory neurons is useful to identify neuronal characteristics, but inferences from these studies must recognize that some types of neurons, specifically those with larger size, will likely not survive mechanical isolation and subsequent culture conditions. More importantly, critical issues related to antibody specificity highlight challenges relevant to data collections from both human and animal tissues, including the ability to compare neuronal subpopulations across species.

An emerging and clinically significant area for further investigation is the interaction of neuronal and non-neuronal cells within DRG, and certain neuron-immune cell interactions involved in pain sensitivity have been shown to be consistent in humans and in laboratory animals. Sensory neuron-immune cell interactions are increasingly recognized as important mechanisms that contribute to chronic pain, yet there is surprisingly sparse investigative reporting of cells such as macrophages and satellite cells in human DRG. In the next few decades, researchers will hopefully find increasing opportunities to investigate and validate molecular and cellular characteristics of human DRG tissues. The failure of swathes of clinical trials based on animal model data in the past few decades reinforces the importance of human studies in clinical translation and therapeutic development, especially in very complex conditions such as chronic pain. Early insights from a handful of comparative studies suggest fundamental differences in molecular characteristics of rodent and human DRG nociceptive neurons, as well as other cell types in the DRG, and may provide key pieces of information to select optimal targets and aid more effective drug design strategies.
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The protein parkin, encoded by the PARK2 gene, is vital for mitochondrial homeostasis, and although it has been implicated in Parkinson’s disease (PD), the disease mechanisms remain unclear. We have applied mass spectrometry-based proteomics to investigate the effects of parkin dysfunction on the mitochondrial proteome in human isogenic induced pluripotent stem cell-derived neurons with and without PARK2 knockout (KO). The proteomic analysis quantified nearly 60% of all mitochondrial proteins, 119 of which were dysregulated in neurons with PARK2 KO. The protein changes indicated disturbances in oxidative stress defense, mitochondrial respiration and morphology, cell cycle control, and cell viability. Structural and functional analyses revealed an increase in mitochondrial area and the presence of elongated mitochondria as well as impaired glycolysis and lactate-supported respiration, leading to an impaired cell survival in PARK2 KO neurons. This adds valuable insight into the effect of parkin dysfunction in human neurons and provides knowledge of disease-related pathways that can potentially be targeted for therapeutic intervention.
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INTRODUCTION

Parkinson’s disease (PD) is an incurable neurodegenerative disorder characterized by the progressive loss of midbrain dopaminergic neurons and subsequent striatal dopamine depletion. Key contributions to the pathogenesis of both sporadic and familial PD come from mitochondrial dysfunction and oxidative stress (Abou-Sleiman et al., 2006; Ryan et al., 2015). This is supported by studies demonstrating that toxins inhibiting the mitochondrial respiratory chain complex I produce PD pathogenesis in both humans and animal models by elevating the production of reactive oxygen species (ROS) and causing dopaminergic cell death (Langston et al., 1983; Langston, 1996). Importantly, decreased activity of complex I and increased oxidative damage have been detected in substantia nigra of sporadic PD patients (Dexter et al., 1989; Parker et al., 1989; Schapira et al., 1990; Alam et al., 1997).

Mutations in the genes PARK2 (parkin), PARK6 (PINK1), and PARK7 (DJ-1), which are all important for mitochondrial function, cause autosomal recessive familial PD, with PARK2 mutations being the most common (Abou-Sleiman et al., 2006). PARK2 encodes the ubiquitin E3 ligase, parkin, which is recruited to damage mitochondria by PINK1. Phosphorylation of ubiquitin and parkin by PINK1 is required for parkin recruitment and activity (Kazlauskaite et al., 2014). When activated, parkin ubiquitinates target mitochondrial proteins, marking them and the mitochondria for degradation through the autophagy–lysosome pathway (ALP), a process known as mitophagy (Clark et al., 2006; Narendra et al., 2008). Besides its role in mitochondrial quality control, parkin appears to be involved in numerous other functions, including cytoskeletal stability, cell mitosis, and cell survival, where its role is less well described (Moore, 2006). The study of parkin dysfunction in PD pathogenesis is, however, impeded by the fact that genetic parkin knockout (KO) rodents show only minor disease phenotypes and limited pathology (Kitada et al., 2009; Oliveras-Salvá et al., 2011).

Instead induced pluripotent stem cells (iPSCs) derived from patients with familial PD or cells with PARK2 mutations introduced by genome editing have enabled investigations of parkin dysfunction in human dopaminergic neurons in vitro. PD patient iPSC-derived neurons with PARK2 mutations show increased oxidative stress, α-synuclein accumulation, and disturbances in mitochondrial morphology and function (Imaizumi et al., 2012; Jiang et al., 2012; Chung et al., 2016). However, the cellular changes and sequence of events leading from disruption of parkin function to disease development remain largely unknown.

Mass spectrometry-based proteomics enable the unbiased characterization of changes in large numbers of proteins simultaneously. Such methods have been applied to cell and animal models of parkin and PINK1 dysfunction revealing changes in proteins involved in oxidative stress, synaptic plasticity, protein folding, and energy metabolism (Ozgul et al., 2015; Triplett et al., 2015). In addition, several proteomics studies have specifically aimed at identifying and quantifying changes in mitochondrial proteins in various PD models, however, with limited commonality in their findings, perhaps due to variability between the different models (Aroso et al., 2016).

We report for the first time the investigation of mitochondria-specific proteomic and phospho-proteomic changes caused by parkin dysfunction in human iPSC-derived neurons. Our analysis identified and quantified more than half of all reported mitochondrial proteins and determined large numbers of dysregulated proteins in PARK2 KO neurons compared to healthy isogenic controls. Among the affected mitochondrial proteins were key components in the cellular defense against oxidative stress as well as in glycolysis and lactate–pyruvate metabolism, which was confirmed by a functional impairment of glycolysis and lactate-supported respiration. Such changes may lead to mitochondrial energy deficits, increased susceptibility to oxidative stress, and cell death, which was seen for neurons with PARK2 KO in the present study.



MATERIALS AND METHODS

Ethics Statement

All use of human stem cells was performed in accordance with the Danish national regulations, the ethical guidelines issued by the Network of European CNS Transplantation and Restoration (NECTAR) and the International Society for Stem Cell Research (ISSCR).

NSCs Culture and Differentiation

The control and PARK2 KO iPSC lines and corresponding NSC derivatives were obtained from XCell Science Inc. (Novato, CA, United States) (Shaltouki et al., 2015). iPSCs and NSCs were characterized and propagated according to standard protocols. iPSC differentiation to NSCs was performed by XCell Science Inc. using a 14-day protocol (Swistowski et al., 2009). Dopaminergic differentiation was achieved by culturing NSCs in DOPA Induction and Maturation Medium (XCell Science Inc., Novato, CA, United States) according to manufacturer instructions for at least 25 days from NSC stage (39 days from iPSC stage). See the Supplementary Information for detailed procedures.

Mitochondrial Enrichment

Mitochondria were purified from day 25 PARK2 KO and control neuronal cultures from three independent differentiations (39 days differentiation from iPSC stage). Briefly, the cells were collected on ice in phosphate-buffered saline (PBS, ThermoFisher) with protease (Complete Tablets, Roche) and phosphatase inhibitors (PhosSTOP Tablets, Roche) and stored at -20°C. The QProteome Mitochondria Isolation Kit (Qiagen #37612) was used according to the manufacturer’s instruction for standard preparation.

Lysis, Reduction, and Enzymatic Digestion

Samples were incubated for 2 h in 10 μl lysis buffer consisting of 6 M urea, 2 M thiourea, and 10 mM DTT (all Sigma). Thereafter, samples were dilutes 10 times in 20 mM triethylammonium bicarbonate buffer (TEAB, Sigma), pH 7.5, and sonicated two times 10 s on ice followed by alkylation with 20 mM Iodacetamide (Sigma) for 30 min in the dark. Protein concentration was measured by Qubit® according to the manufacturer’s instruction. Samples were digested with 1 μg trypsin (Sigma) per 50 μg protein at room temperature (RT).

Tandem Mass Tag Labeling and Enrichment of Phosphorylated Peptides

Forty-five micrograms of each sample were labeled with tandem mass tag (TMT) Sixplex Isobaric label Reagents (ThermoFisher) according to the manufacturer’s instructions. Efficient labeling was confirmed by MALDI, the ratios adjusted, and the labeled peptides mixed 1:1:1:1:1:1 and dried by vacuum centrifugation.

Phospho-peptide enrichment was essentially performed as earlier described (Engholm-Keller et al., 2012). See the Supplementary Information for detailed procedure.

Hydrophobic Interaction Liquid Chromatography (HILIC) and High pH Fractionation

Mono-phosphorylated and non-modified peptides were fractionated to reduce sample complexity by HILIC as described previously (Engholm-Keller et al., 2012). Detailed description can be found in the Supplementary Information. To increase the coverage, high pH fractionation was also performed using approximately 50 μg peptide of the non-modified peptide sample. Briefly, the sample was dissolved in 1% ammonium (NH3, Sigma), pH 11, and loaded on a R2/R3 column equilibrated with 0.1% NH3. The peptides were eluted in a stepwise fashion using a gradient of 5–60% ACN/0.1% NH3. All fractions were dried by vacuum centrifugation.

Reversed-Phase NanoLC–ESI–MS/MS

The samples were resuspended in 0.1% formic acid (FA) and loaded onto a two-column EASY-nLC System (Thermo Scientific). The pre-column was a 3 cm long fused silica capillary (100 μM inner diameter) with a fritted end and in-house packed with ReproSil-Pur C18 AQ 5 μm (Dr. Maisch GmbH) whereas the analytical column was a 17 cm long fused silica capillary (75 μm inner diameter) and packed with ReproSil-Pur C18 AQ 3 μm reversed-phase material (Dr. Maisch GmbH).

The peptides were eluted with an organic solvent gradient from 100% phase A (0.1% FA) to 34% phase B (95% ACN, 0.1% FA) at a constant flow-rate of 250 nl/min. Depending on the samples based on the HILIC, the gradient was from 1 to 30% solvent B in 60 or 90 min, 30–50% solvent B in 10 min, 50–100% solvent B in 5 min and 8 min at 100% solvent B.

The nLC was online connected to a QExactive HF Mass Spectrometer (Thermo Scientific) operated at positive ion mode with data-dependent acquisition. The Orbitrap acquired the full MS scan with an automatic gain control (AGC) target value of 3 × 106 ions and a maximum fill time of 100 ms. Each MS scan was acquired at high-resolution [120,000 full width half maximum (FWHM)] at m/z 200 in the Orbitrap with a mass range of 400–1400 Da. The 12 most abundant peptide ions were selected from the MS for higher energy collision-induced dissociation (HCD) fragmentation (collision energy: 34 V). Fragmentation was performed at high resolution (60,000 FWHM) for a target of 1 × 105 and a maximum injection time of 60 ms using an isolation window of 1.2 m/z and a dynamic exclusion. All raw data were viewed in Thermo Xcalibur v3.0.

Mass Spectrometry Data Analysis

The raw data were processed using Proteome Discoverer (v2.1, ThermoFisher) and searched against the Swissprot human database using an in-house Mascot server (v2.3, Matrix Science Ltd.) and the Sequest HT search engine.

Database searches were performed with the following parameters: precursor mass tolerance of 10 ppm, fragment mass tolerance of 0.02 Da (HCD fragmentation), TMT 6-plex (Lys and N-terminal) as fixed modifications, and a maximum of two missed cleavages for trypsin. Variable modifications were carbamidomethylation of alkylated Cys and N-terminal acetylation along with phosphorylation of Ser/Thr/Tyr for the phosphorylated group. Only peptides with up to a q-value of 0.01 (Percolator), Mascot rank 1, and cut-off value of Mascot score >15 were considered for further analysis. Only proteins with more than one unique peptide were considered for further analysis in the non-modified group.

The mass spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository with the dataset identifier PXD008894 (Vizcaíno et al., 2016).

Pathway analysis on proteomics data was performed using String 10.0, ProteinCenter (ThermoFisher) and the ingenuity pathway analysis (IPA) software (QIAGEN).

Immunofluorescence and Western Blotting

Immunofluorescence and Western blotting were performed using standard methods. Detailed descriptions can be found in the Supplementary Information. Primary antibodies were used in the following concentrations:

For immunofluorescence: rabbit anti-tyrosine hydroxylase (TH, Millipore #AB152) 1:600, mouse anti-TH (Millipore #AB5280) 1:600, mouse anti-microtubule-associated protein 2a+b (MAP2, Sigma #M1406) 1:2000, mouse anti-Ki67 (BD Pharmingen #550609) 1:500, goat anti-Annexin V (GeneCopoeia #A037) 1:200, mouse anti-synaptophysin (Sigma # S5768) 1:200, and rabbit anti-TOM20 (Santa Cruz #SC-11415) 1:1000.

For Western blotting: Mouse anti-β-actin-HRP (Abcam #49900) 1:50,000, rabbit anti-BAX (Cell Signaling #5023) 1:1000, rabbit anti-COXIV (Abcam #16056) 1:2000, rabbit anti-DJ-1 (Abcam #18257) 1:1000, mouse anti-lactate dehydrogenase (LDH) (Santa Cruz #133123) 1:100, rabbit anti-MIEF1 (Abcam #89944) 1:1000, mouse anti-Parkin (Cell Signaling #4211) 1:1000, rabbit anti-SOD1 (Abcam #16831) 1:2000, mouse anti-TH (Millipore #AB5280) 1:600, anti-TOM20 (Santa Cruz #11415) 1:1000, rabbit anti-voltage-dependent anion-selective channel 1 (VDAC1) (Abcam #154856) 1:1000, and rabbit anti-14-3-3𝜀 (Cell Signaling #9635) 1:1000.

Fluorescence images were acquired on an FV1000MPE confocal microscope (Olympus). Analysis of mitochondrial morphology and numbers was performed in ImageJ by converting TOM20 images to binary format and using the “analyse particles” function. For mitochondrial morphology the following criteria were applied after calculating the ratio of pixels2 to μm2: Large, elongated: size = 0.71–3.50 μm2, circularity = 0.01–0.50. Large, round: size = 0.71–3.50 μm2, circularity = 0.50–1.00. Small, elongated: size = 0.15–0.70 μm2, circularity = 0.01–0.50. Small, round: size = 0.15–0.70 μm2, circularity = 0.50–1.00. Supplementary Figure S4 shows an example of the analysis and the four categories of mitochondria.

Area and numbers of mitochondria were normalized to total cell numbers as quantified by CellProfiler analysis for DAPI+ nuclei (Carpenter et al., 2006; Schneider et al., 2012).

Oxygen Consumption Rate Analysis

On differentiation day 18 (32 from iPSC stage), cells were replated onto poly-L-ornithine (Sigma) and laminin (Life Tech) coated Seahorse 96-well plates (Agilent Tech.) at a density of 200,000 cells/well. Four wells with no cells were used as background control in the OCR and extracellular acidification rate (ECAR) analysis. Oxygen consumption rate (OCR) and ECAR were measured on differentiation day 25 (from the NSC stage) on the Seahorse XFe 96 analyzer using the Seahorse XF Mito Stress Test Kit (Agilent Tech.) according to the manufacturer’s instructions. Briefly, the cells were washed once and incubated in XF Base Medium (Agilent Tech.) supplemented with either 2.5 mM glucose (Sigma) or 2.5 mM lactate (Sigma) 37°C for 5 min in a non-CO2 incubator prior to analysis. After equilibration in the XFe 96 analyzer the following measurements were acquired: three baseline readings, two following 2 μM oligomycin treatment, two following 2 μM FCCP treatment, and three following 0.5 μM rotenone/antimycin treatment. The background corrected OCR and ECAR readings were normalized to protein levels per well as measured by Pierce Bicinchoninic Acid (BCA) Protein Assay (ThermoFisher) and these values were normalized to the average basal level of the control in each independent experiment.

Cell Viability and Death

Cell viability was measured by Trypan blue staining of cells in suspension following 5 min accutase treatment at differentiation days 0, 5, 10, and 25 from the NSC stage.

The nuclear morphology was quantified by counting the number of fragmented and pyknotic nuclei on DAPI-stained neuronal cultures as a proportion of total cells per field of view.

Lactate dehydrogenase release was quantified at differentiation day 25 as a measure of cell death applying the CytoTox 96 Non-Radioactive Cytotoxicity Assay (Promega) according to manufacture instructions with a cell density of 20,000 per well plated at day 18. Values were normalized to protein concentrations to account for differences in cell numbers per well.

Statistical Analysis

An in house R-tool was applied to perform paired Limma test (moderated t-test) with correction for multiple testing to allow for the detection of significant protein and PTM level changes in the proteomic dataset (Storey, 2002; Schwämmle et al., 2013). Analyses of functional assays were performed in Graphpad Prism version 5.0 (GraphPad Software, United States) using two-tailed Student’s T-tests or one-way ANOVA with Tukey’s post hoc test where appropriate. Results are expressed as mean ± SEM, and P-values < 0.05 were considered statistically significant.



RESULTS

Mitochondrial-Enriched Proteomics Quantify More Than Half of Known Mitochondrial Proteins in Control and PARK2 KO Neurons

To explore the effects of parkin dysfunction, we utilized two isogenic iPSC lines created from a healthy control iPSC line, where deletions have been introduced in exon 2 on both alleles of the PARK2 gene by genome editing (Shaltouki et al., 2015). The PARK2 KO was confirmed by Western blotting for parkin protein (Figure 1A). We have previously demonstrated that the PARK2 KO and isogenic control NSCs equally can be differentiated into neuronal cultures with a high proportion of midbrain dopaminergic neurons (manuscript in resubmission) (Figures 1B,C). These results were supported by qRT-PCR analysis showing a down-regulation of the pluripotency marker OCT4 and an up-regulation of the midbrain dopaminergic markers EN1, LMX1A, and GIRK2 (Supplementary Figures S1A–D). Calcium-imaging recordings indicated that the neurons were functionally matured as they displayed spontaneous activity and could be depolarized by potassium chloride (data not shown). This finding was further supported by immunocytochemistry showing a significant expression of the presynaptic marker synaptophysin in polarized neurons (Figure 1D).
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FIGURE 1. Proteomic analysis of mitochondrial changes in PARK2 knockout (KO)-induced pluripotent stem cell (iPSC)-derived neurons. (A,B) Western blotting for (A) parkin protein verifying the PARK2 KO and (B) tyrosine hydroxylase (TH) indicating comparable dopaminergic (DA) differentiation. (C) Immunofluorescence staining of control and PARK2 KO neurons on differentiation day 25 showed no differences in levels of TH (green) and microtubule-associated protein 2 (MAP2, red) positive neurons. Scale bar = 50 μm. (D) Immunofluorescence staining for synaptophysin (SYP) and β-III-tubulin (TUJ1) confirmed the presence of mature PARK2 KO and control neurons. Scale bar = 25 μm. (E) Schematic illustration of the experimental set-up: PARK2 KO iPSCs created by zinc finger nucleases (ZFNs) and the isogenic healthy control iPSC line were differentiated to neural stem cells (NSCs) and onward to DA neurons. Mitochondrial enrichment was performed on cell lysates from three independent differentiations. Proteins were digested to peptides, which were labeled and mixed in 1:1:1:1:1:1 ratio prior to hydrophilic interaction liquid chromatography (HILIC) and nano-liquid chromatography tandem mass spectrometry analysis (nLC-MSMS). (F) Overview of the identified proteins: 945 mitochondrial proteins were identified by two or more peptides and levels of 119 of these were significantly altered in PARK2 KO neurons. (G) The analysis identified 60% of all mitochondrial proteins listed in the Gene Ontology (GO) Database (GO term: mitochondrion, organism: homo sapiens, type: protein), 7% of these were differentially expressed in PARK2 KO neurons. (H,I) The average proteomics-identified abundances (log ratio) of (H) all mitochondrial proteins as well as (I) the neuronal markers TUJ1, MAP2, and SYP were similar between control and PARK2 KO neurons. Mean ± SEM, n = 3 independent differentiations.



Using the reported differentiation protocol, PARK2 KO and isogenic control neurons from three independent differentiations were collected and subjected to mitochondrial enrichment prior to the proteomic analysis (Figure 1E), leading to the identification of a total of 5747 proteins (Figure 1F). Data are available via ProteomeXchange with identifier PXD008894. Based on the proteins identified with high confidence (more than or equal to two unique peptides), our analysis quantified levels of 945 out of 1564 mitochondrial proteins (60%) listed in the Gene Ontology (GO) Database (GO term: mitochondrion, organism: Homo sapiens, type: protein), giving us a comprehensive description of mitochondrial protein changes in human neurons in response to parkin dysfunction (Figures 1F,G). The average abundances of mitochondrial proteins were identical in the six samples, indicating that the enrichment procedure had resulted in similar amounts of mitochondria in each sample (Figure 1H). The average abundances of the neuronal markers TUJ1, MAP2, and synaptophysin were similar in control and PARK2 KO samples (Figure 1I). Levels of 1064 proteins were significantly altered in the PARK2 KO neurons, and 119 of these were connected to mitochondria (Figures 1F,G and Supplementary Tables S1A,B). In addition, we quantified levels of 4585 phosphorylated peptides of which 296 were mitochondrial. However, none of these were significantly altered, indicating that parkin dysfunction did not consistently change the mitochondrial phospho-proteome in this model (Supplementary Table S1C).

Pathway Analysis of Proteomic Changes Reveals Disturbances in Cell Cycle Regulation, Oxidative Stress, and Energy Metabolism in PARK2 KO Neurons

A large proportion of the differentially regulated mitochondrial proteins were related to oxidative stress defense, energy metabolism, and cell cycle regulation. This was demonstrated by STRING analysis, which revealed a cluster of 14-3-3 (YWHA-) proteins involved in cell cycle regulation and apoptosis signaling and two clusters containing proteins involved in defense against oxidative stress and energy metabolism, respectively (Figure 2A). Pathway analysis, based on differences in protein profiles, revealed that the central toxicity-related pathways included cell cycle check points for DNA damage and processes related to mitochondrial dysfunction including oxidative stress, decreasing respiration, and mitochondrial swelling among others (Figure 2B). The decreased level of 14-3-3𝜀 (YWHAE) was confirmed by Western blotting (Figure 2C), as were the lower level of BAX although with a large degree of variation in total BAX expression between differentiations (Supplementary Figure S2A).
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FIGURE 2. Cluster and pathway analysis of proteomic changes in PARK2 KO neurons. (A) STRING analysis on the 119 significantly dysregulated mitochondrial proteins identified by the proteomic analysis, revealed three clusters of proteins related to lactate–pyruvate metabolism (left cluster), oxidative stress (right cluster), and cell cycle regulation and cell death (lower cluster), respectively. Only connected nodes are shown. The line thickness indicates the strength of the supporting data. (B) Top toxicity-related pathways identified by ingenuity pathway analysis (IPA) of the significantly dysregulated mitochondrial proteins. Bar graphs indicate the enrichment level of each pathway shown as –log(P-value). The corresponding dots indicate the ratio of identified proteins out of the total number of proteins in the pathway. (C) Western blotting confirming a significant decrease in the level of 14-3-3𝜀 in PARK2 KO neurons. Protein expression levels were normalized to β-actin and shown relative to control neurons. Mean ± SEM, n = 3 technical replicates, data from three independent differentiations. ∗∗P < 0.01, Student’s T-test.



The reduced levels of antioxidant enzymes in PARK2 KO neurons were surprising, but could be confirmed, as the significant down-regulation of the PD-related protein DJ-1 as well as SOD1 was documented by Western blotting (Figures 3A–C). In addition we have earlier confirmed that significantly decreased levels of catalase are present in PARK2 KO neurons, overall indicating that impairment in the defense against oxidative stress is apparent (manuscript in resubmission).
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FIGURE 3. Confirmation of down-regulation of oxidative stress defense proteins identified by the proteomic analysis. (A) Table listing the proteins related to oxidative stress defense identified by the mitochondrial proteomic analysis with the ratio of protein levels in PARK2 KO neurons compared to controls; q-value (FDR-adjusted P-value) and number of unique peptides, n = 3 independent differentiations. (B,C) Western blotting confirmed a significant decrease in levels of (B) DJ-1 and (C) superoxide dismutase 1 (SOD1) in PARK2 KO neurons. Expression levels were normalized to β-actin and shown relative to control neurons. Mean ± SEM, n = 6 technical replicates, data from three independent differentiations. ∗P < 0.05, Student’s T-test.



Perturbations in Mitochondrial Area and Morphology in PARK2 KO Neurons

The PARK2 KO did not significantly affect the total number of mitochondria as measured by TOM20 immunofluorescence staining (Figures 4A,B). However, the PARK2 KO neurons contained a significantly increased area of TOM20 immunoreactivity, indicating an overall larger mitochondrial area per cell (Figures 4A,C). To examine the mitochondrial morphology, we divided the mitochondria into four categories based on shape and size (Supplementary Figure S4). This demonstrated a significant increase in the numbers of elongated mitochondria (both large and small) in the PARK2 KO cells, whereas numbers of round mitochondria were unchanged (Figure 4D). The proteomic data revealed identical levels of TOM20 (PARK2 KO/control ratio = 0.99) and the mitochondrial marker, VDAC1 (PARK2 KO/control ratio = 1.06) between the lines (Figure 4E). Western blotting for TOM20 and VDAC1 levels confirmed no difference between the lines (Figures 4F,G). This supported that the observed changes might be related to mitochondrial morphology rather than changes in numbers. Interestingly, levels of the mitochondrial dynamics protein MIEF1 and the dynamin-1-like protein (Drp1) were significantly decreased as shown by the proteomic analysis whereas levels of other key mitochondrial fission-fusion proteins were unaffected (Figure 4H). By Western blotting the decrease in the MIEF1 level was validated (Figure 4I), but no change in Drp1 levels was detected (Supplementary Figure S2B).
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FIGURE 4. Perturbed mitochondrial morphology in PARK2 KO neurons. (A) TOM20 (red) immunofluorescence staining and (B,C) quantification in control and PARK2 KO neurons showed (B) unchanged numbers of TOM20+ objects and (C) significantly increased area of TOM20 staining when normalized to number of DAPI+ nuclei (blue). (D) The number of elongated mitochondria was significantly increased in PARK2 KO cells, whereas the number of round mitochondria was unchanged, when separating TOM20+ objects depending on size (small vs. large) and shape (round vs. elongated). Scale bar = 10 μm. Mean ± SEM, n = 11–12 technical replicates, data from four independent differentiations. (E) The average proteomics-identified abundance (log ratio) of TOM20 and VDAC1 was similar between control and PARK2 KO neurons. Mean ± SEM, n = 3 independent differentiations. (F,G) Western blotting showed no changes in (F) TOM20 and (G) VDAC1 levels. Protein expression levels were normalized to β-actin and shown relative to control neurons. Mean ± SEM, n = 4–10 technical replicates, data from three independent differentiations. (H) Table listing the proteins related to mitochondrial dynamics identified by the mitochondrial proteomic analysis with the ratio of protein levels in PARK2 KO neurons compared to controls; q-value (FDR-adjusted P-value) and number of unique peptides, n = 3 independent differentiations. (I,J) Western blotting showed a significant decrease in the levels of (I) MIEF1 and (J) COXIV in PARK2 KO neurons. Protein expression levels were normalized to β-actin and shown relative to control neurons. Mean ± SEM, n = 3–4 technical replicates, data from three independent differentiations. ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.005, Student’s T-test.



PARK2 KO Neurons Are Deficient in Glycolysis and Lactate Metabolism

The proteomic analysis quantified large numbers of electron transport chain (ETC) proteins. Interestingly, cytochrome c oxidase (COX) IV levels were, as measured by Western blotting, significantly reduced in PARK2 KO neurons (Figure 4J), which was in agreement with the proteomic data showing decreased levels of 3 complex IV-related proteins [COX copper chaperone (COX17), COX assembly factor 6 and 7 (COA6/7)] out of 21 identified (Supplementary Table S2). Forty-one complex I subunits or related proteins as well as 12 complex III proteins were identified (Supplementary Tables S3, S4), but none of these were significantly affected, indicating that the changes were specific for complex IV.

In addition, a number of the mitochondrial proteins dysregulated in PARK2 KO neurons were of importance for energy metabolism and the pathway analysis pointed to a decrease in mitochondrial respiration. The proteins related to energy metabolism were almost exclusively down-regulated with LDH B, pyruvate kinase PKM (PKM), and monocarboxylate transporter 1 displaying the most significantly decreased levels (Figure 5A). Significantly decreased levels of LDH were confirmed by Western blotting (Figure 5B). These observations correlated with a significantly decreased ability of PARK2 KO neurons to respire using lactate as a substrate. This was demonstrated by measuring OCRs of control and PARK2 KO neurons in medium with either glucose or lactate as the only energy source (Figures 5C,D). Both the basal OCR and ATP production was significantly reduced in PARK2 KO neurons respiring on lactate, confirming a disturbance in lactate metabolism (Figure 5D and Supplementary Figure S3). With glucose no difference in OCR between control and PARK2 KO neurons was observed despite the decreased COXIV levels (Figure 4J). However, the basal ECAR with glucose was significantly decreased, indicating an impairment of glycolysis in PARK2 KO neurons (Figures 5E,F).
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FIGURE 5. Functional changes in lactate metabolism in PARK2 KO neurons support protein changes revealed by proteomic analysis. (A) Table listing the mitochondrial proteins related to lactate–pyruvate metabolism identified by the proteomic analysis with the ratio of protein levels in PARK2 KO neurons compared to controls; q-value (FDR-adjusted P-value) and number of unique peptides, n = 3 independent differentiations. (B) Western blotting confirmed a significant decrease in levels of lactate dehydrogenase (LDH) in PARK2 KO neurons. Expression levels were normalized to β-actin and shown relative to control neurons. Mean ± SEM, n = 6 technical replicates, data from three independent differentiations. (C–F) Oxygen consumption rates (OCRs) and extracellular acidification rates (ECARs) of PARK2 KO and control neurons normalized to protein content illustrating basal respiration, the respiration coupled to mitochondrial ATP production after oligomycin treatment, maximal respiration after FCCP treatment, and non-mitochondrial respiration after rotenone/antimycin treatment. The spare respiratory activity is defined as the difference between the baseline and FCCP-induced maximal respiration. (C) PARK2 KO neurons had similar OCR when incubated in medium with 2.5 mM glucose and (D) significantly decreased basal respiration and ATP production in medium with 2.5 mM lactate. (E,F) Basal ECAR was significantly decreased in PARK2 KO neurons. Mean ± SEM, n = 3–9 technical replicates, data from three independent differentiations. ∗P < 0.05, ∗∗P < 0.01, Student’s T-test.



Decreased Proliferation and Survival of PARK2 KO Cells

Pathway analysis based on the 119 dysregulated proteins indicated that cell cycle regulation, cell viability, and neuronal cell death were affected in PARK2 KO neurons (Figure 6A). We therefore sought to first determine proliferation rates during the differentiation. At the early time points similar numbers of cells gave rise to much fewer PARK2 KO cells 5 days later (Figure 6B). This correlated with a significantly lower percentage of Ki67+ proliferative cells in the PARK2 KO cultures at day 0 (control: 95.9 ± 0.2%, PARK2: 93.0 ± 0.8%, P < 0.01) (Figures 6C,E) while similar numbers were found at day 25 from the NSC stage (control: 6.1 ± 1.4%, PARK2: 5.6 ± 1.6%) (Figures 6D,F). To investigate cell viability, we examined the number of Annexin V+ apoptotic cells, which was very low for both cell lines at days 0 and 25 (Figures 6G,H). This indicated low levels of apoptotic cell death in general. However, Trypan blue staining of cells in suspension after accutase treatment revealed a significantly lower viability of the PARK2 KO neurons at day 25 (control: 84.1 ± 1.2%, PARK2: 77.7 ± 2.3%, P < 0.05) (Figure 6I), which was confirmed by a significantly higher LDH release from the PARK2 KO cultures at day 25, indicating increased necrosis (Figure 6J). Analysis of the nuclear morphologies at days 25, 35, and 45 revealed significantly increased percentages of fragmented and pyknotic nuclei for PARK2 KO neurons relative to controls at the later time points, indicating higher levels of cell death over time (Figures 6K,L). In conclusion, both cell proliferation and neuronal cell survival was altered for PARK2 KO cells.
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FIGURE 6. Cell proliferation and survival is impeded in PARK2 KO neurons. (A) Pathway analysis on the differentially expressed proteins showing with bar graphs the enrichment score –log 10(P-value) and with color labeling the number of identified proteins belonging to each pathway. Only pathways with two or more proteins are shown. (B) Cell counts on differentiation days 0, 5, 10, and 25 from the NSC stage indicated that the fold change in cell numbers from days 0–5 and 5–10 was significantly lower in PARK2 KO cells compared to isogenic controls, whereas from days 10 to 25 there was no such difference between the lines. Mean ± SEM, n = 5–10 independent differentiations. (C,E) Quantification of immunofluorescence staining for Ki67+ (red) cells at differentiation day 0 revealed significantly lower levels of proliferation in PARK2 KO cultures. (D,F) At differentiation day 25, no difference in the relative content of Ki67+ cells was observed between PARK2 KO and control neurons. Mean ± SEM, N = 2 independent differentiations. (G,H) Immunofluorescence staining for Annexin V (red) on control and PARK2 KO cells on differentiation day 0 and day 25 identified very few apoptotic cells in both cell lines. Cell nuclei were stained with DAPI (blue). Scale bar = 50 μm. (I) Cell viability as measured by Trypan blue staining of cells in suspension at differentiation days 0, 5, 10, and 25 showed significantly decreased survival of PARK2 KO neurons at day 25. Mean ± SEM, N = 4 independent differentiations. (J) LDH release to the medium was increased in PARK2 KO cultures compared to isogenic controls at day 25. Data presented relative to average controls. Mean ± SEM, n = 3 independent differentiations. (K,L) Analysis of nuclear morphologies at differentiation days 25, 35, and 45 indicating the percentage of fragmented and pyknotic nuclei as a proportion of total cells per field of view. Mean ± SEM, N = 15–36 fields of view, data from two independent differentiations. ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001, Student’s T-test.





DISCUSSION

The importance of mitochondrial dysfunction in sporadic and certain forms of familial PD is well established, but the specific mechanisms and pathways are not well understood (Abou-Sleiman et al., 2006). Human iPSC-derived neurons with PARK2 KO allow for the study of chronic mitochondrial dysfunction in PD without toxic insults or other stressors (Imaizumi et al., 2012; Jiang et al., 2012; Chung et al., 2016). By applying isogenic iPSC-derived neurons and large-scale mass spectrometry-based proteomics, we have been able to investigate the effect of parkin dysfunction on large numbers of proteins. Using this approach we have identified 60% of the known mitochondrial proteins of which 119 were significantly dysregulated in PARK2 KO neurons.

Several proteins of importance for the cellular defense against oxidative stress were reduced in PARK2 KO neurons, rendering them more susceptible to oxidative damage. An earlier study on patient fibroblasts with PARK2 mutation has similarly reported decreased levels and/or activity of catalase and superoxide dismutase (SOD) 2 (Pacelli et al., 2011). Palacino et al. (2004) identified 15 proteins, with altered levels in PARK2 KO mice, of which 4 involved in protection against oxidative stress displayed decreased levels. One of these, peroxiredoxin-2, was significantly reduced in the PARK2 KO neurons (Palacino et al., 2004). As the mitochondrial dysfunction caused by parkin deficiency can independently increase oxidative stress levels, a compensatory increase in proteins such as DJ-1, catalase, and SOD1/2 could have been expected (Abou-Sleiman et al., 2006). These results, however, indicate that PARK2 KO has direct negative impact on antioxidant enzyme levels.

Earlier proteomic studies applying mitochondrial enrichment to toxin-based animal and cell models have shown limited commonality in the identified regulated proteins (Aroso et al., 2016). However, two proteins that have been consistently changed across different studies, including in post-mortem PD patient brain tissue, are PKM and 14-3-3 epsilon, which were among the most significantly down-regulated proteins in our PARK2 KO neurons (Periquet et al., 2005; Jin et al., 2006; Aroso et al., 2016). PKM is the last enzyme in the glycolysis pathway and corresponding with this, decreased ECAR, an indirect measure of glycolysis, was present in PARK2 KO neurons metabolizing glucose. Periquet et al. (2005) in their study of proteomic changes in PARK2 KO mice found decreased levels of both PKM, LDH, fructose-bisphosphate aldolase C (ALDOC), agreeing with our results, and also of pyruvate dehydrogenase, which converts pyruvate to acetyl CoA. Out of the 15 dysregulated proteins identified in Palacino et al. (2004), pyruvate dehydrogenase was the one showing the highest reduction in PARK2 KO mice. A proteomic study on PINK1 KO rat brain similarly documented changes in levels of glycolysis-related proteins, including LDH, which were increased, and PKM, which was reduced (Villeneuve et al., 2016). Overall this indicates that changes in glycolytic flux could be generally present in PD. A study on human cancer cell lines identified PKM2, the PKM splice form present in cancer cells, as a parkin substrate and demonstrated that parkin KO caused increased activity of PKM2 and glycolysis in general (Liu et al., 2016). Although these results appear conflicting they do point to a link between parkin dysfunction and glycolysis.

Functionally, PARK2 KO neurons incubated without glucose supplementation and having only lactate as a substrate exhibited significantly decreased basal respiration and ATP production, confirming that in addition to glycolysis, lactate metabolism is also perturbed in PARK2 KO neurons.

Accumulating evidence indicates that astrocyte-derived lactate is an important energy source for neurons and neuroprotective in pathological situations (Wyss et al., 2011; Jourdain et al., 2016). However, in mice an age-dependent increase in brain lactate levels happens as a result of mitochondrial dysfunction promoting pyruvate to lactate conversion (Ross et al., 2010; Quistorff and Grunnet, 2011). In our PARK2 KO neurons, the observed reduction in LDH and monocarboxylase transporter 1 may explain the decreased capacity of the cells to utilize lactate (Supplementary Figure S3). Combined with a reduction in glycolytic capacity, such metabolic changes may lead to harmful energy deficits.

A significant decrease in complex IV levels was also documented in the PARK2 KO neurons. As important components of complex IV are encoded by mitochondrial DNA (mtDNA), mitochondrial dysfunction and oxidative stress causing damage to mtDNA could potentially explain this (Ross et al., 2010). Earlier studies have linked mtDNA damage and complex IV dysfunction (Bender et al., 2006; Kraytsberg et al., 2006). It remains to be determined whether higher levels of mtDNA damage are present in our PARK2 KO neurons; however, a recent study has documented this in PARK2 KO neurons from mice (Pinto et al., 2018).

Despite the decrease in complex IV levels, no effect on OCR was observed when glucose was present in the medium. However, the lower complex IV level could perhaps be a rate-limiting factor when lactate is the substrate. Palacino et al. (2004) found a reduction of proteins from both complexes I and IV, correlating with a decreased respiratory capacity of mitochondria in PARK2 KO mice. Other studies, addressing OCR in the context of parkin dysfunction, have examined fibroblasts from PARK2 PD patients and reported contradictory results of decreased or increased basal and maximum OCR (Pacelli et al., 2011; Zanellati et al., 2015). The discrepancy between these studies and also the present study remains unclear, but perhaps differences in energy metabolism between fibroblasts and neurons play a role.

The proteomic analysis revealed that known parkin substrates such as TOM20, VDAC1, Drp1, and MFN1/2 are not accumulating in this model. Earlier studies of proteomic changes in PARK2 KO mice show similar results (Palacino et al., 2004; Periquet et al., 2005).

The TOM20 IF staining for mitochondria revealed increased overall area of immunoreactivity and enhanced numbers of elongated mitochondria in the PARK2 KO neurons, whereas the levels of TOM20 and VDAC1 protein were unchanged. This indicates that the total mitochondrial content is not affected in the PARK2 KO neurons, but that mitochondrial morphology is perturbed in the direction of larger, more elongated mitochondria (Zanellati et al., 2015; Pinto et al., 2018). This corroborates earlier results indicating increased swelling of mitochondria in PARK2 KO neurons (Shaltouki et al., 2015). This may be explained by the role of parkin in promoting mitochondrial fission through Drp1 and is supported by reports of decreased fission and mitochondrial swelling observed for other parkin dysfunction models (Poole et al., 2008; Buhlman et al., 2014; Chung et al., 2016). However, others have reported increased mitochondrial fragmentation as a result of acute down-regulation of parkin (Lutz et al., 2009). The mitochondrial enlargement observed in the present model may reflect a compensatory response, given that mitochondrial swelling, as a result of altered fission-fusion processes, has been reported to occur to maintain oxidative phosphorylation and increase respiratory activity under stress (MacVicar and Lane, 2014; Mishra et al., 2014). Interestingly, Drp1 and MIEF1, which promotes mitochondrial fusion and inhibits fission, were found to be significantly decreased in PARK2 KO neurons by proteomic analysis, which for MIEF1 was confirmed by Western blotting. Although no significant phosphorylation changes were detected in the PARK2 KO neurons, MIEF1 was among the proteins with high levels of phosphorylation on several known phospho-sites and could potentially be involved in the observed morphological changes (Zhao et al., 2011).

The above-mentioned changes in oxidative stress defense and energy metabolism could be a cause of the documented impairment of proliferation and survival of PARK2 KO cells. Although PARK2 mutations cause early-onset PD, they are not known to affect neurodevelopment and proliferation of NSCs in vivo. The increased oxidative stress related to in vitro conditions could explain this discrepancy as resulting DNA damage could negatively impact proliferation (Jagannathan et al., 2016). In relation to this, six out of seven of the 14-3-3 proteins, which are known to regulate the cell cycle and promote cell survival by inhibiting apoptosis (Xing et al., 2000), were decreased in our PARK2 KO neurons, which for 14-3-3𝜀 was confirmed by Western blotting. 14-3-3 proteins can interact with both α-synuclein and parkin and their overexpression has neuroprotective effects in PD cell and animal models (Xing et al., 2000; Yacoubian et al., 2010). As earlier mentioned, 14-3-3𝜀 is one out of two proteins consistently found decreased in proteomics studies of PD (Aroso et al., 2016). Interestingly, the decrease in survival was not evident until the final stages of the differentiation where MAP2+ neurons were present, indicating perhaps an increased vulnerability of the post-mitotic neurons.

In conclusion, we have applied advanced mass spectrometry-based proteomics to obtain a comprehensive characterization of mitochondrial protein changes in response to PARK2 KO in isogenic human iPSC-derived neurons with perturbed mitochondrial morphology. This resulted in the identification of dysfunctions in oxidative stress defense, glycolysis, and lactate–pyruvate metabolism as well as impaired cell survival, adding valuable new insight into the role of parkin dysfunction in PD pathogenesis.
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Mitochondria are the critical organelles for energy metabolism and cell survival in eukaryotic cells. Recent studies demonstrated that mitochondria can intercellularly transfer between mammalian cells. In neural cells, astrocytes transfer mitochondria into neurons in a CD38-dependent manner. Here, using co-culture system of neural cell lines, primary neural cells, and human pluripotent stem cell (hPSC)-derived neural cells, we further revealed that mitochondria dynamically transferred between astrocytes and also from neuronal cells into astrocytes, to which CD38/cyclic ADP-ribose signaling and mitochondrial Rho GTPases (MIRO1 and MIRO2) contributed. The transfer consequently elevated mitochondrial membrane potential in the recipient cells. By introducing Alexander disease (AxD)-associated hotspot mutations (R79C, R239C) into GFAP gene of hPSCs and subsequently inducing astrocyte differentiation, we found that GFAP mutations impaired mitochondrial transfer from astrocytes and reduced astrocytic CD38 expression. Thus, our study suggested that mitochondria dynamically transferred between neural cells and revealed that AxD-associated mutations in GFAP gene disrupted the astrocytic transfer, providing a potential pathogenic mechanism in AxD.
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INTRODUCTION

Mitochondria are critical organelles in eukaryotic cells. They are not only the major providers of cellular ATP and some macromolecules, but also important participants in calcium signaling, apoptosis, and other signaling pathways. Mitochondria were previously considered to be inherited from maternal lineage. However, this concept is challenged by increasing amounts of studies revealing that mitochondria can intercellularly transfer between mammalian cells, such as from stromal cells to damaged cells and from host cells to tumor cells (Islam et al., 2012; Tan et al., 2015). The functional consequences of the transfer range from promoting survival and recovery of damaged cells to enhancing metastasis and chemoresistance of tumor cells (Griessinger et al., 2017; Torralba et al., 2016). In the brain, one of the organs with high requirements of mitochondria-derived energy, mitochondria can transfer from astrocytes into neurons and contribute to the neuroprotection and neurorecovery after stroke (Hayakawa et al., 2016). Here, using in vitro co-culture system of astrocytes and neurons, the two most abundant brain cells, we further revealed intercellular mitochondrial transfer between astrocytes and from neuronal cells into astrocytes, suggesting that intercellular mitochondrial transfer might prevalently occur between neural cells.

Alexander disease (AxD) is a rare but fatal neurological disorder. It is mainly caused by the mutation of astrocyte specific intermediate filament GFAP (Olabarria and Goldman, 2017). However, how GFAP mutation leads to astrocyte disorder and AxD pathology has not been clearly elucidated. Recent study reveals that the distribution and function of endoplasmic reticulum and lysosome are disrupted in astrocytes with GFAP mutations (Jones et al., 2018). Several reports indicate that mitochondrial function may also be compromised in AxD (Caceres-Marzal et al., 2006; Nobuhara et al., 2004), though it has not been strictly examined with isogenic cell pairs. In this study, we introduced AxD-associated hotspot mutations into GFAP gene of human pluripotent stem cells (hPSCs) and subsequently induced astrocyte differentiation to generate astrocytes with GFAP mutations as previously reported (Canals et al., 2018). By comparing the mitochondrial transfer capacity between wildtype (WT) and GFAP-mutated astrocytes, we found that GFAP mutations impaired intercellular mitochondrial transfer from astrocytes, providing a perspective to dissect a potential pathogenic mechanism of the complicated neurological disorders.



MATERIALS AND METHODS


Cell Culture

Human astrocyte cell line (HA) was purchased from ScienCell (#1800) and maintained in DMEM medium with 10% FBS. Human neuronal cell line SK-N-SH (SK) was purchased from ATCC and cultured in MEM medium with 10% FBS. H1 ESC was kindly provided by Dr. Duanqing Pei and cultured with mTeSRTM1 (StemCell, #85850) and Matrigel Matrix (Corning, #354277) following manufacturer’s instructions. The use of animals was approved by the Institutional Animal Care and Use Committee (IACUC) of Shanghai Institute of Biochemistry and Cell Biology, Chinese Academy of Sciences. C57BL/6 mouse of postnatal day 1 and both gender were used and purchased from Shanghai SLAC Laboratory Animal Co., Ltd. (Shanghai, China). Primary mouse astrocytes and neurons were isolated as previously described (Cheng et al., 2015). Astrocytes were maintained in DMEM/F12 medium supplemented with 2% B27 and 10% FBS and neurons were maintained in Neurobasal medium supplemented with 2% B27 and 1% glutamax. The medium was changed every 2 days. Brightfield images were captured with Zeiss Observer. Z1 microscope. Time lapse images were captured with Olympus FV10i microscope. Cells for time lapse live imaging were plated into Matrigel-pretreated Lab-Tek II Chambered Coverglass (Thermo Fisher Scientific, #155409PK). Images were captured at a 5 min interval after the cells were attached. The chamber of the microscope was maintained at 37°C and constantly bubbled with 5% CO2 / 20% O2 / 75% N2 mixture. For cADPR and CD38 inhibitors treatment, the chemicals were added 1 h after the co-cultured cells attached. The following final concentration were used: 2 mM cADPR (Sigma, #C7344), 30 μM quercetin (Selleck, #S2391), and 30 μM apigenin (Selleck, #2262). Cell cultures were routinely tested by PCR and confirmed to be free of mycoplasma contamination.



Plasmids Construction and shRNA Sequences

The GFP-expressing lentiviral vector FuGW and NGN2 vector were used in previously studies (Gao et al., 2017). pLV-mitodsred vector was purchased from Addgene (#44386). SOX9 and NFIB vector were constructed by replacing the GFP with SOX9 cDNA (purchased from Sino Biological Inc.) and NFIB cDNA (kindly provided by Dr. Jiahuai Han) in FuGW vector. mitoBFP vector was constructed by (1) replacing dsred sequence with BFP sequence, which was derived from pCAG mito-mTagBFP2 plasmid (Addgene, #105011), in pLV-mitodsred plasmid; (2) replacing GFP with mitoBFP in FuGW. hGFAP::GFP vector was constructed by replacing the hUbC promoter in FuGW with human GFAP promoter (Cheng et al., 2015; Guo et al., 2014). hSYN1::mitoBFP vector was constructed by replacing the hUbC promoter in mitoBFP with human SYN1 promoter (kindly provided by Dr. Jiawei Zhou) (Zhu et al., 2015). CD38 overexpression vector was constructed by replacing GFP sequence in FuGW with CD38 cDNA (purchased from Kelei biological Technology, Shanghai). shRNA targeting CD38, MIRO1, or MIRO2 was inserted into pLKO.1 puro vector (Addgene, #8453) following the provider’s instructions. The shRNA sense sequences were as follows:

scramble, AGATCATGCGCTCTTAGTGCT;

shCD38-1, CCAAAGTGTATGGGATGCTTT;

shCD38-2, CCAGAGAAGGTTCAGACACTA;

shMIRO1-1, GTGGACGCTCACGACTTATTT;

shMIRO1-2, ATGATCCTTTGGGTTCTATAA;

shMIRO2-1, CGTCTACAAGCACCATTACAT;

shMIRO2-2, GCGTCTACAAGCACCATTACA.



Lentivirus Preparation and Infection

Lentivirus was produced with HEK 293T cells as previously described (Gao et al., 2017). Briefly, the day before transfection, 8 million cells were seeded into a 10 cm dish in DMEM (with 10% FBS) medium. On the next day, lentiviral vectors was co-transfected into 293T cells with Vsv-g and Pax2 plasmids using calcium phosphate transfection. Medium was refreshed 6 h after transfection. The supernatant was collected and filtered with a 0.45 μm filter at 48 and 72 h after transfection. Lentivirus was concentrated with Lenti-concentin virus precipitation solution (Excellbio) following the manufacturer’s instructions. For the infection of H1 ESC, cells were dissociated into single cells with accutase and replated onto Matrigel pretreated plates with 2 μM Thiazovivin (MedChemExpress, #HY-13257). On the next day, concentrated lentivirus was diluted with fresh mTeSR medium and added to the cells. 4 μg/ml polybrene was also added to improve the infection efficiency. After incubated in the incubator for 1 h, the cells were washed with fresh DMEM/F12 medium for three times and maintained with fresh mTeSR medium. For infection of other cells in this study, concentrated lentivirus diluted in fresh medium containing 8 μg/ml polybrene was added. After incubated in the incubator for 6 h, the cells were washed with fresh DMEM/F12 medium for three times and maintained with fresh medium.



Astrocyte and Neuron Differentiation From H1 ESCs

Astrocyte differentiation was induced as previously described (Canals et al., 2018). Briefly, H1 ESC were dissociated into single cells with Accutase (Gibco, #A1110501) and seeded into 6-well plates at a density of 1 × 105 cells per well in mTeSR containing 2 μM Thiazovivin. The next day (day 0), cells were infected with lentivirus expressing NFIB and SOX9. On days 1 and 2, the medium was changed into expansion medium (DMEM/F12, 10% FBS, 1% N2 supplement, and 1% glutamax). Day 3, the medium was changed into 75% expansion medium and 25% FGF medium (Neurobasal, 2% B27 supplement, 1% non-essential amino acid, 1% glutamax, 10% FBS, 5 ng/ml CNTF, 10 ng/ml FGF, 10 ng/ml BMP4). Day 4, cells were maintained in 50% expansion medium and 50% FGF medium. Day 5, medium was changed into 75% expansion medium and 25% FGF medium. Day 6, cells were maintained in FGF medium. Cells were dissociated and replated on day 7 and maintained in FGF medium. From day 10, cells were maintained with maturation medium (DMEM/F12:Neurobasal = 1:1, 1% N2, 1% sodium pyruvate, 1% glutamax, 5 μg/ml N-acetyl-cysteine, 10 ng/ml CNTF, 10 ng/ml BMP4, 5 ng/ml heparin-binding EGF-like growth factor, 500 μg/ml dbcAMP) and cluture medium was half changed every 2 days. Astrocytes differentiated more than 1 week, when most cells were double positive for GFAP and S100B, were used for experiments.

Neuron differentiation was also performed as previously described (Zhang et al., 2013). Briefly, H1 ESC was seeded into 6-well plates at a density of 2 × 105 cells per well in mTeSR containing 2 μM Thiazovivin. On the next (day 0), lentivirus expressing NGN2 was added to infect cells. On days 1 and 2, culture medium was changed into DMEM/F12 medium containing 1% N2, 1% non-essential amino acid, 10 ng/ml BDNF, 10 ng/ml GDNF, 10 ng/ml IGF, and 0.2 μg/ml laminin. On day 3, the medium was further changed into Neurobasal medium supplemented with 2% B27, 1% glutamax, 10 ng/ml BDNF, 10 ng/ml GDNF, 10 ng/ml IGF, and 0.2 μg/ml laminin. From day 4, the medium was half-changed every 2 days. Neurons differentiated for more than 7 days, when most cells exhibited a neuronal morphology and were positive for neuronal markers, were used for experiments.



Immunofluorescence Staining

Immunostaining was performed as previously described (Gao et al., 2017). Briefly, cells for immunostaining were seeded onto Matrigel pretreated coverslips. After aspiration of medium, cells were fixed with 4% PFA for 15 min at room temperature. Then cells were treated with permeabilization and blocking buffer (1% BSA and 0.5% Triton-X 100 in PBS) for 1 h at room temperature. Primary antibodies were incubated overnight at 4°C. The next day, fluorescent-dye conjugated secondary antibodies were incubated for 1 h at room temperature. Slides were mounted and images were captured with Leica SP8 microscope. The following antibodies were used in this study: TOM20 (Santa Cruz, #sc-17764), ATP5A1 (Abclonal, #5884), LAMP1 (Abcam, #24170), OCT4 (Santa Cruz, #sc-9081), NANOG (Santa Cruz, #sc-33760), SOX2 (Santa Cruz, #sc-17320), S100B (Sigma, #S2532), GFAP (Dako, #Z033401; Thermo Fisher, #13-0300), CRYAB (Santa Cruz, #sc-137143), TUJ1 (Biolegend, #801202), DCX (Santa Cruz, #sc-8066), MAP2 (Millipore, #AB5622), NEUN (Millipore, #ABN78), and SYN1 (Millipore, #Ab1543).



Flow Cytometry, Fluorescence Activated Cell Sorting, and TMRE Staining

Cells for flow cytometry analysis were dissociated into single cells by TrypLE (Thermo Fisher Scientific, #12604021) and resuspended with cold PBS buffer. BD LSRII or Beckman CytoFlex LX was used for flow cytometry analysis. Flowjo or CytExpert software were used for data analysis. Fluorescence activated cell sorting (FACS) was performed with BD Influx. For separation of GFP+dsred+ and GFP+dsred– cells in Supplementary Figure S4, HA-GFP and HA-mitodsred cells were co-cultured for 48 h before FACS.

For TMRE staining, cells were washed with 0.2% FBS-containing DMEM/F12 for twice. Then cells were incubated with 500 nM TMRE (Thermo Fisher Scientific, #T669), which was diluted in 0.2% FBS-containing DMEM/F12, in the incubator for 30 min. After the incubation, cells were washed with 0.2% FBS-containing DMEM/F12 for twice and then dissociated into single cells with TrypLE. Beckman CytoFlex LX and CytExpert software were used to read and analysis TMRE intensity.



Quantification of RNA and Mitochondrial DNA

RNA extraction and reverse transcription were performed with Trizol reagent (Sigma) and PrimeScriptTMRT Master Mix (Takara, #RR036A) following manufacturer’s instructions. Quantitative real-time PCR was performed with HotStart SYBR Green qPCR Master Mix (Excell, #MB000-3013) and MX3000P Stratagene PCR machine. The gene expression levels were normalized to the internal control (HPRT). Total DNA was extracted from indicated cells with DNA extraction kit (Tiangen, #DP304). Quantitative PCR was performed as above-mentioned with specific primers. Mitochondrial copy number was calculated as the ratio of mitochondrial DNA to nuclear DNA. The following primers were used:

MIRO1-Forward, AAGGTAACAAGTCGATGGATTCC;

MIRO1-Reverse, TCAGGTTTTTCGCTGAACACT;

MIRO2-Forward, CCACAAGGCAAACGTGGTG;

MIRO2-Reverse, AGGTCTCAATCTCGGGAAACT;

CD38-Forward, AGACTGCCAAAGTGTATGGGA;

CD38-Reverse, GCAAGGTACGGTCTGAGTTCC;

COX1-Forward, CTTCGTCTGATCCGTCCTAATC;

COX1-Reverse, TTGAGGTTGCGGTCTGTTAG;

CYTB-Forward, AGACAGTCCCACCCTCACAC;

CYTB-Reverse, AAGAGAAGTAAGCCGAGGGC;

PGC1a-Forward, CCTGTGGATGAAGACGGATT;

PGC1a-Reverse, TAGCTGAGTGTTGGCTGGTG;

PPARa-Forward, GCTTTGGCTTTACGGAATA;

PPARa-Reverse, TCCCGACAGAAAGGCACT;

TFAM-Forward, GATGCTTATAGGGCGGAG;

TFAM-Reverse, GCTGAACGAGGTCTTTTTGG;

NRF1-Forward, GATCGTCTTGTCTGGGGAAA;

NRF1-Reverse, GGTGACTGCGCTGTCTGATA;

NRF2a-Forward, TAGACCTCACCACACTCAAC;

NRF2a-Reverse, GTGACCAAACGGTTCAACTC;

HPRT-Forward, CCTGGCGTCGTGATTAGTGAT;

HPRT-Reverse, AGACGTTCAGTCCTGTCCATAA;

Human mtDNA-F, CCTTCTTACGAGCCAAAA;

Human mtDNA-R, CTGGTTGAACATTGTTTG (Sokolova et al., 2004);

Human nDNA-F, GAGTGGGAATCAGAGCTTCACGGGT;

Human nDNA-R, CCACGTCATTTACAGCATTTCAATG (Hobbs et al., 1992).



Western Blot

Western blot was performed as previously described (Hu et al., 2015). Cells were washed with cold PBS and lysed with RIPA lysis buffer (Beyotime). Protein concentration was measured with PierceTM BCA Protein Assay Kit (Thermo Fisher Scientific, #23227) and adjusted with Laemmli’s sample buffer. Proteins were denatured at 95°C for 5 min. Cell samples were separated on SDS-PAGE and transferred onto nitrocellulose membrane. Primary antibodies include rabbit anti-MIRO1 (1: 500, Abclonal, #A5838), rabbit anti-MIRO2 (1:300, Cell Signaling Technology, #14016), rabbit anti-CD38 (1:500, Abclonal, #A13611), and rabbit anti-actin (1:1000, sigma, #A2066). HRP-conjugated secondary antibody and ClarityTM Western ECL Substrate were used to detect the membrane with MiniChemiTM Chemiluminescence imager (Sagecreation).



CRISPR/Cas9 Gene Editing

H1 ESCs were dissociated into single cells with accutase and re-plated onto Matrigel pretreated 6-well plate with 2 μM Thiazovivin. On the next day, 1 μg px330-mcherry (Addgene, #98750, kindly provided by Dr. Jinsong Li) inserted with sgRNA and 2.5 μg donor vector (T vectors with mutations and recombination homologous arms) were transfected into each well with 8 μl FuGene (Promega, #2311) following the manufacturer’s instructions. 24 h after transfection, mcherry-positive H1 cells were purified by FSCS (BD Influx) and plated onto Matrigel pretreated 10-cm plate with 2 μM Thiazovivin. Single colony was picked about 10 days after sorting. The mutations were validated with PCR and sequencing. The following oligonucleotides were used:

R79C-sgRNA1, TCTCGATGTAGCTGGCAAAG;

R79C-sgRNA2, CATCGAGAAGGTTCGCTTCC;

R79C-sgRNA3, GCGAACCTTCTCGATGTAGC;

R79C-Forward, CTCAGCCCTTTCCTTCCTTT;

R79C-Reverse, CGCTTCCAACTCCTCCTTTAT;

R79C_Mutation-Forward, ATGACTGCTTTGCCAGC;

R79C_Mutation-Reverse, GCTGGCAAAGCAGTCAT;

R239C-sgRNA1, ACTGCGTGCGGATCTCTTTC (Canals et al., 2018);

R239C-sgRNA2, ACATGCATGAAGCCGAAGAG (Canals et al., 2018);

R239C-sgRNA3, CTGCGTGCGGATCTCTTTCA;

R239C-Forward, CTTAATCCTCCTGCTGCTCTAC;

R239C-Reverse, GTTCTCTACGGGCACTATGTT;

R239C_Mutation-Forward, AGATCTGCACGCAGTATG;

R239C_Mutation-Reverse, CATACTGCGTGCAGATCT.



Statistical Analysis

All quantified data were presented as mean ± SEM and statistically analyzed. Two-tailed student t test was used to calculate the statistical significance with p values between two groups. One-way ANOVA followed Dunnett’s multiple comparison test was applied to calculate the statistical significance with p values among three or more groups. The statistical values and used methods were specified in the figure legends. A p value less than 0.05 was considered as significant different. *, p < 0.05; ∗∗, p < 0.01; ∗∗∗, p < 0.001.




RESULTS


Intercellular Mitochondrial Transfer Between Astrocytes

To label mitochondria, we infected human astrocyte (HA) cell line with lentivirus expressing mitochondria-localized dsred (mitodsred) (Figure 1A), which specifically labeled mitochondria as shown by co-staining of MitoTracker and TOM20, a mitochondrial marker (Supplementary Figures S1A,B). Then the mitodsred-labeled HA (HA-mitodsred) were co-cultured with another group of HA, which were labeled with GFP, at a ratio of 1:1 (Figure 1A). Within 24 h, mitochondria from HA-mitodsred were dynamically transferred into GFP-labeled HA (HA-GFP) as showed by time lapse live imaging and confocal images (Figures 1B,C). The transferred mitochondria were inside of HA-GFP, but not merely associated with the surface of HA-GFP, as showed by confocal z-stack images (Figure 1C). Moreover, transferred mitochondria were positive for TOM20 and ATP5A1, another mitochondrial marker (Figures 1D,E). The mitochondrial transfer efficiency (percentage of GFP+dsred+ cells in the co-culture system) was about 5% after co-cultured for 24 h (Figure 1F). These data suggested that intercellular mitochondrial transfer occurred between HA.
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FIGURE 1. Intercellular mitochondrial transfer between astrocytes. (A) Schematic showing that human astrocytes (HA) were labeled with GFP or mitodsred and then co-cultured at a ratio of 1:1. (B) Time-lapse live images showing mitochondria from HA-mitodsred dynamically transferring into HA-GFP. (C) Confocal images showing dsred-labeled mitochondria in HA-GFP after co-cultured for 24 h. (D,E) Immunostaining of TOM20 (D) and ATP5A1 (E) on transferred mitochondria in HA after co-cultured for 24 h. (F) Flow cytometry analyzing mitochondrial transfer efficiency between HA after co-cultured for 24 h. (G) Astrocytes (Ast) were derived from H1 ESCs with NFIB and SOX9 and then labeled with GFP or mitodsred lentivirus. (H) Confocal images showing that mitochondria from Ast-mitodsred were observed in Ast-GFP after co-cultured for 24 h. (I) Flow cytometry analyzing mitochondrial transfer efficiency between Ast after co-cultured for 24 h.



To further explore whether mitochondria transferred between other types of astrocytes, we differentiated H1 ESCs, which were confirmed to be positive for pluripotency markers OCT4, NANOG, and SOX2 by immunostaining (Supplementary Figures S1C–E), into astrocytes with NFIB and SOX9 as previously described (Canals et al., 2018). The percentage of GFAP+S100B+ cells in differentiated astrocytes (Ast) were about 80% (Supplementary Figures S1F,G, 5C). GFP or mitodsred virus was used to label Ast as mentioned above (Figure 1G) and then the differentially labeled cells were co-cultured at a ratio of 1:1. Mitochondria from Ast-mitodsred were detected in Ast-GFP and the transfer efficiency was about 5% after co-cultured for 24 h (Figures 1H,I).

We also isolated primary astrocytes from the cortex of postnatal mouse (Supplementary Figure S1H) and confirmed that nearly all the cells were positive for astrocyte marker S100B (Supplementary Figure S1I). Then we labeled mouse astrocytes (mAst) with mitodsred or GFP and co-cultured the distinctly labeled mAst as above-mentioned (Supplementary Figure S1H). Mitochondria from mAst-mitodsred were detected in mAst-GFP after co-cultured for 24 h (Supplementary Figures S1J,K). When HAs and mouse astrocytes were co-cultured at 1:1, mitochondrial transfer from mouse astrocytes into HAs (Supplementary Figure S1L) and from HAs into mouse astrocytes (Supplementary Figure S1M) were also observed after co-cultured for 24 h. Collectively, these data demonstrated that mitochondria were dynamically transferring between astrocytes.



Mitochondrial Transfer From Neuronal Cells Into Astrocytes

HA-GFP were co-cultured with mitodsred-labeled human neuronal cell line SK (SK-mitodsred) at a ratio of 1:1 (Figure 2A). Within 24 h of co-culture, dsred-labeled mitochondria were transferring into HA-GFP (Figure 2B) and confirmed to be inside of HA-GFP by confocal z-stack images (Figure 2C). Transferred mitochondria were positive for TOM20 and ATP5A1 (Figures 2D,E), but negative for lysosomal marker LAMP1 (Figure 2F), which suggested that unlike previous report (Davis et al., 2014), the transferred mitochondria here might not be degraded. Flow cytometry showed that about 5% cells were double positive for GFP and dsred in the co-culture system (Figure 2G).
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FIGURE 2. Mitochondrial transfer from neuronal cells into astrocytes. (A) Schematic showing that HA-GFP were co-cultured with SK-mitodsred at a ratio of 1:1. (B) Time-lapse live images showing mitochondria from SK-mitodsred dynamically transferring into HA-GFP. (C) Confocal images showing mitochondria from SK-mitodsred in HA-GFP after co-cultured for 24 h. (D–F) Immunostaining of TOM20 (D), ATP5A1 (E), and LAMP1 (F) after co-cultured for 24 h. (G) Flow cytometry analyzing mitochondrial transfer efficiency from SK into HA after co-cultured for 24 h. (H) H1 ESC-derived astrocytes (Ast) or neurons (hN) were labeled with GFAP::GFP or SYN1::mitoBFP. (I) Confocal images showing that mitochondria from hN-mitoBFP were observed in Ast-GFP after co-cultured for 48 h. (J) Flow cytometry analyzing mitochondrial transfer efficiency from hN cells into Ast after co-cultured for 48 h.



Besides aforementioned Ast, we also generated neuronal cells from H1 ESCs by NGN2 (Zhang et al., 2013; Figure 2H). Immunostaining performed on day 7 cells showed that differentiated neurons (hN) were positive for TUJ1, MAP2, NEUN, and SYN1 (Supplementary Figures S2A–D). hSYN1::mitoBFP lentivirus was used to label mitochondria in hN and hGFAP::GFP to label Ast (Figure 2H). Immunostaining showed that BFP-labeled neurons (hN-mitoBFP) were positive for TUJ1, MAP2, and NEUN (Supplementary Figures S2E,F) and GFP-labeled astrocytes (Ast-GFP) were positive for GFAP and S100B (Supplementary Figure S2G). Then Ast-GFP were dissociated and re-plated onto hN-mitoBFP at a ratio of approximately 1:1. After co-cultured for 48 h, BFP+ mitochondria were observed inside of the Ast-GFP (Figure 2I). The transfer efficiency was about 1%, lower than that on cell lines (Figure 2J).

We also isolated primary neurons (mNeuron) from the cortex of postnatal mouse (Supplementary Figure S2H). Judging from cell morphology and TUJ1 staining, the purity of mNeuron was above 90% (Supplementary Figure S2I). Then we used GFP or mitodsred to label above-mentioned mAst or mitochondria in mNeuron, respectively (Supplementary Figure S2H). When dissociated mAst-GFP were re-plated onto mNeuron-mitodsred, mitochondrial transfer from mNeuron into mAst was detected after 48 h of co-culture (Supplementary Figure S2J). Taken together, our data suggested that neuronal mitochondria were also dynamically transferring into astrocytes.



Contribution of CD38/Cyclic ADP-Ribose (cADPR) Signaling and Mitochondrial Rho GTPases to the Transfer

Previous study demonstrates that transfer of mitochondria from astrocytes into neurons and from bone marrow stromal cells into multiple myeloma cells is mediated by CD38, a transmembrane glycoprotein catalyzing the production of cADPR (Hayakawa et al., 2016; Marlein et al., 2019). To explore whether CD38/cADPR signaling involved here, we treated co-cultured HA-GFP and HA-mitodsred with cADPR or CD38 inhibitor (quercetin or apigenin) (Escande et al., 2013; Kellenberger et al., 2011; Figure 3A). The treatment of cADPR, quercetin, or apigenin for 24 h did not reduce cell viability as indicated by cellular ATP levels (Figure 3B). However, mitochondrial transfer efficiency was significantly inhibited by quercetin or apigenin (Figure 3C and Supplementary Figure S3A). Similarly, we also found that quercetin and apigenin significantly inhibited mitochondrial transfer from SK into HA without affecting cell viability (Figures 3D–F and Supplementary Figure S3B). The addition of cADPR slightly, but not significantly, promoted the transfer efficiency (Figures 3C,F). We also constructed CD38-targeting shRNA to genetically inhibit the expression of CD38 in HA-mitodsred cells (Figures 3G–I and Supplementary Figure S6), and found that consistent with the effect of pharmacological inhibition, genetic inhibition of CD38 also reduced the transfer efficiency (Figure 3J and Supplementary Figure S3C). However, overexpression of CD38 did not promote the transfer (Figures 3K–N and Supplementary Figure S3D). Similar results were observed when the expression level of CD38 was genetically inhibited or increased in SK-mitodsred and then the SK-mitodsred were co-cultured with HA-GFP (Figures 3O–V and Supplementary Figures S3E,F). These data collectively indicated that CD38/cADPR might be necessary, but not sufficient, for the mitochondrial transfer between neural cells.
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FIGURE 3. Contribution of CD38/cADPR signaling to the transfer (A–F). Effects of cADPR or CD38 inhibitors (quercetin, apigenin) on mitochondrial transfer between neural cells. (A) Schematic showing that co-cultured HA-GFP and HA-mitodsred cells were treated with cADPR, quercetin, or apigenin. (B) Analysis of cell viability on HA with indicated treatment for 24 h by CellTiter Glo. (Adjusted p values: ctrl vs. cADPR, 0.7403; ctrl vs. quercetin, 0.0009; and ctrl vs. apigenin, 0.0029). (C) Flow cytometry analyzing mitochondrial transfer efficiency between HA with indicated chemical treatment for 24 h. (Adjusted p values: ctrl vs. cADPR, 0.1478; ctrl vs. quercetin, 0.0091; and ctrl vs. apigenin, 0.0194). (D) Schematic showing that co-cultured HA-GFP and SK-mitodsred cells were treated with cADPR, quercetin, or apigenin. (E) Analysis of cell viability on SK with indicated treatment for 24 h by CellTiter Glo. (Adjusted p values: ctrl vs. cADPR, 0.7573; ctrl vs. quercetin, 0.9783; and ctrl vs. apigenin, 0.1579). (F) Flow cytometry analyzing mitochondrial transfer efficiency from SK into HA with indicated chemical treatment for 24 h. (Adjusted p values: ctrl vs. cADPR, 0.0775; ctrl vs. quercetin, 0.01263; and ctrl vs. apigenin, 0.0015). (G–N) Effects of CD38 in HA-mitodsred on mitochondrial transfer between HA. (G) Schematic showing that HA-GFP were co-cultured with indicated HA-mitodsred. (H,I). RT-qPCR (H) and western blot (I) analysis of CD38 expression on HA-mitodsred with indicated shRNA transduction. (Adjusted p values in H: Scramble vs. shCD38_1, <0.001; Scramble vs. shCD38_2, <0.001). (J) Flow cytometry analyzing mitochondrial transfer efficiency from indicated HA-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values: Scramble vs. shCD38_1, 0.0048; Scramble vs. shCD38_2, 0.0027). (K) Schematic showing that HA-GFP were co-cultured with indicated HA-mitodsred. (L,M) RT-qPCR (L) and western blot (M) analysis of CD38 expression on HA-mitodsred with indicated lentiviral infection. (p = 0.0059 in M). (N) Flow cytometry analyzing mitochondrial transfer efficiency from indicated HA-mitodsred into HA-GFP after co-cultured for 24 h. (p = 0.9483). (O–V) Effects of CD38 in SK-mitodsred on mitochondrial transfer from SK into HA. (O) Schematic showing that HA-GFP were co-cultured with indicated SK-mitodsred. (P,Q) RT-qPCR (P) and western blot (Q) analysis of CD38 expression on SK-mitodsred with indicated shRNA transduction. (Adjusted p values in P: Scramble vs. shCD38_1, <0.001; Scramble vs. shCD38_2, <0.001). (R) Flow cytometry analyzing mitochondrial transfer efficiency from indicated SK-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values: Scramble vs. shCD38_1, p < 0.001; Scramble vs. shCD38_2, p < 0.001). (S) Schematic showing that HA-GFP were co-cultured with indicated SK-mitodsred. (T,U) RT-qPCR (T) and western blot (U) analysis of CD38 expression on SK-mitodsred with indicated lentiviral infection. (p < 0.001) (V) Flow cytometry analyzing mitochondrial transfer efficiency from indicated SK-mitodsred into HA-GFP after co-cultured for 24 h. (p = 0.0697) Data are represented as mean ± SEM. One-way ANOVA followed Dunnett’s multiple comparisons test was applied in B, C, E, F, H, J, P, R; Two-tailed student t test was used in L, N, T, V. *p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.



Aside from CD38, MIRO1, one of the two mitochondrial Rho GTPases, also regulates mitochondrial transfer from mesenchymal stem cells into epithelial cells and cardiomyocytes (Ahmad et al., 2014; Zhang et al., 2016). To assess whether mitochondrial Rho GTPase affected the mitochondrial transfer here, we constructed shRNAs targeting MIRO1 or MIRO2, another mitochondrial Rho GTPase. Compared to scramble shRNA, MIRO1- or MIRO2-targeting shRNA reduced the expression level of MIRO1 or MIRO2 in HA (Figures 4A–C and Supplementary Figure S6). When HA-mitodsred were infected with MIRO1- or MIRO2-targeting shRNAs and then co-cultured with HA-GFP for 24 h (Figure 4A), mitochondrial transfer efficiency was reduced by MIRO1- or MIRO2-targeting shRNAs (Figure 4D and Supplementary Figure S3G). On the contrast, when MIRO1 was overexpressed in HA-mitodsred, mitochondrial transfer efficiency from HA-mitodsred into HA-GFP increased (Figures 4E–H and Supplementary Figure S3H). However, when MIRO1 or MIRO2 was down-regulated or up-regulated in HA-GFP, the transfer efficiency from HA-mitodsred into HA-GFP was not altered (Supplementary Figures S3I–L). We also assessed the effects of MIRO1 and MIRO2 on transfer of neuronal mitochondria into astrocytes. When shRNAs targeting MIRO1 or MIRO2 were transduced on SK-mitodsred, the expression level of MIRO1 or MIRO2 in SK-mitodsred was also reduced (Figures 4J,K). These SK-mitodsred were then co-cultured with HA-GFP (Figure 4I) and the transfer efficiency from SK into HA was reduced by MIRO1 or MIRO2 knockdown (Figure 4L and Supplementary Figure S3M). On the other hand, the efficiency was increased when MIRO1 or MIRO2 was overexpressed in SK-mitodsred (Figures 4M–P and Supplementary Figure S3N). Taken together, these data suggested that CD38/cADPR signaling and the two mitochondria-localized Rho GTPases contributed to the intercellular mitochondrial transfer between neural cells.
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FIGURE 4. Contribution of mitochondrial Rho GTPases to the transfer. (A–H) Effects of MIRO1 and MIRO2 in HA-mitodsred on mitochondrial transfer between HA. (A) Schematic showing that HA-GFP were co-cultured with indicated HA-mitodsred. (B,C) RT-qPCR (B) and western blot (C) analysis of MIRO1 and MIRO2 expression on HA-mitodsred with indicated shRNA transduction. (Adjusted p values in B: MIRO1, Scramble vs. shMIRO1_1, <0.001; Scramble vs. shMIRO1_2, <0.001; Scramble vs. shMIRO2_1, 0.056; Scramble vs. shMIRO2_2, 0.0721. MIRO2, Scramble vs. shMIRO1_1, 0.4154; Scramble vs. shMIRO1_2, 0.9288; Scramble vs. shMIRO2_1, <0.001; Scramble vs. shMIRO2_2, <0.001). (D) Flow cytometry analyzing mitochondrial transfer efficiency from indicated HA-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values vs. Scramble <0.001) (E) Schematic showing that HA-GFP were co-cultured with indicated HA-mitodsred. (F,G) RT-qPCR (F) and western blot (G) analysis of MIRO1 and MIRO2 expression on HA-mitodsred with indicated lentiviral infection. (Adjusted p values in F: MIRO1, Ctrl vs. MIRO1, <0.001; ctrl vs. MIRO2, >0.999; MIRO2 Ctrl vs. MIRO1, >0.999; ctrl vs. MIRO2, 0.0127). (H) Flow cytometry analyzing mitochondrial transfer efficiency from indicated HA-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values: Ctrl vs. MIRO1, 0.009; ctrl vs. MIRO2, 0.2953). (I–P) Effects of MIRO1 or MIRO2 in SK-mitodsred on mitochondrial transfer from SK into HA. (I) Schematic showing that HA-GFP were co-cultured with indicated SK-mitodsred. (J,K) RT-qPCR (J) and western blot (K) analysis of MIRO1 and MIRO2 expression on SK-mitodsred with indicated shRNA transduction. (Adjusted p values in J: MIRO1, Scramble vs. shMIRO1_1, <0.001; Scramble vs. shMIRO1_2, <0.001; Scramble vs. shMIRO2_1, 0.7474; Scramble vs. shMIRO2_2, >0.999. MIRO2, Scramble vs. shMIRO1_1, 0.5991; Scramble vs. shMIRO1_2, 0.8561; Scramble vs. shMIRO2_1, <0.001; Scramble vs. shMIRO2_2, <0.001). (L) Flow cytometry analyzing mitochondrial transfer efficiency from indicated SK-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values: Scramble vs. shMIRO1_1, 0.0084; Scramble vs. shMIRO1_2, 0.006; Scramble vs. shMIRO2_1, 0.0189; Scramble vs. shMIRO2_2, 0.0302). (M) Schematic showing that HA-GFP were co-cultured with indicated SK-mitodsred. (N,O) RT-qPCR (N) and western blot (O) analysis of MIRO1 and MIRO2 expression on SK-mitodsred with indicated lentiviral infection. (Adjusted p values in N: MIRO1, Ctrl vs. MIRO1, <0.001; ctrl vs. MIRO2, 0.9969; MIRO2 Ctrl vs. MIRO1, 0.9599; ctrl vs. MIRO2, 0.0127). (P) Flow cytometry analyzing mitochondrial transfer efficiency from indicated SK-mitodsred into HA-GFP after co-cultured for 24 h. (Adjusted p values: Ctrl vs. MIRO1, 0.0119; ctrl vs. MIRO2, 0.005). Data are represented as mean ± SEM. One-way ANOVA followed Dunnett’s multiple comparisons test was applied in B, D, F, H, J, L, N, P. *p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.





Elevation of Mitochondrial Membrane Potential (MMP) in Cells With Transferred Mitochondria

To assess the effects of mitochondrial transfer on recipient cells, we measured MMP by tetramethylrhodamine ethyl ester perchlorate (TMRE) staining (Crowley et al., 2016). HA transduced with mitoBFP (HA-mitoBFP) were co-cultured with HA-GFP for 24 h and then TMRE staining was performed on co-cultured cells. The results showed that HA-GFP with transferred mitochondria (GFP+BFP+) had a relative higher TRME signal than HA-GFP without transferred mitochondria (GFP+BFP–) (Figure 5A). Similarly, mitochondrial transfer from SK or hNeuron also elevated the TMRE signal of recipient HA-GFP or Ast-GFP, respectively (Figures 5B,C). HA-GFP with transferred mitochondria (GFP+dsred+) and HA-GFP without transferred mitochondria (GFP+dsred–) were further separated from HA-GFP and HA-mitodsred co-cultured cells by FACS (Supplementary Figure S4B) and the expression levels of mitochondrial biogenesis and metabolism markers in GFP+dsred+ and GFP+dsred– cells were analyzed. The results showed that except that NRF1 was significantly, though slightly, upregulated in GFP+dsred+, there were no significant differences in the expression levels of other markers between GFP+dsred+ and GFP+dsred– cells (Supplementary Figure S4C). These data collectively demonstrated that mitochondrial transfer might not impair, but instead slightly enhance, mitochondrial function of the recipient cells.


[image: image]

FIGURE 5. Elevation of mitochondrial membrane potential (MMP) in cells with transferred mitochondria (A–C) Measurement of MMP on co-cultured HA-GFP and HA-mitoBFP (A), HA-GFP and SK-mitoBFP (B), and Ast-GFP and hN-mitoBFP (C) by TMRE staining. TMRE signal intensity was compared between gated GFP+BFP+ and GFP+BFP– cells. (D,E) Time-lapse live images showing the dynamics of mitochondria transferred from HA-mitodsred (D) or from SK-mitodsred (E) into HA-GFP along cell division. Data are represented as mean ± SEM. P values in A, B, C calculated with two-tailed student t test were <0.001. ∗∗∗p < 0.001.



To assess the effects of mitochondrial transfer on cell cycle of the recipient cells, we performed time lapse live imaging on co-cultured HA-GFP and HA-mitodsred. These cells were co-cultured for 48 h to accumulate enough mitochondrial transfer. Then they were dissociated and re-plated and live imaging was performed once the cells attached. During the imaging periods, HA-GFP went through cell division and the transferred mitochondria distributed into the daughter cells during the division (Figure 5D). There was no significant difference in cell cycle duration between GFP+dsred+ and GFP+dsred– cells (Supplementary Figure S4A). Similarly, HA-GFP with mitochondria transferred from SK-mitodsred also went through cell division normally and the transferred mitochondria also distributed into the daughter cells during the division (Figure 5E). These data indicated that mitochondrial transfer might not affect normal cell cycle progression of the recipient cells.



Impaired Mitochondrial Transfer From Astrocytes With AxD-Associated GFAP Mutations

AxD is a severe leukodystrophy and mainly caused by GFAP mutation (Olabarria and Goldman, 2017). Of all the GFAP mutations identified in AxD patients, R79C and R239C are the most frequently observed mutations (Hagemann et al., 2006). We therefore introduced R79C or R239C mutation into GFAP gene in H1 ESCs using CRISPR/Cas9 and validated the mutations by sanger sequencing (Figure 6A and Supplementary Figure S5J). Then GFAP-mutated, as well as WT, H1 ESCs were differentiated into astrocytes with SOX9 and NFIB as mentioned above. We found that the differentiated astrocytes were positive for S100B and GFAP (Figure 6B), and there was no difference in differentiation efficiency among WT, R79C, or R239C cells (Figure 6C). The notable hallmark of AxD is the presence of Rosenthal fibers, which contain GFAP, alphaB-crystallin (CRYAB), and other components, in astrocytes (Olabarria and Goldman, 2017). Notably, GFAP and CRYAB aggregates were observed in R79C or R239C astrocytes, as well as in R239C heterozygous astrocytes, but rarely detected in WT astrocytes (Figures 6D,E and Supplementary Figures S5K,L), suggesting that astrocytes with GFAP mutations here recapitulated phenocopied the core pathology of AxD.
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FIGURE 6. Impaired mitochondrial transfer from astrocytes with GFAP mutation. (A) Sanger sequencing validating R79C or R239C mutation in GFAP gene in H1 ESCs. (B) Immunostaining of S100B and GFAP on astrocytes derived from WT or GFAP-mutated ESCs. (C) Quantification of the percentage of GFAP+S100B+ cells in astrocytes derived from WT or GFAP-mutated ESCs. (Adjusted p values: WT vs. R79C, 0.5332; WT vs. R239C, 0.6487). (D,E) Representative images showing that GFAP aggregates (D) and CRYAB (E) (indicated by white arrowheads) were observed in R79C or R239C astrocytes, but rarely detected in WT astrocytes. (F–J) Flow cytometry analyzing mitochondrial transfer efficiency between indicated hESC-derived astrocytes (F), from indicated hESC-derived astrocytes into SK cells (G), from SK cells into indicated hESC-derived astrocytes (H), from indicated hESC-derived astrocytes into neurons (I), and from neurons into indicated hESC-derived astrocytes (J). Cells co-cultured for 24 h were analyzed. (Adjusted p values in F: WT vs. R79C, 0.002; WT vs. R239C, <0.001. in G: WT vs. R79C, <0.001; WT vs. R239C, <0.001. in H: WT vs. R79C, 0.2924; WT vs. R239C, 0.9998. in I: WT vs. R79C, 0.0013; WT vs. R239C, <0.001. in J: WT vs. R79C, 0.3566; WT vs. R239C, 0.8587). (K) RT-qPCR analyzing the expression levels of CD38, MIRO1, and MIRO2 on WT, R79C, or R239C astrocytes. (Adjusted p values: CD38, WT vs. R79C, <0.001; WT vs. R239C, 0.0041. MIRO1, WT vs. R79C, 0.3915; WT vs. R239C, 0.3568. MIRO2, WT vs. R79C, 0.0565; WT vs. R239C,0.4048). (L) TPM values of CD38, MIRO1, and MIRO2 in control or AxD astrocytes. The data were derived from Jones et al., Cell Reports, 2018. (M,N) Western blotting detecting CD38, MIRO1, and MIRO2 on WT, R79C, or R239C astrocytes. (Adjusted p values in N: CD38, WT vs. R79C, 0.2153; WT vs. R239C, 0.0094. MIRO1, WT vs. R79C, 0.635; WT vs. R239C, 0.9902. MIRO2, WT vs. R79C, 9647; WT vs. R239C,0.9998). Representative results were shown in M and the quantification of band intensity was shown in N. Data are represented as mean ± SEM. One-way ANOVA followed Dunnett’s multiple comparisons test was applied in C, F, G, H, I, J, K, N. ∗∗p < 0.01 and ∗∗∗p < 0.001.



Then, we examined the mitochondrial properties on WT, R79C, and R239C astrocytes. The mitochondrial copy number calculated as the ratio of mitochondrial DNA (mtDNA) to nuclear DNA (nDNA) (Tarrago et al., 2018) was not altered in astrocytes with GFAP mutation (Supplementary Figure S5A). R79C or R239C mutation in GFAP slightly, but not significantly, increased the MMP as measured by TMRE staining (Supplementary Figure S5B). We did not observe significant difference in mitochondrial morphology or expression of mitochondrial biogenesis and metabolism markers between WT and GFAP-mutated astrocytes, either (Supplementary Figures S5C,D).

Next, we analyzed whether intercellular transfer of astrocytic mitochondria was affected by GFAP mutation. WT or GFAP-mutated astrocytes were divided into two parts and each part was labeled with GFP or mitodsred as above-described (Figure 6F and Supplementary Figure S5M). Then the distinctly labeled astrocytes were co-cultured at a ratio of 1:1. After 24 h, we found that astrocytes with R79C or R239C mutation had a significantly lower transfer efficiency than WT astrocytes (Figure 6F and Supplementary Figure S5E), indicating an impairment of mitochondrial transfer by GFAP mutation. As the lower efficiency might be attributed to impairment in giving or receiving mitochondria, we analyzed mitochondrial transfer from WT or GFAP-mutated astrocytes into SK cells. Astrocytes were labeled with mitodsred and then co-cultured with SK-GFP. After co-cultured for 24 h, mitochondrial transfer into SK from astrocytes with R79C or R239C mutation was less efficient than that from WT astrocytes (Figure 6G and Supplementary Figure S5F). On the contrast, when WT or GFAP-mutated astrocytes were labeled with GFP and then co-cultured with SK-mitodsred, the efficiency of mitochondrial transferred from SK into astrocytes was not significantly different (Figure 6H and Supplementary Figure S5G). Similar results were observed when mouse primary neurons, instead of SK, were used to compare the capacity of WT and GFAP-mutated astrocytes to give (Figure 6I and Supplementary Figure S5H) or receive (Figure 6J and Supplementary Figure S5I) mitochondria. Similarly, R239C heterozygous mutation in GFAP gene also led to a reduced mitochondrial transfer efficiency between astrocytes (Supplementary Figure S5M) and from astrocytes into SK cells (Supplementary Figure S5N), but did not significantly alter the transfer from SK into astrocytes (Supplementary Figure S5O). Taken together, these data indicated that astrocytes with GFAP mutations failed to intercellularly transfer mitochondria as efficient as WT astrocytes, but might normally receive transferred mitochondria.

To explore the mechanism underlying the impaired transfer, we compared the expression levels of CD38, MIRO1, and MIRO2 between WT and GFAP-mutated astrocytes. We found that the mRNA expression levels of CD38 in R79C or R239C astrocytes were significantly lower than that in WT astrocytes, while MIRO1 or MIRO2 had a similar expression level between WT and GFAP-mutated astrocytes (Figure 6K). These data were consistent with previously published RNA-sequencing data showing that CD38 had a lower TPM value in astrocytes differentiated from AxD patient-derived iPSCs, while MIRO1 and MIRO2 were not significantly altered (Figure 6L; Jones et al., 2018). Using immunoblotting to detect the protein levels of CD38, MIRO1, and MIRO2, we found that MIRO1 or MIRO2 was not significantly altered by GFAP mutation, while CD38 was significantly lower in R239C astrocytes and slightly, but not significantly, lower in R79C astrocytes (Figures 6M,N and Supplementary Figure S6). Overexpression of CD38 in GFAP-mutated astrocytes failed to rescue the defect in mitochondrial transfer efficiency (Supplementary Figures S5P,Q), which was consistent with the potential necessary, but not sufficient, role of CD38 (Figure 3), and also suggested that some other mediators might be compromised in GFAP-mutated astrocytes.




DISCUSSION

Previous study demonstrated transfer of mitochondria from astrocytes into neurons (Hayakawa et al., 2016). Here, we further revealed intercellular mitochondrial transfer between astrocytes and from neuronal cells into astrocytes, suggesting that intercellular mitochondrial transfer might prevalently occur. Technically, lentivirus-mediated fluorescent proteins were used here to specifically label mitochondria, avoiding the possibility of cytotoxicity and leakage of fluorescent dyes (Berridge et al., 2018; Berridge et al., 2016). Furthermore, the lentivirus was prepared with the third-generation packaging system, which uses three plasmids consisting of packaging, envelope, and vector constructs separately, thus excluding the possibility of generating replication- or mobilizing-competent virus in the transduced cells (Miyoshi et al., 1998; Tiscornia et al., 2006; Zufferey et al., 1998). Thus, it seemed unlikely that the appearance of dsred-positive mitochondria in GFP-positive cells was because of cross infection of mitodsred lentivirus to the GFP cells during co-culture. Indeed, no GFP signal was detected in the mitodsred-labeled cells, further demonstrating that the cross infection of lentivirus during co-culture might not occur. We found that MMP was elevated in the recipient cells, suggesting that mitochondrial transfer might alter mitochondrial function in the receipt cells. However, transfer of astrocytic mitochondrial into neurons occurs in vivo and promotes neuronal survival after stroke (Hayakawa et al., 2016). Whether mitochondrial transfer between astrocytes and from neuronal cells into astrocytes also occurs in vivo and more detailed cellular functions of the transfer need further investigation.

CD38 catalyzes the production of cADPR, which mobilizes Ca2+ to elicit diverse cellular responses (Wei et al., 2014). Previous studies showed that CD38/cADPR signaling mediated mitochondrial transfer from astrocytes into neurons and from bone marrow stromal cells into multiple myeloma cells (Hayakawa et al., 2016; Marlein et al., 2019). We found that CD38/cADPR signaling also contributed to mitochondrial transfer between astrocytes and from neuronal cells into astrocytes here. MIRO1, one of the two mitochondrial localized Rho GTPases, also regulates mitochondrial transfer from mesenchymal stem cells into airway epithelial cells and cardiomyocytes (Ahmad et al., 2014; Zhang et al., 2016). We found that MIRO1, as well as MIRO2, the other mitochondrial Rho GTPase, also played a role in mitochondrial transfer here, which seems reasonable considering the involvement of the two GTPases in intracellular mitochondrial transport and trafficking (Fransson et al., 2006; Lee and Lu, 2014). Interestingly, both MIRO1 and MIRO2 have two EF-hand Ca2+-binding domains (Fransson et al., 2006; Fransson et al., 2003), whether they cross-talked with CD38/cADPR signaling awaits to be explored. Our study, together with previous studies, indicate that there may exist universal mediators for intercellular mitochondrial transfer between different cells. Therefore, it is possible that previously reported mechanisms such as extracellular vesicles, tunneling nanotubes, and gap junctions (Griessinger et al., 2017; Hayakawa et al., 2016; Islam et al., 2012) may also participate in the transfer here.

Using cellular model of AxD, recent studies reveal that GFAP mutations in astrocytes inhibit oligodendrocyte progenitor cell (OPC) proliferation and myelination by secreting CHI3L1 (Li et al., 2018) and disrupt intracellular vesicle regulation and ATP secretion (Jones et al., 2018), taking a step forward to understand how GFAP mutations in astrocytes affect intercellular communication and lead to AxD (Sofroniew, 2018). By introducing R79C or R239C, two hotspot AxD-causative mutations, into the GFAP gene of hPSCs and then inducing astrocyte differentiation, we also generated astrocytes with GFAP mutations as previously described (Canals et al., 2018). We found that intercellular mitochondrial transfer from GFAP-mutated astrocytes was significantly impaired, which might lead to the failure of satisfying the material and energy demands of other neural cells and might also represent the disrupted intercellular communication under pathological conditions. The expression level of CD38 in GFAP-mutated astrocytes tended to be lower than that in WT astrocytes. It is reported that CD38 expression is regulated by TNF-α through NF-κB (Kang et al., 2006; Sun et al., 2006; Tirumurugaan et al., 2008) and TNF-α secretion is increased in AxD astrocytes (Kondo et al., 2016), which appears to contradict our observation. However, even though we are not aware of it, we speculate that except TNF-α and NF-κB, there might also exist some other unrevealed, especially GFAP- related, mechanisms regulating CD38 expression in astrocytes. We found that the restoration of CD38 expression in GFAP-mutated astrocytes failed to rescue the impaired mitochondrial transfer, indicating that some downstream mediators might also be compromised. Besides CD38, the plasticity and dynamics of GFAP filament itself would affect the translocation of functional molecules (such as glutamine synthase, and AQP4) and cellular organelles (such as intracellular vesicles, endoplasmic reticulum, and lysosome) and therefore regulates the activity of adjacent neurons (Jones et al., 2018; Middeldorp and Hol, 2011; Wang and Parpura, 2018). Thus it is also possible that the impaired mitochondrial transfer results from the deficiency in guiding mitochondrial movement of abnormal GFAP filament, during which the CD38/cADPR signaling and MIRO1/MIRO2 might involve and even act as an upstream regulator.

In AxD, the pathological astrocytes lead to the dysfunction of other cell types in central nervous system, including neurons and oligodendrocytes (Olabarria and Goldman, 2017). However, the underlying mechanisms are not fully elucidated. Previous studies indicate that the upregulation of N-cadherin and impairment in ATP release in AxD astrocytes might lead to altered intercellular interaction between astrocytes and other neural cells including neurons and oligodendrocytes (Jones et al., 2018; Kondo et al., 2016). Besides, the decreased ability to buffer glutamate and potassium, as well as elevated levels of cytokines and chemokines, of AxD astrocytes could also result in neuronal dysfunction (such as more sensitive to glutamate-generated death and more depolarized) and oligodendrocyte degeneration (such as toxicity and loss of myelin) (Deng et al., 2006; Olabarria and Goldman, 2017). Meanwhile, AxD-associated GFAP mutations would inhibit the proliferation and terminal differentiation of OPCs (Gomez-Pinedo et al., 2017; Li et al., 2018). Our study here suggested an impairment in intercellular mitochondrial transfer between GFAP-mutated astrocytes and from these astrocytes into neurons. It seems reasonable to speculate that mitochondrial transfer from GFAP-mutated astrocytes into OPCs and mature oligodendrocytes might also be compromised, which needs future investigation. Moreover, it would be interesting to further explore whether the impaired mitochondrial transfer also involves in disrupted proliferation and differentiation of OPCs and demyelination and dysfunction of mature oligodendrocytes. Though we are currently not fully aware of the underlying mechanisms and the functional consequence, the impaired mitochondrial transfer from GFAP-mutated astrocytes might provide a perspective to dissect the pathogenic mechanism in AxD.
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Since brain glycogen is stored mainly in astrocytes, the role of this polysaccharide in neurons has been largely overlooked. To study the existence and relevance of an active neuronal glycogen metabolism in vivo, we generated a mouse model lacking glycogen synthase specifically in the Camk2a-expressing postnatal forebrain pyramidal neurons (GYS1Camk2a–KO), which include the prefrontal cortex and the CA3 and CA1 cell layers of the hippocampus. The latter are involved in memory and learning processes and participate in the hippocampal CA3-CA1 synapse, the function of which can be analyzed electrophysiologically. Long-term potentiation evoked in the hippocampal CA3-CA1 synapse was decreased in alert behaving GYS1Camk2a–KO mice. They also showed a significant deficiency in the acquisition of an instrumental learning task – a type of associative learning involving prefrontal and hippocampal circuits. Interestingly, GYS1Camk2a–KO animals did not show the greater susceptibility to hippocampal seizures and myoclonus observed in animals completely depleted of glycogen in the whole CNS. These results unequivocally demonstrate the presence of an active glycogen metabolism in neurons in vivo and reveal a key role of neuronal glycogen in the proper acquisition of new motor and cognitive abilities, and in the changes in synaptic strength underlying such acquisition.

Keywords: glycogen, learning, LTP, memory, metabolism


INTRODUCTION

Glycogen is a polymer of glucose that is synthesized by glycogen synthase (GS), and it acts as an energy reservoir. In the brain, it is present at concentrations much lower than those found in muscle or liver. It has traditionally been accepted that brain glycogen is stored exclusively in astrocytes. However, an increasing number of observations reveal the presence of an active glycogen metabolism in neurons. Indirect evidence comes from conditions such as Lafora disease and Pompe disease, in which glycogen abnormally accumulates in this cell population (Sidman et al., 2008; Duran et al., 2014). Furthermore, we previously demonstrated that primary cultured neurons have an active glycogen metabolism that protects them from hypoxia-induced death (Saez et al., 2014).

The use of genetically modified animals has allowed the study of the normal and pathological aspects of brain glycogen. The capacity to delete specific genes only in the brain ensures that the results reflect the effects of brain glycogen, without the influence of the manipulation of glycogen metabolism in other organs. In this regard, we generated a mouse model devoid of GS (and thus of glycogen) in the CNS (GYS1Nestin–KO) (Duran et al., 2013). These animals showed a significant deficit in learning capacity, which unequivocally demonstrated the key role of brain glycogen in the proper acquisition of relatively difficult learning tasks, in accordance with previous results obtained using inhibitors of glycogen degradation (Gibbs et al., 2006; Suzuki et al., 2011). We also described changes in synaptic strength at the electrophysiological level that correlate with this deficit in learning capacity. Furthermore, GYS1Nestin–KO mice showed greater susceptibility to hippocampal seizures and myoclonus following the administration of kainate and/or a brief train stimulation of Schaffer collaterals. Thus, these observations indicate that brain glycogen plays a protective role in the prevention of brain seizures (Lopez-Ramos et al., 2015).

However, since GS was ablated from both astrocytes and neurons in these animals, it was not possible to dissect whether these abnormalities were due to the lack of astrocytic or neuronal glycogen. Therefore, to address the existence and relevance of an active glycogen metabolism in neurons in vivo, we generated a new mouse model lacking GS specifically in the Camk2a-positive neurons of the forebrain, including the prefrontal cortex and hippocampal pyramidal cells involved in CA3-CA1 synapses (GYS1Camk2a–KO).

These animals showed decreased long-term potentiation (LTP) evoked in the hippocampal CA3-CA1 synapse and a significant deficiency in the acquisition of an instrumental learning task – a type of associative learning involving both prefrontal and hippocampal circuits. In contrast, they did not show differences in a fear-conditioning task, which involves medial prefrontal-amygdala circuits. Furthermore, these mice did not present the greater susceptibility to hippocampal seizures and myoclonus observed in the GYS1Nestin–KO model.

These results unequivocally demonstrate the presence of an active glycogen metabolism in neurons in vivo and its fundamental role in the proper acquisition of new motor and cognitive abilities and in the changes in synaptic strength underlying such acquisition.



MATERIALS AND METHODS


Animals

Experiments were carried out in C57BL/6 male mice aged 5.4 ± 1.3 months (GYS1Camk2a–KO) and 5.1 ± 1.7 months (control littermates) (n = 15 for each group). All experiments were carried out following Spanish (BOE 34/11370-421, 2013) and European Union (2010/63/EU) regulations on the use of laboratory animals. All experimental protocols were approved by the Ethics Committee of the Pablo de Olavide University. Animals were kept in collective cages (up to five animals per cage) on a 12-h light/dark cycle with constant temperature (21 ± 1°C) and humidity (50 ± 5%) until the beginning of the experiments. Afterward, they were kept in individual cages until the end of the study. Unless otherwise indicated, animals were allowed access ad libitum to commercial mouse chow and water.



Biochemical Analyses

Animals were anesthetized, perfused intracardiacally with saline, and killed by decapitation. Brains were removed and cortexes, hippocampi and cerebella were dissected under a loupe, frozen on liquid nitrogen and stored at –80°C until use. For western blot analyses, protein homogenates of the different regions were obtained using the following buffer: 25 mM Tris–HCl (pH 7.4), 25 mM NaCl, 1% Triton X-100, 0.1% SDS, 0.5 mM EGTA, 10 mM sodium pyrophosphate, 1 mM sodium orthovanadate, 10 mM NaF, 25 nM okadaic acid and a protease inhibitor cocktail tablet (Roche). Homogenates were loaded in 10% acrylamide gels for SDS-PAGE and transferred to Immobilon membranes (Millipore). The antibody against GYS1 used was ref. 3886 from Cell Signaling. Proteins were detected by the ECL method (Immobilon Western Chemiluminescent HRP Substrate, Millipore) and loading control of the western blot membrane was performed using the REVERT total protein stain. For quantitative (q)PCR, total RNA was isolated from frozen brain region samples using Trizol reagent (Life Technologies, Carlsbad, CA, United States), purified with an RNeasy Mini Kit (Qiagen, Hilden, Germany) and treated with DNase I (Qiagen) to degrade genomic DNA. Reverse transcription was performed using qScript cDNA Synthesis Kit (Quanta Biosciences, Beverly, MA, United States). qPCR was performed using a Quantstudio 6 Flex (Applied Biosystems, Foster City, CA, United States). The following mouse-specific SYBRgreen set of primers (Sigma, Madrid, Spain) was used: Gys1 (forward: 5′-CAGAGCAAAGCACGAATCCA-3′; reverse: 5′-CATAGCG GCCAGCGATAAAG-3′); Gys2 (forward: 5′-ACCAAGGCC AAAACGACAG-3′; reverse: 5′-GGGCTCACATTGTTCTACT TGA-3′) and beta-2 microglobulin (b2M), used as a housekeeping gene (forward: 5′-ATGCACGCAGAAAG AAATAGCAA-3′; reverse: 5′-AGCTATCTAGGATATTTCC AATTTTTGAA-3′). All the samples were run as triplicates. For representation of the results: dCt was calculated as: Ct (b2M)-Ct (gene of interest), and average dCt from control hippocampus was used to calculate ddCT. Results are expressed as 2^ddCt in relative units for each brain region and genotype analyzed.



Operant Conditioning

Following previous descriptions by some of the authors of this paper (Madronal et al., 2010; Jurado-Parras et al., 2012), training and testing was done in three Skinner box operant chambers (12.5 × 13.5 × 18.5 cm) (MED Associates, St. Albans, VT, United States). Each module was housed within a sound-attenuating chamber (90 × 55 × 60 cm), which was constantly lit (19 W lamp) and exposed to 45-dB white noise (Cibertec, S.A., Madrid, Spain). Each Skinner box was equipped with a food dispenser from which pellets (MLabRodent Tablet, 20 mg; Test Diet, Richmond, IN, United States) were released by pressing a lever. Before training, mice were handled daily for 5–7 days and food-deprived to 90% of their free-feeding weight. Training took place for 20 min on successive days, in which mice were trained to press the lever to receive pellets from the food dispenser using a fixed-ratio (1:1) schedule. The start and end of each session was indicated by a tone (2 kHz, 200 ms, 70 dB) provided by a loudspeaker located in the recording chamber. Animals were maintained on this fixed-ratio (1:1) schedule until they reached the selected criterion, namely until they obtained ≥ 20 pellets in two successive sessions. The mean number of pellets received by each animal during these two sessions was calculated.

In the following experimental step, conditioning was carried out for 10 days using a light/dark protocol. In this protocol, only lever presses performed by the animal during the light period (20 s), in which a small light bulb located over the lever was switched on, were reinforced with a pellet. Lever presses performed during the dark period (20 ± 10 s) were not rewarded. In addition, lever presses during the dark period restarted the dark protocol for an additional random (1–10 s) time. The number of lever presses carried out during the light and dark periods were counted. The light/dark coefficient was calculated as follows: (number of lever presses during the light period − number of lever presses during the dark period)/total number of lever presses. As we previously described, control mice never obtain positive coefficients > 0.2 in this task (Hasan et al., 2013). Conditioning programs, lever presses, and pellets rewarded were monitored and recorded by a computer, using a MED-PC program (MED Associates, St. Albans, VT, United States). All operant sessions were filmed with a synchronized video capture system (Sony HDR-SR12E, Tokyo, Japan).



Surgery

A minimum of a week after the end of operant conditioning experiments, animals were anesthetized with 0.8–3% halothane delivered from a calibrated Fluotec 5 (Fluotec-Ohmeda, Tewksbury, MA, United States) vaporizer at a flow rate of 1–2 L/min oxygen. Animals were implanted with bipolar stimulating electrodes at the right Schaffer collateral-commissural pathway of the dorsal hippocampus (2 mm lateral and 1.5 mm posterior to bregma; depth from brain surface, 1.3 mm) (Paxinos and Franklin, 2001) and with two recording electrodes in the ipsilateral CA1 area (1.2 mm lateral and 2.2 mm posterior to bregma; depth from brain surface, 1.3 mm). They were also implanted bilaterally with two pairs of recording electrodes in the prelimbic cortex (0.3 mm lateral, 1.75 mm anterior to bregma, and 1.8 from brain surface) (Paxinos and Franklin, 2001). Electrodes were made of 50 μm Teflon-coated tungsten wire (Advent Research Materials Ltd., Eynsham, England). The final location of the CA1 recording electrode was determined using as a guide the field potential depth profile evoked by paired (40 ms of interval) pulses presented at the Schaffer collateral pathway. Two bare silver wires (0.1 mm) were affixed to the skull as ground. The 10 wires were connected to a 4-pin and a 6-pin socket. Sockets were fixed to the skull with the help of small screws and dental cement (see Gruart et al., 2006 for details).



Fear Conditioning

Fear conditioning was carried out as previously described (Ortiz et al., 2010; Madronal et al., 2016). A week after surgery, animals were subjected to a fear conditioning test. On the first training day, they were subjected to a three-shock acquisition protocol in a fear-conditioning box (25 × 25 × 35 cm; TSE Systems GmbH, Bad Homburg, Germany) provided with a metallic grid floor, transparent Plexiglas wall, 70% ethanol smell, and 800 lux illumination (context A). Mice were allowed to explore the box for 3 min, after which a 30-s, 80-dB, 7.5-kHz tone was given as a conditioning stimulus (CS). The last 2 s of the tone overlapped with a 0.4-mA foot shock as unconditioned stimulus (US). The CS-US pairing was repeated two more times with 2-min intervals between each presentation and following the last one. Therefore, the fear conditioning acquisition test lasted for 10.5 min. Two days after the test session, animals were placed in the same box for 6 min but no CS or US was given. Finally, the cued fear test was repeated 3 days later in the same fear-conditioning box but this time with different floor (opaque gray plastic) and walls (black plastic), including acetic acid smell and 400 lux illumination (context B). Mice were allowed to explore the box for 3 min, after which the CS was presented continuously for another 3 min (total duration 6 min).



Input/Output Curves, Paired Pulse Facilitation, and LTP in Behaving Mice

Local field potentials (LFPs) were recorded with the animal located in a small (5 × 5 × 5 cm) box, aimed to avoid overwalking (Gruart et al., 2006). For input/output curves, mice were stimulated at the CA3-CA1 synapse with single pulses at increasing intensities (0.02–0.4 mA). We also checked the effects of paired pulses at various (10, 20, 40, 100, 200, and 500 ms) inter-pulse intervals, using intensities corresponding to ∼ 40% of the amount necessary to evoke a saturating response. In all cases, pulses of a given intensity and/or interval were repeated 10 times at a rate of 3/min, to avoid interferences with slower short-term potentiation (augmentation) or depression processes (Zucker and Regehr, 2002); moreover, to avoid any cumulative effect, intensities and/or intervals were presented at random.

To evoke LTP in behaving mice, we followed procedures described previously (Gruart et al., 2006). Baseline field excitatory postsynaptic potential (fEPSP) values evoked at the CA3-CA1 synapse were collected 15 min prior to LTP induction using single 100 μs, square, biphasic pulses. Pulse intensity was set at ∼40% of the amount necessary to evoke a maximum fEPSP response (0.15–0.25 mA) – i.e., well below the threshold for causing a population spike. For LTP induction, animals were presented with a high-frequency stimulus (HFS) protocol consisting of five 200 Hz, 100-ms trains of pulses at a rate of 1/s, repeated six times, at intervals of 1 min. Thus, a total of 600 pulses were presented during the HFS session. To avoid evoking large population spikes and/or electroencephalographic seizures, the stimulus intensity during HFS was set at the same value as that used for generating baseline recordings. After each HFS session, the same stimuli were presented individually every 20 s for 60 additional min and for 30 min on the following 4 days.



Hippocampal Seizures Evoked by Kainate Injection

In order to determine the propensity of control and GYS1Camk2a–KO mice to generate convulsive seizures, animals were injected (i.p.) with the AMPA/kainate receptor agonist kainic acid (8 mg/kg; Sigma, St. Louis, MO, United States) dissolved in 0.1 M phosphate buffered saline (PBS) pH = 7.4. LFPs were recorded in the hippocampal CA1 area from 5 min before to 60 min after kainate injections (see Valles-Ortega et al., 2011 for details).



Histology

Once the experiments had ended, mice were deeply re-anesthetized (sodium pentobarbital, 50 mg/kg) and perfused transcardially with saline and 4% phosphate-buffered paraformaldehyde. Their brains were removed, postfixed overnight at 4°C, and cryoprotected in 30% sucrose in PBS. Sections were obtained in a microtome (Leica, Wetzlar, Germany) at 50 μm. Selected sections, including the dorsal hippocampus and the prefrontal cortex, were mounted on gelatinized glass slides and stained with 0.1% toluidine blue to determine the location of stimulating and recording electrodes.



Experimental Design and Statistical Analysis

fEPSPs, 1-V rectangular pulses corresponding to lever presses, pellet delivery, tone and shock presentations, and brain stimulation were stored digitally on a computer through an analog/digital converter (CED 1401 Plus, CED, Cambridge, England). Recorded videos were synchronized to the CED recording system. Data were analyzed off-line for quantification of each animal’s performance in the Skinner box, in the fear conditioning test, and for fEPSP recordings with the Spike 2 (CED) program. The slope of evoked fEPSPs was computed as the first derivative (V/s) of fEPSP recordings (volts). Five successive fEPSPs were averaged, and the mean value of the slope during the rise-time (i.e., the period of the slope between the initial 10% and the final 10% of the fEPSP) was determined. The power spectrum of recorded LFPs activity was computed with the help of the Mat Lab 7.4.0 software (MathWorks, Natick, MA, United States), using the fast Fourier transform with a Hanning window, expressed as relative power and averaged across each recording session (Munera et al., 2000). Computed results were processed for statistical analysis using the IBM SPSS Statistics 18.0 (IBM, Armonk, NY, United States). Data are represented as the mean ± SEM. Statistical significance of differences between groups was inferred by one-way ANOVA and ANOVA for repeated measures (data by groups), with a contrast analysis (Dunnett’s posttest) for a further study of significant differences. Statistical significance was set at p < 0.05.




RESULTS


Generation of Neuron-Specific GYS1Camk2a–KO Animals

GYS1Camk2a–KO animals were generated by crossing GYS1 conditional knockout, based on the Cre/lox technology (Duran et al., 2013), with Camk2a Cre animals, which express Cre recombinase specifically in Camk2a-positive neurons of the forebrain (Tsien et al., 1996). Homozygous conditional non-expressing Cre littermates were used as controls. To corroborate the efficiency of the deletion, we analyzed the expression of GYS1 by qPCR and western blot in three regions of the brain, namely the hippocampus, cortex and cerebellum. qPCR results showed a significantly lower expression of GYS1 in hippocampus and cortex of GYS1Camk2a–KO mice. As expected, no differences in GYS1 expression were found between the cerebella of the two genotypes, since the Camk2a-cre mouse line does not have a significant Cre recombinase expression in this region (Tsien et al., 1996) (Figure 1A). The difference between control and GYS1Camk2a–KO mice was greater in the cortex than in the hippocampus, probably due to the higher ratio of astrocytes to neurons present in the latter (Keller et al., 2018), which would dilute the difference in GYS1 expression that results from knocking out only Camk2a neurons. To discard a compensatory upregulation, GYS2 expression levels were also measured. However, no significant expression in any of the regions in either genotype was detected (data not shown). At the protein level, western blot analyses also showed a significant difference in GYS1 in the cortex and hippocampus, but not in the cerebellum (Figure 1B).
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FIGURE 1. Analysis of GYS1 expression in brain regions of control and GYS1Camk2a–KO mice. (A) qPCR analysis of GYS1 gene expression. The expression of GYS1 was measured in the cortex, hippocampus and cerebellum of control (n = 4) and GYS1Camk2a–KO mice (n = 5). The data shown are mean ± SEM of 2^ddCt in relative units for each genotype analyzed. Significant differences between groups were found in the cortex (p < 0.0001) and hippocampus (p = 0.0383), but not in cerebellum. (B) Western blot analyses of GYS1 protein and quantification of the results. Protein homogenates of the same regions were analyzed by western blot with an antibody specific for GYS1 protein (n = 4 per region and genotype). Again significant differences between groups were found in the cortex (p = 0.0006) and hippocampus (p = 0.0474), but not in the cerebellum. Statistics were calculated using unpaired t-test, statistical values. *p < 0.05, ∗∗∗p < 0.001.





Differences in the Electrophysiological Properties of the CA3-CA1 Synapse in Control and GYS1Camk2a–KO Mice

To determine functional differences in the electrophysiological properties of hippocampal circuits, we studied input/output curves, paired-pulse facilitation, and LTP evoked at the CA3-CA1 synapse in behaving control and GYS1Camk2a–KO mice (Figure 2). First, we examined the response of CA1 pyramidal neurons to paired-pulses (40 ms of inter-pulse intervals) of increasing intensity (0.02–04 mA) presented to the ipsilateral Schaffer collaterals (Figure 2A). Control and GYS1Camk2a–KO mice presented similar increases in the slope of fEPSP evoked at the CA3-CA1 synapse by the stimuli presented to the CA3 area (Figure 2B). These two relationships were best fitted by sigmoid curves (r ≥ 0.99; p < 0.0001; not illustrated), thereby suggesting the normal functioning of the CA3-CA1 synapse in both groups.
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FIGURE 2. Electrophysiological properties of hippocampal synapses in alert behaving control and GYS1Camk2a–KO mice. (A) Experimental design. Animals were chronically implanted with stimulating electrodes in CA3 Schaffer collaterals and with a recording electrode in the ipsilateral CA1 area. An extra wire was attached to the bone as ground. DG, dentate gyrus; Sub., subiculum. Adapted from Duran et al. (2013). (B) Input/output curves of fEPSPs evoked at the CA3-CA1 synapse by paired (40 ms of inter-pulse interval) pulses of increasing intensities (0.02–0.4 mA) in control (n = 8; black circles) and GYS1Camk2a–KO (n = 8; white circles) mice. Data are represented as mean ± SEM. No significant differences [F(19,266) = 0.579; p = 0.92] were observed between groups. (C) In addition, no significant [F(5,110) = 0.753; p = 0.586] differences in paired-pulse facilitation between control (n = 12; black circles) and GYS1Camk2a–KO (n = 12; white circles) mice were detected. The data shown are mean ± SEM slopes of the 2nd fEPSP expressed as a percentage of the first of six (10, 20, 40, 100, 200, 500) inter-pulse intervals. Selected fEPSP paired traces (40 ms of inter-pulse interval) collected from representative control and GYS1Camk2a–KO mice are shown at the top right. (D) The two graphs illustrate the time course of LTP evoked in the CA3-CA1 synapse (fEPSP mean ± SEM) of control (n = 14; black circles) and GYS1Camk2a–KO (n = 14; white circles) mice following a HFS session. The HFS was presented after 15 min of baseline recordings, at the time marked by the dashed line. LTP evolution was monitored over 5 days. At the top, illustrated representative examples of fEPSPs from representative control and GYS1Camk2a–KO mice collected at the times indicated in the bottom graphs. fEPSP slopes are given as a percentage of fEPSP values collected during baseline recordings (100%). Although the two groups presented significant (p < 0.001) increases (ANOVA, two-tailed) in fEPSP slopes after HFS when compared with baseline recordings, the control group showed a larger and longer lasting LTP [F(38,988) = 2.049; p < 0.001] than GYS1Camk2a–KO mice. fEPSP slopes collected from control animals were significantly larger than those from GYS1Camk2a–KO mice at the indicated times (*p < 0.05; ∗∗p < 0.01).



The paired-pulse facilitation evoked in control and GYS1Camk2a–KO mice was then analyzed with increasing inter-pulse intervals (10, 20, 40, 100, 200, 500 ms), but presenting a fix stimulus intensity (40% of asymptotic values). Both groups of mice presented a paired pulse facilitation at short (20 and 40 ms) inter-pulse intervals (Figure 2C). Although control mice presented slightly larger facilitation to paired pulses than GYS1Camk2a–KO animals, no significant differences were observed.

We next studied LTP in the two groups of behaving mice as a reflection of synaptic plasticity. The CA3-CA1 synapse is involved in the acquisition of various kinds of associative learning tasks and is usually selected for evoking LTP in behaving mice (Gruart et al., 2006). For baseline values, animals were stimulated every 20 s for ≥15 min at the implanted Schaffer collaterals (Figure 2D). Afterward, they were presented with the high frequency stimulation (HFS) protocol. Following HFS, the same single stimulus used to generate baseline records was presented at the initial rate (3/min) for another 60 min. Recording sessions were repeated for four additional days (30 min each; Figure 2D). Both groups of mice presented a significant increase in fEPSP slopes following the HFS session. However, the control group presented a larger and longer lasting LTP than the GYS1Camk2a–KO group. The point to point comparison between LTPs evoked in the two groups of mice indicated that WT animals presented larger LTP values for the five recording sessions and that these values were significantly different during the first two sessions (p ≤ 0.05) (Figure 2D).

In summary, at the electrophysiological level, GYS1Camk2a–KO mice presented similar input/output curves and paired-pulse potentiation but less LTP than their littermate controls.



GYS1Camk2a–KO Mice Presented a Deficit in the Acquisition of an Instrumental Conditioning Task

The acquisition of operant conditioning tasks involves many cortical (medial prefrontal and motor cortices, hippocampus) and subcortical (dorsal and ventral striatum) structures (Jurado-Parras et al., 2012, 2013). The capacity of the two groups of mice to acquire these complex associative learning tasks was examined. Animals were trained in Skinner box modules to obtain a food pellet every time they pressed a lever located near the feeder (Figure 3A). In a first series of experiments, we checked the time (days) animals needed to learn this operant task, using a fixed-ratio (1:1) schedule. The criterion was to press the lever a minimum of 20 times/session for two successive 20-min sessions (Figure 3B, top diagram). A total of 13 controls (out of 15) and 15 GYS1Camk2a–KO (out of 15) mice reached the criterion for the fixed-ratio (1:1) schedule task in ≤10 days (8.8 ± 0.5 days for controls and 6.7 ± 0.7 days for KO; t = 239.000; p = 0.017; Shapiro–Wilk t test; Figure 3C). GYS1Camk2a–KO mice seemed to press the lever more frequently than controls (Figure 3D), which was suggestive of a sort of compulsive behavior in GYS1Camk2a–KO. Animals from the two groups that reached the criterion for the fixed-ratio (1:1) schedule task in ≤10 days were further trained in a more complex task. In this case, they were rewarded [again in a fixed-ratio (1:1) schedule] only during the period in which a small light bulb, located over the lever, was switched on (Figure 3B, bottom diagram). Periods with light lasted for 20 s and were followed by dark periods during which the animal was not rewarded. Pressing the lever during the dark period punished the animal by delaying the reappearance of the light period by ≤10 additional seconds (see Jurado-Parras et al., 2012; Hasan et al., 2013). Control mice acquired this complex task earlier than GYS1Camk2a–KO mice, reaching significant differences during the first three training sessions (Figure 3E). Indeed, GYS1Camk2a–KO mice took longer (up to 5 sessions) to understand that pressing the lever during the dark period did not provide any reinforcement and, in addition, delayed the reappearance of light. In conclusion, the deficit in neuronal glycogen caused a significant impairment of the learning capacity of GYS1Camk2a–KO mice, which was probably aggravated by deficient control of compulsive behaviors.
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FIGURE 3. Performance of control and GYS1Camk2a–KO mice in an operant conditioning task. (A) Experimental setup. Mice were trained in a Skinner box to press a lever to obtain a food pellet, with a fixed-ratio (1:1) schedule. Adapted from Duran et al. (2013). (B) Animals were trained with two programs of increasing difficulty. As illustrated in the top diagram, they were first trained to acquire a fixed-ratio (1:1) schedule until obtaining 20 pellets/20 min session on two successive days (criterion). Afterward, lever presses were rewarded only when a light bulb was switched on (see bottom diagram). (C) Time to reach the selected criterion for control (n = 13) and GYS1Camk2a–KO (n = 15) mice (t = 239.000; p = 0.017; Shapiro–Wilk t test). (D) Data collected from the first 2 days after reaching the criterion with the fixed-ratio (1:1) schedule. Illustrated data correspond to the mean ± SEM collected from control (n = 13) and GYS1Camk2a–KO (n = 15) animals. Note that although GYS1Camk2a–KO mice pressed the lever more frequently than the control group, there were no significant differences between groups (U = 58.5; p = 0.13; Mann–Whitney U statistic test). (E) Performance of control (n = 13) and GYS1Camk2a–KO (n = 14) mice during the light/dark test. Note that although both groups showed an improvement in performance across sessions [F(1,225) = 10.49; p < 0.01], control mice outperformed GYS1Camk2a–KO mice [F(9,225) = 2.82; p = 0.01]. The light/dark coefficient was calculated as follows: (number of lever presses during the light period – number of lever presses during the dark period)/total number of lever presses. For individual sessions *p = 0.05; ∗∗p = 0.01.





GYS1Camk2a–KO Mice Showed a Similar Performance to Control Animals in a Fear Conditioning Task

Medial prefrontal-amygdala circuits are actively involved in the control of fear conditioning (Dejean et al., 2016). In particular, it has been shown that delta oscillations synchronize these circuits during fear conditioning (Karalis et al., 2016). Given these observations, we carried out a fear conditioning test in control (n = 14) and GYS1Camk2a–KO (n = 15) mice (Figures 4A,B). Freezing time during the context test was similar for the two groups (control, 190.5 ± 9.0 s; GYS1Camk2a–KO, 182.5 ± 10.0 s). In addition, the total freezing time during the cued fear test was also similar for both groups (control, 136.7 ± 17.2 s; GYS1Camk2a–KO, 136.5 ± 22.7 s) (Figure 4C). According to these results, amygdala control of fear behavior (Dejean et al., 2016) was not altered in GYS1Camk2a–KO mice.
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FIGURE 4. Performance of control and GYS1Camk2a–KO mice in a fear conditioning task. (A) Experimental design. During the conditioning test (1), animals were allowed to explore context A for 3 min, after which they were presented with a conditioning tone for 30 s (CS). The tone co-terminated with a foot shock (0.4 mA, 2 s). As illustrated, the CS-US pairing was repeated two more times. For the context test (2), the animal was located in the same box for 6 min in absence of CS or US presentations. Finally, for the cued test (3), the animal was located in context B for a control period of 3 min, followed by 3 min with a CS presentation. (B) Diagrammatic representation of contexts A (left) and B (right). (C) No significant differences between the two groups (n = 14 control and n = 15 GYS1Camk2a–KO mice) were observed for either of context (t = 0.595; 27 degrees of freedom; p = 0.557) or the cued tests (t = 0.0166; 27 degrees of freedom; p = 0.987).





Susceptibility to Kainate-Induced Epilepsy in Control and GYS1Camk2a–KO Mice

Local field potentials recorded in the hippocampus of control (n = 12) and GYS1Camk2a–KO (n = 12) mice presented no significant differences in their respective spectral powers (Figures 5A,B). In addition, we checked the susceptibility of the two groups to a single and low dose (8 mg/kg) i.p. injection of kainate (Figures 5C–E). Both control (6 out of 13; 43.2%) and GYS1Camk2a–KO (10 out of 15; 66.7%) mice presented spontaneous hippocampal seizures after kainate injection, with no significant differences between groups (Chi-square = 0.506 with 1 degree of freedom; p = 0.477) (Figure 5D). The mean duration of kainate-evoked seizures was also similar between groups (control: 214 ± 111 s; GYS1Camk2a–KO: 242 ± 57 s; F(1,14) = 0.0604; p = 0.809; ANOVA and Shapiro–Wilk test) (Figure 5E). These results indicate that susceptibility to kainate-induced epilepsy is not significantly altered in GYS1Camk2a–KO mice with respect to littermate controls.
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FIGURE 5. Susceptibility of control and GYS1Camk2a–KO mice to kainate. (A) RLFPs recorded in the CA1 area of representative control and GYS1Camk2a–KO mice. (B) Spectral power of LFPs (60-s segments collected from n = 12 control and n = 12 GYS1Camk2a–KO mice). The inset illustrates the global boxplot of peak spectral powers [F(1,22) = 0.07; p = 0.7908]. (C) Representative examples of hippocampal seizures evoked in control and GYS1Camk2a–KO mice following the administration of 8 mg/kg i.p. of kainate. (D) Percentage of control (n = 13) and GYS1Camk2a–KO (n = 15) mice presenting spontaneous seizures at the CA1 area during the recording period (60 min). No significant differences between groups (Chi-square = 0.506 with 1 degree of freedom; p = 0.477) were observed. (E) Mean duration of kainate-evoked seizures in control and GYS1Camk2a–KO mice. No significant differences between groups were observed [F(1,14) = 0.0604; p = 0.809; ANOVA and Shapiro–Wilk test].






DISCUSSION

Brain glycogen is involved in multiple functions, including learning and memory. In this regard, in a previous study we showed that GYS1Nestin–KO mice, which are devoid of glycogen in the brain, show a significant impairment of learning capacity and in the concomitant activity-dependent changes in synaptic strength (Duran et al., 2013). In a subsequent report with the same mouse model, we demonstrated the importance of brain glycogen in resistance to epileptic seizures (Lopez-Ramos et al., 2015). However, since the GYS1 gene is knocked out in both astrocytes and neurons in these animals, it was not possible to determine the contribution of each cell type to these abnormalities.

Studying glycogen in the brain is challenging due to the rapid degradation of this polysaccharide after the interruption of brain circulation, which inevitably results in the loss of glycogen during histologic preparation of tissue even when perfusion of fixatives is used. Traditionally, it has been considered that brain glycogen is present only in astrocytes, where it is easy to identify thanks to its relatively high concentration (Cataldo and Broadwell, 1986; Hertz and Chen, 2018). However, the presence of the polysaccharide in specific subsets of neurons (e.g., motoneurons) has also been reported (Cammermeyer and Fenton, 1981; Borke and Nau, 1984). The most thorough analysis performed to date of the localization of brain glycogen in microwave-fixed brains (which stops enzymatic activity immediately and thus preserves the metabolic state) indicates that neurons may also contain glycogen, although at much lower concentrations than astrocytes (Oe et al., 2016). The notion of an active glycogen metabolism in neurons is supported by a key observation, namely the accumulation of glycogen in several pathological conditions like Lafora disease and Pompe disease (Sidman et al., 2008; Duran et al., 2014). However, this observation does not shed any light on the physiological role of the polysaccharide in these cells. In this regard, we previously demonstrated that primary cultured neurons have an active glycogen metabolism that protects them from hypoxia (Saez et al., 2014). However, since primary cultured neurons have embryonic features, the importance of neuronal glycogen in adult brains could differ to that in in vitro conditions.

To address the physiological role of neuronal glycogen, we generated a novel mouse model depleted of glycogen only in neurons. To this end, we used Camk2a Cre to delete GYS1 specifically in Camk2a neurons of the forebrain, including those of the CA1 pyramidal cell layer of the hippocampus, thus generating GYS1Camk2a–KO mice. We selected these neurons since they are involved in memory and learning processes and participate in the hippocampal CA3-CA1 synapse, whose function can be analyzed electrophysiologically (Gruart et al., 2006). Although initially reported to occur exclusively in CA1 pyramidal neurons (Tsien et al., 1996), Cre recombinase-driven gene edition in Camk2A-Cre mice takes place in other pyramidal neurons of the forebrain and cortex (Victoria et al., 2016), which could thus contribute to the electrophysiological and learning deficits observed in GYS1Camk2a–KO animals – these mostly related to prefrontal functions related to the acquisition of instrumental tasks (Jurado-Parras et al., 2012; Hasan et al., 2013) and to LTP induction in the intrinsic hippocampal circuit (Gruart et al., 2006).

Synaptic changes evoked by the presentation of a pair of pulses are commonly accepted as an indication of presynaptic short-term plasticity of hippocampal synapses, related to the process of neurotransmitter release (Zucker and Regehr, 2002). Thus, paired-pulse stimulation is used as an indirect measure of changes in the probability of neurotransmitter release at the presynaptic terminal (Fernandez De Sevilla et al., 2002; Zucker and Regehr, 2002; Lauri et al., 2007). Unlike GYS1Nestin–KO mice (Duran et al., 2013), GYS1Camk2a–KO animals did not show significant differences in paired-pulse facilitation with respect to their littermate controls. However, the trend may indicate a lower probability of neurotransmitter release. In contrast, postsynaptic LTP responses, a type of long-term synaptic plasticity, were significantly smaller in GYS1Camk2a–KO mice. These results resemble those obtained in GYS1Nestin–KO mice and indicate that neuronal glycogen participates in the correct establishment of LTP.

LTP has been proposed to be the mechanism underlying the acquisition of cognitive abilities at the cellular level. GYS1Camk2a–KO animals showed a deficit in the acquisition of a complex associative task requiring inhibition of spontaneous exploratory activities. Again, although of a smaller magnitude, these results resemble those found in GYS1Nestin–KO mice. Interestingly, fear conditioning was not affected in the neuron-specific KO mice, thereby indicating that other brain regions and circuits are not affected by the lack of glycogen in Camk2a neurons. Furthermore, and in contrast to GYS1Nestin–KO mice, neuron-specific KO mice did not show greater susceptibility to hippocampal seizures or myoclonus induced by kainate administration or train stimulation. These results suggest that this alteration in GYS1Nestin–KO mice is caused by the absence of astrocytic glycogen.

Interestingly, results collected during the operant conditioning task indicated that GYS1Camk2a–KO mice reached the selected criterion for the fixed ratio (1:1) before control animals. We assumed that this was the result of hyperactive behavior, which was confirmed by the light/dark test. The light/dark test was designed to detect hyperactive or compulsive behaviors, and it has been successfully used in mice (Jurado-Parras et al., 2012; Hasan et al., 2013) and rats (Berger et al., 2017).

If glycogen in neurons is present at such low levels that make it very difficult to detect, then why is it important for brain function? Glycogen is mobilized very quickly and thus provides a faster way to obtain energy than through importing extracellular glucose. Furthermore, the product of glycogen breakdown is glucose-1P, which does not need the initial ATP required for glucose phosphorylation. Since the activity (and thus the energetic requirements) of neurons is pulsatile, a small amount of glycogen would be sufficient to cover this transient increase in energy needs. Furthermore, glycogen may be located in regions of high energetic demand, for example in synaptic boutons. If this were the case, the overall concentration of glycogen in neurons would still be low. In this regard, it is worth noting that glycogen molecules are small enough to fit into narrow processes in which mitochondria cannot. Furthermore, the activation of GS and consequent synthesis of glycogen during LTP induction could represent one of the mechanisms of synaptic plasticity.

In previous reports we showed that glycogen accumulation over a modest concentration is deleterious for neurons (Duran et al., 2012, 2014), thus raising the question as to why neurons have indeed maintained GS expression throughout evolution if its activation and the consequent deposition of glycogen cause the death of this cell population. This paradox led Magistretti and Allaman to refer to GS as a neuronal Trojan horse (Magistretti and Allaman, 2007). The observations described here clearly indicate that neurons do need an active glycogen metabolism to ensure proper functioning. Therefore, the challenge faced by neurons is how to maintain functionally active GS without allowing glycogen deposits to damage them.

In the light of the results presented here, we propose that neuronal glycogen is responsible for some of the roles previously attributed exclusively to astrocytic glycogen (e.g., experiments using glycogen degradation inhibitors to study the importance of brain glycogen in learning) (Hertz and Chen, 2018). Therefore, the relevance of neuronal glycogen for brain function should be reconsidered.
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The voltage-gated potassium (Kv) channels, encoded by 40 genes, repolarize all electrically excitable cells, including plant, cardiac, and neuronal cells. Although these genes were fully sequenced decades ago, a comprehensive kinetic characterization of all Kv channels is still missing, especially near physiological temperature. Here, we present a standardized kinetic map of the 40 homomeric Kv channels systematically characterized at 15, 25, and 35°C. Importantly, the Kv kinetics at 35°C differ significantly from commonly reported kinetics, usually performed at room temperature. We observed voltage-dependent Q10 for all active Kv channels and inherent heterogeneity in kinetics for some of them. Kinetic properties are consistent across different host cell lines and conserved across mouse, rat, and human. All electrophysiology data from all Kv channels are made available through a public website (Channelpedia). This dataset provides a solid foundation for exploring kinetics of heteromeric channels, roles of auxiliary subunits, kinetic modulation, and for building accurate Kv models.

Keywords: Kv channel, electrophysiology, automated patch clamp, kinetics, temperature, Q10, modeling, database


HIGHLIGHTS

- A reference map of kinetics of all 40 homomeric Kv channels at 15, 25, and 35°C

- Kv kinetics are consistent across cell lines and conserved across species

- Some Kv channels exhibit inherent heterogeneity in kinetics

- A public resource of over a million current traces from Kv channel kinetics.



INTRODUCTION

Ion channels (ICs) are proteins that selectively allow ions to diffuse through the cell membrane, creating an electrical potential across the membrane. They are classified in terms of which ion passes through the channel (sodium, potassium, chloride, calcium etc.) and by gating activity (voltage gating, ligand gating, other forms of gating; Hille, 2001; Alberts et al., 2008).

The ~350 IC types expressed in the mammalian brain include 145 voltage-gated channels, of which 40 are voltage-gated potassium (Kv) channels, divided into 12 sub-families, Kv1-Kv12 (Figure 1A). The Kv channels are expressed in many different tissues/organs, including muscle, heart, and brain (Post et al., 1992; Lai and Jan, 2006; Li and Dong, 2010; Southan et al., 2016), and also exhibit specific expression patterns at the subcellular level (Rasband, 2010; Jensen et al., 2011; Trimmer, 2015). In all these tissues, Kv channels are activated by variations in the voltage across the cell membrane. These changes regulate the return of the membrane to a resting state (hyperpolarization) after depolarization, thus controlling the excitability of different cell types (neurons, cardiomyocytes, skeletal muscle cells, etc.).


[image: image]

FIGURE 1. Voltage-gated potassium channels, kinetic characterization workflow. (A) Radial phylogenetic tree of the 145 known voltage-gated ion channel genes, where half are potassium channels (in green). Our study focuses on the 40 voltage-gated potassium (Kv) channels, divided into 12 subfamilies (expanded area). (B) Phylogenetic tree obtained from pairwise alignment of the coding sequences of isoform1 of all rat Kv channel genes; scale represents normalized phylogenetic distance; the corresponding Kv protein names are indicated (prefix r stands for rat). The schematic and scaled depiction of the protein structure of each Kv channel is based on the amino acid length of each domain. (C) Standardized workflow for Kv channels kinetic characterization. Each Kv gene is amplified from a rat brain cDNA library and cloned in a mammalian-expression vector (Table S6), building a library of expression vectors. A library of stable cell lines is generated after transfection of each expression vector in host cell lines (CHO, HEK, or CV1; See also Figures S1, S2 and Table S7). The kinetics of each cell line is characterized using an automated patch clamp setup (APC) in a dedicated temperature-controlled room (14–36°C; Table S8). Each recorded cell is assigned a unique ID (Cell ID). Electrophysiology data are analyzed, stored and shared through the “Channelpedia” website.



Functionally, Kv channels are known to regulate the threshold potential for firing, the duration of action potentials and, the firing rates (Storm, 1988; Gabel and Nisenbaum, 1998; Glazebrook et al., 2002; Begum et al., 2016). They are also involved in cell proliferation, and play a significant role in neurotoxicity, neuroprotection, and neuroregulation (Kaczmarek, 2006; Shah and Aizenman, 2014). Hence, malfunction in Kv channels are implicated in a range of neurological diseases known as channelopathies (Graves and Hanna, 2005; Kullmann and Waxman, 2010).

Structurally, mammalian Kv channels as homotetramers, consist of four identical alpha (α)-subunits arranged around a central axis that forms a pore (Coetzee et al., 1999). Each α-subunit is made up of six α-helical transmembrane spanning segments (S1-S6), five loops connecting successive segments, and cytoplasmic regions at the N and C terminal ends. The first four segments (S1–S4) form the voltage sensor domain (VSD). Within VSD, the fourth segment, S4, which contains a positively charged amino acid (arginine or lysine) at every third position (Bezanilla, 2000), is considered the main voltage sensor. The pore is formed by the S5–S6 segments and the corresponding connecting loop, which contains a conserved sequence (glycine-tyrosine-glycine or glycine-phenylalanine-glycine) that acts as a K+ ion selectivity filter (Heginbotham et al., 1994).

In mammalian genomes, the Kv channels are encoded by 40 genes. Each Kv gene encodes a corresponding protein (α-subunit) with a unique structure (Figure 1B). While all Kv channels share a similar core structure, differences in their connecting loops, and in the length and sequence of their N and C terminals, make each one of them unique. The genes coding for the Kv channels have been cloned and studied in cell lines for many decades. However, a comprehensive and standardized kinetic characterization of all homomeric Kv channels is still missing. The literature focuses on just a few Kv channels (e.g., Kv7.1, Kv11.1, Kv1.5, Kv1.1, Kv1.3, Kv1.2, Kv2.1, etc.), and neglects many others (e.g., Kv1.7, Kv1.8, Kv6.x, Kv9.x, Kv12.x; Table 1). Moreover, different studies have used different species, cloning procedures, host cell lines, cell culture conditions, intracellular and extracellular solutions, and stimulation protocols, making it difficult to compare and integrate their data and sometimes producing discrepant results. In addition, the raw electrophysiology data needed to build realistic IC models are not publicly available; available data are only in the form of figures or extracted features. Eventually, the majority of previous studies on Kv channels has been conducted at room temperature (RT), which can vary from 18°C (Heinemann et al., 1996) to 28°C (Hatton et al., 2001) that could produce inconsistencies in results.



Table 1. Number of publications on Kv channels in PubMed as of January 2019 (after search by gene names and/or protein names).
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The thermal sensitivity of any biological process can be described by its temperature coefficient (Q10). Classically, it is defined as the ratio of a reaction rate (α) measured at two temperatures 10 degrees apart (Bělehrádek, 1935). In ion channel research, instead of reaction rates, current amplitudes or time constants are often used to calculate Q10 value. A single value of Q10 is typically reported to indicate the temperature dependence of a channel. However, it is important to note that the Q10 for an IC can be different for different temperature ranges (Beam and Donaldson, 1983). Moreover, the kinetic properties (activation, inactivation, deactivation, recovery from inactivation) of an IC can have different temperature dependence (Q10 value; Lee and Deutsch, 1990). These additional complexities have often been overlooked especially in IC modeling, where a single approximate Q10 value between 1 and 5 is used to account for temperature dependence. This approximation is used mainly because of the limited number of studies conducted near physiological temperature (last column of Table 2).



Table 2. Summary of reported inactivation patterns at room temperature or at higher temperature for each Kv channel, with references (detailed references are listed in supplementary document).
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Taken together, the non-standardized experimental conditions, the lack of studies near physiological temperature and the unavailability of the electrophysiological traces, prevent reaching a consensus on Kv channel's kinetic properties. We have therefore developed a standardized method to systematically characterize the electrophysiology of the homomeric Kv channels at different temperatures: 15 and 25°C to compare against the literature, and 35°C to provide data on the behavior of these channels near physiological temperature. Briefly, we cloned the Kv genes from the rat brain and generated a library of isogenic cell lines over-expressing single homomeric Kv channels, in an inducible manner. We then used automated patch clamping to characterize the biophysics of each channel. This allowed us to construct comprehensive maps of the kinetics of the homomeric Kv channels at 15, 25, and at 35°C—a temperature close to physiological conditions.

The large amount of data produced using automated patch clamping, especially near physiological temperature, allowed us to observe unexpected qualitative changes for specific Kv channels, beside quantitative changes in kinetics associated with changes in temperature. We found that the Q10 is non-linear not only with temperature but also with voltage. Furthermore, the systematic kinetic characterization revealed that some ICs exhibit inherent kinetic variability (heterogeneity), which might have been overlooked as artifacts. We illustrate how these data on temperature and voltage dependencies in IC kinetics can also be used to build more accurate temperature-dependent models of Kv channels, using the data for the Kv1.1 channel as an example. Contrarily to previous reports (Petersen and Nerbonne, 1999; Fernandez et al., 2003) that show that host cell lines affect Kv kinetic properties, we show that, under standardized conditions and with large sample sizes, the kinetic properties of the homomeric Kv channels are largely consistent across host cell lines (CHO, HEK, CV1). We also show that kinetics is well-conserved across mouse, rat, and human species. The raw and processed data from our study have been made publicly available through Channelpedia (https://channelpedia.net or https://channelpedia.epfl.ch)—a web-based wiki-like resource.



RESULTS


Standardized Kinetic Characterization of Kv Channels

To establish a standardized kinetic map of the Kv family, we developed a screening workflow for the kinetic characterization of Kv channels. The workflow consists of four main steps: cloning, cell line generation, automated electrophysiology, and data sharing (Figure 1C).

Heterologous over-expression of ICs in host cell lines is commonly used to characterize IC kinetics. Previous studies have used many different host cell lines (e.g., CHO, COS7, CV1, HEK, LTK, ND7-23, NG108, NIH3T3; Lalik et al., 1993; Stephens et al., 1997; John et al., 2004). We chose CHO cells as they meet a broad range of criteria for successful IC experiments (Gamper et al., 2005), in particular: an efficient exogenous expression of recombinant proteins, very low endogenous ionic current and a good compatibility with planar automated patch clamp method. To ensure highly standardized conditions, we produced isogenic cell lines using the Flp-In™ system (O'Gorman et al., 1991), which provides reproducible conditions within and across different cell lines. We combined the Flp-In system with the tetracycline induction system T-Rex™, that enables expression of IC on demand, avoiding possible side effects of constitutive expression (Yao et al., 1998).

We generated a cDNA library from rat brain tissue, and attempted to amplify the 40 known Kv coding genes using the corresponding RefSeqs from the GenBank database (NCBI, Resource Coordinators, 2013; Figure S1). Thirty-five out of 40 Kv genes were successfully amplified from rat brain tissue. The remaining five channels (Kv1.8, Kv6.2, Kv7.4, Kv11.3, and Kv12.1), which we did not succeed to amplify, were obtained by commercial synthesis (see Methods “IC gene cloning”). All the amplified genes were fully sequenced and verified against the original RefSeqs. With minor exceptions, all cloned sequences were identical to the RefSeqs or contained synonymous variations (Table S1). The amplification process also revealed several new splicing variants (Table S2). As we only focused on the main isoforms (commonly known as isoform 1), these new variants are not included in this study.

We then cloned each amplified Kv gene in a customized mammalian expression vector and transfected them in CHO Flp-In™ T-Rex™ cells to construct a library of isogenic tetracycline-inducible CHO-Kv stable cell lines (Figure S1). Each Kv cell line was validated before kinetic characterization, as shown for the CHO rKv1.1 cell line as an example (Figure S2). Gene expression screening of the entire library confirmed that each cell line over-expressed a single target Kv gene (Figure S3 and Table S4).

Electrophysiology experiments were performed with an automated patch clamp (APC) robot in a dedicated temperature-controlled room, ensuring temperature stability of the environment (see Methods “Electrophysiology environment”). Different voltage protocols were applied at three different temperatures (15, 25, and 35°C) to probe the kinetic properties of each Kv channel. To allow comparisons across all Kv channels, we used the same ion concentrations in intracellular and extracellular solutions and the same voltage protocols for all Kv channels. Each recorded cell has been assigned a unique ID (Cell ID) for ease of data management. Overall, we recorded from more than 18,700 cells, extracting kinetic features from each recording. 13,401 of these recordings met quality assurance criteria for qualitative analysis and 6,540 met criteria for quantitative analysis (see Methods “QA-QC electrophysiology data”). The raw traces of all cells are publicly available for download from Channelpedia (https://channelpedia.net or https://channelpedia.epfl.ch; Figure 1C).



Kinetic Characterization of the Rat Kv1.1 Channel

To illustrate our method, we describe the detailed kinetic characterization of Kv1.1 at 25°C (Figure 2), a well-studied ion channel that has been implicated in several diseases including episodic ataxia, malignant hyperthermia, and hypomagnesaemia (Rajakulendran et al., 2007; van der Wijst et al., 2010; D'Adamo et al., 2014).
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FIGURE 2. Automated kinetic characterization of CHO rKv1.1 at 25°C. (A–F) The kinetic properties of rat Kv1.1 channel in CHO cells are extracted from the current response of six different voltage protocols: Activation, Deactivation, Inactivation, Inactivation recovery, and two in vivo-like stimuli, Ramp, and Action potential. Each panel shows the applied voltage stimulus (black traces), representative traces of the current responses (gray traces), region of interest for analysis (red box), and extracted features. For all analysis, current traces are first normalized to overall maximum current (Imax). All data are presented as means ± S.D. (A) I-V curve, activation voltage (Act_Volt), and activation time constant (Actτ) are extracted for all cells (n = 71). Peak current (Ipeak) for each trace is identified and plotted against command voltage to get I-V curve (top right panel). For each cell the voltage where normalized current (Ipeak) exceeds 0.1 in I-V curve is considered as the activation voltage (red arrow). Actτ is calculated by fitting single exponential curve from 0 to Ipeak for each current trace. Ipeak and Actτ from each cell are plotted and fitted with Boltzmann and single exponential function, respectively to get mean I-V curve and mean Actτ. (B) Deactivation time constant (Deactτ) for each trace is calculated by fitting a single exponential to current response during the second stimulus pulse (400–600 ms) and then plotted against command voltage (n = 70). (C) Inactivation curve, time constant (Inactτ), and inactivation factor are features extracted for all cells (n = 67). Ipeak from the second stimulus pulse (red box) are plotted against command voltage to get Inactivation curve. Inactτ is calculated by fitting a single exponential to each current trace from Ipeak to the end of the first stimulus pulse. Inactivation factor (x) is the difference from Ipeak to the end of the first stimulus pulse. Inactivation I-V, Inactτ, and Inactivation factors from all cells are averaged and plotted against command voltage and fitted with Boltzmann, single exponential, and Boltzmann function, respectively. (D) Inactivation recovery time constant (Recτ) is obtained by fitting a single exponential function to the peak current values of the responses to recovery pulses (red box) (n = 59). (E) Maximum conductance (Vmax_Cond) is calculated on the rising phase of the first Ramp (n = 69). (F) AP-Inactivation is measured by subtracting last AP (AP27) amplitude from normalized maximum value (1) (n = 70). Act_Volt, Recτ, Vmax_Cond, and AP-inactivation values for cell population are reported with histograms and box plots.



Activation properties were analyzed in terms of their I-V relation, time constant for activation (Actτ), and activation voltage (Act_Volt) (Figure 2A). Normalized peak currents against command voltage (I-V) curves were fitted to a Boltzmann function, yielding V1/2 = 4.54 ± 5.87 mV, and slope k = 19.84 ± 1.72 mV. Actτ was measured by fitting a single exponential curve to the recorded current trace from start of stimulus to peak current. For voltages from −10 to +80 mV, the value of Actτ decreased from 4.68 ± 1.76 to 0.71 ± 0.15 ms. The median activation voltage (Act_Volt)—defined as the voltage where the channel current exceeds 10% of the peak current—was −31.0 mV (IQR = −34.2 to −27.38).

Deactivation properties were characterized by measuring the tail currents evoked by 200 ms hyperpolarizing stimuli at voltages increasing from −80 to +50 mV in 10 mV steps (Figure 2B). For voltages between −60 and +10 mV, the deactivation time constant (Deactτ) increased from 14.96 ± 7.32 ms to 120.68 ± 64.9 ms.

Inactivation properties were analyzed in terms of their I-V relation, time constant (Inactτ) and inactivation factor (Figure 2C), yielding a V1/2 value of –35.26 ± 4.0 mV and slope k = 5.62 ± 2.01 mV. For voltages from −20 mV to +70 mV, Inactτ from the peak to the end of the first pulse decreased from 313.25 ± 81.7 ms to 166 ± 48.38 ms. Kv1.1 has been reported to be a non-inactivating or slowly inactivating IC which becomes rapidly inactivating in presence of Kvβ1 subunits (Heinemann et al., 1996; Jow et al., 2004). Our characterization study shows that at +70 mV, this channel inactivates as much as 57.4 ± 10%. However, targeted PCR and full transcriptome screening showed no significant Kvβ1 expression in CHO cells (Figure S4). This led us to conclude that Kv1.1 is indeed an inactivating IC, and that Kvβ1 is not essential for its inactivation.

Recovery from inactivation was analyzed at a recovery potential of −80 mV using 1.5 s conditioning pulse (+50 mV) to induce inactivation, followed by 150 ms test pulses at varying intervals (Figure 2D). The time constant for recovery from inactivation (Recτ) was measured by fitting a single exponential curve to the maximum current values during the test pulse, yielding median Recτ = 0.85 s (IQR = 0.72 to 0.95).

To gain more insight into the behavior of Kv1.1, we used two in vivo-like stimuli: a slow voltage ramp and a train of 27 action potentials (APs). With the slow ramp we observed maximum conductance at +12.03 mV (IQR = 1.40 to 18.71; Figure 2E). The response to the train of APs displayed median inactivation of 39% (IQR = 29 to 47), providing further evidence that Kv1.1 is indeed inactivating (Figure 2F).



Kinetic Characterization of All Rat Kv Channels at 25 and 15°C

Each of the Kv cell lines was characterized using the method described above for Kv1.1. Figure 3A shows typical behavior of all the 40 Kv channels in response to the activation protocol. This map provides the first comparative overview of all rat Kv channels kinetics obtained in standardized condition.
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FIGURE 3. Kv channels kinetic map at 25°C. (A) Illustration of activation stimulus with 20 mV steps and evoked current response are shown (top left panel). The amplitude is indicated in nA with scale bar. The non-transfected CHO-FT cell line is shown as control for the background current (top right panel). Representative traces of the typical response to activation stimulus for each Kv channel, recorded at 25°C, is shown. Current traces are sorted by Kv subfamily. ★ indicates a channel with inherent kinetic heterogeneity (see also Figure 6); for these channels, only one from a range of recorded responses is shown. (B) Box plots of AI values for each Kv channel at 25°C; ion channels are ordered by their median AI values and categorized as active or silent based on the 0.3 cut-off value for the 3rd quartile of the box plot (N = 3,409 cells). Active channels are further divided into highly active or low active based on 0.3 cut-off value for the median value of the box plot.



As a first analysis, in order to differentiate between active and silent channels we measured voltage-dependent activity with activity index (AI) for each cell. AI is calculated by combining signal to noise ratio (SNR) and non-linearity factor (NLF) (Figure S5). An AI value close to 0 for a cell indicates low voltage dependence denoting an electrically silent channel. Whereas, an AI value close to 1 represents a highly active channel. We produced box plot of AI values for all cells of a Kv cell line and assigned a cut-off value of 0.3 for third quartile (i.e., 75% of the population) to distinguish between active and silent channel. Below this cut-off channels are considered as silent. The remaining channels are considered as active, with a wide range of activity levels. We further used the median values of AI to divide active channels in highly active (median value above 0.3) and low active channels (median value below 0.3).

According to this criterion, at 25°C all members of the Kv5, Kv6, Kv8, and Kv9 families were classified as silent (Figure 3B), which is consistent with the literature; these channels are known to have regulatory effects on active channels (Salinas et al., 1997; Kramer et al., 1998; Bocksteins et al., 2014). Several other channels were silent according to the AI criterion: Kv1.8, Kv7.2, Kv7.3, Kv7.4, Kv7.5, Kv11.2, and Kv12.2. Previous studies reported Kv7.2, Kv7.3, Kv7.4, and Kv7.5 channels as active, showing however that the homomeric channels conduct relatively small current, becoming substantially more active as heteromers (Wang et al., 1998; Nakajo and Kubo, 2008; Gilling et al., 2013), or in association with their accessory subunits KCNE (Barhanin et al., 1996). According to transcriptomic data, KCNE subunits are not expressed in CHO cells (Table S3), that could explain why these channels are silent in this system. Kv11.2 and Kv12.2 have not been formally considered as silent channels but have been shown to have very low conductance (Engeland et al., 1998; Wimmers et al., 2002; Sturm et al., 2005), that is consistent with our data. The remaining 23 Kv channels (Kv1.1-Kv1.7, Kv2.x, Kv3.x, Kv4.x, Kv7.1, Kv10.x, Kv11.1, Kv11.3, Kv12.1, Kv12.3) are all electrically active at 25°C, with wide range of activity levels (Figure 3B). As control, screening for mRNA expression confirmed that all cell lines, for both active and silent channels, correctly expressed the target gene (Figure S3 and Table S4). In addition, analysis of membrane fraction by western-blot on a sample of two active and two silent channels further showed that they had been correctly translocated to the membrane (Figure S6).

The kinetics of all active channels have been already reported (Table 2), but mainly at room temperature which can vary between 18 and 28°C from one study to another. These reports contain many inconsistencies, with agreement only for a few channels (Kv1.4, Kv2.2, Kv4.1-4.3, Kv10.1, Kv10.2). The largest inconsistencies concern Kv1.3, Kv1.5, and Kv3.3 (sometimes described as non-inactivating and sometimes as fast inactivating channels), that could be due to differences in experimental conditions across studies (species, host cell lines, method of expression, temperature, intracellular/extracellular solutions, patch clamp technique etc.). The standardized workflow used in our study makes it possible to compare the kinetic properties for all Kv channels, potentially reconciling these inconsistencies.

In our study at 25°C, most of the active ICs shows more inactivation than previously reported; for example, Kv1.1, Kv1.6, Kv2.1, and Kv2.2, mainly reported as non-inactivating (Table 2), show a consistent inactivating pattern at 25°C (Figure 3A). One possible reason could be that the data reported in literature were acquired at temperatures below 25°C (Table 2). To assess this possible effect of lower temperature, we re-characterized the complete Kv cell line library at 15°C. Indeed, all cell lines show less inactivation at 15°C than at 25°C (Figures S7A, S8A); for example, Kv1.1, Kv1.6, Kv2.1, and Kv2.2 are almost non-inactivating at 15°C providing a closer match to the results in literature (Table 2). This substantial temperature sensitivity points out that measurements of IC kinetics around room temperature do not necessarily reflect their behavior at physiological temperature.



Kinetic Characterization of All Kv Channels at 35°C

Like other biological processes, Kv channel kinetics is known to become faster with increase in temperature (Table 3). However, there are very few studies on Kv kinetics near physiological temperature (Table 2, right column), and moreover temperature varies between 30 and 39°C depending on the study. To obtain detailed kinetic behavior for all Kv channels near physiological temperature, we screened the complete Kv cell line library at 35°C (Figure 4), close to the maximum limit of the temperature controller in our setup. From a technical perspective, it is more difficult to patch cells at 35°C than at lower temperatures: cell membrane becomes less stable, making it more difficult to achieve and maintain a good seal—likely the reason why so few studies are conducted at higher temperature. In our case, for example, the success rate at 35°C could be as low as ~15% compared to ~80% at 25 and 15°C. However, the automated patch clamp robot used in our study produced a sufficient number of recordings to compensate for this high failure rate. The map in Figure 4A, provides the first comparative overview of the Kv channel kinetics near physiological temperature (35°C). The kinetics is qualitatively very different from 15, to 25 to 35°C (especially for inactivation; see Figure S7 and Figures 3, 4). Quantitatively, Kv channels activate and inactivate faster at 35°C than at 25°C (Figures S8B,C). In addition, the comparison of AI values of all channels at 15, 25, and 35°C (Figure S9) shows a surprising temperature-dependent effect on the overall level of activity of specific Kv channels. With increases in temperature, Kv10.2, Kv11.1, and Kv11.3 become significantly more active, while Kv4.1 becomes significantly less active (Figure 4C). At 35°C, Kv7.1 becomes even completely silent; all these specific temperature-dependent effects would require further investigations. The voltage-dependent activity of the other Kv channels is not affected by the temperature; as shown in Figure S9, the channels with high activity stay highly active at all three temperatures. In addition, Kv5, Kv6, Kv8, and Kv9 families stay silent at all temperatures. This observation is consistent with the literature where these channels are described to have regulatory effects on active channels (Salinas et al., 1997; Kramer et al., 1998; Bocksteins et al., 2014). As mentioned before, Kv7.2-Kv7.5, Kv11.2, and Kv12.2 homomeric channels are reported in literature to have low conductance at room temperature; our study shows that they remain silent also at 35°C in CHO cells. These channels might require heteromerization or modulatory subunits to be active at physiological temperature.



Table 3. Summary of literature reports on the effect of temperature on Kv kinetics, indicating temperatures and reported effects (brief descriptions) with references (detailed references are listed in supplementary document).

[image: image]





[image: image]

FIGURE 4. Kv channels kinetic map at 35°C. (A) Illustration of activation stimulus with 20 mV steps and evoked current response are shown (top left panel). The amplitude is indicated in nA with scale bar. The non-transfected CHO-FT cell line is shown as control for the background current (top right panel). Representative traces of the typical response to activation stimulus for each Kv channel, recorded at 35°C is shown. Current traces are sorted by Kv subfamily. ★Indicates a channel with inherent kinetic heterogeneity (see also Figure 6); for these channels only one response from the range of recorded responses is shown. (B) Box plots of AI values for each ion channel at 35°C; ion channels are ordered by their median AI values and categorized as active or silent based on the 0.3 cut-off value for the 3rd quartile of the box plot (N = 2,350 cells). Active channels are further divided into highly active or low active based on 0.3 cut-off value for the median value of the box plot. (C) AI values at 15°C (blue), 25°C (black), and 35°C (red) are plotted for Kv channels that show significant change in activity over temperature. AI values for the non-transfected CHO-FT cell line is plotted as a control (see also Figure S9). ***p < 0.001, Student's t-test.





Comparative Kinetic Properties of Kv Channels at 35°C

Our standardized kinetic characterization of active ICs at 35°C enables us to provide the first comparative analysis of the kinetic properties of the Kv channels near physiological temperature (Figure 5).
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FIGURE 5. Kinetic properties of active Kv channels at 35°C. Kinetic features, analyzed as illustrated in Figure 2, are plotted for the 22 active Kv channels at 35°C (see Figure 4B). Features are represented as box plots for each ion channel and sorted by their median values. N is the total number of cells used for the analysis of each feature (see also Table S5 for detailed cell counts of each group). (A–G) Kv responses to the activation stimulus are analyzed to get maximum current response (A), activation voltage (HVA = high voltage activation, LVA = low voltage activation) (B), and activation time constant for V = +50 mV (C) (see also Figure S10). Kv responses to the deactivation protocol are analyzed for deactivation time constant for V = −30 mV (D). Responses to the inactivation protocol are analyzed to calculate inactivation factor values at V = +70 mV (E). The 16 inactivating Kv channels (Kv1.4 to Kv3.1) from (E) are further analyzed to compare time constants for recovery after inactivation (F). Responses to AP-like stimuli are analyzed for AP-inactivation (G).



The activation protocol used in our characterization captures the opening of an IC in response to a given voltage stimulus. As illustrated in Figure 5A, at 35°C, all active Kv channels show a range of current responses from 0.67 to 18.35 nA (median values). The ICs with the largest current responses (mainly Kv3 family) activate at the highest voltages (Figure 5B) and have the fastest activation rate (Figure 5C, see also Figure S10 in blue). This is consistent with reports of neuronal AP repolarization by currents mediated by Kv3 family (Rudy and McBain, 2001; Labro et al., 2015). In contrast, ICs of the Kv11 and Kv12 families, that show low current responses, activate at lower voltages and have the slowest activation rate (Figures 5A–C and Figure S10 in red). These ICs may play a role in repolarizing the cell membrane at sub-threshold voltages and during sub-threshold oscillations. The behavior of the other Kv ICs lies between these extremes. In general, we observe that channels with high current responses tend to be activated by high voltages and vice-versa (Figure S10 in black).

The Kv4 family is an exception, with all members activating at high voltage but having a low current response (Figure S10 in green).

Deactivation refers to the closing of a channel when a stimulus is removed. The lowest deactivation time constants at 35°C are found for the Kv3 and Kv10 families. The ICs with the highest deactivation time constants (up to 60 ms) belong to Kv11 and Kv12 families (Figure 5D).

Inactivation refers to the closing of a channel during stimulation. Inactivation is an important property of most of the Kv channels, determining how long the channel affects the cell, under suitable activation conditions. There are several conflicting reports about the inactivation properties of Kv channels (Table 2). Our study shows that their kinetic behavior span from highly inactivating (e.g., Kv1.4, Kv1.3, Kv3.4, Kv1.7) to non-inactivating (e.g., Kv12.1, Kv10.1, Kv12.3; Figure 5E). In some cases, we confirm previous reports. For example, we confirm that Kv1.3, Kv1.4, and Kv.4.3 inactivates more than 80% at 35°C. We also confirm that Kv10.1, Kv10.2, Kv12.1 are truly non-inactivating ICs, maintaining this characteristic at 35°C (Figure 5E). However, in other cases, the extrapolation from 25 to 35°C does not hold. For example, at 35°C, Kv1.6, Kv1.1, and Kv1.2, which are non-inactivating at 15°C, and slowly inactivating at 25°C, actually inactivate by 83, 74, and 70%, respectively at 35°C. Other Kv channels show similar trends. For example, Kv2.1 and Kv2.2, which have been reported in literature to be less inactivating, actually inactivate by 65% and 75% respectively, at 35°C.

Apart from conventional inactivation (N, C, P, and U-types), we also observed delayed inactivation for three channels (Kv1.3, Kv3.3, Kv3.4), which is a new type of inactivation recently reported for Kv3.1 (Oliver et al., 2017). This observation is further discussed below. At 35°C, a few Kv channels, particularly Kv1.7, show slow inactivation recovery time (1.9, 1.18, 0.91, and 0.81 s for Kv1.7, Kv1.4, Kv1.3, and Kv3.1, respectively; Figure 5F). All other inactivating ICs require < 0.6 s (median values) to recover from inactivation.

We also observed inactivation in response to AP-like physiological stimuli. When applying a train of APs, inactivating channels like Kv1.4 and Kv1.7 show up to 80% inactivation, whereas non-inactivating channels like Kv10.1 and Kv12.1 show no inactivation at all (Figure 5G).



Inherent Kinetic Heterogeneity and Delayed Inactivation

The effect of temperature on inactivation explains some inconsistencies in ion channel literature. For example, Kv1.1, Kv1.6, and Kv2.1 are reported as non-inactivating or slow-inactivating depending on the study (Table 2); that we show is a temperature-dependent effect as these channels are all non-inactivating at 15°C but become inactivating at 25°C (Figure S7 and Figure 3). This systematic characterization led to an additional observation: in our study, the majority of the Kv cell lines shows responses that are consistent across different cells from the same cell line. However, in some cases, different cells from the same cell line systematically show different responses (kinetic heterogeneity), despite the fact that they are isogenic (Figures 6A,B). To quantify this kinetic heterogeneity, we have measured the variance in current response for all cells of each cell line, in response to +80 mV command stimulus from activation protocol (Figure 6C). This analysis shows that at 25°C, four ICs, namely Kv1.3, Kv1.5, Kv3.3, Kv3.4, exhibit particularly high kinetic heterogeneity. This phenomenon was observed independently of the temperature or the host cell line (data not shown).
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FIGURE 6. Kv channels kinetic heterogeneity (see also Figure S11). (A) The evoked current trace corresponding to the activation stimulus at +80 mV is normalized to maximum current for each cell. The overlay plot presents the normalized currents from 25 cells that statistically represent the whole group (same variance). (B) Overlay plots as described in panel A are shown for all active channels at 25°C (Kv11.1 and Kv11.3 are not included due to low current and high noise). The overlay plots visually represent the kinetic heterogeneity. (C) Kinetic heterogeneity is quantified by calculating Varscore, obtained by summing five variances of normalized currents evaluated at five time points for all cells of a given cell line, as shown for Kv12.1 as an example. The channels that show the highest heterogeneity (highest Varscore) are Kv1.3, Kv1.5, Kv3.3, and Kv3.4. The number of cells (N) for each group is listed in Table S5.



We have verified that the heterogeneity observed is not due to gene mutations (Table S1), cell contamination (Figure S3), recording artifacts (series resistance, intracellular/extracellular composition, extracellular K+ accumulation, etc.), cell handling or cell environment. Since the methods used were highly consistent (standardized workflow, isogenic cell lines, recording of ~100 cells for each of these channels), we conclude that the kinetic heterogeneity is an inherent property of specific Kv channels. The underlying mechanism may include transcriptional, post-translational and/or translocational factors and requires further investigation. Except for one previous report about two distinct phenotypes for Kv1.2 cells (Rezazadeh et al., 2007), this is the first report of inherent kinetic heterogeneity in Kv channels. The inherent heterogeneity of Kv1.3, Kv1.5, and Kv3.3 could also explain inconsistencies in previously reported kinetics for these channels. However, the high heterogeneity we observed in the kinetics of Kv3.4, contradicts all previous reports, which describe this channel as a fast inactivating channel (Table 2).

Three of the abovementioned channels (Kv1.3, Kv3.3, Kv3.4) also show striking delayed inactivation, with inactivation starting after a delay that varies from cell to cell—a behavior that differs from classical inactivation patterns (slow, intermediate, or fast inactivation; Figures S11A,B). With longer stimuli, delayed inactivation also appears in two further channels (Kv3.1, Kv3.2) (data not shown). The delayed inactivation was observed at all three temperatures (Figure S11C). To assess if the delayed inactivation is linked with extracellular potassium accumulation, we performed control experiment on Kv3.4 cells. A single voltage pulse of +70 mV was applied to evoke delayed inactivation and then extracellular space was washed with extracellular solution for 90 s to remove potassium accumulation. The delayed inactivation was observed even after multiple washes with extracellular solution (Figure S12A). Moreover, for Kv3.4 cells, Person's linear correlation coefficient between maximum current amplitude and delay in inactivation resulted in a value of 0.12, indicating that the delayed inactivation is not correlated with outward potassium current amplitude (Figures S12B1–B3). Full transcriptome analysis showed no significant expression of Ih, Ca or Na voltage-gated channels, indicating that this delay was not caused by inward current (Figure S12C and Table S3). The mechanism behind this delayed inactivation requires further investigations.



Voltage-Dependent Q10

The Q10 has been widely used in biology as a convenient measure of temperature effects. For ion channel modeling, Hodgkin and Huxley (1952) used a constant value of Q10 = 3 to model Na+ and K+ conductances in the squid axon. Since then, other authors have used a fixed Q10 value between 1 and 5 in models to estimate the kinetic rates for Kv channels at different temperatures. Our experiments at 15, 25, and 35°C, allowed us to measure empirical Q10 values for all kinetic parameters, using Van't Hoff's equation:
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where T and T1 are the temperatures (in °C) at which experiments were carried out, and τ(T) and τ(T1) are the time constants.

As an example, Figure 7 shows Q10 for Actτ for selected Kv channels with very different activation profiles. Actτ was obtained by fitting the current traces to a single exponential and plotted against command voltage (Figure 7A). Q10 for 15 and 35°C were calculated considering 25°C as the base temperature, the usual temperature used for ion channel studies:
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FIGURE 7. Temperature dependence of Kv channel kinetics. (A) Voltage-dependent Actτ is measured as shown in Figure 2. Q10 of Actτ is calculated for 15 and 35°C, with 25°C as a reference. (B) Representative current traces for selected Kv channels in response to activation protocol at 15°C (blue), 25°C (black), and 35°C (red) are shown (left panels), the amplitude in nA and time in ms are indicated with scale bars. Single exponential curve is fitted to the median value of Actτ for each of the three temperatures (middle panel, solid line; ***p-value < 1e-5, Student's t-test). For each selected Kv channel, Q10 values for 15°C (blue) and 35°C (red) are plotted against command voltage (right panel). For a given Kv channel, Q10 value is different for different temperature range and vary between 2 and 8 across different voltages. For Kv7.1, which becomes electrically silent at 35°C, Actτ and Q10 values for 35°C are not plotted. Error bars are ± S.D.



Applying Equation (2) to our empirical data for all active Kv channels yields values that vary not only as a function of temperature but also of voltage (Figure 7B). For example, Kv1.1 has a Q1015c value around 5 and a Q1035c value between 3 and 4, varying with voltages. Data for other IC show that Q10 can be lower than 2 (ex: Kv7.1 at 15°C) or as high as 8 (e.g., Kv2.1 at 15°C) depending on voltages and temperature range. Our detailed kinetic characterization of all Kv channels provides data to calculate accurate temperature and voltage-dependent Q10 for all kinetic parameters.



Voltage-Dependent Q10 Hodgkin-Huxley Model

One case where extrapolating across temperatures may lead to inaccurate results is the implementation of IC kinetics in computational models. Neuronal models often use the Hodgkin-Huxley (H-H) formalism to describe IC conductances. In this section, we describe a revised model-fitting procedure, which accurately incorporates voltage dependence in temperature sensitivity. We use Kv1.1 as an example.

Briefly, current traces from individual cells were fitted to single activation and inactivation gates in the H-H formulation, and model parameters were extracted for each cell. The medians of these parameters were fitted with Q10 functions.

The net transmembrane current flow, IKv1.1, and the conductance gKv1.1were computed using Equations (3) and (4):
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Where Vm is the membrane potential, and Ek denotes the Nernst potential. Variable [image: image] scales for maximum channel conductance. m and h represent the proportion of open activation and inactivation gates, respectively; p and q are the numbers of independent gates required to account for the observed time course of activation and inactivation. Since single gates are used both for activation and for inactivation, p = q = 1. Gating variables are modeled as a first-order kinetic process
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Where m∞, h∞ represent the voltage-dependent steady state and mτ, hτ are the voltage-dependent time constants for activation and inactivation gates.

The free parameters in Equations (3)–(6) were fitted to the normalized conductance for each cell (Figure 8A for a sample fit). The fitted parameter values for all cells were plotted and median parameter values for each temperature were calculated (Figure 8B).
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FIGURE 8. Kv1.1 temperature-dependent H-H modeling. (A) Kv1.1 CHO cells recorded from three different temperatures are used for H-H model fitting. An example of the fit to normalized conductance for cells recorded at three different temperatures, 15°C (blue), 25°C (black), and 35°C (red) is shown (see Methods “H-H model fitting”). (B) Voltage-dependent m∞, h∞, mτ, hτ parameters are plotted (in dots) for all fitted cells. Median values, fitted with a smooth function, are represented with solid lines. (C) Voltage dependence of the m∞ parameter is approximated with a single Boltzmann function for all three temperatures. mτ is fitted with voltage and temperature-dependent Q10. The steady state value of h∞ is computed using the temperature-dependent linear function h∞Q10. hτ is fitted to a Boltzmann curve with a constant Q10 value of 2.7. (D) Equations used to fit the temperature-dependent Kv1.1 model.



The m∞ function was considered temperature independent, thus a single Boltzmann function was used for all three temperatures. The remaining three parameters, h∞, mτ and hτ, were fitted with three different Q10 functions. For the steady state inactivation function h∞, we used a temperature-dependent linear function h∞Q10. mτ curves were fitted using a double exponential function of voltage and temperature, mτQ10. The hτQ10 function was represented by a constant value of 2.7 (Figure 8D). Figure 8C shows the final plots for each gating variable, and the normalized conductance plot for each temperature.

The main difference between our approach and regular H-H modeling was that, instead of using a constant value for Q10 (usually between 2 and 3), we used a voltage and temperature-dependent function for mτ and a temperature-dependent linear function for h∞. With these changes, we were able to fit the temperature sensitivity of Kv1.1 to the experimental data, which was not possible with the standard model. The resulting revised H-H model can thus be used to extrapolate kinetics from the temperature at which the channel was studied to physiological temperatures.



Kv Channel Kinetics Across Host Cell Lines and Species

Previous studies of IC kinetics used many different host cell lines, with different origins, morphologies, intracellular environments, cell handling etc. These differences may also have contributed to all those conflicting reports on the kinetics of specific ICs. To verify possible dependencies on the specific cell line (i.e., CHO) used in our study, we used our standardized workflow to characterize the kinetics of five significantly different active Kv channels (Kv1.1, Kv1.4, Kv1.5, Kv1.6, and Kv2.1) in two additional cell lines (CV1 and HEK). The three cell lines are all adherents and have different morphologies (Figure 9A). In contrast with CHO cells, CV1 and HEK cells both generate small outward currents, possibly due to higher levels of endogenous IC expression (Table S3). Our analysis of three kinetic features (I-V, Actτ, Inactivation factor) shows that, except for Kv1.5's inactivation factor, the kinetic behaviors of the ICs are largely consistent across the three cell lines at 25°C (Figures 9B,C). Furthermore, the kinetics are comparable also at 35°C for Kv1.1, Kv1.4, and Kv2.1 (Figures S13A,B).


[image: image]

FIGURE 9. Kv channel kinetics across host cell lines and species at 25°C. (A–C) Comparison of Kv kinetics across three mammalian host cell lines. (A) Pictures showing the morphology of the three adherent host cell lines (CHO, HEK, and CV1) used in the study, with their corresponding endogenous outward currents in response to the activation protocol at 25°C. (B) Representative current traces from rat Kv1.1, Kv1.4, Kv1.6, Kv2.1, and Kv1.5 expressed in the three different cell lines, in response to activation protocol at 25°C. (C) Median values for three kinetic features (I-V curve, activation time constant, and inactivation factor calculated as explained in Figure 2) obtained from CHO, CV1, and HEK host cell lines for each Kv channel, overlaid for comparison. (D,E) Comparison of Kv kinetics across three species. (D) Representative current traces for rat, mouse, and human Kv1.1, Kv1.4, Kv1.6, Kv2.1, and Kv1.5 expressed in CHO cells, in response to activation protocol at 25°C. The percentage of homology compared to rat are shown in box above current traces (see also Table 4). (E) Median values for three kinetic features (I-V curve, activation time constant, and inactivation factor calculated as explained in Figure 2) obtained from rat, mouse, and human genes of each Kv channel, overlaid for comparison. Error bars are ± S.D. The amplitude in nA and time in ms are indicated with scale bars. ★: For Kv1.5, only one representative trace from a range of responses is shown. The number of cells (N) for each group is listed in Table S5.



IC genes are highly conserved across species (Siepel et al., 2005); 36 out of 40 rat Kv channels have >97% homology with mouse orthologs (Table 4) and even the least homologous channels (Kv6.4, Kv8.2) share >95% homology in their protein sequence. Similarly, 23 out of 40 rat Kv channels show >95% homology with human orthologs, and 36 out of 40 share >90% homology. However, some channels do show differences in the length of their N-terminus and/or C-terminus regions (Table 4). What is not known is whether and how these small differences in sequences translate into a difference in Kv channels kinetics. To address this question, we cloned the mouse and human versions of the same five active channels previously used for host cells comparison, and we characterized them in CHO cells at 25°C (Figures 9D,E) and at 35°C for Kv1.1, Kv1.4, and Kv2.1 (Figures S13C,D). Among these five characterized channels, Kv1.1, Kv1.4, Kv1.6, and Kv2.1 have high homology between species, whereas Kv1.5 was chosen as an example of an active channel with one of the lowest homology across species. We detected only subtle quantitative differences in some kinetic parameters across species both at 25 and 35°C (Figures 9D,E and Figures S13C,D). For example at 25°C, we measured a slightly slower activation time constant for human Kv2.1 compared to rat Kv2.1, as previously reported (Ju et al., 2003; Figure 9E); however, the difference no longer remains significant at 35°C (Figure S13D). We conclude that the behavior of these five Kv channels is relatively conserved across the three species.



Table 4. Protein sequences of rat, mouse, and human Kv channels were aligned and analyzed for homology using the ClustalW method alignment function in the DNAstar software.
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A Data Resource of Ion Channel Kinetics

To facilitate sharing and further validation of our results, we have published all raw and processed data from our study as a wiki-like web resource (https://channelpedia.net or https://channelpedia.epfl.ch), freely available for academic use. Each cell has been assigned a unique cell ID, which is appended to the data file name. The raw data file provides the recorded currents for each repetition of the voltage protocols and a description of the stimuli applied. The analyzed data file contains features extracted from recordings of each repetition of each protocol. The experimental and analyzed data for each Kv IC are made available in Neurodata without Borders (NWB) format under “Experimental Data” section on the Channelpedia website. NWB is a new format designed to promote data standardization and sharing (Teeters et al., 2015). NWB is based on the HDF5 file format, thus can be viewed with any HDF5 viewer. The raw data, stimulus and metadata are stored under “acquisition/timeseries,” “stimulus/presentation,” and “general,” respectively. The data can be accessed via a web interface or a REST API. Over 1 million recording traces from over 18,700 cells are available and can be downloaded for academic use.




DISCUSSION

In this study, we produced a standardized map of the kinetics of the homomeric form of all members of the Kv family, at 15, 25, and 35°C. The map includes all the channels, also those not previously studied or underrepresented in the literature (Table 1). The data we provide near physiological temperature were not available for most of the Kv family members. We show that under controlled conditions, these channels kinetics is reproducible and mostly conserved across host cell lines and species. We find that for many Kv channels, the kinetics near physiological temperature not only differ quantitatively as expected from temperature-dependent effects, but also qualitatively. We find that for all Kv channels, Q10 is not only temperature-dependent, but also voltage-dependent. To allow extrapolation from the large number of low temperature kinetics available in the literature to kinetics at physiological temperatures, we provide the data on the voltage-dependent Q10 for each channel and a revised Hodgkin-Huxley model to capture the channel kinetics accurately. We found a novel form of delayed inactivation and inherent heterogeneity in kinetics for some Kv members, behavior that was likely interpreted as artifacts in previous studies. We suggest that different experimental conditions, non-trivial temperature dependencies and inherent heterogeneity can account for most of the inconsistencies in kinetics reported in the ion channel literature. The full dataset of over one million traces is available as a publicly accessible resource (https://channelpedia.net or https://channelpedia.epfl.ch).


Reference Kinetic Dataset for Kv Channels

A vast amount of data on Kv channel kinetics is available in the literature. The lack of consistency limits the value of these data and prevents a consensus on ion channel kinetics. The reference dataset we provide was generated using a standardized heterologous system with isogenic cell lines and an inducible-expression system to achieve a high level of reproducibility and reliability.

Our system, however, does have limitations. In particular, levels of expression are probably much higher than in vivo, and it is not possible to control levels of expression across cells. We also cannot account for possible effects of transcriptional regulation in different cells of the body at different stages of development.

The need of special recording solutions for APC experiments is another limitation of this study. Specific fluoride-based intracellular solution (ICS) (50 mM KCl, 10 mM NaCl, 20 mM EGTA, 60 mM KF, 10 mM Hepes), extracellular solution (ECS) (140 mM NaCl, 4 mM KCl, 1 mM MgCl2, 2 mM CaCl2, 5 mM D-glucose monohydrate, 10 mM Hepes) and seal enhancer solution (SES) (80 mM NaCl, 3 mM KCl, 10 mM MgCl2, 35 mM CaCl2, 10 mM Hepes) were used for APC experiments. In ICS, instead of usual 2–10 mM, 20 mM EGTA was used as per specifications of APC robot to keep cells longer in whole cell configuration and to maintain constant access resistance. However, we verified that reducing EGTA to 10 or 0 mM did not affect the kinetics of the selected Kv ion channels (data not shown). Inclusion of fluoride in ICS has been shown to improve patch clamp seal quality and to stabilize the cell membrane, resulting in longer and more stable patch clamp recordings (Kostyuk et al., 1975). While the effect of internal fluoride on Kv channel kinetics has been reported, directly (Adams and Oxford, 1983) or through PIP2 (Rodriguez-Menchaca et al., 2012), there are other reports claiming a lack of side effects on Kv channel kinetics (Clay, 1988; López-López et al., 1993; Zeng et al., 2013). Along with fluoride in ICS, SES with high Ca2+ and Mg2+ was also applied extracellularly to achieve the giga seal. In our experience, without fluoride in ICS and high Ca2+ extracellularly, the APC robot could not form the giga seal. The SES was washed out with ECS after reaching whole cell configuration as well as between each repetition of voltage protocols. We observed that high Ca2+ and Mg2+ in SES did cause membrane potential oscillation artifacts for Kv11.1 and Kv11.3 cell lines, but it disappeared after washing with ECS solution (Figure S14). In conclusion, fluoride in ICS and high Ca2+ in SES were necessary to achieve giga seal in our APC experiments. Previous studies have found no significant differences in channel kinetics between manual and automated patch clamp system (Li et al., 2017). In addition, we did not find any difference in Kv2.1 kinetics when comparing with data obtained with another automated patch clamp robot (Fejtl et al., 2007) that worked with physiological ICS, ECS, and without the need of SES solution (data not shown). Despite these limitations, the solutions used in this study still contain physiological levels of sodium and potassium concentration to better reflect in vivo ion composition, and not bi-ionic high potassium (K+) solution as used in many previous studies on potassium channels.

Currently, the reference dataset we provide, contains the main isoform of each Kv channel and does not include other known splicing variants. It is known that Kv channel genes, such as those involved in the immune system, are highly prone to alternative splicing (Lipscombe, 2005) that substantially increases the repertoire of Kv channels proteins. For example, the 40 known human Kv genes have 73 validated, and 113 predicted splicing isoforms. Our study additionally identified several unreported splicing variants (Table S2), showing that the full repertoire is yet to be mapped. The investigation of the kinetic activity of the different variants using our standardized system would also be of high value.



Kv Kinetics Near Physiological Temperature

Data on Kv kinetics near physiological temperature were not available for most of the Kv members (Table 2). This is the first complete map of Kv channels kinetics at 35°C. The qualitative differences we found at 35°C clearly suggests the need of a reassessment of previous functional characterizations of ICs. For example, Kv1.1 is generally considered to be a non-inactivating channel, which only inactivates in presence of Kvß1 or Kvß3 subunits (Table 2). We show that Kv1.1 actually inactivates strongly at 35°C, even in absence of these subunits in CHO cells (Figure S4). Similarly, Kv1.2 and Kv1.6, reported to become fast inactivating in presence of Kvß1 or Kvß3 subunits (Heinemann et al., 1996; Bähring et al., 2004), actually are strongly inactivating at 35°C even in absence of these subunits. As another example, we show that Kv7.1, one of the most studied ion channel, reported as active at room temperature and also at 35°C (Loussouarn et al., 1997), is actually only active at low temperatures and becomes silent at 35°C in CHO cells. Furthermore, it is generally accepted that KCNE1 subunit (mink) is required for proper functioning of Kv7.1 (Sanguinetti et al., 1996; Aromolaran et al., 2014); the KCNE1 subunit might make Kv7.1 more active, but it is not required to form a functional channel, at least at low temperature. These examples illustrate how understanding the homomeric channel kinetics across temperatures is essential to correctly interpreting the effects of the several levels of regulation, such as heteromerization, accessory subunit associations or effects of post translational modifications (e.g., phosphorylation, glycosylation).



Implications for Ion Channel Modeling

The biophysical map and the reference dataset provide data for both improving the accuracy of genetically specified ion channel models and for cellular models (e.g., neurons and heart cells) which often use generic conductances (e.g., A-type channels, delayed rectifier channels) that do not capture the diversity of kinetics present within these generic classes. For example, Kv1.1 and Kv1.7 both belong to the Kv1 family but have completely different time constants for activation and inactivation. Generic IC models are unable to exploit the growing volume of data from single cell transcriptomics, which makes it possible to identify the full spectrum of IC genes expressed by specific cell types.

The data we publish will enable researchers to develop improved models for all the Kv channels. Particularly important is the availability of temperature and voltage-dependent Q10 for all kinetic parameters of Kv channels. Patch clamp experiments on cell lines at physiological temperature are difficult and hence majority of the experiments in the future might continue to be performed at lower temperatures. The availability of Q10 values from our data makes it possible to interpret those data in the context of physiological temperature. This prospect is very important for ongoing brain modeling programs such as the Blue Brain Project and the Allen Institute for Brain Sciences as well as for initiatives which develop on their work, such as the Human Brain Project. In addition, since specific receptors affect different subsets of ICs in different cells, the new data open the prospect of modeling the effects of neuromodulators on specific neuron types (Nicoll, 1988; Khorkova and Golowasch, 2007).



Inherent Heterogeneity and Delayed Inactivation

Our standardized kinetic characterization has revealed inherent kinetic heterogeneity in four Kv channels, namely Kv1.3, Kv1.5, Kv3.3, and Kv3.4, three of which also show a novel form of delayed inactivation. This inherent heterogeneity is present in isogenic cell lines that have not been manipulated in any way. The large number of recordings in standardized condition and screening of all Kv channels, allowed us to conclude that it is a truly inherent property. To our knowledge, the only previous study that mentions inherent heterogeneity is a report of two distinct phenotypes for rat Kv1.2 expressed in CHO cells after transient transfection (Rezazadeh et al., 2007). Specifically, the authors describe two gating phenotypes (fast and slow) influenced by a cytoplasmic regulator. Modulation in IC kinetics have been reported to occur upon glycosylation (Brooks et al., 2006; Noma et al., 2009), phosphorylation (Desai et al., 2008; Ritter et al., 2012), oxidation (Hoshi and Heinemann, 2001), or by co-expression of beta-subunits (Heinemann et al., 1996; Bähring et al., 2004) or other binding proteins (Pongs and Schwarz, 2010). We suggest that especially these four channels (Kv1.3, Kv1.5, Kv3.3, and Kv3.4) are susceptible to abovementioned modifications. The inherent heterogeneity we described may also explain some of the conflicting reports present in the literature (Table 2).

The delayed inactivation has been observed only for human Kv3.1, and only at high (>35°C) temperatures (Oliver et al., 2017). The mechanism underlying this novel form of delayed inactivation is unknown and would require further investigation.



Conserved Kinetics Across Species

Using a sample set of five Kv channels with different kinetics and different degree of homology, we found only subtle differences in some kinetics parameters between mouse, rat and human channel kinetics. Compared to the strong temperature-dependent effect on ion channel kinetics, the inter-species differences we observed are minor. According to these data on a sample set and the high degree of homology of ion channels (Table 4), we postulate that data on ion channels kinetics could be generalized over species. However, this has to be done with caution as even subtle differences observed in kinetics for a single ion channel type could have a strong impact over a neuronal network.

Our observation is consistent with the fact that transmembrane regions S4 to S6, believed to be primarily responsible for channel kinetics, are structurally almost identical across the three species. Nearly all the interspecies differences in the Kv channels sequences concern the N-terminus and C-terminus regions and the S1–S2 loop. The N and C-terminus contain protein binding motifs that are involved in the distribution of IC through the cell (Lai and Jan, 2006; Vacher et al., 2008; Duménieu et al., 2017). The N-terminus region is also involved in tetramerization and N-type inactivation via the “ball and chain” mechanism (Bezanilla and Armstrong, 1977). Hence significant differences in the length of N-terminus or C-terminus regions could affect channels kinetics between different species. For example, human Kv1.7, that has a 32 amino acids shorter N-terminus, has been reported as slow-inactivating while the longer versions in mouse and rat are reported as fast inactivating (Finol-Urdaneta et al., 2006, 2012). Such channels with significant difference in the length of their N-terminus and/or C-terminus regions (Table 4) would require separate studies to clarify the effect of such possible interspecies differences on their kinetics.



Implications for Drug Discovery

The methods we have established to create the kinetic map of Kv channels can be used to systematically screen drug candidates for potentially positive or deleterious effects on their kinetics. They can also be used to test the effects of targeted mutations and the ability of drugs to reverse their effects. Such studies have the potential to improve our understanding of disease mechanisms, and have obvious applications in drug discovery. In a longer-term perspective, detailed neuron models incorporating genetically specified ion channels could allow simulation of channelopathies at the cellular and network level.



Future Outlook

For the first time in ion channel research, electrophysiology data from a complete family of ICs have been obtained and made publicly available. We have developed Channelpedia as an online tool for data sharing and we believe that the availability and the ease of data access on this website may encourage other researchers to make their electrophysiology data available through Channelpedia or similar platforms. The availability of the new dataset allows us to investigate links between IC genetics, structure, and biophysics. For example, preliminary results from pairwise alignment of the sequences for the S1–S2 loops, reveal a genetic basis for at least two big groups—inactivating and non-inactivating ICs (data not shown). Large-scale bioinformatics studies aimed at establishing genotype-phenotype correlations are now possible. A key issue for future works is to unravel the mechanism for inherent heterogeneity of IC kinetics.

Homotetrameric Kv channels consist of four identical alpha (α)-subunits, but additional diversity is introduced when different α-subunits combine to form heterotetramers (Dodson et al., 2002; Hadley et al., 2003; Zhang et al., 2016). The function of homotetramers and heterotetramers is further modulated by a broad range of auxiliary (signaling/scaffolding) proteins (Levitan, 2006; Li et al., 2006), including Kvβ-subunits (Pongs and Schwarz, 2010), chaperone proteins (HSP90, HSP70) (Ficker et al., 2003), and other regulatory protein families like K+ channel-Interacting proteins (KChIPs), K+ channel-associated proteins (KChAP), 14-3-3 proteins, A-kinase-anchoring proteins (AKAP) (Zhang et al., 2016), Dipeptidyl aminopeptidase-like protein (DPP), and KCNE-encoded proteins (Coetzee et al., 1999). Among all possible combinations for heterotetramers and auxiliary subunits, some have been shown to have modulatory effects on kinetic properties, trafficking, permeation, and stability of Kv channels. However, there are also contradictory results on the role of auxiliary subunits; for example on the role of Kvβ3 on Kv1.1 activity ((Bähring et al., 2004) shows that co-expression of Kvβ3 modulates the inactivation of Kv1.1 whereas (Majumder et al., 1995) shows no effect of Kvβ3 on Kv1.1 kinetics) or on the effect of KCNE1(Mink) on Kv7.1 activity ((Bett et al., 2006) shows that Mink modulates KCNQ1 kinetic whereas (Sanguinetti et al., 1996) shows that Mink is necessary for KCNQ1 to be active). The next layers of the kinetic map for the Kv family are the heterotetramers map (kinetics of viable combinations of α-subunits), the β-subunits map (kinetics when bound to β-subunits), and the neuromodulatory map (kinetics for all forms of modulation). The biggest challenge in building these maps is to identify principles for biologically viable combinations of subunits and modulation since all theoretical combinations cannot be mapped. Knowledge of the detailed kinetics of the homotetrameric channels with their structural and genetic correlates, combined with transcriptomics data on the expression of channels in single cells or cell types, will provide a starting point for investigation of this vast, as yet unexplored, combinatorial space.
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Brain mitochondrial dysfunction is involved in the development of neurological and neurodegenerative diseases. Mitochondria specifically located at synapses play a key role in providing energy to support synaptic functions and plasticity, thus their defects may lead to synaptic failure, which is a common hallmark of neurodegenerative diseases. High-Fat Diet (HFD) consumption increases brain oxidative stress and impairs brain mitochondrial functions, although the underlying mechanisms are not completely understood. The aim of our study is to analyze neuroinflammation and mitochondrial dysfunctions in brain cortex and synaptosomal fraction isolated from a mouse model of diet-induced obesity. Male C57Bl/6 mice were divided into two groups fed a standard diet or HFD for 18 weeks. At the end of the treatment, inflammation (detected by ELISA), antioxidant state (measured by enzymatic activity), mitochondrial functions and efficiency (detected by oxidative capacity and Seahorse analysis), and brain-derived neurotrophic factor (BDNF) pathway (analyzed by western blot) were determined in brain cortex and synaptosomal fraction. In HFD animals, we observed an increase in inflammatory parameters and oxidative stress and a decrease in mitochondrial oxidative capacity both in the brain cortex and synaptosomal fraction. These alterations parallel with modulation of BDNF, a brain key signaling molecule that is linking synaptic plasticity and energy metabolism. Neuroinflammation HFD-dependent negatively affects BDNF pathway and mitochondrial activity in the brain cortex. The effect is even more pronounced in the synaptic region, where the impaired energy supply may have a negative impact on neuronal plasticity.

Keywords: high-fat diet, neuroinflammation, mitochondria, synaptic plasticity, BDNF


INTRODUCTION

High-Fat diet (HFD) consumption induces obesity-related metabolic disorders characterized by low-grade inflammation (Mollica et al., 2011). Inflammation is a response to stress designed for adaptation and recovery from insults (Hernández-Aguilera et al., 2013). When an inflammatory state is prolonged, it can compromise cell functions, leading to altered metabolism and associated pathological conditions (Hernández-Aguilera et al., 2013). Mitochondria, the primary cellular energy-generating system, produce key factors during inflammation and oxidation and constitute the main source of reactive oxygen species (ROS). Therefore, mitochondrial dysfunction is related to inflammation and other energy-dependent disturbances, where the generation of ROS exceeds the physiological antioxidant protective activity, causing cellular oxidative damage (Chan, 2006). In the brain, neuroinflammation is an important risk factor for neurodegenerative disorders, characterized by learning and cognitive decline that depends on altered neuronal connectivity and atypical synaptic plasticity (Kumar, 2018). Numerous data indicate that HFD may activate signaling pathways with deleterious effects in several brain regions such as the hippocampus and brain cortex (Dutheil et al., 2016; Chen et al., 2019). The non-coding RNAs are assuming escalating importance in the regulation of metabolic disease at RNA levels, linking nutritional influence, neuroinflammation and brain-derived neurotrophic factor (BDNF) pathway (Hanin et al., 2018; Haviv et al., 2018; Meydan et al., 2018). BDNF is a neurotrophin playing a key role in the physiology and pathology of the brain (Lima Giacobbo et al., 2019). In particular, neuroinflammation HFD-induced is known to affect BDNF-related pathways in several brain regions (Mi et al., 2017; Zhao et al., 2019). The brain requires high amounts of energy for numerous processes, including neurotransmitter production and synaptic activity. Thus, the brain utilizes about 20% of the body’s total ATP, although it weighs only 2% of the entire body (Jain et al., 2010). Since mitochondrial energy demand is higher in the brain compared to other tissues, subtle changes in mitochondrial energy production have a strong impact on the brain (Joshi and Mochly-Rosen, 2018). In particular, the impaired neurotransmission and cognitive failure associated to neurodegenerative diseases may be related to the dysfunctional synaptic mitochondria that do not satisfy the high energy demands required at the synapses (Reddy and Beal, 2008). At pre-synaptic terminals, mitochondria produce most of the ATP required for exocytosis and neurotransmitter reuptake into synaptic vesicles, while at postsynaptic level, a high amount of energy is required mainly for plasma membrane excitability and receptor and ion channel functioning (Lores-Arnaiz et al., 2016). To study the bioenergetics and mitochondrial functions in the synaptic regions, synaptosomal fraction from the mammalian brain is a very useful tool. Here, we evaluate the mitochondrial function and efficiency, oxidative stress, inflammation, and BDNF pathway both in the brain cortex and in the corresponding synaptosomal fraction of HFD-induced obese mice.



MATERIALS AND METHODS


Materials

The analytical-grade chemicals used were purchased from Sigma (St. Louis, MO, USA).



Animal and Diet

Male C57Bl/6J mice (Charles River Laboratories, Calco, Lecco, Italy) were caged in a temperature-controlled room and exposed to daily 12 h light-12 h dark cycle with free access to water and food. Young animals (average 27 ± 0.8 g) were used. A group (n = 7) was sacrificed at the beginning of the study to establish baseline measurements. The remaining mice were divided into two experimental groups (n = 7 each): the first group received a standard diet (control diet, CD; 10.6% fat J/J; Mucedola 4RF21; Settimo Milanese, Milan, Italy) for 18 weeks; the second group received the HFD (50% fat J/J; Teklad# 93075) for 18 weeks. The last week of the treatment, the respiratory quotients (RQs) were measured in live animals using indirect open-circuit calorimeter. At the end of the experimental period, the animals were anesthetized by injection of chloral hydrate (40 mg/100 g body weight) and were killed by decapitation. Blood was taken from the inferior cava and serum was obtained by centrifuging at 1,000× g for 10 min and stored at −80°C for subsequent biochemical analyses. The cerebral cortex was removed and subdivided; samples not immediately used for synaptosomes and mitochondria preparation were frozen and stored at −80°C for subsequent determinations.



Measurement of Oxygen Consumption, Carbon Dioxide Production, and Respiratory Quotient

Following an adaption period to the experimental environment, oxygen consumption (VO2) and carbon dioxide production (VCO2) were recorded by a monitoring system (Panlab s.r.l., Cornella, Barcelona, Spain) that is composed of a four-chambered indirect open-circuit calorimeter, designed for continuous and simultaneous monitoring. VO2 and VCO2 were measured every 15 min (for 3 min) in each chamber for a total of 6 h. The mean VO2, VCO2 and RQ values were calculated by the “Metabolism H” software (Dominguez et al., 2009).



Body Composition and Energy Balance

During treatments, body weight and food intake were monitored daily to obtain body weight gain and gross energy intake. Energy balance assessments were conducted during the 18 weeks of feeding by comparative carcass evaluation (Mollica et al., 2017). The gross energy density for CD or HFD (15.8 or 21.9 kJ/g, respectively) and the energy density of the feces and the carcasses were determined by bomb calorimetric (Parr adiabatic calorimetric; Parr Instrument Company, Moline, IL, USA). Metabolizable energy (ME) intake was determined by subtracting the energy measured in feces and urine from the gross energy intake, which was determined from the daily food consumption and gross energy density. Evaluation of the energy, fat, and protein content in animal carcasses was conducted according to a published protocol (Mollica et al., 2017). Energy efficiency was calculated as the percentage of body energy gain per ME intake, and energy expenditure was determined as the difference between ME intake and body energy gain. Body energy gain was calculated as the difference between the body energy content at the end of the treatment and the energy content of the mice sacrificed at the beginning of the experiment (baseline measurements).



Serum Parameters

The serum levels of triglycerides and cholesterol were measured by the colorimetric enzymatic method using commercial kits (SGM Italia, Rome, Italy, and Randox Laboratories Limited, Crumlin, UK). Glucose levels were determined by glucometer (Contour next, Ascensia, Switzerland). The serum levels of interleukin (IL)-1β, tumor necrosis factor-α (TNF-α; BioVendor, Brno, Czechia), insulin (Mercodia AB, Uppsala, Sweden), adiponectin and leptin (B-Bridge International, Mountain View, CA, USA) were measured using commercially available kits. As an index of insulin resistance (IR), HOmeostasis Model Assessment (HOMA)-IR was calculated using formula [HOMA = fasting glucose (mmol/L−1) × fasting insulin (μU/mL−1)/22.5].



Brain and Synaptosomes Parameters

To determine the lipid peroxidation in cerebral cortex homogenate and synaptosomal fraction, the level of malondialdehyde (MDA) was measured using the thiobarbituric acid (TBAR) method. MDA reacts with thiobarbituric acid (TBA) to form a pink chromogen that is detected at the wavelength of 532 nm. MDA values were expressed as micromoles per milligram of protein (Lu et al., 2009). The levels of TNF-α and IL-1β in the cerebral cortex homogenate and in synaptosomal fraction were determined as previously reported (Cavaliere et al., 2018). Reduced GSH and oxidized glutathione (GSSG) concentration in the cerebral cortex homogenate and in the synaptosomal fraction were measured with the dithionitrobenzoic acid-GSSG reductase recycling assay; the GSH to GSSG ratio was used as an oxidative stress marker (Viggiano et al., 2016).



Preparation of Mitochondria and Synaptosomes From the Cerebral Cortex

Synaptosomes were prepared using the standard procedure (Rao and Steward, 1991) yielding a well-characterized synaptosomal fraction (Eyman et al., 2007, 2013; Ferrara et al., 2009; Cefaliello et al., 2014; Penna et al., 2019). In brief, the cerebral cortex was quickly dissected and homogenized in a Dounce homogenizer with nine volumes of cold isotonic medium (HM) containing 0.32 M sucrose and 10 mM Tris-Cl, pH 7.4. To prepare subcellular fractions, following centrifugation of the homogenate (2,200 g, 1 min, 4°C), the sediment was resuspended in the same volume of HM and centrifuged under the same conditions to yield a sediment containing nuclei, cell debris and large synaptosomes (P1). The mixed supernatant fractions were centrifuged at higher speed (23,000 g, 4 min, 4°C) to yield a sediment that was resuspended in HM and centrifuged under the same conditions to yield a second sediment containing free mitochondria, synaptosomes and myelin fragments (P2) that was resuspended in HM. Differential centrifugation of P2 aliquots was used to prepare isolated synaptosomes and mitochondria. Further purification of synaptosomes was achieved by fractionating an aliquot of the P2 fraction on a discontinuous Ficoll gradient. One milliliter of the P2 fraction, brought to a final protein concentration of 3.5 mg/ml, was layered over a discontinuous gradient of 5% and 13% Ficoll dissolved in HM (2 ml each), and centrifuged at 45,000 g, for 45 min, 4°C. The purified synaptosomal fraction was recovered at the interface between the two Ficoll layers, diluted with nine volumes HM, and sedimented by centrifugation (23,000 g, 20 min, 4°C). The sediment was homogenized in HM and protein concentration was determined by Bradford colorimetric assay (Biorad) using bovine serum albumin (BSA) as standard. To obtain mitochondrial fraction the P2 fraction was resuspended in a medium containing 80 mM LiCl, 50 mM HEPES, 5 mM Tris-PO4, 1 mM EGTA and 0.1% (w/v) fatty-acid-free BSA, pH 7.0, and centrifuged at 500 g, 10 min, 4°C. The supernatant was centrifuged at 10,000 g for 10 min at 4°C, the pellet was washed once and resuspended in a medium containing 80 mM LiCl, 50 mM HEPES, 5 mM Tris-PO4, 1 mM EGTA and 0.1% (w/v) fatty-acid-free BSA, pH 7.0. The protein content of the mitochondrial fraction was determined by Bradford colorimetric assay (Biorad) using BSA as standard. The quality of isolated mitochondria was assured by checking that contamination of mitochondria by other ATPase-containing membranes was lower than 10%, and that addition of cytochrome c (3 nmol/mg protein) enhanced only state 3 respiration by approximately 10% (Cavaliere et al., 2016).



Measurements of Mitochondrial Oxidative Capacities and Degree of Coupling

Oxygen consumption in isolated mitochondria was measured with high-resolution respirometry Hansatech oxygraph (Yellow Spring Instruments, Yellow Springs, OH, USA) at a temperature of 30°C. Isolated mitochondria were incubated in a medium (pH 7.0) containing 80 mM KCl, 50 mM HEPES, 5 mM KH2PO4, 1 mM EGTA and 0.1% (w/v) fatty-acid-free BSA to oxidize their endogenous substrates for a few minutes. Substrates were then added at the following concentrations: 10 mM succinate plus 3.75 mM rotenone; 10 mM pyruvate plus 2.5 mM malate. State 4 oxygen consumption was obtained in the absence of ADP, and State 3 oxygen consumption was measured in the presence of 0.3 mM ADP. The respiratory control ratio (RCR) was calculated as the ratio between states 3 and 4 according to Estabrook (1967). The degree of coupling was determined in the brain by applying equation by Cairns et al. (1998):
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where (Jo)sh represents the oxygen consumption rate (OCR) in the presence of oligomycin that inhibits ATP synthase, and (Jo)unc is the uncoupled rate of oxygen consumption induced by carbonyl cyanide-p-trifluoromethoxyphenylhydrazone (FCCP), which dissipates the transmitochondrial proton gradient. (Jo)sh and (Jo)unc were measured as above using succinate (10 mmol/L) and rotenone (3.75 μmol/L) in the presence of oligomycin (2 μg/ml) or FCCP (1 μmol/L), respectively. Aconitase and superoxide dismutase (SOD) specific activity were measured spectrophotometrically as previously reported (Flohè and Otting, 1984; Cavaliere et al., 2016).



Seahorse XFp Analyzer Cell Mito Stress Test

Oxygen consumption (OCR) and extracellular acidification rate (ECAR) measurements in synaptosomal fraction from mice cortex were performed by Seahorse XFp (Seahorse Biosciences, North Billerica, MA, USA), by using Cell Mito Stress Test kit (Seahorse Bioscience, 101706-100). XFp cartridges (Seahorse Bioscience) were hydrated by incubation with 200 μl calibrant (Seahorse Bioscience) per well at 37°C overnight. Before loading a cartridge onto the XFp analyzer, 20 μl of 30 μM oligomycin, 22 μl of 40 μM FCCP, 24 μl of 20 μM rotenone/antimycin A were added onto the cartridges (final concentrations of oligomycin, FCCP, and rotenone injected during the assay were 3 μM, 4 μM, and 2.0 μM, respectively). The cartridge was loaded onto the XFp analyzer for calibration. In each well of Seahorse XFp plate (Seahorse Bioscience, North Bilerica, MA, USA), precoated with poly-D-lysine, we seeded 10 μg of synaptosomal protein in a final volume of 100 μl ionic medium (20 mM HEPES, 10 mM D-Glucose, 1.2 mM Na2HPO4, 1 mM MgCl2, 5 mM NaHCO3, 5 mM KCl, 140 mM NaCl, pH 7.4 at 4°C). The plate was centrifuged at 2,000 g for 1 h at 4°C in swinging bucket rotor (Thermo Scientific 75003624) in a Thermo Fisher Scientific 3000R centrifuge. Before cell mito stress analyses, the medium was replaced with 180 μl of incubation medium (3.5 mM KCl, 120 mM NaCl, 1.3 mM CaCl2, 0.4 mM KH2PO4, 1.2 mM Na2SO4, 2 mM MgSO4, 4 mg/ml BSA, 15 mM D-glucose, 5 mM pyruvate, 2.5 mM malate, pH 7.4 at 37°C). The basal OCR was determined in the presence of the incubation medium. The proton leak was determined after inhibition of mitochondrial ATP production by oligomycin, as an inhibitor of the F0 F1 ATPase. Furthermore, the measurement of the ATP production in the basal state was obtained from the decrease in respiration by inhibition of the ATP synthase with oligomycin. Afterward, the mitochondrial electron transport chain was stimulated maximally by the addition of the uncoupler FCCP. Finally, the extra-mitochondrial respiration was estimated after the addition of the antimycin A and rotenone inhibitors of the complexes III and I, respectively. Coupling efficiency is the proportion of the oxygen consumed to drive ATP synthesis compared with that driving proton leak and was calculated as the fraction of basal mitochondrial OCR used for ATP synthesis (ATP-linked OCR/basal OCR). Spare capacity is the capacity of the cell to respond to an energetic demand and was calculated as the difference between the maximal respiration and basal respiration.



Western Blot Analysis

The cerebral cortex and synaptosomal fraction were homogenized in lysis buffer (20 mM MOPS pH 7.4, 2 mM EGTA pH 8, 5 mM EDTA pH 8, 30 mM NaF, 60 mM β-Glycerophosphate, 1 mM Sodium orthovanadate, 1% Triton X-100, 1 mM DTT) with a cocktail of protease inhibitors (Sigma-Aldrich). Western blot analyses were performed as previously described (Chun et al., 2004). Briefly, proteins (20 or 40 μg/lane) were separated on 12% SDS-PAGE and transferred to nitrocellulose membranes. The blots were incubated with anti-BDNF polyclonal antibody (Santa Cruz Biotechnology, 1:200), anti-phospho-CREB, and anti-CREB, mouse and rabbit monoclonal antibodies, respectively, anti-TrkB (80E3) rabbit monoclonal antibody (Cell Signaling Technology; 1:1,000), and anti-GAPDH rabbit antibody (Sigma-Aldrich; 1:8,000) overnight at 4°C, and then with secondary antibody against mouse or rabbit IgG (Sigma-Aldrich; 1:1,000–2,000) for 1 h at RT. The signals were visualized with the ECL system (Pierce). The same membrane was used to test all reported markers and the expression level of GAPDH was used to normalize the data.



Statistical Analysis

All data are presented as means ± SEM. Differences among groups were compared by unpaired t-test. Differences were considered statistically significant at p < 0.05. All analyses were performed using GraphPad Prism (GraphPad Software, San Diego, CA, USA).



Ethics Statement

This study was carried out in strict accordance with the Institutional Guidelines and complied with the Italian D.L. no. 116 of January 27, 1992, of Ministero Della Salute and associated guidelines in the European Communities Council Directive of November 24, 1986 (86/609/ECC). All animal procedures reported herein were approved by the Institutional Animal Care and Use Committee (CSV) of the University of Naples Federico II.




RESULTS


Oxygen Consumption, Carbon Dioxide Production, and Respiratory Quotient

O2 consumption (ml/min/Kg0.75 bw) of HDF mice was not significantly different from control animals (15.82 ± 0.55 vs. 17.06 ± 0.46), while CO2 production (ml/min/Kg0.75 bw; 12.22 ± 0.58 vs. 15.69 ± 0.48; p < 0.05) and RQ (0.77 ± 0.02 vs. 0.92 ± 0.01; p < 0.05) were significantly decreased compared to control mice. RQ index reflects the ratio of carbohydrate/fatty acid oxidation, therefore the decreased RQ index in HFD-fed animals demonstrates that these animals used fatty acid as a preferential fuel source compared to control animals.



Body Composition and Energy Balance

HFD consumption produced a significant increase in body weight, body lipids percentage, lipid gain, and body energy compared to the control diet. HFD mice exhibited a decrease in body water and body protein percentage compared to control mice, while protein gain did not change between groups. In addition, HFD animals exhibited a higher ME intake, energy expenditure and energy efficiency compared to control mice (Table 1). These data are in agreement with our previous results (Mollica et al., 2017).

TABLE 1. Body composition and energy balance in control and high-fat diet (HFD) mice.
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Serum Metabolites and Inflammatory Parameters

HFD mice exhibited increased serum levels of triglycerides and cholesterol compared to control animals (Figures 1A,B), in agreement with our previous results (Mollica et al., 2017). Leptin concentration significantly increased in HFD mice compared to controls, while adiponectin concentration decreased in HFD animals compared to the control group (Figures 1C,D). Serum levels of TNF-α, and IL-1β, significantly increased in the HFD group compared to controls (Figures 1E,F). Compared with the control group, HFD mice showed a marked increase in glucose and insulin level and HOMA-IR (Figures 1G–I).


[image: image]

FIGURE 1. Effect of high-fat diet (HFD) on serum metabolic parameters and proinflammatory markers. Triglycerides (A), cholesterol (B), leptin (C), adiponectin (D), tumor necrosis factor α (TNF-α, E), interleukin 1β (IL-1β, F), glucose (G), insulin (H) serum levels, and homeostasis model assessment of insulin resistance (HOMA-IR, I) are reported. Data are presented as means ± SEM from n = 7 animals/group. Triangle: control diet (CD), circle: high-fat diet (HFD). Differences have been evaluated by unpaired t-test.





Inflammation and Oxidative Stress in Brain Cortex

In the brain cortex of HFD group TNF-α, IL-1β, and MDA content was significantly higher than control mice (Figures 2A–C). GSH content significantly decreased in the HFD animals compared to controls (Figure 2D), while no difference was observed in GSSG content between groups (Figure 2E). Consistently, the HFD mice exhibited a lower GSH/GSSG ratio compared to controls (Figure 2F), indicating that HFD affected the oxidant state of the brain cortex.
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FIGURE 2. Effect of HFD on redox status and pro-inflammatory parameters in cerebral cortex tissue. Tissue levels of TNF-α (A), IL-1β (B), malondialdehyde (MDA, C), glutathione (GSH, D), oxidized glutathione (GSSG, E) and GSH/GSSG ratio (F) are reported. Data are presented as means ± SEM from n = 7 animals/group. Triangle: control diet (CD), circle: high-fat diet (HFD). Differences have been evaluated by unpaired t-test.





Inflammation and Oxidative Stress in Synaptosomes From Brain Cortex

In synaptosomes from the HFD group, the inflammatory state was more pronounced than in the brain cortex homogenate. Indeed, the TNF-α, IL-1β and MDA content were about 140%, 240%, and 220% higher than control mice (Figures 3A–C). GSH content significantly decreased in HFD animals compared to controls (Figure 3D), while no difference was observed in GSSG content between groups (Figure 3E). Moreover, HFD mice exhibited a lower GSH/GSSG ratio compared to controls (Figure 3F).
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FIGURE 3. Effect of HFD on redox status and pro-inflammatory parameters in synaptosomal fraction. Synaptosomal levels of TNF-α (A), IL-1β (B), MDA (C), GSH (D), GSSG (E) and GSH/GSSG ratio (F) are reported. Data are presented as means ± SEM from n = 7 animals/group. Triangle: control diet (CD), circle: high-fat diet (HFD). Differences have been evaluated by unpaired t-test.





Mitochondrial Function, Efficiency and Oxidative Stress in Brain Cortex

Mitochondrial state 3 respiration, evaluated using succinate or pyruvate as substrates, significantly decreased in the HFD mice compared to control, while no variation in state 4 was detected between groups (Figures 4A,B). Oligomycin state 4 respiration showed a trend of reduction in the HFD mice, and maximal FCCP-stimulated respiration was significantly reduced in in the HFD mice compared to control (Figure 4C). Consequently, brain mitochondria energetic efficiency, evaluated as degree of coupling, was increased in the HFD mice (Figure 4D). SOD and aconitase activities were significantly lower in HFD than in control mice (Figures 4E,F).
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FIGURE 4. Effect of HFD on mitochondrial respiration parameters in the cerebral cortex. Mitochondrial respiration rates measured in the presence of succinate (A), pyruvate (B) as substrates, oxygen consumption in the presence of oligomycin or uncoupled by carbonyl cyanide 4-(trifluoromethoxy) phenylhydrazone (FCCP, C), degree of coupling (D), superoxide dismutase (SOD, E) and aconitase activities (F) are reported. Data are presented as means ± SEM from n = 6 or 7 animals/group. Triangle: control diet (CD), circle: high-fat diet (HFD). Differences have been evaluated by unpaired t-test.





Mitochondrial Function in the Synaptosomal Fraction

The mitochondrial function of the synaptosomal fraction was examined using the Seahorse XFp cell mito stress kit (Seahorse Bioscience, North Billerica, MA, USA). It was performed in real-time at basal level and following a sequential addition of mitochondrial respiration inhibitors: oligomycin, FCCP, and a combination of antimycin A and rotenone. Oligomycin, an inhibitor of ATP synthase, was used to distinguish between oxygen consumption that cells use to synthesize ATP (ATP-linked respiration) and oxygen consumption that is used to overcome the proton leak across the mitochondrial membrane. FCCP treatment collapses the proton gradient and disrupts the mitochondrial membrane potential, which allows measurement of the maximal uncoupled respiration (maximal respiration). A combination treatment of rotenone, a complex I inhibitor, and antimycin A, a complex III inhibitor, was used to shut down mitochondrial respiration, which enables differentiation between the mitochondrial (basal respiration) and non-mitochondrial respiration contribution to total respiration. The difference between maximal and basal respiration constitutes the spare capacity.

The results from the Cell Mito Stress Test on synaptosomal fractions showed a decrease in the basal respiration in the HFD mice compared to controls (Figure 5A). These results are consistent with the decreased maximal rate of respiration and ATP production in HFD animals compared to controls (Figures 5B,C). Spare respiratory capacity, i.e., the capacity of the cells to respond to an energetic demand by generating ATP via oxidative phosphorylation (OXPHOS), was not different between groups (Figure 5D). Proton leak significantly decreased and, as a consequence, coupling efficiency increased in the HFD mice compared to control (Figures 5E,F).


[image: image]

FIGURE 5. Effect of HFD on mitochondrial respiration parameters in synaptosomal fraction. Basal respiration (A), maximal respiration (B), ATP production (C), spare respiratory capacity percentage (D), proton leak (E) and coupling efficiency (F) are reported. Data are presented as means ± SEM from n = 7 animals/group. Triangle: control diet (CD), circle: high-fat diet (HFD). Differences have been evaluated by unpaired t-test.





Effect of HFD on the BDNF Pathway in Brain Cortex and Synaptosomal Fraction

The modulation of the BDNF pathway by HFD was evaluated by western blot analysis. We demonstrated that in both brain cortex and synaptosomal fraction from HFD mice the expression level of BDNF was significantly decreased compared to CD animals. Notably, the decrease was more pronounced in the synaptosomal fraction than in the homogenate (80% vs. 50%; Figures 6A,B). In addition, we also observed that the HFD decreased the CREB phosphorylation level both in homogenate and synaptosomes, although the effect was significant only in synaptosomal fraction (Figures 6A–C). No difference was observed in the TrkB expression level between the HFD and the CD group (Figures 6A–D).
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FIGURE 6. Effect of HFD on the BDNF pathway in the brain cortex homogenate and synaptosomal fraction. Expression levels of BDNF (B), pCREB/CREB (C), and TrkB (D) were normalized with that of GADPH in the brain cortex homogenate (OM) and synaptosomes (SYN) from control diet (CD) and high-fat diet (HFD) group. Panel (A) shows representative immunoreactive signals. Data are presented as means ± SEM from n = 4 animals/group. *p < 0.05, **p < 0.01, and ****p < 0.0001 compared to control mice. CD, control diet; HFD, high-fat diet.






DISCUSSION

The main finding of this study is that HFD consumption in mouse has a detrimental influence on brain cortex bioenergetic, altering mitochondrial function, efficiency and oxidative stress. Notably, these alterations were observed also in mitochondria from synaptosomal fractions. It is noteworthy that the dysfunctions of presynaptic mitochondria may be one of the underlying mechanisms contributing to cognitive decline in neurodegenerative diseases (Devine and Kittler, 2018). As known, HFD increases ME intake, metabolic efficiency, weight gain, and body lipid levels, leading to metabolic alterations, such as dyslipidemia, associated with low-grade inflammation. The effects on body weight and lipids can be explained by a decrease in energy expenditure and an increase in energy efficiency. The impaired ability to use fat as a metabolic fuel of HFD animals, suggests that the large part of the higher energy intake is stored as fat, confirming previous reports (Mollica et al., 2017; Cavaliere et al., 2018). In addition, in HFD the discrepancy between fatty acid uptake and utilization leads to the accumulation of toxic lipid species resulting in overproduction of ROS, IR, and inflammation. Our data, showing dysregulation of leptin and adiponectin serum levels in the HFD animals, confirm the link between these adipokines, obesity-related metabolic disorders, and inflammation. In particular, decreased adiponectin levels in the HFD group is associated with increased serum levels of TNF-α and oxidative stress (Chakraborti, 2015). Interestingly, we observed increased levels of TNF-α and oxidative stress also in brain cortex of the HFD mice, confirming that neuroinflammation observed in the diet-induced obesity animal model may be linked to increase in TNF-α secretion. It is noteworthy that the inflammation and oxidative stress is even more pronounced in the synaptosomal fraction from the brain cortex. The synaptosomes are vescicles produced in vitro, during homogenization of nervous tissue, that contain all the components of synaptic regions in vivo (Eyman et al., 2007; Crispino et al., 2009, 2014). Therefore, the synaptosomal fraction is a good model to study the modulation occurring at the synaptic level. Neuronal plasticity reflects the ability of synapses to be modified in number and strength in response to physiological and pathological stimuli. As a consequence, analyzing the dynamics of the synaptic region of brain areas opened a new perspective in the investigation of the molecular mechanisms underlying the physiological and pathological responses of the nervous system. Our data, indicating that inflammation and oxidative stress in the synaptic area is even higher than in the brain cortex homogenate, are particularly relevant; indeed, since impaired synaptic plasticity has been associated to neurodegeneration (Merlo et al., 2016), the HFD-induced inflammation may be indicated as a possible risk factor for the development of these diseases. Interestingly, recent data showed that acetylcholine plays an anti-inflammatory role in inhibiting NF-kB activity and suppressed the production of TNF-α and other proinflammatory cytokines (Chavan et al., 2017). We also demonstrated that the altered inflammatory state of the HFD animals can be linked to mitochondria dysfunctions. In the central nervous system, mitochondria have a crucial role in controlling energy homeostasis, which is essential for cognitive functions. In particular, mitochondria specifically located at synapses play a key role in providing energy to support synaptic functions and plasticity, thus their defects may lead to the synaptic failure responsible for neurodegenerative disease (Reddy and Beal, 2008). Therefore, we analyzed the effect of HFD on mitochondria isolated from the brain cortex and from cerebral cortex synaptosomes. Our data demonstrated that HFD induced alterations in the brain cortex and synaptic mitochondria. Mitochondria from the brain cortex of HFD mice exhibited a reduced respiratory capacity. Indeed, state 3 respiration significantly decreased both in presence of NADH-linked (pyruvate) and FADH-linked (succinate) substrate. A decrease in succinate State 3 respiration may be due to defects in the activity of substrate oxidation reactions (complex II, complex III, complex IV, and dicarboxylate carrier) and/or in the activity of the phosphorylation reactions (ANT, ATP synthase and phosphate carrier). In the presence of succinate plus FCCP, we also observed a decreased oxygen consumption in the HFD mice. These results suggest that the HFD-induced impairment of mitochondrial functions is not related to phosphorylating reactions but depends on altered substrate oxidation reactions. Indeed, when respiration is measured in the presence of succinate plus FCCP, the phosphorylation reactions do not exert control over respiration. Moreover, HFD mice showed an increased degree of coupling and, as a consequence, an increased mitochondrial efficiency. Mitochondria generate ATP by oxidizing nutrients, and the energy generated by the electron transport is utilized to phosphorylate ADP to ATP. Electron transport and ATP synthesis are tightly coupled, but some of the energy generated by electron transport is uncoupled from ATP synthesis. This mitochondrial uncoupling dissipates part of the proton gradient across the inner membrane without generating ATP (Nedergaard et al., 2005; Tseng et al., 2010). Increased mitochondrial energy efficiency implies that less substrate needs to be burned to obtain the same amount of ATP. As a consequence, the excess of unburned substrate favors lipid deposition. The partial block of electron flow within the respiratory chain, due to respiratory chain impairment, and the decrease in mitochondrial uncoupling both contribute to the enhanced oxidative stress (MDA, aconitase activity) observed in the HFD mice. In fact, the uncoupling is a major mechanism for the adjustment of the membrane potential to control mitochondrial ROS emission. By mildly uncoupling, the mitochondria can avoid the oversupply of electrons/reducing equivalents into the respiratory complexes and minimize the likelihood of electron interaction with oxygen (Skulachev, 1998). In addition, the HFD animals also showed a decrease in SOD enzyme activity, the first line of defense against oxidative stress (Lu et al., 2009), contributing to the increased oxidative stress of these animals. Accordingly, HFD induces an imbalance of ratio GSH/GSSG, a clear sign of altered redox state in cells. HFD also induced impairment of synaptic mitochondrial functions. Indeed, in the HFD mice, we observed a reduced basal and maximal respiration, and a reduced ATP production. Moreover, these animals also showed an increased coupling efficiency linked to a decreased proton leak. These features can be responsible for the increased oxidative stress and the inflammatory state that was observed in synaptic regions of the HFD mice. Since neuroinflammation is known to affect BDNF signaling in the brain (Lima Giacobbo et al., 2019), we investigate the BDNF and CREB expression levels in brain cortex and synaptosomal fraction from the same region. BDNF is a neurotrophin that plays an important role in plasticity of the central nervous system and is also involved in the pathogenesis of neurological diseases (Autry and Monteggia, 2012). In particular, BDNF has a short-term effect in synaptic plasticity influencing post-translation modification of proteins already available at the synapse, but also long-term effects including the modulation of the synaptic system of protein synthesis (Leal et al., 2014). Our results indicate a significant decrease in BDNF expression in both HFD homogenate and synaptosomal fractions. Therefore, it is possible to hypothesize that, in HFD animals, the decreased synaptosomal level of BDNF results in a decrease of the synaptic protein synthesis, affecting in turn mitochondria activity. Indeed, recent data demonstrated that axonal protein synthesis is crucial for local mitochondrial maintenance, and its alteration may lead to neuropathologies (Cioni et al., 2019). It has been also shown that the mitochondria located at the synaptic level fuel the local protein synthesis necessary for synaptic plasticity (Rangaraju et al., 2019). Thus, this two-way crosstalk between local translation and mitochondria function in synapse may represent an innovative mechanism to guide neuronal plasticity (Rossoll and Bassell, 2019). The modulation of BDNF that we observed in the HFD animals was accompanied by a decreased phosphorylation of its upstream factor CREB in the synaptosomal fraction, confirming that HFD has a relevant effect on molecular plasticity pathways located at the synaptic level. Moreover, BDNF in the brain is one of the key proteins in food intake regulation and body weight control (Lapchak and Hefti, 1992), playing a critical role in regulating feeding and energy balance (Noble et al., 2011; Rios, 2013). BDNF inversely correlates with fasting plasma glucose and homeostasis model assessment of insulin resistance score (HOMA-IR), which is an indirect measure of IR (Eyileten et al., 2017). In line with these findings, our results related to altered food intake, energy balance, body weight and HOMA index of HFD group correlate with the reduced levels of BDNF that we observed in the same group of animals. We performed our experiments selectively on male animals that are free from estrous-related hormonal changes affecting brain physiology. Nonetheless, it will be of interest to extend these analyses to female animals to investigate a possible gender difference in the response of the brain to HFD.



CONCLUSION

Our data provided evidence regarding the link between HFD and low-grade systemic inflammation, but also inflammation and oxidative stress in the brain cortex. The effect is even more pronounced in the synaptic regions indicating the strong impact of the diet on neuronal plasticity. The oxidative stress depends on the overproduction of free radicals that is partially due to the impaired mitochondrial functions. Indeed, HFD induces in brain mitochondria a decrease in mild uncoupling, that has the role to maintain mitochondrial membrane potential below the critical threshold for ROS production. Therefore, our data indicate that improving mitochondria functions may be used as a strategy to counteracts neuroinflammation and brain oxidative stress.
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Evidence suggests that astrocytes are not merely supportive cells in the nervous system but may actively participate in the control of neural circuits underlying cognition and behavior. In this study, we examined the role of astrocytes within the motor circuitry of the mammalian spinal cord. Pharmacogenetic manipulation of astrocytic activity in isolated spinal cord preparations obtained from neonatal mice revealed astrocyte-derived, adenosinergic modulation of the frequency of rhythmic output generated by the locomotor central pattern generator (CPG) network. Live Ca2+ imaging demonstrated increased activity in astrocytes during locomotor-related output and in response to the direct stimulation of spinal neurons. Finally, astrocytes were found to respond to neuronally-derived glutamate in a metabotropic glutamate receptor 5 (mGluR5) dependent manner, which in turn drives astrocytic modulation of the locomotor network. Our work identifies bi-directional signaling mechanisms between neurons and astrocytes underlying modulatory feedback control of motor circuits, which may act to constrain network output within optimal ranges for movement.
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LAY SUMMARY

We have investigated how astrocytes, a type of supportive cell within the nervous system, may be directly involved in the control of movements, such as walking (locomotion). We found that astrocytes are active participants in the neural circuits of the mammalian spinal cord that control locomotion. The function of astrocytes within these networks appears to relate to the modulation of locomotor speed. We also identify the chemical signaling pathways involved in a modulatory feedback loop between astrocytes and neurons. Our findings suggest that this bi-directional communication between astrocytes and neurons may act to constrain spinal motor circuits within operational ranges for desired movements.



INTRODUCTION

Astrocytes, one of the predominant forms of glial cells in the nervous system, are a diverse and multifunctional group of cells with the capacity to integrate numerous neuronal-derived signals and modulate neuronal activity at a network level (Verkhratsky and Butt, 2013). There is growing evidence that astrocytes play a role in a wide range of basic central nervous system (CNS) functions (Gibbs et al., 2008; Robertson, 2018). Within motor systems, astrocytes are implicated in the control of rhythmic behaviors, such as respiration (Gourine et al., 2010; Huxtable et al., 2010; Sheikhbahaei et al., 2018), mastication (Morquette et al., 2015), feeding (Yang et al., 2015; Sweeney et al., 2016) and locomotion (Acton and Miles, 2015, 2017; Witts et al., 2015; Acton et al., 2018). These rhythmic motor behaviors are generated by a dedicated central pattern generator (CPG) networks. For example, the lumbar spinal cord contains a CPG network that consists of interneurons, which generate rhythmic activity, and motor neurons, which convey the network’s output to coordinate alternating left-right and flexor-extensor muscle activation as required for the generation of locomotor behavior (Grillner, 2003, 2006; Selverston, 2005; Kiehn, 2016). CPGs underlying behaviors such as locomotion, respiration, chewing and gut motility, require various modulatory mechanisms to fine-tune the speed, pattern and power of behavior in accordance with the requirements of the animal at any given time (Harris-Warrick, 2011; Miles and Sillar, 2011). Although neurons have traditionally been considered the primary, if not sole, source of such modulation, a growing body of evidence supports important roles for astrocytes in the modulation of CPG networks (Gourine et al., 2010; Acton and Miles, 2015; Morquette et al., 2015; Yang et al., 2015).

Previous research suggests that pharmacological activation or ablation of spinal cord astrocytes alters the synaptic activity of interneurons and modulates the frequency of locomotor output (Witts et al., 2012, 2015; Carlsen and Perrier, 2014; Acton and Miles, 2015; Acton et al., 2018). These effects are thought to be dependent on the astrocytic release of ATP with subsequent conversion to adenosine, which acts via neuronal A1 adenosine receptors. Although these findings support that astrocytes are active participants within locomotor circuitry, further analyses utilizing additional methods for activating and, importantly, inhibiting endogenous astrocytic activity are required to provide a greater understanding of their functional roles. Furthermore, if spinal cord astrocytes are indeed active participants in the locomotor CPG, then it is likely their role is driven by neuronally-derived signals, which remain to be identified. Given growing evidence that astrocytes play a role in a host of neurological and neurodegenerative diseases, including chronic pain (Ji et al., 2006; Gao and Ji, 2010), spinal cord injury (Okada et al., 2006) and Amyotrophic Lateral Sclerosis (ALS; Phatnani et al., 2013; Pehar et al., 2018), identifying the physiological roles of astrocytes within spinal circuits, and the signaling mechanisms involved, could pave the way for the development of novel therapeutic strategies.

In this study, we aimed to further our investigation into whether spinal cord astrocytes are active participants within mammalian locomotor circuits and identify the signaling mechanisms between spinal neurons and astrocytes. To address these aims, we have used transgenic mouse lines to both visualize and manipulate astrocytic activity in the isolated mammalian spinal cord in vitro. We reveal neuron-astrocyte and astrocyte-neuron signaling mechanisms that underlie modulatory, inhibitory feedback control of motor circuit output.



MATERIALS AND METHODS


Animals

All procedures performed on animals were conducted in accordance with the UK Animals (Scientific Procedures) Act 1986 and were approved by the University of St Andrews Animal Welfare and Ethics Committee. Mice were euthanized via cervical dislocation and decapitation. All lines of mice were obtained from Jackson Laboratories and are listed in Table 1.

TABLE 1. Details of the transgenic mouse lines used for the study.
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To induce expression of genes in astrocytes, heterozygous GFAP::Cre transgenic mice were injected with 100 μg/g mouse weight of Tamoxifen (Sigma) starting from neonatal day 5 (P5) with subsequent injections every 24 h until sacrificed for the experiment. Experiments requiring ventral root recordings of fictive locomotion in whole isolated spinal cords and hemisected spinal cords of transgenic mice were performed at P6–8. Ca2+ imaging experiments were performed on neonates at P6–10. Where transgenic mice were not required for fictive locomotor experiments (with the exception of the non-transgenic controls for DREADD experiments), mice aged P1–5 were used as obtaining fictive locomotion is more reliable in younger mice.



Tissue Preparation

For ventral root recordings from whole isolated spinal cords or hemisected spinal cords, animals were sacrificed by cervical dislocation, decapitated and eviscerated before being transferred to a dissection chamber containing artificial cerebrospinal fluid (aCSF, equilibrated with 95% O2, 5% CO2, ~4°C). Spinal cords were isolated between the midthoracic and upper sacral segments, and the dorsal roots trimmed, leaving ventral roots intact. For hemisected spinal cords, the pia was carefully removed and the two halves cleaved gradually with a dissecting pin. For preparing acute spinal cord slices, neonatal mice were sacrificed as described above, and the spinal cord dissected in aCSF. Slices were made at 300 μm thickness from the lumbar segments using a vibratome (VT1200, Leica) and transferred to recovery aCSF maintained at ~34°C (equilibrated with 95% O2, and 5% CO2) for 30–60 min. Slices were subsequently transferred to recording aCSF.



Drugs and Solutions

Recording aCSF contained the following (in mM): 127 NaCl, 3 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl, 26 NaHCO3, and 10 glucose. The dissecting aCSF contained the following (in mM): 25 NaCl, 188 sucrose, 1.9 KCl, 1.2 NaH2PO4, 10 MgSO4, 1 CaCl, 26 NaHCO3, 25 glucose, and 1.5 kynurenic acid. The recovery aCSF contained the following (in mM): 119 NaCl, 1.9 KCl, 1.2 NaH2PO4, 10 MgSO4, 1 CaCl, 26 NaHCO3, 20 glucose, and 1.5 kynurenic acid. Intracellular solution used for single-cell recordings contained the following (in mM): 140 KMeSO4, 10 NaCl, 1 CaCl, 10 HEPES, 1 EGTA, 3 Mg-ATP, and 0.4 GTP-Na2 (pH 7.2–7.3, adjusted with KOH).

The following drugs were purchased from Sigma: Glutamate, γ-aminobutyric acid (GABA), N-methyl-D-aspartate (NMDA) and Dopamine (DA). The following drugs were purchased from Tocris: 8-Cyclopentyl-1,3-dipropylxanthine (DPCPX), 2-Methyl-6-(phenylethynyl)pyridine hydrochloride (MPEP), 5-hydroxytryptamine (5-HT) and (RS)-2-Chloro-5-hydroxyphenylglycine (CHPG). Tetrodotoxin (TTX) and CNO were purchased from HelloBio. With the exception of Glutamate, CHPG, MPEP and DPCPX, all drugs were made up in deionized H2O. Glutamate and CHPG were made up in 1 M NaOH, while MPEP and DPCPX were made up in dimethyl sulfoxide (DMSO). CNO and DPCPX were prepared fresh on a weekly basis. Drug concentrations were chosen based on previous publications (Bowman and Kimelberg, 1984; Queiroz et al., 1999; Parri et al., 2010; Iwagaki and Miles, 2011; Takeuchi et al., 2014; Acton and Miles, 2015; Mariotti et al., 2016; Jennings et al., 2017).



Ca2+ Imaging

Ca2+ imaging of spinal cord slices was performed in aCSF (equilibrated with 95% O2, 5% CO2) warmed to ~34°C with an inline heater (Warner Instruments). Imaging of hemisected spinal cords was performed at 20–24°C in order to ensure robust fictive locomotor output. Images were captured as described in Acton et al. (2018). Briefly, images were acquired using a Zyla 4.2 scientific CMOS camera (Andor, Oxford Instruments) using a 40× water immersion objective lens (0.9 numerical aperture), controlled using Micro-Manager 2 software. Data were acquired with a rolling shutter at 1 fps with a 200 ms exposure time. Illumination was provided by a 470-nm CoolLED system. Analysis of Ca2+ imaging was performed with FIJI software. Data were first converted to eight bit and processed with background subtraction, 3D smoothing and histogram-based bleach correction. If required, manual drift correction was performed. Active cells were selected and delineated from the images, guided by a maximum intensity projected image to highlight high-intensity structures. Intensity measurements were normalized as ΔF/F0, calculated as:

100 × (fluorescence value − baseline fluorescence ÷ baseline fluorescence).

Baseline fluorescence was calculated as the mean intensity from 30 frames during a control period of recording. Ca2+ transients from astrocytes in hemisected spinal cords were detected in a semi-automated manner using Hill-Valley analysis through Dataview software (courtesy of Dr. W. J. Heitler, University of St Andrews). Events were detected using a slope height filter of 10% of the valley-to-peak height. Due to variation in Ca2+ event intensity and duration, false-positive events were excluded manually and some false negative events were selected manually. In hemisect experiments where events were analyzed with Dataview, Ca2+ event intensity was calculated from the normalized intensity, averaged across all the events within a time window for a cell and across cells of each experiment. The maximum intensity of cells is taken as the maximum normalized intensity for a cell within a time frame. Ca2+ images are displayed in figures as maximum projections from across 120 frames following initial processing steps.



Whole-Cell Patch-Clamp

Whole-cell patch-clamp recordings were performed from ventral horn interneurons using glass microelectrodes (2.5–5 MΩ) filled with intracellular solution. Signals were amplified and filtered (4 kHz low-pass Bessel filter) with a Multi-Clamp 700B amplifier (Molecular Devices) and acquired at 10 kHz using a Digidata 1440A A/D board and pClamp software (Molecular Devices). Gigaseals (~2 GΩ) were obtained before the establishment of whole-cell mode and neurons with resting membrane potentials between −40 mV and −70 mV were used for experiments. All recordings were performed in current-clamp mode. Cells were given a 10 s pulse of 200 pA to induce trains of action potentials (eliciting ~100 action potentials). All experiments were conducted at ~34°C.



Ventral Root Recording

For whole spinal cord preparations in which locomotor-related activity was induced pharmacologically, glass suction electrodes were attached to the upper lumbar segment roots (L1–3) on both the left and right side of the isolated spinal cords to assess left-right alternation and flexor-related activity. Fictive locomotion was induced with 5-HT (10 μM), NMDA (5 μM) and DA (50 μM). Preparations displaying stable fictive locomotion for ~20 min during control periods were used for full experiments with the addition of additional drugs. Data were amplified and filtered (band-pass filter 10–5,000 Hz, A-M Systems Model 1700) and acquired at a sampling frequency of 6 kHz with a Digidata 1440A analog-digital converter and Axoscope software (Molecular Devices, Sunnyvale, CA, USA). For hemisected spinal cord experiments with simultaneous Ca2+ imaging, only one root was attached (L1–L3). Data were amplified and filtered (30–3,000 Hz; Qjin Design) and then acquired at a sampling frequency of 6 kHz using a Digidata 1440A A/D board and AxoScope software.



Immunohistochemistry and Fluorescence Microscopy

Spinal cords from wild type, non-transgenic C57Bl/6J mice (P6) were harvested in ice-cold recording aCSF and subsequently fixed in paraformaldehyde (4%) for 4 h at 4°C. Cords were then sunk in a 33% sucrose solution overnight and cryo-embedded for cryosectioning at 20 μm thickness. Frozen sections were washed in 0.1 M phosphate-buffered saline (PBS) and then blocked and permeabilized in 5% Bovine serum albumin (BSA) and 0.2% Triton X100 for 90 min at room temperature. Sections were incubated for 48 h at 4°C with a primary antibody solution of 2.5% BSA and 0.1% Triton X100 with rabbit polyclonal anti-mGluR5 (Abcam) and mouse monoclonal anti-glutamine synthetase (Abcam), both at 1:200 dilution. Sections were then washed five times with PBS before a secondary antibody incubation in 0.1% Triton X100 for 60 min at room temperature. Following another five washes in PBS, sections were washed once briefly in DI-H2O and incubated in DAPI (diluted 1:5,000 in deionized-H2O) for 5 min before mounting in vectashield. Fixed, stained samples were imaged at 63× with a Zeiss Axio Imager M2 microscope equipped with an Apotome.2. Illumination was provided by an HXP120 lamp, and images acquired using an MRm digital camera. Three-channel images of glutamine synthetase, mGluR5 and DAPI were captured with exposure times of 500, 100 and 30 ms, respectively. Z-stacks were acquired with all channels per slice and an optimal z-step of 0.28 μm. Images were processed and visualized in FIJI (ImageJ).



Data Handling and Statistics

All data were stored using a 20 TB NAS drive, with hot-swappable hard drives and a back-up NAS drive (QNAP Turbo). Data files and graphs were handled and produced in Excel (Microsoft). Statistics were performed with SPSS v24 and SPSS v25 (IBM). Shapiro Wilks tests were performed to assess normality. Fictive locomotor experiments were analyzed using repeated-measures ANOVAs with a post hoc Bonferroni test for pairwise comparisons. Where appropriate, sphericity was assessed with Mauchly’s test and Greenhouse-Giesser corrections were applied. For Ca2+ imaging data where two or more groups were compared, one-way ANOVAs with post hoc Tukey’s test for pairwise comparisons were performed. For Ca2+ imaging with two groups, two-sample T-tests were performed. Significance is given as *p < 0.05, **p < 0.01, ***p < 0.001 and not significant (ns). Ca2+ traces from astrocytes are displayed with a mean smoothing over five frames. Bar charts display mean with standard error bars. Samples sizes (n) are stated in the results where appropriate.




RESULTS


Spinal Cord Astrocytes Respond to Neuronal Activity

We first asked whether spinal astrocytes were active during fictive locomotion. Hemisected spinal cords were prepared from neonatal (P6–8) GFAP::Cre;GCAMP6s mice to enable the visualization of gray matter astrocytes, broadly in laminae VII, VIII and X, whilst simultaneously recording fictive locomotor output via lumbar segment roots (L1–3; depicted in the schematic of Figure 1A).
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FIGURE 1. Neuronal activity evokes Ca2+ responses in spinal astrocytes. (A) Schematic of hemisected spinal cord preparations in which simultaneous ventral root recording and Ca2+ imaging of astrocytic activity were performed. (B) Example data from one experiment showing ventral root activity from baseline to the induction of fictive locomotion and Ca2+ imaging traces from four astrocytes (denoted in panel A). Red lines above traces indicate the Ca2+ events detected for analysis. (C) Bar chart showing the duration of astrocytic Ca2+ transients during different phases of the experiment. (D) Bar chart showing the intensity of astrocytic Ca2+ transients during different phases of the experiment. (E) Bar chart showing the frequency of astrocytic Ca2+ transients during different phases of the experiment. (F) Bar chart showing the frequency of astrocytic Ca2+ transients during different phases of the experiment when the hemisected cord was perfused with tetrodotoxin (TTX). (G) Schematic of a spinal cord slice with a simultaneous whole-cell patch-clamp recording from a ventral horn interneuron and Ca2+ imaging of astrocytic activity. (H) Example data from one experiment showing the activation of a spinal cord interneuron (IN), and the Ca2+ transients from three astrocytes (denoted in panel G). (I) Averaged Ca2+ imaging trace from 52 astrocytes from eight separate experiments in response to neuronal stimulation. (J) Bar chart showing the maximum intensity of Ca2+ transients in astrocytes before and after neuronal stimulation. *p < 0.05.



Across all experiments (108 astrocytes from n = 6 hemisected spinal cords), the average density of astrocytes displaying Ca2+ transients, as indicated by changes in fluorescence, was 400 cells per mm2 (ranging from 80 to 690 cells per mm2 between experiments). Astrocytes showed little to no activity during the “control” phase of recording, with an average frequency of 0.1 transients per minute (Figure 1B). After 3–4 min of control recording, DA (50 μM), 5-HT (10 μM) and NMDA (5 μM) were perfused to evoke fictive locomotion. Within 1–2 min of drug perfusion, a tonic increase in motor neuron activity was observed, as evidenced by an increase in the baseline of ventral root recordings, which lasted approximately 5 min. This tonic activity was followed by rhythmic locomotor-related bursts which first appeared 6–10 min after the perfusion of the locomotor drugs. Astrocytic Ca2+ transients showed no significant change in their duration (Figure 1C; F(3) = 0.63; p = 0.602) or intensity (Figure 1D; F(3) = 2.1; p = 0.133) during these different phases of ventral root output. There was also no significant change in the frequency of astrocytic Ca2+ transients immediately following the addition of the locomotor drugs nor during the induction phase when tonic ventral root activity was recorded. However, the frequency of astrocytic Ca2+ transients significantly increased above baseline levels during the period when rhythmic, locomotor-related bursting was present (Figure 1E; F(3) = 3.6; p = 0.032). There was no specific coupling between individual astrocytic Ca2+ transients and single fictive locomotor bursts, perhaps due to the fact that the locomotor bursts recorded from ventral roots averaged 4 s in duration, while astrocytic Ca2+ transients averaged 25 s in duration. Nevertheless, there was a significant increase in the occurrence of astrocytic Ca2+ transients when fictive locomotor network activity was established.

We next confirmed that elevations in astrocytic activity were due to locomotor network activity, rather than a direct astrocytic response to the drugs used to induce locomotor-related output. We performed a series of hemisected spinal cord experiments in the presence of (TTX, 0.5 μM) to block neuronal activity (Figure 1F). As expected, no motor output was evoked when DA, 5-HT, and NMDA were applied in the presence of TTX. Analysis of astrocytic activity in these experiments (89 astrocytes from n = 6 hemisected spinal cords), revealed no significant change in the duration (F(3) = 1.2; p = 0.326), intensity (F(3) = 1.3; p = 0.291) or the frequency (Figure 1F; F(3) = 0.78; p = 0.516) of Ca2+ transients after the addition of the locomotion-inducing drugs. These results suggest that spinal cord astrocytes are responsive to neuronal activity in the spinal cord, rather than any direct actions of the drugs used to induce locomotor-related activity.

We next asked whether spinal cord astrocytes could respond directly to interneurons within the spinal cord. To test this, we used whole-cell patch-clamp electrophysiology to evoke trains of action potentials in individual interneurons in spinal cord slices from GFAP::Cre;GCAMP6s mice (Figure 1G). A total of nine neurons were patched and stimulated. In eight out the nine experiments, we observed Ca2+ responses in astrocyte somas following neural stimulation (measurements from 53 astrocytes from n = 8 slice experiments; Figures 1H,I). The maximum intensity (ΔF/F0), averaged from responsive astrocytes within individual experiments, rose by 19.4 ± 15.3% following neuronal stimulation (Figure 1J; F(2) = 4.4; p = 0.024).



Astrocytic mGluR5 Receptors Mediate Neuron-to-Astrocyte Signaling

Next, we sought to address how neurons were signaling to astrocytes in the spinal cord. Spinal cord slices were prepared from neonatal (P6–10) GFAP::Cre;GCAMP6s mice and astrocytic activity was visualized while receptor agonists were locally applied to the recording chamber to evoke responses from astrocytes (Figure 2A). Experiments were conducted in the presence of TTX (1 μM) to block neuronal activity. Positive responses from astrocytes within an experiment were defined as an increase in normalized fluorescence intensity (ΔF/F0) of at least 5% occurring within 2 min of agonist application (Figures 2A,B).
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FIGURE 2. Astrocytic metabotropic glutamate receptor 5 (mGluR5) receptors mediate neuronal-to-astrocyte signaling in the mammalian spinal cord. (A) Example traces from Ca2+ imaging of astrocytes during local applications of vehicle control artificial cerebrospinal fluid (aCSF), N-methyl-D-aspartate (NMDA) and (RS)-2-Chloro-5-hydroxyphenylglycine (CHPG) in the presence of TTX (1 μM). Traces from 10 cells from within the same experiment are shown for each agonist overlayed. Traces are displayed in a red-hue if responsive to the drug, and blue if non-responsive. (B) Bar chart displaying the density of astrocytes that responded to a given pharmacological stimulus. The agonist concentrations and the number of slices (n number) for each agent are listed below the graph. (C) Visualization of mGluR5 receptor expression in glutamine synthetase-labeled astrocytic cell bodies (i), primary leaflet/processes (ii) and finer processes (iii). (D) 3D visualization of mGluR5 localization on astrocytes with orthogonal views of XY, XZ and YZ. Arrows denote cases of colocalization between mGluR5 and glutamine synthetase observed in 3D. (E) Application of NMDA in spinal cord slices from GFAP::Cre;GCAMP6s mice enables the visualization of astrocyte activity in response to neuronal activation. NMDA does not activate astrocytes directly (see Figure 3). (F) Application of NMDA in the presence of mGluR5 antagonist Methyl-6-(phenylethynyl)pyridine hydrochloride (MPEP) shows attenuated responses from astrocytes. (G) Bar chart showing that the degree of astrocytic activation 15 min after NMDA application was significantly reduced when slices were incubated in the mGluR5 antagonist, MPEP. (H) Bar chart showing the number of astrocytes that responded to neuronal activity induced by NMDA was reduced in the presence of MPEP. *p < 0.05, **p < 0.01, ***p < 0.001; ns, not significant.



Glutamate and the metabotropic glutamate receptor 5 (mGluR5) agonist, CHPG, both elicited strong Ca2+ responses from large numbers of astrocytes, significantly more so than the vehicle control (aCSF; CHPG: p = 0.003; Glutamate: p = 0.0002), 5-HT (CHPG: p = 0.007; Glutamate: p = 0.001) and NMDA (CHPG: p = 0.04; Glutamate: p = 0.029). GABA and DA also evoked moderate responses from astrocytes, though the number of astrocytes that responded was far less than the number that responded to Glutamatergic signaling, and not significantly greater than control. Based on cell density measurements from a TdTomato fluorescence reporter (n = 12 slices from two individual GFAP::Cre;TdTomato mice aged P8–9; Supplementary Figure S1), we estimate that approximately 70–100% of astrocytes are activated by Glutamate and CHPG. From these results, we conclude that glutamatergic signaling via metabotropic receptors is the most probable mechanism by which spinal neurons communicate with astrocytes.

Next, we sought to confirm whether spinal astrocytes express the mGluR5 receptor. Immunolabeling experiments revealed widespread expression of the mGluR5 receptor in the neonatal spinal cord (Figures 2C,D). Co-labeling with the astrocytic marker, Glutamine Synthetase, confirmed that mGluR5 is expressed on the soma, primary branches and smaller branchlets of astrocytes (Figures 2C,D, arrows).

Finally, we examined whether the mGluR5 antagonist, MPEP, could reduce neuron-to-astrocyte communication. Having previously shown that astrocytes do not respond to NMDA directly in the presence of TTX, we applied NMDA to spinal cord slices for 5 min to evoke neuronal activity while visualizing astrocyte Ca2+ activity (221 astrocytes from n = 7 slice experiments). Any astrocytic responses were, therefore, the indirect result of enhanced neuronal activity induced by NMDA (Figure 2E). In a second condition (124 astrocytes from n = 6 slice experiments), slices were incubated in MPEP (50 μM) 15–20 min prior to, and during, NMDA application (Figure 2F). Analysis of Ca2+ imaging data revealed that MPEP reduced both the degree of astrocytic activation, as determined by the maximum intensity (Figure 2G; t = 2.4; p = 0.038), and the number of activated astrocytes (Figure 2H; t = 3.2; p = 0.008).



Pharmacogenetic Manipulation of Astrocytic Activity Modulates Fictive Locomotion

Finally, we wanted to determine whether manipulating neuronal-astrocyte interactions would modulate the locomotor CPG output. In previous studies, we have used pharmacological methods to excite spinal astrocytes (Acton and Miles, 2015; Acton et al., 2018). Here we decided to employ pharmacogenetics to more specifically excite and inhibit astrocytes, an approach that has been used by others to manipulate astrocytic activity (Yang et al., 2015). Transgenic DREADD (Designer Receptor Exclusively Activated by Designer Drug) mice were crossed with GFAP::Cre mice to produce GFAP::Cre;hM3Dq and GFAP::Cre;hM4Di offspring. In spinal cords or spinal slices from GFAP::Cre;hM3Dq and GFAP::Cre;hM4Di neonates, perfusion with the specific DREADD agonist Clozapine-N-Oxide (CNO) should excite (hM3Dq) or inhibit (hM4Di) astrocytes.

To first validate the ability of the DREADD receptors to excite or inhibit astrocytes in hM3Dq and hM4Di mice respectively, Ca2+ imaging was performed in triple transgenic mice expressing GFAP::Cre;GCAMP6s;hM3Dq or GFAP::Cre;GCAMP6s;hM4Di (Figures 3A–C). Perfusion of CNO (1 μM) to spinal cord slices evoked robust Ca2+ responses in astrocytes expressing hM3Dq (Figure 3A) but had no clear effect on non-transgenic control astrocytes (Figure 3B) or astrocytes expressing hM4Di (Figure 3C). We then confirmed that activation of the inhibitory hM4Di receptor with CNO (2 μM) diminished the responses of astrocytes to applications of glutamate, as compared with hM4Di-expressing astrocytes that were not incubated in CNO (Figures 3D–H; n = 4 slices; t = 4.0; p < 0.007). Similarly, we demonstrated that 26 astrocytes from the same GFAP::Cre;GCAMP6s;hM4Di spinal cord slice showed little response to glutamate in the presence of CNO (2 μM), but showed more typical responses to glutamate after the CNO was washed off (Supplementary Figure S2). These results suggest that pharmacogenetics can be used to either excite or inhibit spinal cord astrocytes using Cre-driven hM3Dq and hM4Di receptor activation respectively.
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FIGURE 3. Pharmacogenetic techniques can manipulate astrocytic Ca2+ activity in the mammalian spinal cord. (A) Ca2+ imaging of GFAP::cre;GCAMP6s astrocytes in response to Clozapine-N-Oxide (CNO). Example (top), and averaged (bottom) traces of Ca2+ imaging from astrocytes during applications of CNO (19 cells for averaged trace). (B) Ca2+ imaging of GFAP::cre;GCAMP6s;hM3Dq astrocytes in response to CNO. Example (top), and averaged (bottom) traces of Ca2+ imaging from astrocytes during applications of CNO (25 cells for averaged trace). (C) Ca2+ imaging of GFAP::cre;GCAMP6s;hM4Di astrocytes in response to CNO. Example (top), and averaged (bottom) traces of Ca2+ imaging from astrocytes during applications of CNO (30 cells for averaged trace). (D) Ca2+ responses in GFAP::cre;GCAMP6s;hM4Di astrocytes in response to glutamate, perfused in TTX to prevent neuronal-mediated responses. (E) Example traces of Ca2+ responses in GFAP::cre;GCAMP6s;hM4Di astrocytes in response to glutamate. (F) Ca2+ responses in GFAP::cre;GCAMP6s;hM4Di astrocytes in response to glutamate, perfused in both TTX and CNO to inhibit astrocyte activity. (G) Example traces of Ca2+ responses in GFAP::cre;GCAMP6s;hM4Di astrocytes showing no response to glutamate due to pharmacogenetic inhibition with CNO. (H) Bar chart displaying the number of astrocytes responding to glutamate in GFAP::cre;GCAMP6s;hM4Di spinal cord slices under control conditions and when perfused with CNO to inhibit astrocytes. **p < 0.01.



We next addressed whether activation or inhibition of astrocytes using DREADDs could modulate fictive locomotion recorded from isolated spinal cord preparations. Fictive locomotion was recorded from the upper lumbar roots (L1–3) of isolated spinal cords from control (n = 9), GFAP::Cre;hM3Dq (hM3Dq; n = 10) and GFAP::Cre;hM4Di (hM4Di; n = 11) mice (Figures 4A–C). There was no significant difference in the baseline amplitude, duration or frequency of locomotor bursts between control, hM3Dq and hM4Di cords (SupplementaryFigures S3A,B), confirming that the expression of the DREADD receptors in astrocytes alone had no significant effect on spinal motor circuits. The application of CNO (2 μM) had no effect on the frequency of fictive locomotion in control spinal cords (Figure 4D; F(2,18) = 1.5; p = 0.256). However, CNO caused a significant reduction in burst frequency in hM3Dq cords (Figure 4E; F(2,18) = 4.0; p < 0.05). In contrast, CNO elicited an increase in burst frequency in hM4Di cords (Figure 4F; F(2,20) = 9.5; p < 0.01). CNO had no significant effect on burst duration (Supplementary Figures S3C–E) or amplitude (Supplementary Figures S3F–H) in control, hM3Dq or hM4Di cords.


[image: image]

FIGURE 4. Astrocytes exert purinergic modulation of locomotion in response to mGluR5 dependent activation. (A) Example raw (top) and rectified/integrated (bottom) traces of pharmacologically induced fictive locomotor bursts recorded from in vitro spinal cord preparations from control non-transgenic neonatal mice. The burst frequency, duration and amplitude were analyzed in control conditions, in the presence of CNO and following the washout of CNO. (B) Pharmacologically induced fictive locomotor bursts recorded from a GFAP::cre;hM3Dq (excitatory DREADD) neonatal mouse spinal cord in vitro during control conditions, in the presence of CNO and following the washout of CNO. (C) Pharmacologically induced fictive locomotor bursts recorded from a GFAP::cre;hM4Di (inhibitory DREADD) neonatal mouse spinal cord in vitro during control conditions, in the presence of CNO and following the washout of CNO. (D) Bar chart displaying the frequency of fictive locomotor bursts in control, non-transgenic mouse spinal cords in response to CNO. (E) Bar chart displaying the frequency of fictive locomotor bursts in excitatory DREADD mouse spinal cords in response to CNO. (F) Bar chart displaying the frequency of fictive locomotor bursts in inhibitory DREADD mouse spinal cords in response to CNO. (G) Bar chart displaying the frequency of fictive locomotor bursts in excitatory DREADD mouse spinal cords in response to CNO when perfused with 8-Cyclopentyl-1,3-dipropylxanthine (DPCPX) throughout to block the adenosine A1 receptor. (H) Bar chart displaying the frequency of fictive locomotor bursts in inhibitory DREADD mouse spinal cords in response to CNO when perfused with DPCPX throughout to block the adenosine A1 receptor. (I) Example traces of fictive locomotion recorded from in vitro spinal cord preparations from control non-transgenic neonatal mouse spinal cords, showing the effects of a 20 min application of the A1 receptor antagonist, DPCPX. (J) Bar chart showing that the frequency of fictive locomotion is significantly increased with the application of DPCPX. (K) Example traces of fictive locomotion recorded from in vitro spinal cord preparations, showing blockade of the effects of the application of DPCPX when in the presence of MPEP. (L) Bar chart showing that DPCPX has no effect on the frequency of fictive locomotion when spinal cords are also incubated in MPEP. *p < 0.05; ns, not significant.



It has previously been suggested that pharmacologically stimulated astrocytes modulate fictive locomotion through adenosine signaling (Acton and Miles, 2015; Witts et al., 2015; Acton et al., 2018), which can be inhibited by the A1 adenosine receptor antagonist, DPCPX at 50 μM (Witts et al., 2012; Acton and Miles, 2015). We, therefore, utilized DPCPX to assess whether modulation of fictive locomotion following pharmacogenetic manipulation of astrocytic activity involves adenosine signaling. We found that there was no change in locomotor frequency when astrocytes in hM3Dq (n = 10) and hM4Di (n = 11) cords were stimulated with CNO in the presence of DPCPX (50 μM; hM3Dq: F(1.28,11.5) = 0.23; p = 0.702; hM4Di: F(2,20) = 1.0; p = 0.414; Figures 4G,H).

Finally, we interrogated the neuron-astrocyte signaling mechanism responsible for driving astrocyte-derived purinergic modulation of the locomotor CPG. Having shown that glutamate and the mGluR5 agonist, CHPG, evoked robust Ca2+ responses in a high proportion of spinal astrocytes, we hypothesized that glutamatergic signaling, acting via mGluR5, represents the physiological activator of astrocyte-derived adenosine-dependent modulation. We, therefore, assessed whether blocking the mGluR5 receptor could reduce astrocytic adenosine-mediated modulation of the locomotor CPG. In isolated spinal cords from control non-transgenic mice (P1–5; n = 8), fictive locomotion was induced pharmacologically, and DPCPX (50 μM) was applied for 20 min to block astrocyte-derived adenosine (Figure 4I). Consistent with the pharmacogenetic inhibition of astrocytes, A1-receptor inhibition with DPCPX significantly increased the frequency of fictive locomotion (Figure 4J; F(2,14) = 5.9; p < 0.05). DPCPX showed no effect on burst duration (data not shown, F(2,14) = 1.9; p = 0.19) or amplitude (data not shown, F(2,14) = 0.9; p = 0.44). In separate experiments, fictive locomotion was initiated in spinal cords (n = 8) which were then subsequently perfused with the mGluR5 antagonist MPEP (10 μM) for 20 min, followed by MPEP and DPCPX together, after-which both MPEP and DPCPX were washed out (Figure 4K). No significant differences in the frequency of locomotion were observed between Control, MPEP, MPEP+DPCPX and Washout conditions (Figure 4L; F(1.53,10.73) = 0.35; p = 0.657). From this final experiment, we conclude that inhibiting mGluR5-mediated activation of astrocytes reduces the astrocytic release of purines and thus the degree of adenosine-dependent neuromodulation of the locomotor CPG.




DISCUSSION

In this study, we have used pharmacogenetic manipulation of astrocytes to show that astrocytes actively modulate spinal cord motor circuitry. Furthermore, live imaging of astrocytic activity in the isolated spinal cord suggests they respond to the activity of ventral interneurons that may form part of the spinal cord locomotor CPG. The evidence we present here suggests a modulatory feedback loop between astrocytes and neurons that depends on bi-directional communication between these two cell groups. In our proposed model, locomotor CPG activity, and associated increases in glutamatergic signaling between CPG neurons, activates astrocytes through the mGluR5 receptor. Astrocytic activation evokes the release of ATP which is metabolized extracellularly to adenosine. Adenosine acts at A1 receptors to inhibit interneurons within the CPG, which in turn affects the frequency of motor output.

Previous research has focussed on the astrocyte-to-neuron communication mechanisms that may impact motor circuits (Witts et al., 2012, 2015; Acton and Miles, 2015, 2017; Acevedo et al., 2016; Acton et al., 2018; Rivera-Oliver et al., 2018). In this study, we have identified previously unexplored neuron-to-astrocyte signaling mechanisms which may drive astrocyte-dependent modulation of the spinal cord locomotor CPG. We reveal that astrocytes are active during fictive locomotion in the isolated hemisected spinal cord, supporting observations from in vivo imaging of glia in the awake and moving adult mouse (Sekiguchi et al., 2016). The results from our experiments utilizing pharmacologically-induced fictive locomotion in the hemisected spinal cord do not definitively distinguish whether astrocytic activity gradually increases following the pharmacological stimulation of the neurons or whether astrocytic activity is specifically enhanced when rhythmic neural activity emerges. However, we also observed astrocytic responses to direct stimulation of ventral horn interneurons, and given that astrocyte manipulation using DREADDs only affected the frequency of locomotor output, these results offer compelling evidence that astrocytic activity is functionally linked to the locomotor CPG interneurons.

We provide compelling evidence that mGluR5 is necessary for the neuron-astrocyte signaling pathway that drives astrocytic modulation within the spinal cord. There is considerable literature on the expression of mGluRs by astrocytes and the role of mGluR5 at the tripartite synapse as a mechanism for astrocytes to detect synaptic activity (Ota et al., 2013; Panatier and Robitaille, 2016). Our data supports this theory, as spinal astrocytes express mGluR5 and responded robustly to the mGluR5 agonist, CHPG. Blocking the mGluR5 receptor reduced astrocytic activity and blocked the modulatory effects of astrocyte-derived adenosine on fictive locomotion, suggesting that mGluR5 signaling could be the “driving force” behind astrocytic modulation of motor output.

We have previously shown that astrocyte activation in P1–4 neonatal mouse spinal cords using a PAR1 agonist reduces the frequency of fictive locomotion (Acton and Miles, 2015), which matches our current findings here that DREADD-based activation of astrocytes in P6–8 spinal cords leads to reduced locomotor frequency. This suggests that the neuronal-astrocytic interactions underlying this modulatory feedback mechanism are preserved throughout early developmental stages. Whether this bi-directional signaling mechanism exists in adult mice remains to be explored. On the one hand, there is evidence that spinal astrocytes respond to walking-like behavior in the awake adult mouse (Sekiguchi et al., 2016), in a manner that is comparable to the effects we observe in our study. On the other hand, mGluR5 expression in astrocytes may not exist past adolescence (Sun et al., 2013), suggesting there could be developmentally regulated alterations in this bi-directional signaling pathway controlling the locomotor CPG.

Interestingly, mGluR5 antagonism did not completely abolish the Ca2+ transients we observed in astrocytes in response to neuronal activity. This suggests that multiple, parallel pathways of neuron-to-astrocyte signaling may occur in the spinal cord. Several other neurotransmitters and neuromodulators evoked Ca2+ transients in small numbers of spinal astrocytes. Although these responses were not significantly greater than those observed after applications of aCSF, we cannot exclude the possibility that non-mGluR5 mediated neural-glial transmission may occur. The inhibitory neurotransmitters GABA and Glycine may be the most likely candidates for low-level neuron-to-astrocyte signaling, given the increasing body of literature on inhibitory tripartite synapse interactions (Garrett and Weiner, 2009; Matos et al., 2018; Allen, 2019; Nagai et al., 2019), the expression of inhibitory neurotransmitter receptors by spinal glial cells (Kirchhoff et al., 1996), and evidence that spinal astrocytes may modulate inhibitory synaptic release probability (Witts et al., 2015). While there is some evidence that astrocytes may express 5-HT and DA receptors, activation of these receptors may not lead to Ca2+ transients, and may instead hyperpolarize astrocytes (Hösli et al., 1987; Miyazaki et al., 2013). Although DA evoked Ca2+ responses in a small number of astrocytes, we believe that DA is unlikely to be a key activator of spinal astrocytes. The mammalian spinal cord lacks dopaminergic neurons; all dopaminergic input to the spinal cord is derived from descending systems. Thus, DA could not mediate the responses we observed in astrocytes following the direct stimulation of interneurons within isolated spinal cord tissue. Furthermore, astrocytes only showed elevated activity in hemisected spinal cord preparations once clear locomotor activity was established, with no significant response to the application of DA along with 5-HT and NMDA in the presence of TTX. These findings, therefore, indicate that astrocytes are responsive to intrinsic spinal neurotransmitters released during physiological network activity.

In addition to classic transmitter-based signaling, changes in the extracellular environment induced by neuronal activity may also stimulate astrocytic activity. For example, rises in extracellular K+ concentration, which occurs during neuronal activity including that of the locomotor CPG (Brocard et al., 2013), represents an alternative mechanism by which astrocytes may be activated (Scemes and Spray, 2012; Bellot-Saez et al., 2017). Given the number of different neurotransmitter receptors that are reported to be expressed by astrocytes throughout the nervous system (Verkhratsky and Butt, 2013) and the ability of spinal astrocytes to respond to multiple neuronally-derived signals, it is possible that astrocytes act as global integrators of neuronal activity and contribute to a wide range of spinal neuromodulatory systems.

There is converging evidence that stimulating astrocytes pharmacologically, or ablating astrocytes with gliotoxins, reveals purinergic-dependent, glial-derived modulation of the spinal cord locomotor CPG (Dale and Gilday, 1996; Dale, 1998; Brown and Dale, 2000; Witts et al., 2012, 2015; Acton and Miles, 2015; Acevedo et al., 2016; Acton and Miles, 2017; Acton et al., 2018; Rivera-Oliver et al., 2018). Although astrocytes in other CNS regions demonstrate the ability to utilize other transmitters, such as glutamate or GABA (Malarkey and Parpura, 2008; Christensen et al., 2018); there is a paucity of evidence to suggest that other gliotransmitters are involved in the astrocytic control of the locomotor CPG. In previous studies, antagonists of purinergic signaling were sufficient to block all the astrocytic effects on the locomotor network (Acton and Miles, 2015; Witts et al., 2015; Acton and Miles, 2017; Acton et al., 2018). In this study, we have employed the pharmacogenetic DREADD approach to specifically target astrocytes and allow us to both excite and inhibit astrocytes. The hM3Dq-based activation of astrocytes elicits a strong response comparable with the use of the PAR1 agonist, TFLLR, which has been used to excite astrocytes in previous similar studies (Acton and Miles, 2015; Acton et al., 2018). While these high levels of stimulation may invoke non-physiological responses from cells, it is important to note that the hM4Di-based inhibition of astrocytes results in a complementary, opposing effect on fictive locomotion as compared to stimulating astrocytes. Furthermore, the effects of stimulating and inhibiting astrocytes were both nullified by blocking A1 adenosine receptors. Our data, therefore, support previously proposed mechanisms of glial-mediated modulation of the spinal locomotor CPG. The theory stands that astrocytes release ATP, which is subsequently converted to adenosine, which then acts at heteromeric dimers comprised of A1 adenosine and D1 dopaminergic receptors on CPG interneurons to reduce neuronal activity (Witts et al., 2015; Acton and Miles, 2017; Acton et al., 2018; Rivera-Oliver et al., 2018).

There remains debate as to whether gliotransmission occurs under physiological conditions, or whether reported incidences of glia-to-neuron signaling are merely artifacts of in vitro studies or the stimulation method employed (Fiacco and McCarthy, 2018; Savtchouk and Volterra, 2018). As demonstrated by our study, the locomotor circuitry of the spinal cord represents a useful model in which to interrogate these questions. The spinal cord can be isolated for experimentation while still conserving the essential sensory inputs and motor outputs for reflex responses and locomotor activity. The outputs generated by spinal circuits are measurable and directly correlative to the in vivo behaviors they serve. Thus, spinal circuits may provide a practical solution to the gliotransmission debate by avoiding the caveats of other approaches such as in vitro cell culture studies.

Our results strongly imply a physiological role for the astrocytic release of purines in modulating a basic, neuronally-mediated behavior. What remains to be investigated is the precise gliotransmitter release mechanism in spinal astrocytes; i.e., whether transmission utilizes vesicular release machinery or occurs via hemichannel pores formed by connexins. This could be addressed by using mutant mice with perturbed Vesicle-Associated Membrane Proteins (VAMPs) or mutated Connexin-43 which forms hemichannel pores. Recent findings suggest reactive astrocytes in ALS display enhanced expression of Connexin 43, contributing to motor neuron toxicity (Almad et al., 2016). Therefore, understanding the precise signaling machinery between both astrocytes and neurons may reveal therapeutic targets for treating neurodegenerative diseases, such as ALS.

The locomotor CPG is just one of several rhythmic neural circuits of the CNS in which gliotransmission has been interrogated. Astrocytes have been shown to be active in the respiratory control networks of the brainstem (Guyenet et al., 2009; Gourine et al., 2010; Okada et al., 2012; Sheikhbahaei et al., 2018). Chemosensitive astrocytes in the retrotrapezoid nucleus respond to circulating CO2 and consequently release ATP to initiate respiration (Gourine et al., 2010; Huxtable et al., 2010; Sheikhbahaei et al., 2018). Meanwhile, the ATP metabolite, adenosine, has been shown to exhibit an inhibitory effect on the respiratory CPG (Huxtable et al., 2010). Studies into mastication have revealed an entirely different astrocytic modulatory mechanism. In the rat trigeminal sensorimotor circuit, astrocytes release the Ca2+ binding protein S100β, which sequesters extracellular Ca2+ and reduces NMDA-induced bursting of rhythmogenic neurons that lead to chewing behavior (Morquette et al., 2015). It is conceivable that this mechanism is also present in other networks such as those controlling respiration or locomotion.

Feeding behavior is also regarded as rhythmic, though not strictly under the control of a CPG but rather orchestrated by an “entrained oscillator” in the medial basal hypothalamus (Mieda et al., 2006). Here in the hypothalamus, astrocytes also act as a source of adenosine to modulate feeding behavior (Yang et al., 2015). In this instance, pharmacogenetic manipulation of astrocytes demonstrated their ability to bi-directionally modulate food intake in mice, helping to maintain feeding within a constrained range to prevent energy deficit or surfeit.

Glial cells have also been implicated in the control of rhythmic CPGs in the periphery, for example, within networks of the enteric nervous system that regulate gut motility patterns (Smith and Koh, 2017). Here it has been shown that enteric glia (likened to CNS astrocytes) are responsive to neural-mediated motor events that aid in colonic transport of fecal matter (MacEachern et al., 2011; Broadhead et al., 2012; McClain et al., 2014, 2015). Genetic manipulations that perturb astrocytic gliotransmitter release mechanisms significantly affected colonic fecal transit in mice (Grubišić and Parpura, 2017). The nature of the enteric glial transmitter involved remains unknown, but both ATP and NO are implicated (Gulbransen and Sharkey, 2012).

There are clearly diverse roles for astrocytes and other glial cells throughout the nervous system. A growing body of evidence indicates that astrocytes play active roles within many neural circuits, as they are able to respond to neuronal signaling and release chemical messengers via gliotransmission. While it remains to be determined whether there is any conserved logic to the role of astrocytes within neural circuits, our study on the locomotor CPG indicates a purinergic-dependent modulation of rhythmogenic neural network activity, which is driven by glutamate derived from the neural network itself. Based on previous literature (Yang et al., 2015; Cinelli et al., 2017; Sheikhbahaei et al., 2018), it is conceivable that astrocyte-derived purinergic modulation is a key mechanism within rhythmic circuits, which helps to constrain network output in order to control rhythmic behaviors. Further advances in our knowledge of the roles of glial cells within neural circuits will pave the way for a greater understanding of how the nervous system coordinates behavior.
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FIGURE S1 | Astrocyte cell density using a fluorescence reporter line. (A) Spinal cord slices were prepared from GFAP::Cre;TdTomato neonatal mice and images of the ventral horn were captured. Red fluorescent cells were counted to estimate the total density of astrocytes (n = 12 spinal cord slices from two mice, P8–9). (B) Box and whisker plot showing the average number of TdTomato +ve astrocytes in neonatal spinal cord slices per mm2.

FIGURE S2 | Inhibition of spinal astrocytes using hM4Di DREADD receptor activation. (A) Spinal cord slice prepared from a neonatal P8 GFAP::Cre;GCAMP6s;hM4Di mouse. Astrocytes from the same slice were visualized using Ca2+ imaging to investigate their responses to Glutamate with and without the presence of CNO to inhibit them (n = 26). (B) Astrocytes were first visualized in the presence of TTX and CNO, to block neurons and hM4Di-expressing astrocytes respectively. Three example traces are shown of three astrocytes, and an averaged trace of the ΔF/F0 with standard deviation from a total of 26 astrocytes. (C) After the first recording, CNO was washed off for 15 min leaving only TTX to inhibit the neurons. The three traces depict the ΔF/F0 from the same three cells as in panels (A,B). A greater number of cells responded to glutamate, typically showing a more sustained ΔF/F0 elevation, when CNO was absent.

FIGURE S3 | Additional fictive locomotor bursting parameters for control (non-transgenic), GFAP::cre;hM3Dq and GFAP::cre;hM4Di neonatal spinal cords. (A) Bar chart showing the duration of fictive locomotor bursts in each of the three genotypes of mice used. (B) Bar chart showing the frequency of fictive locomotor bursts in each of the three genotypes of mice used. (C) Bar charts displaying the burst duration under control, CNO and wash conditions for control (non-transgenic) spinal cords. (D) Bar charts displaying the burst duration under control, CNO and wash conditions for GFAP::Cre;hM3Dq spinal cords. (E) Bar charts displaying the burst duration under control, CNO and wash conditions for GFAP::Cre;hM4Di spinal cords. (F) Bar charts displaying the burst amplitude under control, CNO and wash conditions for control (non-transgenic) spinal cords. (G) Bar charts displaying the burst amplitude under control, CNO and wash conditions for GFAP::Cre;hM3Dq spinal cords. (H) Bar charts displaying the burst amplitude under control, CNO and wash conditions for GFAP::Cre;hM4Di spinal cords. ns, not significant.



REFERENCES

Acevedo, J., Santana-Almansa, A., Matos-Vergara, N., Marrero-Cordero, L. R., Cabezas-Bou, E., and Díaz-Ríos, M. (2016). Caffeine stimulates locomotor activity in the mammalian spinal cord via adenosine A1 receptor-dopamine D1 receptor interaction and PKA-dependent mechanisms. Neuropharmacology 101, 490–505. doi: 10.1016/j.neuropharm.2015.10.020

Acton, D., Broadhead, M. J., and Miles, G. B. (2018). Modulation of spinal motor networks by astrocyte-derived adenosine is dependent on D1-like dopamine receptor signaling. J. Neurophysiol. 120, 998–1009. doi: 10.1152/jn.00783.2017

Acton, D., and Miles, G. B. (2015). Stimulation of glia reveals modulation of mammalian spinal motor networks by adenosine. PLoS One 10:e0134488. doi: 10.1371/journal.pone.0134488

Acton, D., and Miles, G. B. (2017). Gliotransmission and adenosinergic modulation: insights from mammalian spinal motor networks. J. Neurophysiol. 118, 3311–3327. doi: 10.1152/jn.00230.2017

Allen, N. J. (2019). Star power: astrocytes regulate behavior. Cell 177, 1091–1093. doi: 10.1016/j.cell.2019.04.042

Almad, A. A., Doreswamy, A., Gross, S. K., Richard, J., Huo, Y., Haughey, N., et al. (2016). Connexin 43 in astrocytes contributes to motor neuron toxicity in amyotrophic lateral sclerosis. Glia 64, 1154–1169. doi: 10.1002/glia.22989

Bellot-Saez, A., Kékesi, O., Morley, J. W., and Buskila, Y. (2017). Astrocytic modulation of neuronal excitability through K+ spatial buffering. Neurosci. Biobehav. Rev. 77, 87–97. doi: 10.1016/j.neubiorev.2017.03.002

Bowman, C. L., and Kimelberg, H. K. (1984). Excitatory amino acids directly depolarize rat brain astrocytes in primary culture. Nature 311, 656–659. doi: 10.1038/311656a0

Broadhead, M. J., Bayguinov, P. O., Okamoto, T., Heredia, D. J., and Smith, T. K. (2012). Ca2+ transients in myenteric glial cells during the colonic migrating motor complex in the isolated murine large intestine. J. Physiol. 590, 335–350. doi: 10.1113/jphysiol.2011.219519

Brocard, F., Shevtsova, N. A., Bouhadfane, M., Tazerart, S., Heinemann, U., Rybak, I. A., et al. (2013). Activity-dependent changes in extracellular Ca2+ and K+ reveal pacemakers in the spinal locomotor-related network. Neuron 77, 1047–1054. doi: 10.1016/j.neuron.2013.01.026

Brown, P., and Dale, N. (2000). Adenosine A1 receptors modulate high voltage-activated Ca2+ currents and motor pattern generation in the Xenopus embryo. J. Physiol. 525, 655–667. doi: 10.1111/j.1469-7793.2000.00655.x

Carlsen, E. M., and Perrier, J.-F. (2014). Purines released from astrocytes inhibit excitatory synaptic transmission in the ventral horn of the spinal cord. Front. Neural Circuits 8:60. doi: 10.3389/fncir.2014.00060

Christensen, R. K., Delgado-Lezama, R., Russo, R. E., Lind, B. L., Alcocer, E. L., Rath, M. F., et al. (2018). Spinal dorsal horn astrocytes release GABA in response to synaptic activation. J. Physiol. 596, 4983–4994. doi: 10.1113/jp276562

Cinelli, E., Iovino, L., and Mutolo, D. (2017). ATP and astrocytes play a prominent role in the control of the respiratory pattern generator in the lamprey. J. Physiol. 595, 7063–7079. doi: 10.1113/jp274749

Dale, N. (1998). Delayed production of adenosine underlies temporal modulation of swimming in frog embryo. J. Physiol. 511, 265–272. doi: 10.1111/j.1469-7793.1998.265bi.x

Dale, N., and Gilday, D. (1996). Regulation of rhythmic movements by purinergic neurotransmitters in frog embryos. Nature 383, 259–263. doi: 10.1038/383259a0

Fiacco, T. A., and McCarthy, K. D. (2018). Multiple lines of evidence indicate that gliotransmission does not occur under physiological conditions. J. Neurosci. 38, 3–13. doi: 10.1523/JNEUROSCI.0016-17.2017

Gao, Y.-J., and Ji, R.-R. (2010). Targeting astrocyte signaling for chronic pain. Neurotherapeutics 7, 482–493. doi: 10.1016/j.nurt.2010.05.016

Garrett, A. M., and Weiner, J. A. (2009). Control of CNS synapse development by γ-protocadherin-mediated astrocyte-neuron contact. J. Neurosci. 29, 11723–11731. doi: 10.1523/JNEUROSCI.2818-09.2009

Gibbs, M. E., Hutchinson, D., and Hertz, L. (2008). Astrocytic involvement in learning and memory consolidation. Neurosci. Biobehav. Rev. 32, 927–944. doi: 10.1016/j.neubiorev.2008.02.001

Gourine, A., Kasymov, V., Marina, N., Tang, F., Figueiredo, M. F., Lane, S., et al. (2010). Astrocytes control breathing through pH-dependent release of ATP. Science 329, 571–575. doi: 10.1126/science.1190721

Grillner, S. (2003). The motor infrastructure: from ion channels to neuronal networks. Nat. Rev. Neurosci. 4, 573–586. doi: 10.1038/nrn1137

Grillner, S. (2006). Biological pattern generation: the cellular and computational logic of networks in motion. Neuron 52, 751–766. doi: 10.1016/j.neuron.2006.11.008

Grubišić, V., and Parpura, V. (2017). Two modes of enteric gliotransmission differentially affect gut physiology. Glia 65, 699–711. doi: 10.1002/glia.23121

Gulbransen, B. D., and Sharkey, K. A. (2012). Novel functional roles for enteric glia in the gastrointestinal tract. Nat. Rev. Gastroenterol. Hepatol. 9, 625–632. doi: 10.1038/nrgastro.2012.138

Guyenet, P. G., Bayliss, D. A., Stornetta, R. L., Fortuna, M. G., Abbott, S. B. G., and DePuy, S. D. (2009). Retrotrapezoid nucleus, respiratory chemosensitivity and breathing automaticity. Respir. Physiol. Neurobiol. 168, 59–68. doi: 10.1016/j.resp.2009.02.001

Hösli, L., Hösli, E., Baggi, M., Bassetti, C., and Uhr, M. (1987). Action of dopamine and serotonin on the membrane potential of cultured astrocytes. Exp. Brain Res. 65, 482–485. doi: 10.1007/bf00236323

Harris-Warrick, R. M. (2011). Neuromodulation and flexibility in central pattern generator networks. Curr. Opin. Neurobiol. 21, 685–692. doi: 10.1016/j.conb.2011.05.011

Huxtable, A. G., Zwicker, J. D., Alvares, T. S., Ruangkittisakul, A., Fang, X., Hahn, L. B., et al. (2010). Glia contribute to the purinergic modulation of inspiratory rhythm-generating networks. J. Neurosci. 30, 3947–3958. doi: 10.1523/JNEUROSCI.6027-09.2010

Iwagaki, N., and Miles, G. B. (2011). Activation of group I metabotropic glutamate receptors modulates locomotor-related motoneuron output in mice. J. Neurophysiol. 105, 2108–2120. doi: 10.1152/jn.01037.2010

Jennings, A., Tyurikova, O., Bard, L., Zheng, K., Semyanov, A., Henneberger, C., et al. (2017). Dopamine elevates and lowers astroglial Ca2+ through distinct pathways depending on local synaptic circuitry. Glia 65, 447–459. doi: 10.1002/glia.23103

Ji, R.-R., Kawasaki, Y., Zhuang, Z.-Y., Wen, Y.-R., and Decosterd, I. (2006). Possible role of spinal astrocytes in maintaining chronic pain sensitization: review of current evidence with focus on bFGF/JNK pathway. Neuron Glia Biol. 2, 259–269. doi: 10.1017/s1740925x07000403

Kiehn, O. (2016). Decoding the organization of spinal circuits that control locomotion. Nat. Rev. Neurosci. 17, 224–238. doi: 10.1038/nrn.2016.9

Kirchhoff, F., Mülhardt, C., Pastor, A., Becker, C. M., and Kettenmann, H. (1996). Expression of glycine receptor subunits in glial cells of the rat spinal cord. J. Neurochem. 66, 1383–1390. doi: 10.1046/j.1471-4159.1996.66041383.x

MacEachern, S. J., Patel, B. A., McKay, D. M., and Sharkey, K. A. (2011). Nitric oxide regulation of colonic epithelial ion transport: a novel role for enteric glia in the myenteric plexus. J. Physiol. 589, 3333–3348. doi: 10.1113/jphysiol.2011.207902

Malarkey, E. B., and Parpura, V. (2008). Mechanisms of glutamate release from astrocytes. Neurochem. Int. 52, 142–154. doi: 10.1016/j.neuint.2007.06.005

Mariotti, L., Losi, G., Sessolo, M., Marcon, I., and Carmignoto, G. (2016). The inhibitory neurotransmitter GABA evokes long-lasting Ca2+ oscillations in cortical astrocytes. Glia 64, 363–373. doi: 10.1002/glia.22933

Matos, M., Bosson, A., Riebe, I., Reynell, C., Vallée, J., Laplante, I., et al. (2018). Astrocytes detect and upregulate transmission at inhibitory synapses of somatostatin interneurons onto pyramidal cells. Nat. Commun. 9:4254. doi: 10.1038/s41467-018-06731-y

McClain, J. L., Fried, D. E., and Gulbransen, B. D. (2015). Agonist-evoked Ca2+ signaling in enteric glia drives neural programs that regulate intestinal motility in mice. Cell. Mol. Gastroenterol. Hepatol. 1, 631–645. doi: 10.1016/j.jcmgh.2015.08.004

McClain, J., Grubišić, V., Fried, D., Gomez-Suarez, R. A., Leinninger, G. M., Sévigny, J., et al. (2014). Ca2+ responses in enteric glia are mediated by connexin-43 hemichannels and modulate colonic transit in mice. Gastroenterology 146, 497.e1–507.e1. doi: 10.1053/j.gastro.2013.10.061

Mieda, M., Williams, S. C., Richardson, J. A., Tanaka, K., and Yanagisawa, M. (2006). The dorsomedial hypothalamic nucleus as a putative food-entrainable circadian pacemaker. Proc. Natl. Acad. Sci. U S A 103, 12150–12155. doi: 10.1073/pnas.0604189103

Miles, G. B., and Sillar, K. T. (2011). Neuromodulation of vertebrate locomotor control networks. Physiology 26, 393–411. doi: 10.1152/physiol.00013.2011

Miyazaki, I., Asanuma, M., Murakami, S., Takeshima, M., Torigoe, N., Kitamura, Y., et al. (2013). Targeting 5-HT1A receptors in astrocytes to protect dopaminergic neurons in parkinsonian models. Neurobiol. Dis. 59, 244–256. doi: 10.1016/j.nbd.2013.08.003

Morquette, P., Verdier, D., Kadala, A., Féthière, J., Philippe, A. G., Robitaille, R., et al. (2015). An astrocyte-dependent mechanism for neuronal rhythmogenesis. Nat. Neurosci. 18, 844–854. doi: 10.1038/nn.4013

Nagai, J., Rajbhandari, A. K., Gangwani, M. R., Masmanidis, S. C., Fanselow, M. S., and Khakh, B. S. (2019). Hyperactivity with disrupted attention by activation of an astrocyte synaptogenic cue. Cell 177, 1280.e20–1292.e20. doi: 10.1016/j.cell.2019.03.019

Okada, S., Nakamura, M., Katoh, H., Miyao, T., Shimazaki, T., Ishii, K., et al. (2006). Conditional ablation of Stat3 or Socs3 discloses a dual role for reactive astrocytes after spinal cord injury. Nat. Med. 12, 829–834. doi: 10.1038/nm1425

Okada, Y., Sasaki, T., Oku, Y., Takahashi, N., Seki, M., and Ujita, S. (2012). Preinspiratory calcium rise in putative pre-Botzinger complex astrocytes. J. Physiol. 590, 4933–4944. doi: 10.1113/jphysiol.2012.231464

Ota, Y., Zanetti, A. T., and Hallock, R. M. (2013). The role of astrocytes in the regulation of synaptic plasticity and memory formation. Neural Plast. 2013:185463. doi: 10.1155/2013/185463

Panatier, A., and Robitaille, R. (2016). Astrocytic mGluR5 and the tripartite synapse. Neuroscience 323, 29–34. doi: 10.1016/j.neuroscience.2015.03.063

Parri, H. R., Gould, T. M., and Crunelli, V. (2010). Sensory and cortical activation of distinct glial cell subtypes in the somatosensory thalamus of young rats. Eur. J. Neurosci. 32, 29–40. doi: 10.1111/j.1460-9568.2010.07281.x

Pehar, M., Harlan, B. A., Killoy, K. M., and Vargas, M. R. (2018). Role and therapeutic potential of astrocytes in amyotrophic lateral sclerosis. Curr. Pharm. Des. 23, 5010–5021. doi: 10.2174/1381612823666170622095802

Phatnani, H. P., Guarnieri, P., Friedman, B. A., Carrasco, M. A., Muratet, M., O’Keeffe, S., et al. (2013). Intricate interplay between astrocytes and motor neurons in ALS. Proc. Natl. Acad. Sci. U S A 110, E756–E765. doi: 10.1073/pnas.1222361110

Queiroz, G., Meyer, D. K., Meyer, A., Starke, K., and von Kügelgen, I. (1999). A study of the mechanism of the release of ATP from rat cortical astroglial cells evoked by activation of glutamate receptors. Neuroscience 91, 1171–1181. doi: 10.1016/s0306-4522(98)00644-7

Rivera-Oliver, M., Moreno, E., Álvarez-Bagnarol, Y., Ayala-Santiago, C., Cruz-Reyes, N., Molina-Castro, G. C., et al. (2018). Adenosine A1-dopamine D1 receptor heteromers control the excitability of the spinal motoneuron. Mol. Neurobiol. 56, 797–811. doi: 10.1007/s12035-018-1120-y

Robertson, J. M. (2018). The gliocentric brain. Int. J. Mol. Sci. 19:E3033. doi: 10.3390/ijms19103033

Savtchouk, I., and Volterra, A. (2018). Gliotransmission: beyond black-and-white. J. Neurosci. 38, 14–25. doi: 10.1523/jneurosci.0017-17.2017

Scemes, E., and Spray, D. C. (2012). Extracellular K+ and astrocyte signaling via connexin and pannexin channels. Neurochem. Res. 37, 2310–2316. doi: 10.1007/s11064-012-0759-4

Sekiguchi, K. J., Shekhtmeyster, P., Merten, K., Arena, A., Cook, D., Hoffman, E., et al. (2016). Imaging large-scale cellular activity in spinal cord of freely behaving mice. Nat. Commun. 7:11450. doi: 10.1038/ncomms11450

Selverston, A. I. (2005). A neural infrastructure for rhythmic motor patterns. Cell. Mol. Neurobiol. 25, 223–244. doi: 10.1007/s10571-005-3154-8

Sheikhbahaei, S., Turovsky, E. A., Hosford, P. S., Hadjihambi, A., Theparambil, S. M., Liu, B., et al. (2018). Astrocytes modulate brainstem respiratory rhythm-generating circuits and determine exercise capacity. Nat. Commun. 9:370. doi: 10.1038/s41467-017-02723-6

Smith, T. K., and Koh, S. D. (2017). A model of the enteric neural circuitry underlying the generation of rhythmic motor patterns in the colon: the role of serotonin. Am. J. Physiol. Gastrointest. Liver Physiol. 312, G1–G14. doi: 10.1152/ajpgi.00337.2016

Sun, W., McConnell, E., Pare, J. F., Xu, Q., Chen, M., Peng, W., et al. (2013). Glutamate-dependent neuroglial calcium signaling differs between young and adult brain. Science 339, 197–200. doi: 10.1126/science.1226740

Sweeney, P., Qi, Y., Xu, Z., and Yang, Y. (2016). Activation of hypothalamic astrocytes suppresses feeding without altering emotional states. Glia 64, 2263–2273. doi: 10.1002/glia.23073

Takeuchi, K., Mohammad, S., Ozaki, T., Morioka, E., Kawaguchi, K., Kim, J., et al. (2014). Serotonin-2C receptor involved serotonin-induced Ca2+ mobilisations in neuronal progenitors and neurons in rat suprachiasmatic nucleus. Sci. Rep. 4:4106. doi: 10.1038/srep04106


Verkhratsky, A., and Butt, A. M. (2013). Glial Physiology and Pathophysiology: A Handbook. Chichester: John Wiley and Sons.


Witts, E. C., Nascimento, F., and Miles, G. B. (2015). Adenosine-mediated modulation of ventral horn interneurons and spinal motoneurons in neonatal mice. J. Neurophysiol. 114, 2305–2315. doi: 10.1152/jn.00574.2014

Witts, E. C., Panetta, K. M., and Miles, G. B. (2012). Glial-derived adenosine modulates spinal motor networks in mice. J. Neurophysiol. 107, 1925–1934. doi: 10.1152/jn.00513.2011

Yang, L., Qi, Y., and Yang, Y. (2015). Astrocytes control food intake by inhibiting agrp neuron activity via adenosine A1 receptors. Cell Rep. 11, 798–807. doi: 10.1016/j.celrep.2015.04.002

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Broadhead and Miles. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	
METHODS
published: 19 March 2020
doi: 10.3389/fncel.2020.00063





[image: image2]

Advantages of Acute Brain Slices Prepared at Physiological Temperature in the Characterization of Synaptic Functions
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Acute brain slice preparation is a powerful experimental model for investigating the characteristics of synaptic function in the brain. Although brain tissue is usually cut at ice-cold temperature (CT) to facilitate slicing and avoid neuronal damage, exposure to CT causes molecular and architectural changes of synapses. To address these issues, we investigated ultrastructural and electrophysiological features of synapses in mouse acute cerebellar slices prepared at ice-cold and physiological temperature (PT). In the slices prepared at CT, we found significant spine loss and reconstruction, synaptic vesicle rearrangement and decrease in synaptic proteins, all of which were not detected in slices prepared at PT. Consistent with these structural findings, slices prepared at PT showed higher release probability. Furthermore, preparation at PT allows electrophysiological recording immediately after slicing resulting in higher detectability of long-term depression (LTD) after motor learning compared with that at CT. These results indicate substantial advantages of the slice preparation at PT for investigating synaptic functions in different physiological conditions.
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INTRODUCTION

The living acute brain slice preparation has been developed and extensively used as a powerful experimental model for investigating the structural and functional characteristics of synaptic connectivity of neuronal circuits in the brain (Li and McIlwain, 1957; Yamamoto and McIlwain, 1966; Yamamoto, 1975; Takahashi, 1978; Llinás and Sugimori, 1980). The acute slice preparation is readily accessible for electrophysiological and optical recording and expected to retain the cytoarchitecture and synaptic circuits in vivo except for the long-range projections. In general, to prepare acute brain slices, a whole-brain is dissected out from an animal and quickly immersed into ice-cold (<4°C) cutting solution to slow down the metabolic activity in tissue blocks, which are sliced by a microtome at ice-cold temperature (CT). The slices are then pre-incubated in artificial cerebrospinal fluid (ACSF) warmed at physiological temperature (PT, 35–37°C) for up to 1 h to recover the neuronal activities prior to electrophysiological or optic recordings (Llinás and Sugimori, 1980; Bischofberger et al., 2006).

The preparation method of acute brain slices at CT, however, causes alterations of molecular and cellular components of neurons. For example, exposure of hippocampal slices to CT induces disassembly of microtubules and eliminates dendritic spines in neurons (Fiala et al., 2003; Kirov et al., 2004). Although re-warming of the hippocampal slices revives microtubule structures in neurons, excessive proliferation of the dendritic spines results in a higher density of synapses than that observed before cooling. Slicing at CT and subsequent incubation at 37°C also reduces the protein level of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid-type glutamate receptors (AMPARs), which mediate synaptic transmission and plasticity, in lysates of the acute hippocampal slices of rats (Taubenfeld et al., 2002). These artificial modifications may cause disadvantages of brain slicing at CT for investigating synaptic features.

Recently, a method for acute slice preparation at PT has been developed to improve the quality of cerebellar slices in aged rodents (Huang and Uusisaari, 2013). In the cerebellar slices from aged rat (>2 months-old) prepared at PT, Purkinje cells (PCs) survived better than those in slices prepared at CT without altered intrinsic excitability of the cells. Another study reported that the slice preparation at PT enhanced the cellular viability and mitochondrial activities in rat hindbrain slices compared with the preparation at CT (Fried et al., 2014). Although these reports suggest some advantages of the acute slice preparation at PT (warm-cutting method), quantitative differences in electrophysiological, molecular biological and ultrastructural properties of synapses in the brain slices prepared at CT and PT have not been examined.

To clarify which parameters of synaptic architecture and functions are affected in slices prepared at CT and PT, we investigated various ultrastructural and electrophysiological features of synapses in acute cerebellar slices prepared at CT and PT using electron microscopic (EM), super-resolution microscopic and electrophysiological techniques in acute cerebellar slices. We show that the conventional cold-cutting method causes loss and reemergence of dendritic spines, rearrangement of synaptic vesicles (SVs) in nerve terminals and decrease in both pre- and postsynaptic proteins such as AMPARs and P/Q-type voltage-gated Ca2+ channels (CaV2.1). In contrast, the acute cerebellar slices prepared at PT showed no significant changes in these features during the recovery time, and also less difference from perfusion-fixed tissue, indicating that the warm-cutting method can preserve the synaptic functions through the preparation process better than the cold-cutting method. We also demonstrate that long-term depression (LTD) in mouse cerebellum caused by adaptation of horizontal optokinetic response (HOKR) is better preserved in slices prepared at PT and recorded immediately after slicing than slices prepared at CT and recorded after the recovery time. Altogether, our quantitative analysis suggests strong advantages of the warm-cutting method over the conventional cold-cutting method for investigating synaptic functions. This method facilitates a wide range of neuroscience research, especially for synaptic plasticity induced in vivo.



MATERIALS AND METHODS


Animals

Animal experiments were conducted in accordance with the guideline of the Institute of Science and Technology Austria (IST Austria; Animal license number: BMWFW-66.018/0012-WF/V/3b/2016). Mice were bred and maintained in the Preclinical Facility of IST Austria. Unless otherwise noted, C57BL/6J mice of either sex at postnatal (P) 4–6 weeks were used in this study.



Acute Brain Slice Preparation

Mice were decapitated under isoflurane anesthesia and their brains were quickly removed from the skull and immersed into cutting solution containing (in mM): 300 sucrose, 2.5 KCl, 10 glucose, 1.25 NaH2PO4, 2 sodium Pyruvate, 3 myo-inositol, 0.5 sodium ascorbate, 26 NaHCO3, 0.1 CaCl2, 6 MgCl2 (pH 7.4 when gassed with 95% O2/5% CO2) at ice-cold temperature (CT, <4°C) or physiological temperature (PT, 35–37°C). The cerebellum was dissected from the whole brain and immediately glued on a cutting stage of a tissue slicer (Linear Slicer Pro7, Dosaka EM, Kyoto, Japan). The parameters of the slicer were optimized for slicing at each temperature (CT: amplitude = 4.5, frequency = 84–86 Hz, speed = 2.0–2.5, PT: amplitude = 5.5, frequency = 84–86 Hz, speed = 2.0). Bath temperature was kept within the desired range (below 4°C for CT, 35–37°C for PT) by adding cold water with crushed ice or warm water into the bath of the slicer and was monitored throughout the cutting procedure with a thermometer. Slices were then maintained in the standard ACSF containing (in mM): 125 NaCl, 2.5 KCl, 10 glucose, 1.25 NaH2PO4, 2 sodium pyruvate, 3 myo-inositol, 0.5 sodium ascorbate, 26 NaHCO3, 2 CaCl2, 1 MgCl2 (pH 7.4 when gassed with 95% O2/5% CO2) at 37°C for 1 h and subsequently at room temperature (RT) until use.



Fixations

We used three types of fixative solutions; 2.5% glutaraldehyde and 2% paraformaldehyde (PFA) in 0.1 M HEPES buffer (pH 7.4 adjusted with NaOH) for serial ultrathin sectioning with EM analysis, 2% PFA and 15% picric acid in 0.1 M sodium phosphate buffer (s-PB, pH 7.4) for SDS-FRL, and 4% PFA and 0.05% glutaraldehyde in 0.1 M s-PB for immunofluorescence imaging with a STED microscope.

For the perfusion-fixation of brains, the mice were anesthetized with ketamine/xylazine mixture via intraperitoneal injection and perfused transcardially with 0.1 M HEPES buffer (for serial sectioning) or 0.1 M s-PB (for SDS-FRL and STED imaging) for 1 min, followed by the fixative solution for 12 min. The perfusion of the buffers and fixatives was done at RT (23–25°C). The brains were then removed from the skull and post-fixed for 1–2 h at RT and then kept in the fixative solution overnight at 4°C. Sagittal slices of the cerebellum were cut using a tissue slicer (Linear Slicer Pro7, Dosaka, Kyoto, Japan) in 0.1 M HEPES buffer or 0.1 M s-PB. The acute cerebellar slices were immersion-fixed in the fixative solution for each purpose at RT for 1–2 h on a shaker (160 rpm) and then kept in the fixative solution overnight at 4°C.



3D Super-Resolved STED Microscopy

For super-resolution imaging with stimulated emission deletion (STED) microscopy, we used Mosaic Analysis of Double Marker (MADM-11) mice crossed with ubiquitous Cre driver (Hprt-cre) mice (Hippenmeyer et al., 2013). The fixed cerebellar slices (parasagittal, 200 μm thick) of MADM-11 mice (P5–7w, males) were washed three times with PBS and blocked in blocking buffer (3% BSA + 0.1% Triton X-100 in PBS) for 1–2 h at RT. The slices were then incubated with the monoclonal mouse IgG antibody against GFP (1 μg/ml, Abcam) dissolved in the blocking buffer overnight at 4°C. The slices were washed three times with PBS and incubated with the secondary antibody against mouse IgG conjugated with STAR RED fluorescent dye (1:100, goat IgG, Abberior) dissolved in the blocking buffer overnight at 4°C. The slices were washed three times with PBS, transferred on the slide, covered with mounting medium (Abberior Mount Liquid Antifade) using coverslip (#1.5) and sealed with nail polish.

STED microscopy of tissue volumes with resolution increase in all three spatial dimension was performed on a commercial inverted STED microscope (Expert Line, Abberior Instruments, Germany) with pulsed excitation and STED lasers. A 640 nm laser was used for excitation and a 775 nm laser for stimulated emission. A silicone oil immersion objective with a numerical aperture 1.35 (UPLSAPO 100XS, Olympus, Japan) and a correction collar was used for image acquisition. The fluorescence signal was collected in a confocal arrangement with a pinhole size of 0.8 Airy units using a photon-counting avalanche photodiode with a 685/70 nm bandpass filter for STAR RED detection. The pulse repetition rate was 40 MHz and fluorescence detection was time-gated. The imaging parameters used were 20 μs pixel dwell time and two line accumulations. Laser powers at the sample were 2\textendash3 μW (640 nm) excitation and 20–30 mW STED laser power, the power ratio in the xy-STED “doughnut” beam and the beam providing additional resolution increase in the axial (z)-direction (“z-doughnut”) was between 40/60 and 60/40. The voxel size was 30 × 30 × 90 nm. Stacks typically spanned 5 μm in the z-direction, covering the full dendrite. We observed the stained dendrites within tens of micrometers from the surface of the tissues. Individual dendritic spines of PCs were manually counted by a blinded experimenter using FIJI software (distributed under the General Public License).



Serial Ultrathin Sectioning With Electron Microscopy

The fixed cerebellar slices (parasagittal, 200 μm thick) were washed three times with 0.1 M HEPES buffer and then treated with 1% osmium tetroxide (30 min at RT) and 1% uranyl acetate (30 min at RT) to provide adequate contrast for EM analysis. Following the dehydration with a series concentration of ethanol (50, 70, 90, 96 and 100%) and acetone, the slices were infiltrated with and embedded in Durcupan resin at 60°C for 3 days. The cerebellar cortex including the molecular layer at lobule V-VI was trimmed and exposed, and serial sections of 40-nm thickness were obtained (within a few microns from the surface of tissues) using an ultramicrotome (UC7, Leica). The serial sections were picked on the grid coated with pioloform and counterstained with 1% uranyl acetate (7 min at RT) and 0.3% lead citrate (4 min at RT). Serial images were taken from the samples under a transmission electron microscope (TEM, Tecnai 10, FEI) with iTEM (OSIS) or RADIUS (EMSIS). The images were analyzed using Reconstruct (SynapseWeb, Kristen M. Harris, PI) and FIJI software. The thickness of the ultrathin sections measured by the minimal folds method (Fiala and Harris, 2001) was 40.3 nm (35.6–46.8 nm, n = 8). Active zones (AZs) are defined as the membrane facing postsynaptic density (PSD) which is clearly identified as an electron-dense thickening in dendritic spines. Docked synaptic vesicles (dSVs) were defined by the distance from AZ membranes (<5 nm; Figure 3B).
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FIGURE 1. Influence of the temperatures during slicing on synaptic transmission in PC-PF synapses. (A) Representative evoked EPSC traces elicited by several stimulus intensities (0–5 V, 0.5 V steps, superimposed) recorded from PCs in the slices prepared at CT (left) and PT (right). (B) The relationship of evoked EPSC amplitude and stimulus intensity recorded from PCs in the slices prepared at CT (blue, n = 9 cells) and PT (orange, n = 9 cells). (C) Summary of the peak amplitude (left), 10–90% rise time (middle) and decay time constant (right) of EPSCs (evoked by a 4-V stimulation) in cold- and warm-cut cerebellar slices. Each scatter indicates the mean value obtained from an individual PC (n = 9 cells for each). No significant difference was detected between CT and PT (amplitude: P = 0.34, rise time: P = 0.49, decay time constant: P = 0.82, n = 9 cells each, Welch’s t-test). (D) Left, membrane resistance (Rm) of PCs in the slices prepared at CT (n = 23) and PT (n = 33). The PCs in warm-cut slices showed higher Rm than that in cold-cut slices (P < 0.01, Welch’s t-test). Right, the relationship between Rm vs. time after slicing (CT: n = 21, blue; PT: n = 30, orange) with linear fits (solid lines) and 95% confidence interval (dashed lines). Neither slices prepared at CT nor PT showed significance of the correlation coefficient (CT: r = 0.24, P = 0.29; PT: r = 0.32, P = 0.08). (E) Representative evoked EPSC traces (left) and plots of the amplitude (right) in various [Ca2+]out recorded from a PC in the slice prepared at CT (top) and PT (bottom). In the EPSC traces, gray traces show the individual 15 traces and black traces indicate their averages. (F) Mean-variance (M-V) relationship of evoked EPSCs obtained from the amplitudes shown in (E). The plots were fitted by a parabola equation. (G) Summary of the release probability at 2 mM [Ca2+]out (Pr, left) and the quantal size (right) of PF-PC synapses in slices prepared at CT or PT estimated by M-V analysis. Each scatter indicates the mean value obtained from an individual PC. Pr recorded from the warm-cut slices (n = 8 cells) shows a significantly higher value than that from the cold-cut slices (n = 8 cells, P < 0.05, Welch’s t-test), whereas no significant difference in quantal size was detected between slices prepared at CT and PT (CT: n = 6 cells, PT: n = 8 cells, P = 0.96). Asterisks indicate significant differences (*P < 0.05, **P < 0.01, Welch’s t-test).
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FIGURE 2. Spine density of Purkinje cells in acute cerebellar slices prepared at CT and physiological temperatures (PT). (A) A scheme of the experimental procedure for brain slicing and fixation. Acute cerebellar slices prepared at CT and PT were immersion-fixed in the fixatives immediately after slicing without recovery (0 h) or after recovery in normal ACSF at 37°C for 1 h (1 h). This procedure was common with the other experiments shown in Figures 3, 4. (B) Representative super-resolution STED image of PC dendrites and spines in perfusion-fixed cerebellar tissue (top, scale bar = 10 μm for left, 2 μm for right) and in immersion-fixed acute cerebellar slices (bottom, scale bar = 2 μm). The images show maximum projections of 20 z-slices, corresponding to 1.8 μm. (C) Counting dendritic spines observed with a 3D STED microscope. Representative z-stack images of a PC dendrite with spines. Red circles indicate individual spines. Scale bar = 1 μm. Optical sections are spaced by 90 nm in the z-direction. (D) Summary of the dendritic spine density of PCs in perfusion-fixed, cold-cut and warm-cut slice preparations. Each scatter indicates a value obtained from an individual dendrite (perfusion-fixed: n = 12 dendrites, CT/0 h: n = 12 dendrites, CT/1 h: n = 11 dendrites, PT/0 h: n = 9 dendrites, PT/1 h: n = 14 dendrites). Asterisks indicate significant differences (*P < 0.05, **P < 0.01, one-way ANOVA with post hoc Tukey–Kramer test).
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FIGURE 3. Synaptic vesicle distribution in parallel fiber boutons on PF-PC synapses. (A) Example images of serial ultrathin sections (40-nm interval) of PF boutons in perfusion-fixed tissue and immersion-fixed acute cerebellar slices with (1 h) or without (0 h) 1-h recovery time. Arrowheads indicate dSVs. Scale bar = 100 nm. (B) An example image of a dSV, which is located within 5 nm from the AZ membrane in the perfusion-fixed tissue. Scale bar = 50 nm. (C) Summary of the total SV number in presynaptic boutons (left), the dSV number (middle) and density (right) at AZs. Each scatter indicates a value obtained from an individual bouton. Numerals in the plot indicate the numbers of analyzed boutons for each group. Asterisks indicate significant differences (*P < 0.05, **P < 0.01, Kruskal–Wallis H test with post hoc Mann-Whitney U-test with Bonferroni correction).





Antibodies

Rabbit polyclonal antibodies against AMPA receptor subunits were raised against synthetic peptides with the following sequences: anti-GluA1–3, (C)VNLAVLKLSEQGVLDKLKSKWWYDKGE (residues 760–786 of mouse GluA1), anti-GluA1, (C)SMSHSSGMPLGATGL (residues 893–907 in the C-terminal intracellular region of rat GluA1), anti-GluA3, (C)NEYERFVPFSDQQIS (residues 394–408 in the N-terminal extracellular region of rat GluA3), and anti-GluA4, (C)GTAIRQSSGLAVIASDLP (residues 885–902 in the C-terminal intracellular region of rat GluA4). Mouse monoclonal anti-GluA2 was raised against the synthetic peptide (C)YKEGYNVYGIESVKI (residues 869–883 in the C-terminal intracellular region of rat GluA2). Affinity-purified antibodies were obtained from antisera using respective antigen peptides. Mouse anti-actin antibody was obtained from BD Biosciences.



Plasmids

Full-length rat GluA1 and GluA2 cDNAs were subcloned into pcDNA3 (plasmid vector, Invitrogen) to generate pc3-GluA1 and pc3-GluA2. In addition, full-length murine GluA3 and GluA4 cDNAs were subcloned into pRK5 (plasmid vector) to generate pRK5-GluA3 and pRK5-GluA4.



Transfection and Immunoblot Analysis

COS-7 cells were maintained in Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum (FBS) and were transiently transfected with GluA1–4 expression plasmids using Lipofectamine 2000 (Invitrogen). After 48 h of transfection, the cultured cells were harvested and lysed in 1× SDS sample buffer. Cell lysates were separated by SDS-PAGE, followed by electrotransfer into the PDVF membrane and incubated with respective antibodies. Protein bands were developed by the enhanced chemiluminescence method using a commercially available kit (Nacalai Chemicals).



SDS-Digested Freeze-Fracture Replica Labeling (SDS-FRL)

The fixed cerebellar slices (parasagittal, 150 μm thick) were washed three times with 0.1 M PB and then immersed in graded glycerol of 10–20% in 0.1 M PB at RT for 10 min and then 30% glycerol in 0.1 M PB at 4°C overnight for the cryoprotection. The molecular layer of the cerebellum at lobule IV-VI was trimmed from the slices and frozen by a high pressure freezing machine (HPM010, BAL-TEC). The frozen samples were fractured into two parts at −130°C and replicated by carbon deposition (5 nm thick), carbon-platinum (uni-direction from 60°, 2 nm) and carbon (20–25 nm) in a freeze-fracture machine (JFD-V, JOEL, Tokyo, Japan). The samples were digested with 2.5% SDS solution containing 20 mM sucrose and 15 mM Tris-HCl (pH 8.3) at 80°C for 17 h. The replicas were washed in the SDS solution, 2.5% bovine serum albumin (BSA) contained SDS solution and then 50-mM Tris-buffered saline (TBS, pH 7.4) containing 5%, 2.5% and 0.1% BSA at RT for 10 min for each. To avoid non-specific binding of antibodies, the replicas were blocked with 5% BSA in TBS for 1–2 h at RT. The replicas were then incubated with the primary antibodies dissolved in TBS with 2% BSA at 15°C overnight. For the labeling of AMPARs, the rabbit polyclonal antibody for GluA1–3 (4.3 μg/ml) was used with guinea pig polyclonal antibody for GluD2 (0.61 μg/ml, provided by Masahiko Watanabe) used as a marker of PF-PC synapses (Nusser et al., 1998; Masugi-Tokita et al., 2007; Wang et al., 2014). The specificity of the GluA1–3 antibody was checked by Western-blotting (Supplementary Figure S1). For GluD2 labeling, polyclonal guinea pig antibody for GluD2 (4.1 μg/ml) was used (Masugi-Tokita et al., 2007; Wang et al., 2014). For the labeling of RIM1/2 and CaV2.1 subunit of voltage-gated calcium channel, rabbit polyclonal antibody for RIM1/2 (5.0 μg/ml, Synaptic Systems) and guinea pig polyclonal antibody for CaV2.1 (4.1 μg/ml, provided by Masahiko Watanabe; Holderith et al., 2012; Nakamura et al., 2015) were used respectively, with mouse monoclonal antibody for VGluT1 (5.0 μg/ml, NeuroMab) as a marker of PF boutons (Miyazaki et al., 2003). The replicas were then washed three times with TBS with 0.1% BSA and incubated with the secondary antibodies conjugated with gold particles (5 or 15 nm diameter, goat IgG, BBI) dissolved in TBS with 2% BSA (1:30) overnight at 15°C. After immunogold labeling, the replicas were washed with TBS with 0.1% BSA (twice) and distilled water (twice) and picked up onto a grid coated with pioloform. Images (20–25 images per replica) were obtained under TEM (Tecnai 10) with iTEM (OSIS) or RADIUS and analyzed with FIJI software to calculate the density of gold particles defined by the particle number divided by PSD/AZ area. PSD and AZs were indicated with the aggregation of intramembrane particles on the replica at the EM level as described previously (Landis and Reese, 1974; Harris and Landis, 1986; Masugi-Tokita et al., 2007).



Whole-Cell Patch-Clamp Recording

Acute cerebellar slices (lobule IV-V, coronal, 250–300 μm thick) were superfused with oxygenated ACSF in the recording chamber and visualized using an upright microscope (BX51WI, Olympus, Japan) with a 20× water-immersion objective lens. Data were acquired at a sampling rate of 50 kHz using an EPC-10 USB double patch-clamp amplifier controlled by PatchMaster software (HEKA, Germany) after online filtering at 5 kHz. Experiments were performed at RT (26–27°C) within 5 h after slicing at both temperatures. Resistances of patch electrodes were 3–6 MΩ. The series resistances were 6–15 MΩ and compensated for a final value of 5 MΩ.

Throughout the experiments, recordings from Purkinje cells were made in voltage-clamp mode at a holding potential of −70 mV. The recordings were performed up to 1 h after rupturing. The pipette solution contained the following (in mM): 110 Cesium methanesulfonate, 30 CsCl, 10 HEPES, 5 EGTA, 1 MgCl2, and 5 QX314-Cl (pH 7.3, adjusted with CsOH). Cell membrane resistance was estimated from leak current at −70 mV assuming a reversal potential at −15 mV including liquid junction potential between ACSF and pipette solution. EPSCs were evoked by electrical stimulation (0.5–5.0 V, 60 μs) through an ACSF-filled glass pipette electrode placed on the molecular layer of the cerebellar slices using a stimulus isolator (ISO-Flex, A.M.P.I, Israel). The grass pipette for the stimulation was the same size as the one for recording. The distance between the stimulation and recording electrodes was 200–500 μm to avoid the contamination of climbing fiber inputs or the excitation of recording PCs. The EPSC recordings were performed in the presence of bicuculline methiodide (10 μM) to block GABAergic inhibitory synaptic current. Data was off-line analyzed using Igor Pro 6 software (WaveMatrics, Tigard, OR, USA) with Patcher’s Power Tools (Max-Planck-Institut für biophysikalische Chemie, Göttingen, Germany).

Mean-variance (M-V) analysis was used to estimate the mean release probability per site (Pr). EPSCs, evoked with a 15-s interval, were recorded in the presence of the low-affinity glutamate receptor antagonist kynurenic acid (2 mM) to reduce possible effects of AMPAR saturation(Foster and Regehr, 2004). Under various extracellular Ca2+ concentrations ([Ca2+]out, 1.5–6 mM) for altering Pr, 15 successive EPSCs were collected for constructing an M-V plot. To acquire data at the highest Pr, the K+ channel blocker 4-aminopyridine (10 μM) was added to the ACSF. M-V plots were analyzed by fitting the simple parabola equation:
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where I and σ2 represent the mean amplitude and variance of EPSCs, respectively, q denotes mean quantal size and N denotes the number of release sites. CVI and CVII mean the coefficients of intrasite and intersite quantal variability respectively, assumed to be 0.3 (Clements and Silver, 2000). In this method, assuming that σ2 arises entirely from stochastic changes in Pr, q can be estimated from the initial slope of the parabola, Nq from the larger X intercept of the parabola, and Pr can be estimated as I/Nq.



Horizontal Optokinetic Response (HOKR) Training and Miniature EPSC Recording

HOKR was recorded as described previously (Wang et al., 2014). C56BL/6J mice (P8–11w, male) were implanted with a 15-mm-long bolt on the skull with a synthetic resin under isoflurane anesthesia and allowed to recover at least for 24 h. The mouse was mounted on the turntable surrounded by a checked-pattern screen with the head fixed via the bolt, and its body was loosely restrained in a plastic cylinder. The frontal view of the right eye, under the illumination of infrared (wavelength, 860 nm) LED, was captured using a vertically positioned CCD camera (SSC-M350, Sony, Japan) and displayed on a 12-inch TV monitor (magnification, 55×). The area of the pupil was determined from the difference in brightness between the pupil and the iris. The real-time position of the eye was measured by calculating the central position of the left and right margins of the pupil at 50 Hz using a position-analyzing system (C-1170; Hamamatsu Photonics, Japan) and stored on a personal computer. HOKR was evoked with sinusoidal screen oscillation at 17° and 0.25 Hz (maximum screen velocity, 7.9°/s) in the light, and its gain was defined as the averaged amplitudes of eye movements vs. those of screen oscillation. The mice were trained for 1 h with sustained screen oscillation. After the training, mice were sacrificed under isoflurane anesthesia and removed their brains from the skull. The cerebellum was dissected from the brain and mounted in 3% low-melting-point agarose (for ice-cold) or 1% agarose (for PT) in Tyrode’s solution contained (mM): 138 NaCl, 3 KCl, 10 HEPES and 7 MgCl2 (pH 7.4, adjusted with NaOH). Acute cerebellar slices containing flocculus/paraflocculus were prepared (coronal, 250–300 μm thick) in cutting solution at CT or PT. The cold-cut slices were pre-incubated in standard ACSF at 37°C before recording. The warm-cut slices were immediately used for patch-clamp recording without the recovery step in ACSF.

Spontaneous miniature EPSC (mEPSC) events were recorded with the same procedure for the evoked EPSC recording as described above. The ACSF during the recordings contained 4 mM CaCl2, 0.5 mM MgCl2 to increase mEPSC frequency, and also 1 μM tetrodotoxin and 10 μM bicuculline methiodide to block firing and inhibitory synaptic currents. Data were analyzed off-line using Python-based software Stimfit (Guzman et al., 2014). Spontaneous mEPSCs were detected using a sliding template method (Jonas et al., 1993) implemented in Stimfit. The templates were made by the averaging of the initial 50–100 mEPSCs selected by the eye. Overlapped events were excluded from analysis by visual inspection. The values of the mean mEPSC amplitude for each cell were calculated from the average of 50–200 (PT) or 100–400 (CT) mEPSC events.



Statistical Analysis

Unless stated otherwise, all data were presented as median [interquartile range (IQR)]. The box plots were drawn with whiskers at the farthest points within 1.5 × IQR. The normality of data was tested with the Kolmogorov–Smirnov test. Normally distributed data were compared with two-tailed Welch’s t-test or paired t-test for two groups. For more than two groups, normally distributed data were compared with ANOVA with post hoc Tukey–Kramer test, and others were compared with the Kruskal–Wallis H test with post hoc Mann–Whitney U test with Bonferroni correction. Comparison is detailed in the respective “Results” section and Figure Legends. Statistical significance was defined as *p < 0.05 and **p < 0.01. Statistics were performed with Excel (Welch’s t-test) and R software (other tests). All P-values are shown in tables.




RESULTS


Influence of the Temperature During Slice Preparation on Electrophysiological Properties in Synaptic Transmission

We first examined whether different temperatures during slicing affect electrophysiological properties of synaptic transmission in parallel fiber-Purkinje cell (PF-PC) synapses in mouse cerebellum using the whole-cell patch-clamp recording. The cerebellar slices (coronal, 250–300 μm thick) were prepared in ice-cold (<4°C) or warmed (35–37°C) sucrose-based cutting solution to minimize the disruption of the spine structure (Kirov et al., 2004), and then pre-incubated in normal ASCF warmed at 37°C for 1 h as a recovery time. Electrical stimulation applied to the PF in the molecular layer evoked an excitatory postsynaptic current (evoked EPSC) on the recorded PC. The amplitude of the evoked EPSCs increased depending on the stimulation intensity showing no significant difference between the two temperatures (Figures 1A,B, Table 1). The mean amplitude, 10–90% rise time, or decay time constant of evoked EPSCs also remained unaffected (Figure 1C, Table 1).

TABLE 1. Electrophysiological properties of parallel fiber-Purkinje cell (PF-PC) synapses in mouse cerebellar slices prepared at CT and PT.
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To evaluate cell conditions in acute cerebellar slices, we measured membrane resistance (Rm) of cells at 5 min after whole-cell configuration. Rm of PCs in warm-cut slices was significantly higher than that in cold-cut slices (P < 0.01, Welch’s t-test; Figure 1D, Table 1). Rm of PCs in both warm- and cold-cut slices were constant for 4–5 h after slicing (Figure 1D). These results suggest better conditions of neurons in warm-cut slices compared to cold-cut slices, and stability of the slice quality for at least 5 h after slicing at PT.

We then compared release probability (Pr) of PF-PC synapses between the cold- and warm-cut slices using mean-variance (M-V) analysis (Clements and Silver, 2000; Scheuss et al., 2002). For the parabola fitting, Pr was altered by simply changing extracellular Ca2+ concentration ([Ca2+]out, 1.5–4 or 6 mM) in ACSF, or by the addition of 4-aminopyridine (10 μM) to attain the highest Pr (Figures 1D–F). The M-V analysis revealed significantly higher Pr at 2 mM [Ca2+]out in warm-cut slices compared to cold-cut slices (P = 0.01, Welch’s t-test; Figure 1G, Table 1). The quantal size of synaptic transmission estimated from the M-V analysis showed no significant differences between them (Figure 1G, Table 1). These results indicate that the temperature during slice preparations influence the machinery of neurotransmitter release but has little effect on the amplitude and kinetics of postsynaptic events.



Dendritic Spine Density of Purkinje Cells in Cerebellar Slices Prepared at Ice-Cold and Physiological Temperature

It has been reported that the exposure of hippocampal slices to CT causes spine loss and beading of the dendrites, and re-warming of the chilled slices induces proliferation of spine structures (Kirov et al., 2004). Although these structural changes can be minimized by the replacement of NaCl in the cutting solution to sucrose (Kirov et al., 2004), the risk of the ultrastructural reorganization of spines remains.

Since the loss and proliferation of postsynaptic dendritic spines were prevented by slicing of the hippocampus at room temperature (Bourne et al., 2007), we hypothesized that slicing of the cerebellum at PT may also prevent the potential reorganization of PC spines. To address this point, we examined differences in the density of spines along PC dendrites in acute cerebellar slices prepared at CT and PT. Since the spine density of PC dendrites is too high to measure accurately by conventional confocal microscopy (6–7 spines/μm; Ichikawa et al., 2002; Wang et al., 2014), we examined it by acquiring z-stacks of tissue volumes with resolution increase in all three spatial directions (3D) by stimulated emission depletion (STED) microscopy. To image isolated single PC dendrites for estimating the spine densities, we used the MADM-11 mouse model expressing green fluorescence protein (GFP) in a small subset of PCs (Hippenmeyer et al., 2013). The acute slices (parasagittal, 200 μm thickness) were immersion-fixed immediately after slicing (0 h) or after 1-h recovery time in normal ACSF at 37°C (1 h; Figure 2A). PCs were immunolabeled with an anti-GFP antibody and a secondary antibody combined with a dye suitable for 3D-STED imaging (Abberior STAR RED; Figures 2B,C). The density of dendritic spines immediately after slicing was significantly lower by 40% in the cold-cut slices than that in the perfusion-fixed tissue (P < 0.01; Figure 2D, Table 2). After 1-h incubation at 37°C for recovery, the spine density increased and reached the same level as observed in the perfusion-fixed tissue. In contrast, the spine density in the warm-cut slices showed no significant difference compared to that in the perfusion-fixed tissue and remained unchanged through the recovery time. These observations suggest substantial reorganization of the dendritic spines during slicing at CT and recovery at 37°C. In contrast, the spine structure remains stable in the warm-cutting method.

TABLE 2. Dendritic spine density of Purkinje cells in perfusion-fixed and acute cerebellar slice tissues.
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Synaptic Vesicle Distribution in Presynaptic Boutons of Parallel Fibers in Cerebellar Slices

SVs at nerve terminals are accumulated at active zones (AZs) for rapid neurotransmitter release. Cytoskeleton including actin filament and microtubules contributes to SV gathering and mobility (Walker and Agoston, 1987; Hirokawa et al., 2010). The dynamics of the cytoskeleton induced by their polymerization/depolymerization is highly temperature-dependent, and exposure of the cytoskeleton to cold temperature disrupts actin filaments and microtubules (Niranjan et al., 2001). These observations indicate a possibility that exposure of brain slices to cold temperature causes rearrangement of SVs in nerve terminals. To address this, we next observed SV distributions in serial ultrathin sections (40 nm thick) by EM in the presynaptic PF boutons in the acute cerebellar slices (parasagittal, 200 μm thick) prepared at CT or PT (Figure 3A). The area of the presynaptic AZs defined as the membrane facing PSD was not significantly different between perfusion-fixed tissues and acute slices prepared at CT and PT, and between slices immersion-fixed immediately after slicing (0 h) and after 1 h-incubation at 37°C (1 h; Supplementary Figure S2A). The numbers of docked SVs (dSVs) near AZs membrane within 5 nm (Figure 3B) were linearly correlated with the AZ areas in all conditions (Supplementary Figure S2B). The total SV numbers were also not significantly different between these preparations (Figure 3C, left). In acute slices at 0 h, the number of dSVs showed no significant difference between perfusion-fixed tissues and slices prepared at CT or PT (Figure 3C; middle), though their density in slices prepared at PT was significantly higher than that in the perfusion-fixed tissues (Figure 3C, right, Table 3). At 1 h, the dSV number and density in the cold-cut slices significantly increased and reached higher levels than those in perfusion-fixed tissues (Figure 3C middle and right, Table 3). The density in the cold-cut slices after 1-h recovery was significantly larger compared to the other preparations (Table 3). In contrast, the docked SV number and density in the warm-cut slices showed no significant changes during the incubation at 37°C. These results suggest that the SV distribution in nerve terminals is reorganized in the cold-cutting method, while the warm-cutting method can keep the SV distribution stable during acute slice preparation.

TABLE 3. Synaptic vesicle distribution at PF boutons in perfusion-fixed and acute cerebellar slice tissues.
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Pre- and Postsynaptic Protein Distribution in PF-PC Synapses

It has been reported that rat hippocampal slices prepared at CT have reduced protein levels for AMPARs, especially GluA1 and GluA3 subunits after incubation at 37°C (Taubenfeld et al., 2002). Besides, the cytoskeleton including actin filaments works as an anchor and/or a trafficking pathway for membrane-associated proteins and regulates the distribution of proteins including AMPARs at the postsynaptic membrane (Hanley, 2014). These reports indicate a possibility that the amount and distribution of membrane-associated proteins at pre- and postsynaptic sites are altered through the brain slice preparation at CT. To investigate the two-dimensional distribution of synaptic proteins contributing synaptic transmission in the AZ and postsynaptic area of PF-PC synapses, we performed SDS-digested freeze-fracture replica labeling (SDS-FRL) for AMPAR (GluA1–3), GluD2, RIM1/2, and CaV2.1 (Figure 4). The cerebellar slices prepared at CT and PT (parasagittal, 200 μm thick) were immersion-fixed immediately after slicing (0 h) or after the 1-h recovery in ACSF at 37°C (1 h) and were frozen using high-pressure freezing machine for fracturing. Postsynaptic areas on the exoplasmic face (E-face) and presynaptic AZs on the protoplasmic face (P-face) in freeze-fracture replica samples were identified with aggregation of intramembrane particles at the EM level as described previously (Landis and Reese, 1974; Harris and Landis, 1986; Masugi-Tokita et al., 2007). To identify PF-PC synapses in replica samples of the molecular layer, labeling for GluD2 or vesicular glutamate transporter 1 (VGluT1) were used as markers (Miyazaki et al., 2003; Masugi-Tokita et al., 2007). Immunogold particles for GluA1–3 were highly concentrated in the postsynaptic areas labeled for GluD2, while those for RIM1/2 and CaV2.1 were concentrated in the AZs of VGluT1-labeled presynaptic profiles as previously described (Masugi-Tokita et al., 2007; Miki et al., 2017; Figure 4A).
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FIGURE 4. Distribution of synaptic proteins in postsynaptic density (PSD) and AZs. (A) Representative images of freeze-fracture replicas of PF-PC synapses labeled for GluA1–3, GluD2, RIM1/2 and CaV2.1 (5-nm gold) with PF-PC markers (GluD2 for GluA1–3, VGluT1 for RIM1/2 and CaV2.1, 15-nm gold). PSD on the exoplasmic face (E-face), AZs on the protoplasmic face (P-face) and cross-fractured cytoplasm were indicated with red, blue and yellow, respectively. Scale bar = 200 nm. (B) Summary of gold particle density for GluA1–3, GluD2, RIM1/2, and CaV2.1 on PSD or AZs. Each scatter indicates the mean value obtained from an individual replica. Numerals in the plot indicate the numbers of analyzed replicas for each group. Asterisks indicate significant differences (*P < 0.05, **P < 0.01, one-way ANOVA with post hoc Tukey–Kramer test).



For the quantitative analysis of protein distributions on pre-and postsynaptic membranes, we measured the density of immunogold particles for each protein within the synaptic areas (Figure 4B, Table 4). AT 0 h, labeling for GluA1–3 showed no significant difference between preparations including perfusion-fixed tissues. However, after the recovery time, the GluA1–3 labeling in slices prepared at CT was significantly lower than that in the perfusion-fixed tissue (P < 0.05; Figure 4B, Table 4). In contrast, GluA1–3 labeling in the slices prepared at PT was similar to that in perfusion-fixed tissues both at 0 h and 1 h. The labeling for GluD2 showed no significant differences between these preparations. For RIM1/2 at AZs, the labeling density in the slices prepared at CT temporarily decreased after slicing and recovered during the recovery time. The RIM1/2 labeling in the warm-cut slices was similar to that in perfusion-fixed tissue and kept constant during the recovery. For CaV2.1 at AZs, the labeling in cold-cut slices was significantly lower than that in the perfusion-fixed tissue (Figure 4B, Table 4) and only partially recovered after the 1-h recovery time, whereas the warm-cut slices showed no significant differences in CaV2.1 labeling between these preparations (Figure 4B). These results indicate that the exposure of the brains to cold temperature alters synaptic protein distribution at both pre- and postsynaptic sites and some of these changes do not recover by the incubation of slices at 37°C for 1 h. The warm-cutting method can circumvent these problems.

TABLE 4. Immunogold particle density on PSD/AZs of PF-PC synapses in perfusion-fixed and acute cerebellar slice tissues.
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Long-Term Plasticity Induced by HOKR Adaptation

The changes in synaptic properties during recovery time may affect the measurement of synaptic plasticity that occurred in vivo. Thus, we finally tested cold- and warm-cutting methods for detectability of LTD induced in vivo using a simple model of cerebellar motor learning. LTD of PF–PC synapses are associated with decreases in the number of synaptic AMPARs (Wang et al., 2014) and reported to be a primary cellular mechanism of adaptation of horizontal optokinetic response (HOKR) in mouse (Kakegawa et al., 2018). One hour HOKR training induced a transient AMPAR reduction by 28% in PF-PC synapses in the flocculus (Wang et al., 2014), which controls horizontal eye movement (Schonewille et al., 2006). This result predicts reduced EPSCs in PF-PC synapses after HOKR adaptation. Indeed, a further study using conventional acute slice preparation showed the decrease in quantal EPSC amplitude of PF-PC synapses in the flocculus of mice after HOKR training, but the reduction was below 10%, much lower than the value expected from the reduction of AMPAR density (Inoshita and Hirano, 2018).

Our study of SDS-FRL showed that the AMPAR density on postsynaptic sites in acute cerebellar slice prepared at CT but not PT was significantly lower after the recovery than that in the perfusion-fixed preparation (Figure 4B). This result could indicate a higher sensitivity in warm-cut slices to detect the quantal EPSC amplitude changes in the flocculus induced by the HOKR training. Furthermore, the reduced AMPAR number in PF-PC synapses after HOKR training returns to the control level within 4 h (Aziz et al., 2014), indicating the need to detect changes in the AMPAR-mediated response quickly after the training. Thus, the use of warm-cut slices without a recovery period (1 h) can be advantageous to detect the electrophysiological changes. To examine these possibilities, we recorded spontaneous miniature EPSC (mEPSC) from PCs in the flocculus after 1-h HOKR training (Figure 5B). Continuous horizontal optokinetic stimulation enhanced the eye movement of the trained mice, and the gain of HOKR, which was defined as the amplitude of eye movement divided by the screen movement significantly increased by 62% [1 min: 0.54 (0.43–0.56), n = 10; 60 min: 0.78 (0.75–0.80), n = 10, P < 0.01; Figure 5A]. We sacrificed the trained mice within 1 min after the training and sliced the cerebellum (coronal, 250–300 μm thick) in the cutting solution at CT or PT within 30 min after the decapitation. To detect maximally the effect of the training on AMPAR density, we used the slices prepared at PT for the recording immediately after slicing. The slices prepared at CT require the recovery period and were used after 1-h incubation at 37°C in ACSF. The mean amplitude of mEPSC in control was not significantly different between the cold-cut and the warm-cut slices, but the amplitude in cold-cut slices varied more than that in warm-cut slices (CV: 0.24 for CT, 0.11 for PT; Figures 5E,F). The frequency of spontaneous mEPSCs recorded from PCs in the flocculus showed no significant changes by the HOKR training in both cold- and warm-cut slices (Figures 5E,F). The mEPSC frequency in the cold-cut slices was significantly higher than that in the warm-cut slices for both control and trained animals (Figures 5E,F, Table 5). After the 1-h HOKR training, mEPSC amplitude was significantly decreased by 23.8% in the warm-cut slices (Figures 5D,F, Table 5), consistent with our previous finding of a decrease in AMPARs by 28% (Wang et al., 2014). The amplitude in the cold-cut slices also showed a tendency to decrease but the difference did not reach statistical significance (Figures 5C,E, Table 5). The higher detectability of LTD in the warm-cut slices compared to cold-cut slices indicates an advantage of the warm-cutting method for investigating synaptic plasticity induced by behavior experiments.
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FIGURE 5. Application of warm-cutting slice preparation method to the detection of long-term depression (LTD) by HOKR training. (A) HOKR adaptation. Top, representative eye-movement traces of a mouse before and after 1-h HOKR training. Bottom, HOKR gain changes induced by 1-h HOKR training (P < 0.01, paired t-test). Each scatter indicates the mean value obtained from individual animals (n = 10 animals for each). (B) Representative traces of spontaneous mEPSC events recorded from PCs at cerebellar flocculus of untrained (control) and trained mice. Right, superimposed mEPSC traces (50 events, gray). and average of the events (black traces). (C,D) Histogram (left) and cumulative curve (right) of mEPSC amplitude distribution recorded from PCs in cold-cut (C) and warm-cut (D) slices of control and HOKR-trained mice. (E,F) Box plot of mEPSC amplitudes (left) and frequency (right) recorded from PCs in cold-cut (E) and warm-cut (F) slices of control and HOKR-trained mice. Each scatter indicates the mean amplitude and frequency of mEPSCs obtained from an individual PC (CT/control: n = 14 cells, CT/trained: n = 17 cells, PT/control: n = 10 cells, PT/trained: n = 14 cells). Asterisks indicate significant differences (**P < 0.01, Welch’s t-test).



TABLE 5. Long-term depression (LTD) on PF-PC synapses induced by HOKR training.
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DISCUSSION

In this study, we show that brain slice preparation at PT better preserves molecular and ultrastructural properties of synapses compared to the conventional slice preparation at CT (Figure 6). These results suggest the strong advantages of the warm-cutting method for investigating synaptic functions.
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FIGURE 6. Cartoon schematic demonstrating the advantages of the warm-cutting method compared to the cold-cutting method. (A) In cold-cut cerebellar slices, a part of dendritic spines along the PC dendrite transiently disappear by exposure to cold temperature and then recover after 1-h incubation at 37°C, whereas slicing at PT does not cause any changes in spine density. (B) In cold-cut cerebellar slices, pre- and postsynaptic components including docked SV density, CaV2.1 density and AMPAR density change during slicing and/or recovery time, whereas slicing at PT does not cause these changes.




Acute Brain Slice Preparation at PT

Here we prepared mouse cerebellar slices at CT and PT and compared the synaptic properties in these tissues. The brain in cutting solution at PT was softer than that at CT, so we needed to adjust the parameters of the slicers for the warm-cutting method (see “Material and Methods” section). The parameters may need to be adjusted for each brain region, age and also species of animals.

The first point to verify is whether the warm-cutting method could provide us with brain slices of better or at least comparable quality to those prepared by the conventional cold-cutting method. Rm of PCs higher in warm-cut slices than cold-cut slices (Figure 1D) indicates better cell conditions in warm-cut slices since damaged cells usually show low Rm. The stability of the Rm value also indicates the applicability of warm-cut slices for long-term recording. It has been reported that the slice preparation at ice-cold temperature attenuates mitochondrial functions, reducing the cell viability in slices of rat brainstem but not the cerebral cortex (Fried et al., 2014). Although the temperature effect on mitochondrial functions may depend on regions, PCs in cerebellar slices might be affected by ice-cold temperature during slice preparation.



Preservation of Synaptic Properties in Acute Brain Slices Prepared at PT

To investigate synaptic functions in brains, synaptic properties in acute brain slices should be kept as close as possible to those in the intact brain. In the present study, AMPAR and CaV2.1 in the cold but not warm-cut slices showed significantly lower densities than those in the perfusion-fixed tissue. Although some of the structural parameters of the synapse in perfusion-fixed tissue can be altered by formaldehyde fixation (Siksou et al., 2009; Schrod et al., 2018), we used the same fixative, temperature and time of fixation to compare these properties between perfusion-fixed tissues and immersion-fixed acute slices. Assuming similar effects of chemical fixation between these preparations, our study suggests that the warm-cutting method preserves molecular and structural properties of synapses better than the conventional cold-cutting method. We also found that PF-PC synapses in the cold-cut slices have higher mEPSC frequency than that in warm-cut slices. Although larger Pr may increase the frequency of mEPSCs, Pr measured by M-V analysis in cold-cut slices is significantly smaller than that in warm-cut slices, which is consistent with the reduced CaV2.1 density at AZs in cold-cut slices. Readily releasable pool (RRP) size of SVs also correlates with mEPSC frequency, and the number of dSVs may indicate RRP size (Schikorski and Stevens, 2001; Kaeser and Regehr, 2017). Thus, the increased number and density of dSVs after the recovery in cold-cut slices could contribute to the higher mEPSC frequency. In addition, the resting potential of presynaptic boutons may affect the frequency of mEPSCs. At the calyx of Held synapses, depolarization of presynaptic terminals raised the mEPSC frequency (Sahara and Takahashi, 2001). The lower Rm of the cells (Figure 1D) could indicate more positive resting potential of presynaptic boutons in cold-cut slices than that in warm-cut slices, resulting in higher mEPSC frequency. Another possibility is the instability of molecular machinery for neurotransmitter release in cold-cut slices contributing to the higher frequency of mESPCs. Although functional properties of synapses in truly intact brains in vivo are mostly unknown, our findings indicate that brain slices prepared at PT have an advantage in preserving the synaptic function compared to those prepared at CT.



Changes of Molecular and Structural Properties of Synapses During Recovery Time in Cold-Cut Brain Slices

Another advantage of the warm-cutting method is the stability of synaptic properties during the slice preparation. The PC spine density values obtained with 3D STED microscopy are comparable with those obtained by high-voltage EM (Wang et al., 2014) and 3D EM reconstruction analysis (Ichikawa et al., 2002), indicating the reliability of our data. We found that 40% of spines along PC dendrites disappeared after slicing at CT and then recovered after 1-h recovery time, consistent with previous studies on the spine reorganization in acute hippocampal slices (Fiala et al., 2003; Kirov et al., 2004). Brain slicing at CT also modifies SV distributions in synaptic boutons and the density of RIM1/2, an SV-associated protein at AZs, which recover after 1-h incubation time at 37°C. In contrast, cerebellar slices prepared at PT can keep these post- and presynaptic features stable throughout the slice preparation. Consequently, brain slices prepared at PT can be used immediately after slicing for the electrophysiological experiments as a “ready-to-use” slice preparation. This is a major advantage especially for investigating synaptic plasticity induced in behavioral experiments as discussed below.



Application of the Warm-Cutting Method for Investigating Synaptic Plasticity Induced by Behavior Experiments

In acute slices prepared at PT, the reduction of mEPSC amplitude in PCs induced by HOKR training was larger than that in the cold-cut slices (Figure 5). Why is the difference more detectable in warm-cut slices than in cold-cut slices? One possibility is the difference in variation of mEPSC amplitude. The CV value of mEPSC amplitude in cold-cut slices was larger than in warm-cut slices, which could be due to the high variability of quantal size in the reconstructed spine synapses. Another possibility is that LTD in synapses induced by the training might be partially reset through the spine reconstruction after slicing at CT. AMPAR density is regulated by various proteins including enzymes (e.g., CaMKII and PP2A) and actin (Cingolani and Goda, 2008; Bissen et al., 2019), and exposure to cold temperature reduces metabolic activity of these enzymes and also depolymerizes actin filaments (Niranjan et al., 2001). Cooling and rewarming of brain tissues might reset the activities of these proteins reorganizing AMPAR distribution on the postsynaptic membrane and obscure the plastic changes occurred in vivo. Last, earlier timing of measurements with the warm-cut slices after the training in vivo could contribute to the better detection of synaptic plasticity lasting less than a few hours. The AMPAR reduction in flocculus induced by HOKR training recovers completely within 4 h (Aziz et al., 2014), indicating that the memory trace, as a form of reduced amplitude of mEPSC is transferred to other forms, such as reduced PF-PC synapses (Wang et al., 2014) or memory traces in the vestibular nucleus (Shutoh et al., 2006), during a few hours after training (Cooke et al., 2004; Okamoto et al., 2011). Even in slice preparation, biochemical, functional and structural changes after training could proceed during the recovery period at 37°C, though we found various parameters stable in warm-cut slices at the basal state. Thus, the recording should be done as soon as possible after the training, and the warm-cutting method makes it possible to shorten the latency by skipping the recovery period, which is necessary for the cold-cutting method. This is a clear advantage of the warm-cutting method for the investigation of synaptic plasticity induced by behavior experiments.

In summary, we demonstrate that the warm-cutting method has substantial advantages over the conventional cold-cutting method, e.g., highly preserved synaptic properties, the stability of synaptic properties through the preparing processes, and “ready-to-use” acute slice preparation, for investigating synaptic functions. These advantages should facilitate a wide range of neuroscience research, especially for synaptic plasticity induced in vivo.
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An intact gut epithelium preserves the immunological exclusion of “non-self” entities in the external environment of the gut lumen. Nonetheless, information flows continuously across this interface, with the host immune, endocrine, and neural systems all involved in monitoring the luminal environment of the gut. Both pathogenic and commensal gastrointestinal (GI) bacteria can modulate centrally-regulated behaviors and brain neurochemistry and, although the vagus nerve has been implicated in the microbiota-gut-brain signaling axis, the cellular and molecular machinery that facilitates this communication is unclear. Studies were carried out in healthy Sprague–Dawley rats to understand cross-barrier communication in the absence of disease. A novel colonic-nerve electrophysiological technique was used to examine gut-to-brain vagal signaling by bacterial products. Calcium imaging and immunofluorescent labeling were used to explore the activation of colonic submucosal neurons by bacterial products. The findings demonstrate that the neuromodulatory molecule, glucagon-like peptide-1 (GLP-1), secreted by colonic enteroendocrine L-cells in response to the bacterial metabolite, indole, stimulated colonic vagal afferent activity. At a local level indole modified the sensitivity of submucosal neurons to GLP-1. These findings elucidate a cellular mechanism by which sensory L-cells act as cross-barrier signal transducers between microbial products in the gut lumen and the host peripheral nervous system.

Keywords: enteric neurons, indole, GLP-1, microbiota, vagus nerve, tryptophan


INTRODUCTION

The peripheral nervous system innervating the colon has evolved in the continued presence of over a 100 trillion microbial organisms, mostly bacteria. These microbes are predominantly beneficial, scavenging additional calories, secreting vitamins and ensuring normal immune and gastrointestinal (GI) development, but it appears that they may also manipulate host physiology and behavior to their benefit (Stilling et al., 2016). Alterations in the luminal microbiota have been linked with stress-related disorders, Parkinson’s disease, autism spectrum disorder and schizophrenia (Dinan and Cryan, 2013, 2017). The vagus nerve has been implicated in the modulation of host behavior and altered central expression of neurotransmitters by putative probiotics (Bercik et al., 2011; Bravo et al., 2011; Perez-Burgos et al., 2013). Indeed, stimulation of vagal nerve activity (Perez-Burgos et al., 2013) and activation of intrinsic primary afferent neurons (Mao et al., 2013) in response to the exposure of mouse jejunum mucosa to Lactobacillus Rhamnosus JB-1 have been reported. Intrinsic primary afferent neurons may act as a neural starting point of gut-to-brain signaling (Perez-Burgos et al., 2014) and indeed, are less excitable in the absence of gut microbes (McVey Neufeld et al., 2013). However, a mechanistic understanding of how these bacterial signals are interpreted by the host is yet to be established.
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GRAPHICAL ABSTRACT. The diagram illustrates the proposed role of GLP-1-secreting L-cells in translating bacterially-originating signals to neurostimulatory actions.



Bacteria can infiltrate the gut (Pérez-Berezo et al., 2017; Jaglin et al., 2018) and, this is indeed more likely in disorders associated with increased GI permeability, such as Irritable Bowel Syndrome (IBS). However, given that the healthy gut is immunologically primed to detect and prevent bacterial penetration, it is likely that an integral homeostatic signaling mechanism, which maintains the integrity of the gut barrier, exists to facilitate microbiota-gut-brain signaling. Pathogen associated molecular patterns, which identify and evoke a host response to pathogenic microbes, are well described in the gut epithelium, and Nod-like receptors are implicated in gut-brain signaling (Pusceddu et al., 2019), however, other cells in the epithelium act as chemosensory transducers for non-threating gut stimuli. Serotonin biosynthesis was stimulated by chemical irritants, volatile fatty acid fermentation products and catecholamines (Yano et al., 2015), which subsequently modulated primary afferent nerve fibers via synaptic connections (Bellono et al., 2017). Thus, enterochromaffin cells transduce environmental, metabolic, and homeostatic information from the gut lumen to the nervous system. However, L-cells also act as biosensors of the gut lumen.

Electrically-excitable enteroendocrine L-cells are embedded in the epithelium and secrete glucagon-like peptide-1 (GLP-1) from their basolateral face following stimulation (Chimerel et al., 2014). L-cells are found throughout the small and large intestine (Hansen et al., 2013), but function differently depending on their location. For instance, small intestinal L-cells in humans (Sun et al., 2017) and rats (Kuhre et al., 2015) are sensitive to glucose, whereas in vitro colonic L-cells express bile receptors and receptors for short-chain fatty acids (Tolhurst et al., 2012). Bacterial metabolites such as indole (Chimerel et al., 2014), S-equol (Harada et al., 2018) and prebiotics (Gibson and Roberfroid, 1995; Cani et al., 2006) induce GLP-1 secretion, but conversely, GLP-1 is also elevated in germ-free mice (Wichmann et al., 2013). Although L-cells are classically described as endocrine cells, like enterochromaffin cells (Bellono et al., 2017), they can synapse directly with peripheral afferent and efferent neurons (Bohórquez et al., 2015), providing a direct neural pathway for bi-directional brain-gut communication (Kaelberer et al., 2018). Despite growing interest in the microbiota-gut-brain axis, relatively little is known about the chemosensory transduction of microbial signals across an intact barrier. In this study, we have investigated the capacity of L-cells to interpret bacterial signals from the gut lumen and activate host colonic afferents and intrinsic neurons by secreting GLP-1.



MATERIALS AND METHODS


Ethical Approval

All animal experiments were in full accordance with the European Community Council Directive (86/609/EEC) and the local University College Cork Animal Experimentation Ethics Committee. Rats were sacrificed by CO2 overdose and perforation of the diaphragm.



Animals and Tissue Collecting

Sprague–Dawley rats were used to determine if bacterial products could activate enteric neurons and the vagus nerve across an intact, non-leaky colon (Gareau et al., 2007). Male Sprague–Dawley rats (8–12 weeks) purchased from Envigo, Derbyshire, UK, were group-housed five per cage and maintained on a 12/12 h dark-light cycle (08.00–20.00) with a room temperature of 22 ± 1°C. Animals were permitted at least 1 week to acclimatize to their new environment before experimentation. Standard chow diet and water were available ad libitum. A section of colon 8 cm proximal to the anus was excised from each rat and maintained in ice-cold Krebs saline containing in mM/L: 117 NaCl, 4.8 KCl, 2.5 CaCl2, 1.2 MgCl2, 25 NaHCO3, 1.2 NaH2PO4 and 11 D-glucose (pH 7.4).



Commensal Bacterial Strains

Lactobacillus paracasei NFBC 338 (L.paracasei) was transformed to secrete a long-acting analog of GLP-1, confirmed by mass spectrometry and in vitro assays of insulinotropic activity (Ryan et al., 2017). The engineered commensal bacteria were cultured at 1% (v/v) in de Man, Rogosa and Sharpe broth (Difco, VWR, Philadelphia, PA, USA) for ~17 h at 37°C under anerobic conditions [anerobic jars with Anaerocult A Gas Packs (Merck, Darmstadt, Germany)] until stationary phase and centrifuged (16,900× g for 15 min, at 4°C; SLA-3000 rotor, Sorvall RC B5-Plus). The cell pellet was washed twice with phosphate-buffered saline (PBS; Sigma Aldrich, UK), re-suspended at ~2 × 1010 CFU.ml−1 in sterile 15% trehalose (Sigma Aldrich), which acted as a cryoprotectant and 1 ml aliquots were dispensed into 2 ml lyophilization vials. The vials were lyophilized on a 24 h program (freeze temperature −40°C, additional freeze 1 min, condenser set point −60, vacuum setpoint 600 mTorr; VirTis AdVantage Wizard 2.0) and stored at 4 °C. Bacteria were resuspended in distilled water each day to deliver 1 × 1010 CFU.ml−1 for each exposure.



Colonic-Afferent Nerve Electrophysiological Recordings

The detailed description of the ex vivo dissection technique and recording of distal colonic afferent nerves has been previously reported (Buckley and O’Malley, 2018). In brief, a segment of the esophagus with the attached posterior vagus nerve was excised from an adult Sprague–Dawley rat. Maintaining an intact neural connection to the esophagus, a segment of distal colon (5 cm from the anus) with attached inferior and superior mesenteric ganglia, celiac ganglia and vagus nerve were placed in a recording chamber. Adjacent Sylgard-lined chambers allowed the afferent nerves to be isolated from the distal colon. The colon was opened, mucosal side up and the vagus nerve was carefully threaded through to the adjacent chamber and the gap was sealed with petroleum jelly (Figure 1B). Both chambers were superfused with 5% CO2/95% O2 bubbled Krebs-buffered saline maintained at 37°C. Multi-unit neural activity was recorded using platinum bipolar recording electrodes (WPI, Sarasota, FL, USA) attached to a Power lab (AD Instruments, Oxford, UK). Reagents [indole (1 mM, Sigma-Aldrich: cat. No. I3408), exendin 3(9–39) amide (10 μM, Tocris; cat. No. 2081), exendin-4 (10 μM, Tocris: cat. No. 1933) or tetrodotoxin (10 nM, Tocris: cat. No. 1078)] were applied to the colonic bath in the superfusate. Nerve activity was viewed and analyzed with Chart 7 (AD Instruments, Oxford, UK). Changes in multi-unit neural activity in the vagal nerve are presented as frequency from raw traces. Both raw and rectified traces are presented.
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FIGURE 1. L-cells facilitate indole-evoked activation of vagal afferents. (A) The plot illustrates basolateral secretion of Glucagon-like peptide-1 (GLP-1) from colonic tissue apically exposed to indole (1 mM, 30 min) or saline (control). (B) The schematic (amended from Buckley and O’Malley, 2018) illustrates the ex vivo distal colonic tissue preparation. Recording is made from vagal afferents attached to the esophagus. The mucosa can be left intact, or removed to expose enteric neurons and associated afferent endings. (C) The rectified and raw (in boxes) traces show vagal nerve activity in response to stimulation of the distal colonic mucosa. Scatter plots illustrate peak frequency. Indole-evoked vagal nerve activity was attenuated by (D) exendin 3(9–39) amide [Ex-3(9–39)]. (E) Exendin-4 (Ex-4) stimulated vagal nerve firing when applied to the exposed neurons. (F) Tetrodotoxin (TTX) inhibited the indole-evoked response when it is applied to a hemisected piece of colonic tissue but not (G) colonic tissue with an intact mucosa. *p < 0.05, **p < 0.01, ***p < 0.001.





Immunofluorescence and Confocal Microscopy

Whole-mount colonic submucosal plexus (SMP) preparations were pinned out in Sylgard-lined dishes and fixed in 4% paraformaldehyde (4°C, overnight). The tissues were subsequently permeabilized with 0.1% Triton X-100 and blocked with 1% donkey serum (Sigma Aldrich). SMP tissue was incubated with primary antibodies (1:250 @ 4°C overnight) against GLP-1 [rabbit polyclonal antibody (ab22625), Abcam, Cambridge, UK (Duca et al., 2013)] or goat polyclonal antibody (sc7782; Santa Cruz Biotechnology Inc, TX, USA), GLP-1 receptors [GLP-1R, mouse polyclonal antibody (sc66911), Santa Cruz Biotechnology] and FITC-conjugated anti-rabbit or anti-goat and TRITC-conjugated anti-rabbit or anti-mouse secondary antibodies (1:250, 2 h at room temperature, Jackson Immunoresearch, Westgrove, PA, USA). Images were captured using an FVl0i-Olympus-confocal microscope with Fluoview software (FV10i-SW). No non-specific fluorescence was detected in control experiments where tissues were incubated with primary antibodies or secondary antibodies alone, or where anti-GLP-1R antibodies were neutralized with a blocking peptide before the staining protocol. Changes in the optical density of GLP-1R expression was quantified using ImageJ (National Institute of Health, USA). Membrane expression of GLP-1Rs from three neurons per ganglia in three different tissue preparations were compared when indole was applied to the submucosal neurons or the mucosa.



Calcium Imaging

For calcium imaging studies, whole-mount preparations of SMP neurons were prepared from the distal colon of healthy Sprague–Dawley rats. The colon was mounted on a glass rod, where the outer serosal layer was scored lightly with a blade along the mesenteric border. To prepare an SMP tissue preparation, the serosal and mucosal layers were removed and the colonic tissue (~2 cm × 2 cm) was pinned out in Sylgard-lined dishes. Submucosal neuronal preparations were loaded with Fura-2AM (7 μM, 1 h, Thermo-Fisher Scientific, UK) or Fluo-8 (8 μM, 1 h, Abcam, UK) in Krebs-buffered saline solution comprised of (in mM l−1): NaCl, 117; KCl, 4.8; CaCl2, 2.5; MgCl2, 1.2; NaHCO3, 25; NaH2PO4, 1.2 and D-glucose, 11; prior to imaging. SMP tissue preparations were used to investigate the activation of submucosal neurons in the absence of epithelial and enteroendocrine cells and their secretions. A hemisected colonic tissue preparation (Mao et al., 2013), where the SMP is exposed on one half of the tissue but the mucosa is left intact on the other half (Figure 3E), was used to compare calcium responses evoked by neuronal exposure to Ex-4 before and after mucosal application of indole. The presence of the epithelium indicates that mucosally-secreted factors are implicated in the modification of neuronal function. Reagents [indole (1 mM), exendin-4 (10 μM), exendin 3(9–39) amide (10 μM), thapsigargin (100 nM, Tocris: cat. No. 1138), ω-agatoxin IVA (100 nM, Sigma Aldrich: cat. No. A6719), ω-conotoxin GVIA (100 nM, Sigma Aldrich: cat. No. C9915), wortmannin (100 nM, Sigma Aldrich: cat. No. W1628), WP1006 (1 μM, Calbiochem) and PD98059 (1 μM, Sigma Aldrich: cat. No. 513000)] were added to the perfusate. Images were acquired at 1 Hz using a conventional fluorescence imaging system (Cairn Life technologies, UK or Olympus, Melville, NY, USA), and a water-immersion objective (Olympus, 40× magnification, numerical aperture: 0.80) on a fixed stage upright microscope (Olympus BX51WI). Cell R software (Olympus Soft imaging solutions, Munster, Germany) or WinFluor Fluorescence Image Capture and Analysis program (John Dempster, University of Strathclyde, Scotland) was used to record excitation changes in intracellular calcium (O’Malley et al., 2011b).
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FIGURE 2. Lactobacillus paracasei secretions stimulate host neurons. (A) The representative immunofluorescent image of a rat colonic cross-section illustrates that some L-cells expressed GLP-1Rs (arrowhead) but others did not (arrow). (B) Mucosal application of exendin-4 (Ex-4) increased vagal activity. (C) Increased vagal nerve activity evoked by L. paracasei secretions was abolished by Ex-3(9–39). *p < 0.05, **p < 0.01. Scale bars: 50 μm.
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FIGURE 3. Mucosal L-cells facilitate indole-evoked activation of submucosal neurons. (A) Indole did not affect intracellular calcium ([Ca2+]i) levels in submucosal neurons. (B) Immunofluorescence images show the GLP-1 receptor (GLP-1R) expression in colonic submucosal neurons following neuronal and mucosal exposure to indole. Arrows indicate increased expression at the neuronal cell membranes. Scalebar: 50 μm. (C) The GLP-1R agonist, exendin 4 (Ex-4) stimulated an increase in [Ca2+]i, a reproducible effect that was (D) attenuated by the GLP-1R antagonist, exendin 3(9–39) amide [Ex-3(9–39)]. (E) The schematic illustrates a cross-section of the hemisected distal colon. By removing half of the mucosa, changes in intracellular calcium can be recorded from submucosal neurons loaded with a calcium indicator dye. By leaving some of the mucosa intact, the role of endocrine hormones secreted by epithelial cells can be investigated. (F) In hemisected colonic tissue, the Ex-4-evoked calcium response was enhanced by mucosal indole. (G) Immunofluorescent images show GLP-1R expression in colonic submucosal neurons following mucosal stimulation with saline, cryoprotectant, broth, L. paracasei secretions, and L. paracasei bacteria. Scalebar: 50 μm. (H) Mucosal application of L. paracasei secretions evoked a calcium response in submucosal neurons which was attenuated by the GLP-1R antagonist, exendin 3(9–39) amide [Ex-3(9–39)]. ***p < 0.001.



As previously described (O’Malley et al., 2011a), submucosal neurons were identified based on morphology and responsivity to brief application of 75 mM KCl at the end of the recording protocol. Reagents were applied in a random order to avoid the run-down of calcium stores being a confounding factor. The colonic tissue was continuously superfused with carbogen-bubbled Krebs-buffered saline at room temperature containing the L-type calcium channel blocker, nifedipine (1 μM, Sigma-Aldrich, cat. No.: N7634), to inhibit smooth muscle contraction. Responding neurons were defined as those which exhibited an increase in intracellular calcium ([Ca2+]i) that was greater than two standard deviations from the baseline values in that cell (calculated during the 150 s preceding stimulus application). Paired analysis of responses within a single neuron were compared to determine the effect of the pharmacological reagent on the control response.



Ussing Chamber Electrophysiology

Mucosa-submucosal preparations of distal colon were mounted in Ussing chambers (exposed area of 0.12cm2) with 5 mls of Krebs saline solution (95% O2/5% CO2, 37°C) in the basolateral and luminal reservoirs. Tissues were voltage-clamped at 0 mV using an automatic voltage clamp (EVC 4000, World Precision Instruments, Sarasota, FL, USA) and the short-circuit current (ISC) required to maintain the 0 mV potential was monitored as a recording of the net active ion transport across the epithelium. Experiments were carried out simultaneously in all chambers and connected to a PC equipped with DataTrax II software (WPI). This software was used to measure the peak response and resistance was calculated using Ohms law. Following mounting, tissue was allowed to equilibrate (~1 h). Reagents [exendin 4 (10 μM), carbachol (10 μM, Sigma-Aldrich, cat. No.: Y0000113), veratridine (10 μM, Sigma-Aldrich, cat. No.: V5754), capsaicin (1 μM, Sigma-Aldrich, cat. No.: M2028)] were added to the basolateral chamber.

Separation of the basolateral and apical surfaces in the Ussing chambers were exploited to determine if basolateral secretion of GLP-1 by colonic L-cells was induced by indole. Distal colonic tissue was mounted in low-volume (1 ml carbogenated Krebs saline solution) Ussing chambers with an exposed tissue area of 0.64 cm2. Following mucosal exposure to indole (1 mM, 30 min), secretion of GLP-1 into the basolateral reservoir (1 ml) was ascertained by immunoassay.



Mesoscale Discovery Biomarker Assay

An immunoassay (MesoScale Discovery U-PLEX customized multiplex assay kit I, MesoScale Discovery, Gaithersburg, MD, USA) with a dynamic range for GLP-1 of 0.02–120 pM, was carried out to determine if GLP-1 was secreted in response to indole as compared to saline-treated controls. The assay was run in triplicate and an electrochemiluminescent detection method was used to measure protein levels in each sample. The plates were read using the MesoScale Discovery plate-reader (MESO QuickPlex SQ 120). A calibration curve was generated using standards, and GLP-1 concentrations were determined from the curve.



Statistical Analyses

Data were analyzed using GraphPad prism for windows (version 5, Graphpad Software, San Diego, CA, USA). The data are represented as data plots with mean ± the standard deviation. Paired or unpaired t-tests or repeated-measures ANOVA with Tukey multiple comparison post hoc test, as appropriate, were used to compare data. P ≤ 0.05 was considered significant.




RESULTS


Indole Indirectly Stimulates Activity in Colonic Vagal Afferents

Sprague–Dawley rats were used to determine if indole, a bacterial metabolite of tryptophan, which stimulates L-cells (Chimerel et al., 2014), can induce cross-barrier signaling in healthy, non-leaky colons (Gareau et al., 2007). In Ussing chamber experiments, exposure of the intact colonic apical epithelial surface to indole (1 mM, 30 min) resulted in secretion of GLP-1 into the basolateral reservoir as compared to saline-treated control tissues (n = 8 rats, p = 0.0355, Figure 1A). To investigate if bacterial products may use L-cells to activate the gut-brain neural signaling axis, an ex vivo preparation of rat distal colon with intact colonic afferents was used (Figure 1B; Buckley and O’Malley, 2018). Consistent with previous reports (Richards et al., 1996), baseline afferent activity was low. However, mucosal application of indole stimulated a robust increase in vagal nerve activity (n = 3 rats, p = 0.0264, Figure 1C). Incubation of the tissue with the GLP-1R antagonist, exendin-3 (9–39) amide [Ex-3 (9–39)], attenuated the indole-evoked response (n = 4, p = 0.001, Figure 1D). Given that GLP-1Rs are expressed in the nodose ganglia (Nakagawa et al., 2004), where cell bodies of afferent vagal neurons are located, basolaterally released GLP-1 could activate vagal afferents. Indeed, direct application of Ex-4 to a tissue preparation with exposed colonic submucosal neurons and afferent nerve endings similarly resulted in increased vagal firing (n = 3, p = 0.0219, Figure 1E), although in the absence of single-unit recordings it is not possible to determine if the same fibers are activated by both indole and Ex-4. In a hemisected colonic tissue preparation (Mao et al., 2013), where submucosal neurons and afferent and efferent nerve endings are exposed, indole-evoked stimulation of vagal nerves was blocked by the neurotoxin, tetrodotoxin (n = 3, p = 0.0047, Figure 1F). Interestingly, in colonic tissue sections where the epithelial layer was left in situ, thereby segregating intrinsic and extrinsic neurons from the luminally-applied tetrodotoxin, indole-evoked vagal stimulation was not inhibited (n = 3, p = 0.6821, Figure 1G). Thus, action potential generation is crucial for afferent signaling evoked by indole. However, stimulation of neural firing is initiated on the basolateral side of the epithelium. This is consistent with the basolateral secretion of GLP-1 in response to luminal application of indole.



GLP-1 Secreted by L. paracasei Stimulates Colonic Afferents

Some, but not all GLP-1 immuno-labeled L-cells in the colonic epithelium of SD rats (n = 4 rats, Figure 2A) expressed GLP-1Rs. Thus, GLP-1 originating from sources in the gut lumen could directly or indirectly activate L-cells. Indeed, mucosal application of the GLP-1R agonist, exendin-4 (Ex-4, 10 μM) increased vagal firing (Figure 2B, n = 3, p = 0.0124). Although a native GLP-1-secreting microbe has yet to be characterized, a genetically recombineered Lactobacillus paracasei NFBC 338 (L. paracasei), which secretes a long-lasting analog of GLP-1, has been shown to signal across the gut to modify metabolic physiology (Ryan et al., 2017). To demonstrate that luminal application of a bacterial product can modify neural signaling, L. paracasei secretions were applied to the mucosa and similarly evoked vagal activation (p = 0.0074), an effect that was abolished by the GLP-1R antagonist, Ex-3 (9–39; n = 4 rats, p = 0.0095, Figure 2C). Application of control solutions (bacterial cryoprotectant, culture broth or the probiotics in the absence of their secretory products) did not affect vagal firing.



Indole Indirectly Stimulates Colonic Submucosal Neurons Through the Activation of GLP-1 Receptors (GLP-1Rs)

Indole can penetrate the gut barrier (Jaglin et al., 2018), however, our studies found that even if this microbial product did cross the epithelium, cytosolic intracellular calcium ([Ca2+]i) in underlying submucosal neurons, important neural regulators of GI absorpto-secretory function, was unchanged in its presence (1 mM, n = 32 neurons from three SMP preparations, Figure 3A). Ganglionic expression of GLP-1Rs, which are most evident in neuronal cell membranes and extra-neuronal cells, was unchanged by direct exposure of submucosal neurons to indole (optical density: 11.3 ± 1.0 vs. 10.9 ± 1.2, n = 9 neurons from three tissue preparations, p = 0.804, Figure 3B). In contrast, application of indole to colonic tissue with an intact epithelium resulted in increased GLP-1R expression (optical density: 7.6 ± 0.3 vs. 23.4 ± 3.3, n = 9 neurons from three tissue preparations, p = 0.0002, Figure 3B) in submucosal ganglia, which is particularly evident at the cell membranes (indicated by arrows).

To emulate local paracrine actions of basolaterally-secreted GLP-1 on submucosal neurons, a colonic SMP preparation was exposed to Ex-4, a GLP-1 mimetic. Forty-four percentage (n = 14/34 neurons from three SMP preparations) of neurons responded to Ex-4 with a robust, but variable, increase in [Ca2+]i. The calcium response was reproducible upon second application (n = 10 neurons from three SMP preparations, p = 0.489, Figure 3C) and, consistent with previous studies in myenteric neurons (O’Brien et al., 2019), Ex-3 (9–39) abolished this response (n = 22 neurons from three SMP preparations, p < 0.0001, Figure 3D). In hemisected colonic tissue, where half of the mucosa was retained (Figure 3E), the mucosal application of indole did not affect neuronal calcium levels per se (Figure 3F). However, the neuronal calcium response evoked by Ex-4 (n = 29 from three SMP preparations, Figure 3F) was potentiated both in duration and amplitude (p < 0.0001) following exposure of the colonic mucosa to indole.

Expression of GLP-1Rs was increased in submucosal neurons following mucosal application of L. paracasei secretions but not broth (optical density:14.1 ± 1.4 vs. 29.5 ± 2.0, n = 9 neurons from three tissue preparations, p < 0.0001). This was primarily at neuronal cell membranes (Figure 3G). Mucosal application of L. paracasei secretions to hemisected colonic tissue increased [Ca2+]i in submucosal neurons (p < 0.0001), a response that was attenuated by Ex-3(9–39; n = 38 neurons from three SMP preparations, p < 0.0001, Figure 3H).



Exendin-4 Induces Calcium Influx From Extracellular Sources in Submucosal Neurons

To understand the cellular mechanisms evoked by activation of neuronal GLP-1Rs after indole-evoked GLP-1 release from colonic L-cells, the neuromodulatory actions of the GLP-1R agonist, Ex-4 (3-min application) was characterized further in the submucosal neurons. Our studies found that the Sarco/endoplasmic reticulum Ca2+ ATPase inhibitor, thapsigargin (100 nM, 30 min), reduced but did not abolish calcium responses evoked by Ex-4 (n = 35 neurons from three SMP preparations, p < 0.0001, Figure 4A), implicating calcium release from intracellular stores in submucosal neurons. However, removal of extracellular calcium also attenuated the Ex-4-evoked response (n = 16 neurons from three SMP preparations, p < 0.0001, Figure 4B) indicating the importance of the extracellular influx of calcium. Indeed, the P/Q-channel blocker, ω-agatoxin IVA (100 nM, 30 min, n = 9 neurons from three SMP preparations, p = 0.032, Figure 4C), and the N-channel blocker, ω-conotoxin GVIA (100 nM, 30 min, n = 14 neurons from three SMP preparations, p < 0.0001, Figure 4D), attenuated the calcium response evoked by Ex-4. To inhibit smooth muscle contraction, all calcium imaging studies were carried out in the presence of nifedipine (1 μM), an L-type calcium channel blocker, which did not impact on the capacity of Ex-4 to stimulate a calcium response.
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FIGURE 4. Exendin-4 stimulates calcium release from intracellular stores and influx via voltage-gated calcium channels. (A) The calcium response evoked by exendin-4 (Ex-4, 10 μM) was attenuated by thapsigargin (100 nM, n = 35) and (B) removal of extracellular calcium (n = 17). Specific inhibitors of (C) P/Q-(ω agatoxin IVA 100 nM, n = 9) and (D) N-(ω-conotoxin GVIA, 100 nM, n = 14) type voltage gated calcium channels inhibited Ex-4-evoked calcium responses. (E) The phosphoinositide 3-kinase (PI 3-kinase) inhibitor, wortmannin (100 nM, n = 11), and (F) the STAT3 inhibitor, WP1006 (1 μM, n = 8) attenuated Ex-4-evoked calcium responses. (G) The ERK-MAPK inhibitor, PD98059 (1 μM, n = 15), had no effect. *p < 0.05, **p < 0.01, ***p < 0.001.



Further studies were carried out to understand the intracellular signaling cascades evoked by Ex-4 in submucosal neurons. The Ex-4-evoked calcium response was attenuated by the phosphoinositide 3-kinase (PI 3-kinase) inhibitor, wortmannin (100 nM, 30 min; n = 11 neurons from three SMP preparations, p = 0.0013, Figure 4E) and the Signal Transducer and Activator of Transcription (STAT)-3 inhibitor, WP1006 (1 μM, 30 min, n = 8 neurons from three SMP preparations, p = 0.0102, Figure 4F), while the extracellular-signal-regulated kinase, mitogen-activated protein kinase (ERK-MAPK) inhibitor, PD98059 (1 μM, 30 min) had no effect on the Ex-4 evoked increase in [Ca2+]i (n = 15 neurons from three SMP preparations, p = 0.2295, Figure 4G).



The GLP-1R Agonist, Exendin-4 Modifies Secretory Currents and Gut Permeability

As Ex-4 modifies the excitability of the SMP and this is the neural regulator of gut absorpto-secretory function, Ussing chambers were used to examine the impact of the GLP-1R agonist on colonic absorpto-secretory currents. As GLP-1 is secreted from the basolateral face of L-cells (Figure 1A), Ex-4 was added to the basolateral chamber of the Ussing chambers. Incubation with Ex-4 resulted in a small secretory current (n = 8 rats, p = 0.0052, Figure 5A). Whilst, Ex-4 did not modify secretory currents evoked by the cholinergic agonist, carbachol (n = 6, p = 0.0815, Figure 5B), currents evoked by the Na+ channel agonist, veratridine were potentiated (n = 8, p = 0.0085, Figure 5C). The afferent nerve stimulant, capsaicin evokes a biphasic secretory and anti-secretory response in colonic tissue. Ex-4 enhanced both the initial secretory phase (n = 6, p = 0.0156) and the anti-secretory response (p = 0.0462, Figure 5D). Moreover, the relative change in transepithelial resistance (TER), which is a measure of gut leakiness, throughout the experiment (60–90 min), increased in tissues continuously exposed to Ex-4 (n = 8, p < 0.05) compared to the saline-treated control preparations, which showed no change (Figure 5E). This finding suggests that the sustained presence of a GLP-1R agonist reduces colonic permeability.
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FIGURE 5. Exendin-4 enhances colonic secretory currents. (A) The representative secretory traces from Ussing chamber studies and the associated scatter plots illustrate the secretory current evoked by the GLP-1R agonist, exendin 4 (Ex-4, 10 μM, n = 8). (B) Ex-4 does not modify the cholinergically-mediated secretory current (ISC) evoked by carbachol (10 μM, n = 8) but enhances currents evoked by the (C) sodium channel agonist, veratridine (10 μM, n = 8) and (D) the sensory nerve stimulant, capsaicin (1 μM, n = 8). (E) Ex-4 also increases transepithelial resistance (TER) throughout an experiment (60–90 min). *p < 0.05, **p < 0.01.






DISCUSSION

An intact gut epithelium preserves the immunological exclusion of “non-self” entities in the external environment of the gut lumen. However, despite this physiological defense mechanism, information flows continuously across this interface. Enteroendocrine cells sense stimuli such as nutrients, inflammatory products, irritants, and microbial factors and respond by releasing hormones on the basolateral side of the gut barrier to evoke physiological responses (Gribble and Reimann, 2016). Some sensory epithelial cells, such as serotonin-secreting enterochromaffin cells (Bellono et al., 2017) and GLP-1-secreting L-cells (Bohórquez et al., 2015) form direct neural connections with afferent and efferent nerve fibers, meaning they are well equipped to translate luminal signals across an intact gut barrier to the host nervous system. In this study, we have investigated the potential of GLP-1 as a cross-barrier signaling molecule with stimulatory actions both on colonic afferents signaling to the CNS and locally, on submucosal neurons. The neurostimulatory actions of the bacterial metabolite, indole and GLP-1-secreting L. paracasei from the luminal side of the colon have been observed. Moreover, we have noted the need for an intact epithelium. Combined with the role of neuronal GLP-1R activation, our data implicates L-cells as cellular transducers that couple microbial signaling molecules with activation of the host peripheral nervous system.

Acute exposure to indole stimulated basolateral secretion of GLP-1 from rat colonic tissue, which is likely to be mediated through direct activation of L-cells by indole (Chimerel et al., 2014) but could also be through indirect mechanisms. Indeed, indole can modify epithelial cells and tight junction proteins (Bansal et al., 2010). Consistent with the importance of the vagus in informing the CNS about changes in the gut microbiome (Bercik et al., 2011; Bravo et al., 2011; Riley et al., 2013), electrophysiological studies demonstrated that application of indole to the mucosa, but not directly onto exposed intrinsic or extrinsic neurons, resulted in GLP-1R-dependent activation of vagal afferents. In terms of gut-brain axis wiring, most innervation of small intestinal epithelial cells is by submucosal neurons (Keast et al., 1984; Ekblad et al., 1987) and intrinsic primary afferent neurons may act as the starting point in gut-brain signaling (Perez-Burgos et al., 2014). Interestingly, longer exposure times suppress GLP-1 release (Chimerel et al., 2014), which may be important in gut-brain signaling regulation.

Mechanistically, inhibition of indole-evoked stimulation of vagal afferents in hemisected SMP tissue with tetrodotoxin indicates the role of action potentials in signal generation. However, when the epithelial layer was left intact, tetrodotoxin did not modify vagal activation by indole. This is consistent with nerve endings terminating below the epithelium and further implicates cells embedded in the epithelium in cross-barrier signaling. We also found that mucosally-applied Ex-4 and GLP-1-secreting L. paracasei evoked vagal firing in colonic tissue with an intact epithelium, which may be mediated through activation of GLP-1Rs on L-cells leading to basolateral secretion of GLP-1 and subsequent activation of vagal afferents (Bohórquez et al., 2015). Indeed, the effects of L. paracasei, which was applied to colonic sections with intact mucosa, were attenuated by the GLP-1R antagonist.

Application of indole to submucosal neurons, which lie in closest proximity to the mucosal layer and regulate absorpto-secretory function in the gut, had no impact on neuronal calcium levels in the absence of the epithelium. However, in contrast to the indirect mechanism underlying indole-evoked activation of the vagus nerve, submucosal neurons in hemisected tissue preparations were not activated by indole either, although we acknowledge that carrying out these studies at room temperature may have had an impact on temperature-sensitive elements. Nonetheless, the mucosal application of indole did enhance both the amplitude and duration of Ex-4-evoked calcium responses. This change in intracellular calcium levels could reflect slow excitatory postsynaptic potentials, slow inhibitory postsynaptic potentials or inhibitory slow after hyperpolarization seen in intrinsic primary afferent neurons, which are all dependent upon changes in intracellular calcium. Further studies will be needed to specifically determine which neuronal subtypes are affected. GLP-1R expression was increased in submucosal ganglia, which given the brief timeframe is likely to be due to the trafficking of GLP-1Rs to the cell membrane (Jones et al., 2018). Comparable to the neurostimulatory effects of GLP-1 in the nodose ganglia (Kakei et al., 2002) and central neurons (Ma et al., 2007), Ex-4 stimulated a robust increase in [Ca2+]i in submucosal neurons. This was dependent upon activation of GLP-1Rs, which we and others (Kedees et al., 2013) have detected on submucosal neurons. Mucosal application of the secretory products of GLP-1-secreting L. paracasei similarly resulted in increased membrane expression of GLP-1R immunolabeling in submucosal ganglia, and evoked a GLP-1R-dependent calcium response. Although the ability of this engineered bacteria to modulate host physiology has been reported (Ryan et al., 2017), the mechanisms of action had not previously been elucidated. L-cells are reported to express a variety of receptors (Reimann et al., 2008; Tolhurst et al., 2012) but a study in mice indicated they do not express GLP-1Rs (Grigoryan et al., 2012). By contrast, we detected that some, but not all GLP-1-immuno-labeled L-cells in rat colon expressed GLP-1Rs. Thus, GLP-1 secreted luminally by L. paracasei could stimulate the basolateral release of GLP-1 from L-cells in an autocrine manner, which in turn could activate intrinsic and extrinsic neurons. Pharmacological characterization of the Ex-4-evoked calcium response revealed that both, calcium release from intracellular stores and influx from extracellular sources, contributes to the response. The downstream signaling molecule, PI 3-kinase appears to play a role in Ex-4-induced activation of submucosal neurons and the STAT3 inhibitor attenuated, but did not abolish, the calcium response.

In terms of the known consequences of the neurostimulatory actions of the GLP-1 agonist on GI function, GLP-1 suppresses GI contractile activity (Schirra et al., 2006; Hellström et al., 2008), but less was known about the actions of GLP-1 on intestinal secretory activity (Baldassano et al., 2012). Bearing in mind potential confounders of ex vivo experiments, including a lack of circulation and the possible deterioration of tissue integrity, we demonstrated that Ex-4 induced a secretory current and enhanced secretion evoked by the voltage-sensitive Na+ channel agonist, veratridine and capsaicin, which is known to activate vagal afferents (Blackshaw et al., 2000); findings that are consistent with the stimulatory effects of Ex-4 on submucosal neurons. Similar to a previous study (Baldassano et al., 2012), we did not find that GLP-1 impacted on carbachol-evoked secretory responses. However, consistent with our finding that indole enhanced the amplitude and duration of Ex-4-evoked calcium responses in submucosal neurons, microbial-sensing by L-cells may result in enhancement of neurally-regulated colonic secretion. Indeed, acute application of indole prolongs GLP-1 secretion from L-cells (Chimerel et al., 2014). Ex-4 increased colonic TER, indicating that the gut was less permeable. This may reflect a local protective response to prevent penetration of the gut by bacterial products and contribute to the anti-inflammatory actions of Ex-4 in the intestine (Kissow et al., 2013).



CONCLUSION

These studies implicate GLP-1 as a signaling molecule in cross-barrier communication between luminal bacteria and the host peripheral and central nervous systems. Strengths of our experimental design include the ability to record nerve fiber activity signaling to the CNS from the distal colon in real-time, although a lack of pre-planned power calculations for these studies is a design limitation. Understanding this mechanism may be important in appreciating the pathophysiology of several diseases, particularly those associated with microbial dysbiosis. Indeed, in diarrhea-predominant IBS, tryptophan, the precursor of indole is elevated (Christmas et al., 2010). Moreover, increased numbers of afferent neurons expressing GLP-1Rs have been reported in inflammatory bowel disease, which may be important in relaying visceral pain signals in the diseased gut (Anand et al., 2018). Thus, microbial sensing by L-cells and subsequent activation of colonic afferents and local enteric neurons by GLP-1 may play a key role in neural dysregulation of gut function.
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Modeling a Nociceptive Neuro-Immune Synapse Activated by ATP and 5-HT in Meninges: Novel Clues on Transduction of Chemical Signals Into Persistent or Rhythmic Neuronal Firing
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Extracellular ATP and serotonin (5-HT) are powerful triggers of nociceptive firing in the meninges, a process supporting headache and whose cellular mechanisms are incompletely understood. The current study aimed to develop, with the neurosimulator NEURON, a novel approach to explore in silico the molecular determinants of the long-lasting, pulsatile nature of migraine attacks. The present model included ATP and 5-HT release, ATP diffusion and hydrolysis, 5-HT uptake, differential activation of ATP P2X or 5-HT3 receptors, and receptor subtype-specific desensitization. The model also tested the role of branched meningeal fibers with multiple release sites. Spike generation and propagation were simulated using variable contribution by potassium and sodium channels in a multi-compartment fiber environment. Multiple factors appeared important to ensure prolonged nociceptive firing potentially relevant to long-lasting pain. Crucial roles were observed in: (i) co-expression of ATP P2X2 and P2X3 receptor subunits; (ii) intrinsic activation/inactivation properties of sodium Nav1.8 channels; and (iii) temporal and spatial distribution of ATP/5-HT release sites along the branches of trigeminal nerve fibers. Based on these factors we could obtain either persistent activation of nociceptive firing or its periodic bursting mimicking the pulsating nature of pain. In summary, our model proposes a novel tool for the exploration of peripheral nociception to test the contribution of clinically relevant factors to headache including migraine pain.

Keywords: model, migraine, trigeminal nerve, mast cells, ATP, 5-HT


INTRODUCTION

The mechanisms responsible for migraine pain, a common and devastating condition, remain poorly understood. Nevertheless, the prevailing opinion suggests that one major component of migraine pain originates from the trigeminal nerve fibers located in meningeal tissues to send nociceptive signals to brainstem nuclei (Messlinger, 2009; Olesen et al., 2009; Pietrobon and Moskowitz, 2013; Zakharov et al., 2015). The meninges harbor a large population of mast cells, which can release various chemicals that activate nearby nerve fibers (Levy et al., 2007; Theoharides et al., 2007; Kilinc et al., 2017). According to the original purinergic hypothesis of migraine (Burnstock, 1981), extracellular ATP (eATP) is one such player for the onset of migraine pathology. In fact, in addition to the effect of eATP on blood vessels (Burnstock, 1981), this endogenous purine can interact with pro-nociceptive P2X3 receptors located almost exclusively on sensory neurons (Cockayne et al., 2000; Souslova et al., 2000), indicating P2X3 receptors as important contributors to pain generation.

Previous studies have described the unique properties of P2X3 receptors including fast activation and desensitization and slow rate of resensitization (Chen et al., 1995; Lewis et al., 1995; Vulchanova et al., 1996; Jin et al., 2004; Burnstock, 2008; Giniatullin and Nistri, 2013). To describe these characteristics, we developed a cyclic model for the function of P2X3 receptors that closely replicates P2X3 mediated responses (Sokolova et al., 2006). However, the original data used for modeling were obtained from cultured sensory neurons and recombinant receptor systems, leaving open the question of their in vivo applicability. One paradox (North, 2004) that remains unsolved is how the strong desensitization of P2X3 receptors commonly observed with a patch-clamp recording from cultured neurons is compatible with the well-known role of this ATP-driven receptor in sustained pain signaling (Cockayne et al., 2000; Souslova et al., 2000).

Our recent work has further supported the purinergic hypothesis of migraine by showing the ability of ATP and its chemical analogs to trigger persistent spiking in trigeminal nerve fibers present in the whole-mount rat meninges (Yegutkin et al., 2016). Furthermore, using mast cell-deficient mice, we have shown that eATP could activate trigeminal nerves both directly as well as via release of 5-hydroxytryptamine (5-HT) originating from degranulation by immune cells (Koroleva et al., 2019). Interestingly, 5-HT is not only a powerful trigger for prolonged nociceptive firing in meningeal afferents (Kilinc et al., 2017) but also a well-known sensitizing agent (Vaughn and Gold, 2010).

The complex interplay among ATP, 5-HT, and their mast cell release process remains, however, to be elucidated. To address this complex phenomenon, the present study applied a modeling approach to explore the impact of ATP and 5-HT release from immune cells (meningeal mast cells), ATP hydrolysis and diffusion, 5-HT uptake, ATP-activated P2X3 (Sokolova et al., 2006) and P2X2 receptors (Simonetti et al., 2006; Moffatt and Hume, 2007), and of 5-HT-activated 5-HT3 receptors (Corradi et al., 2009). In addition to the standard role of sodium and potassium channels in membrane excitability, former modeling studies have highlighted the importance of certain subtypes of the sodium channel in coding sensory information by nociceptive sensory neurons. Thus, one computational model has described their role in sensory signaling by dorsal DRG neurons innervating the urinary bladder (Mandge and Manchanda, 2018). Zhao et al. (2016) have shown that the density of sodium channels determines the fidelity and precision of neuronal sensory coding. Likewise, the model of C-fibers by Tigerholm et al. (2014) has shown the characteristics of axonal spike propagation in human C-nociceptors.

Whereas several subtypes of sodium channel are expressed by nociceptive neurons, the subtypes Nav1.7 and Nav1.8 play are particularly important ones for generation and propagation of action potentials (Choi and Waxman, 2011). For instance, Tanaka et al. (2017) have shown the key role of sodium Nav1.7 channels in several pathological pain syndromes.

The current report provides novel information concerning not only fundamental molecular properties but also strategic topography of neuro-immune crosstalk underlying purinergic and serotonergic signaling and their impact on voltage-gated channels that may contribute to the peripheral mechanisms of migraine pain.



MATERIALS AND METHODS


Model of Meningeal Nociception

To simulate rat meningeal trigeminal fiber activity, we used the NEURON environment version 7.5 (Hines and Carnevale, 2003). The fiber was assumed to be 3 cm long (Messlinger, 2009) with a diameter from 0.25 to 2 μm corresponding to C- and Adelta-fibers, respectively. All A-fibers in the dura belong to the Adelta subtype and are known to be present in the meninges (Strassman et al., 2004). Figure 1B shows the basic features of the model with the fiber (green) surrounded by a mast cell containing the secretory vesicles (as sources of eATP or 5-HT; Yegutkin et al., 2016; Kilinc et al., 2017) and forming the neuro-immune synapse (Giniatullin et al., 2019; Koroleva et al., 2019; Nurkhametova et al., 2019). Each segment of the fiber is referred to as a compartment and is indicated as a green rectangle (0.25 μm wide and 250 μm long). In our preliminary tests, we found just one P2X3 receptor in the compartment to be sufficient to depolarize the membrane potential up to the spike threshold (Figure 1D). The properties of the following sodium and potassium channels examined in the present report are listed in Supplementary Table S1: Nav1.7 (Tigerholm et al., 2014), Nav1.8 (Balbi et al., 2017), Nav1.3 (Cummins et al., 2001), potassium delayed rectifier (K-DR; Tigerholm et al., 2014) and A-type currents (Gasparini et al., 2004).
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FIGURE 1. Main components of the model for ATP-induced activation of meningeal afferent (nerve fibers). (A) The experimental approach of meningeal spike recording by glass electrode from the local nerve (Aa) and the image of meninges with labeled mast cells (Ab). MMA—main meningeal artery. (B) Schematic presentation of the model neuroimmune synapse with a mast cell (“presynaptic cell”) as the source of the transmitter of ATP (or 5-HT) and meningeal nerve fiber (“postsynaptic cell”) consisting of several compartments with ATP-gated P2X3 receptors. (C) Changes in the membrane potential of the nerve fiber (spike generation) triggered by activation of the P2X3 receptor. (D) Ionic currents through several subtypes of sodium, potassium, and P2X3 receptor channels. (E) The graph showing the number of P2X3 receptors required to trigger a spike as a function of nerve fiber diameter. (F) The kinetics of P2X3 receptor-induced currents and the recovery time course from desensitization.



It has been previously shown that meningeal nerves often branch to make a sort of “neuronal dendritic tree” (Schueler et al., 2014). Thus, we simulated a dendritic tree of the trigeminal nerve fiber with two branches. The tree was 3 cm long and comprised 170 compartments: main dendrite (70 compartments), and each branch with 50 compartments (example in Figure 6B). Two branches of the trigeminal nerve were joined at 1.75 cm from the trigeminal ganglion (TG). This is a site that can block the propagation of neuronal signals in the refractory state (Schueler et al., 2014). This property was further explored in simulation experiments. To implement the ATP induced activation of nerve fibers, we integrated the cyclic scheme of the P2X3 receptor operation (Sokolova et al., 2006) into the model. To simulate ATP release from mast cells, we used the 3D diffusion model described by Saftenku (2005) which is based on the following equation:

[image: image]

where C is the concentration of ATP, D is the diffusion coefficient (0.8 μm2/ms, Helenius et al., 2002), k is the degradation coefficient (Suleymanov et al., 2015), M is the initial amount of ATP released from mast cells, x, y, z are the space coordinates and t stands for time. The ATP profile in the model was simulated as instant rise and slow decay determined by diffusion.
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FIGURE 2. The model of meningeal afferents with different rates of ATP hydrolysis. (A) Schematic presentation of the multi-compartment model of neuro-immune synapse with ATP release from mast cells and acting to several neighboring nerve compartments. (Ba) ATP concentration via diffusion to each (1, 2, 3, 4) nerve compartment without hydrolysis. (Bb) ATP concentration at each compartment with partial hydrolysis (degradation coefficient 0.01). (Ca,b,c) Spiking activity with no ATP hydrolysis (Model 1), with low ATP hydrolysis (Model 2) and high rate of hydrolysis (degradation coefficient 0.8; Model 3), respectively.
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FIGURE 3. The model of nerve fibers (meningeal afferents) with P2X3 and P2X2 receptors. (A) Schematic presentation of the model with P2X3 (Aa) or P2X2 receptors (Ab). (Ba) The profile of P2X3 receptor responses (openness of receptors) for applications of 10 μM and 100 μM ATP. (Bb) Spiking activity induced by activation of P2X3 receptors with 10 μM. (Bc) Spiking activity induced by activation of P2X3 receptors with 100 μM. (Ca) The profile of P2X2 receptor responses (openness of receptors) for applications of 10 μM and 100 μM ATP. (Cb) Spiking activity induced by activation of P2X2 receptors with 10 μM. (Cc) Spiking activity induced by activation of P2X2 receptors with 100 μM. (Da) The profile of P2X2/3 receptor responses (openness of receptors) with partial hydrolysis for applications of 10 μM and 100 μM ATP. (Db) Spiking activity induced by activation of P2X2/3 receptors with 10 μM. (Dc) Spiking activity induced by activation of P2X2/3 receptors with 100 μM.
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FIGURE 4. The model with the different contributions of Nav1.7 and Nav1.8 channels. (Aa) A model with sodium channels with fast inactivation (Nav1.7). (Ab) A model with sodium Nav1.8 channels with slow inactivation. (Ba) The spiking activity in the model nerve fiber (Model 2) with Nav1.7 having a conductivity of 0.1 S/cm2. (Bb) The spiking activity (Model 6) with Nav1.7 having a conductivity 0.2 S/cm2. (Ca) The spiking activity (Model 7) with Nav1.8 with a conductivity of 0.1 S/cm2. (Cb) The spiking activity (Model 8) with a conductivity of Nav1.8 equal to 0.2 S/cm2. Spiking activity is shown either to the first nerve fiber compartment within the neuroimmune synapse (yellow) or in the trigeminal ganglion (TG; black).
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FIGURE 5. Model of the spiking activity with the repetitive or distant release of ATP from mast cells (variable Δt and Δl between two ATP release events). (A) The schematic presentation of the multi-compartment model of a nerve fiber with various distances (Δl) between two ATP applications. (B) The probability of successful 2nd spike generation with a variable time (Δt) between two ATP applications. The distance (Δl) between two ATP applications is 0 (Model 9). (C) The dependency between the distance (Δl) and time (Δt) between two ATP applications (Model 10). The purple area identifies the conditions for the productive second spike generation (see inset) after two ATP applications whereas white area above—conditions when even a double release of ATP generates only one spike (see inset).
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FIGURE 6. Model with branching meningeal afferents. The spiking activity arriving at the TG from a two-branch structure with Δt = 40 ms between two ATP applications and the distance (Δl) between them 1 cm. (A) Image of the nerve fiber with branches. Sections of mouse meninges were stained with the anti-beta-III-tubulin antibody. Single nerves emerging from diffuse bundles of trigeminal fibers are visible throughout the entire section. Bifurcating nerve fibers appear to project directly to meningeal blood vessels (visible from the background staining). (B) The “fork” model of the nerve fiber with two separate branches. (Ca) The spiking activity induced by a single ATP application at the t = 50 ms (Model 11). (Cb) The same after a single ATP application at the t = 90 ms. (Cc) The spiking activity with two ATP applications with Δt = 40 ms (Model 12).





Experimental Part

The experimental part was performed on 10–12-week-old male WT C57BL/6J mice and adult Wistar rats provided by the Animal Facilities of the University of Eastern Finland (UEF). All procedures were approved by the Committee for the Welfare of Laboratory Animals of the University of Eastern Finland and the Provincial Government of Kuopio. Experiments were conducted according to the European Community Council guidelines (Directives 86/609/EEC). All efforts were made to minimize the number of animals used and their suffering.



Recording of Spikes From Meningeal Afferents

For the aim of validation, model data were compared with experimental results obtained with application of ATP or 5-HT onto meningeal afferents and published by us earlier (Koroleva et al., 2019). For those experiments we used isolated whole-mount mouse hemiskulls as previously described (Zakharov et al., 2015). Hemiskulls were isolated, keeping the dura mater with meningeal nerves and vessels intact. The meningeal branch of the trigeminal nerve was cleaned from surrounding tissue, then cut and placed inside a saline-filled glass electrode. All recordings of electrical activity from trigeminal nerves were performed from hemiskull preparations continuously perfused with ACSF oxygenated with 95% O2/5% CO2. Trigeminal nerve spiking activity was recorded using DAM80 amplifier (World Precision Instruments, Sarasota, FL, USA). Electrical signals were digitized using a NI PCI6221 board (National Instruments, USA) and stored on a PC for off-line analysis. Signals were visualized by WinEDR v.3.2.7 software (University of Strathclyde, Glasgow, UK) and analyzed with Matlab-based software (Zakharov et al., 2015).



Mast Cells Labeling

To demonstrate abundance and localization of mast cells in the meninges we used rat hemiskull preparations as described previously (Shelukhina et al., 2017). After decapitation the head was cut mid-sagittally, brain was carefully removed to leave dura mater untouched. Then preparation was fixed in 4% PFA for 4 h, meninges were mounted on microscopy slides and stained in 0.1% Toluidine Blue.



Immunolabeling

For nerve fibers staining (tubilin-beta III positive filaments), dissected meninges (from five ad hoc prepared mice) were incubated in a blocking solution containing 2% normal goat serum, 1% BSA, 0, 05% Tween20 and 0.1% Triton X-100 (Sigma Aldrich) for 1 h at room temperature. Meninges were incubated overnight at 4°C, with rabbit anti-tubilin-beta III (1:1,000; Sigma T2200) primary antibody. Meninges were then washed three times in PBS and incubated for 2 h in the dark at room temperature with goat anti-rabbit AF488 (Invitrogen A11008) secondary antibody. After washing three times in PBS, meninges were mounted with Fluoromount-G (Thermo Fisher Scientific 00-4958-02), and images acquired with a Zeiss LSM 710 confocal microscope.




RESULTS


P2X3 Receptor Probability of Spike Generation

Figure 1Aa shows the two principal components of the meningeal trigeminal system, namely the middle meningeal artery (MMA) and nearby trigeminal nerves with the glass electrode for spike recordings. In Figure 1Ab note the abundance of mast cells located in close proximity to meningeal blood vessels, which is a region densely innervated with trigeminal afferents. For modeling the meningeal neuro-immune synapse, we first focused on the pro-nociceptive action of extracellular ATP (eATP; Burnstock, 1981; Yegutkin et al., 2016) and well-known kinetic properties of eATP-gated P2X2 and P2X3 receptors whose kinetics were presented in the earlier models (Skorinkin et al., 2003; Sokolova et al., 2006).

We assumed that meningeal mast cells known to be in close contact with nerve terminals (Figure 1B) serve as the main source of the local ATP release (“presynaptic cell”). However, we cannot exclude other sources of local eATP as it is well-known that various cell types can release ATP upon mechanical stress (Bodin and Burnstock, 2001; Sperlágh et al., 2007). Among them, there is release of ATP from endothelial cells during shear stress (John and Barakat, 2001; Boileau et al., 2013). As a first approximation, we did not take into account cellular stress as source of ATP release and modeled just eATP diffusion over time. Segments of the nerve fiber (“postsynaptic cell” in the frame of the hypothesis of neuro-immune synapse) in our first models, express ATP-gated P2X3 receptors (Figure 1B). Figure 1C shows a simulated nociceptive spike, while Figure 1D shows sodium, potassium and P2X3 receptor currents underlying this spike. Figure 1E depicts a plot obtained from data modeling to determine the number of receptors necessary for spike generation by a single 250 μm long nerve fiber. We assumed 0.25–2 μm diameter range and observed quadratic dependency of the number of P2X3 receptors for spike generation in one compartment of the nerve fiber. Thus, for the 0.25 × 250 μm compartment, an active P2X3 receptor already effectively generated nociceptive firing. As mentioned earlier, P2X3 receptors possess strong desensitization (Giniatullin and Nistri, 2013). Figure 1F shows the model of slow recovery from P2X3 receptor desensitization as the amplitude of the first current response (green deflection) is decreased following closely spaced ATP application and recovers as time lapses. This property was used in subsequent versions of our model (Models 1–14). As low concentration of ATP can produce the inhibitory action on P2X3 receptors via high-affinity desensitization (HAD; Sokolova et al., 2006; Khmyz et al., 2008), we also simulated the prolonged action of 1 nM ATP on the stimulatory effect of this purinergic agonist (Supplementary Figure S2A). First, we found that, indeed, HAD reduced the probability of spikes generation by low concentrations of ATP. Thus, after HAD, the minimal number of active P2X3 receptors required for spike generation was doubled comparing with model without HAD (Supplementary Figure S2Ba). Interestingly, in this test, also the dependance between the number of receptors and the nerve fiber diameter became much steeper. Further, HAD reduced, by half, the amplitude of the P2X3 receptor mediated current induced by 1 μM ATP (Supplementary Figure S2Bb). Finally, the probability of repetitive firing via P2X3 receptors with HAD was also reduced as now the release of ATP triggered only one spike (Supplementary Figure S2Cb), whereas without HAD the same release produced two spikes (Supplementary Figure S2Ca).

Because of the large number of tested conditions, Supplementary Figure S1 shows the hierarchy of models used (see also Supplementary Table S3), starting from the simplest model 1 with ATP degradation coefficient = 0, conductance of Nav1.7 = 0.1 S/cm2 (Tigerholm et al., 2014) and P2X3 receptor function for the receptor potential necessary for spike generation. In model 2, we set the degradation coefficient of ATP to 0.01. Model 3 originates from model 1 with the degradation coefficient of ATP equal to 0.8. Model 5 stemmed from model 2 with the presence of P2X3 and P2X2 receptors in a 50/50 ratio, whereas in model 4 we used only P2X2 receptors (instead of P2X3 receptors) to obtain activation of the nerve fiber. Model 6 was developed from model 2 with a higher Nav1.7 conductivity (0.2 S/cm2) used also for model 7 with Nav1.7 0.1 S/cm2 and Nav1.8 0.1 S/cm2 conductivity, while model 8 with Nav1.8 0.2 S/cm2 conductivity. The subtype Nav1.3 (Cummins et al., 2001) was present in all models with 0.2 S/cm2 conductivity. Model 11 is based on model 8 with the fiber topology expressed as a tree, and model 12 was based on the same topology with two ATP release sites.



The Role of Diffusion and ATP Hydrolysis

It is generally accepted that three ATP molecules must occupy three binding sites to activate successfully a single P2X3 receptor (Sokolova et al., 2006). However, in the tissues related to generation of initial migraine pain, such as the meninges, ATP is rapidly degraded by extracellular NTPDases to the less active ADP, and then to AMP and adenosine (Yegutkin et al., 2016). Hence, in our model we introduced the role of ATP diffusion and hydrolysis in the control of trigeminal afferent firing. First, we explored the action of 1 μM ATP, which is close to its EC50 on the P2X3 receptor (Sokolova et al., 2006; Supplementary Table S2). In this simulation we assumed that P2X3 receptors were homogeneously distributed along the nerve fiber. The ATP concentration profile reaching compartments 1, 2, 3 and 4 of the nerve fiber without hydrolysis (lack of NTPDases) or with partial hydrolysis (active NTPDases) is indicated in Figure 2A (compartments 1, 2, 3 were close to the point of ATP release). Compartment 1 was located opposite the release point, whereas the distant compartment 4 was 55 compartments away from the compartment 3 (distance equal to 13.7 mm). The compartment 4, unavailable for ATP, served here only to indicate the propagation of spikes along the fiber. In model 1, in the compartment 1 without hydrolysis (degradation coefficient = 0; Figure 2Ba), ATP was as high as 0.9 μM ATP at the nerve fiber. To simulate ATP hydrolysis, we changed the rate of ATP degradation from 0.01 s−1 to 0.8 s−1. Thus, model 2 (Figure 2Bb) indicates the profile of ATP concentrations in compartments 1, 2, 3 and 4 with partial hydrolysis. In this case, the maximal ATP concentration in the compartment 1 (0.06 μM) was over 10 times less than in model 1, and was enough to activate 10% of P2X3 receptors. Strong rate of hydrolysis decreased the concentration of ATP in the compartments 2, 3 and 4 to almost undetectable values because of the exponential character of ATP diffusion (Equation 1). Without ATP hydrolysis, P2X3 receptor activation triggered spiking (two spikes) in compartment 1, which propagated through the compartments 2, 3 and 4 to reach the TG (Model 1; Figure 2Ca). In the case of strong hydrolysis (degradation coefficient = 0.01 from maximal 1), there was only one spike produced by 1 μM ATP (Model 2; Figure 2Cb). Neuronal activity decreased dramatically when the degradation coefficient was 0.8 (close to the maximal value of 1). In this case, even in compartment 1, the local receptor potential did not reach threshold for spike generation (Model 3; Figure 2Cc).



Comparing the Role of P2X2 vs. P2X3 Receptors and Effect of P2X2/3 Heteromers

Although P2X3 receptors are expressed in approximately 80% of trigeminal neurons (Simonetti et al., 2006), sensory neurons also express slowly desensitizing P2X2 receptors which are implicated in pain signaling (Lewis et al., 1995; Fields and Burnstock, 2006). Thus, we next explored the differential ability of P2X2 and P2X3 receptors to support spiking activity in trigeminal fibers (Figures 3Aa,b). First, given that cells can release more than 1 μM ATP, we tested the role of higher concentrations of ATP limited by hydrolysis (Model 2; Figure 3Ba) in the firing activity triggered by a homogeneous population of P2X3 receptors. Because of slow desensitization (Sokolova et al., 2006), we found that ATP signaling via P2X3 receptor provided just one (10 μM ATP) or two (100 μM ATP) spikes propagating to the TG (Figures 3Bb,c, respectively).

Next, we simulated the role of P2X2 receptors based on a kinetic model with minimal desensitization state, which is a typical feature of this receptor (Skorinkin et al., 2003; Moffatt and Hume, 2007). Unlike P2X3 receptors, this approach (Model 4) yielded much more prolonged receptor activation (Figure 3Ca) and multiple firing in the TG especially in the case of 100 μM ATP (Figures 3Cb,c).

Because the potential co-expression of P2X2 and P2X3 receptors with distinct desensitization rates in trigeminal neurons (Simonetti et al., 2006) and because P2X2 receptor subunits can co-assemble with P2X3 ones to form P2X2/P2X3 heteromers (Fields and Burnstock, 2006), we also explored the effect of such co-assembly (comprising 50% P2X3 and 50% P2X2) on meningeal neuronal firing (Model 5). Figure 3Da indicated that in such a case, despite hydrolysis, 10 μM ATP produced repeated spikes (Figure 3Db), although less intensively than in the case of homogeneous P2X2 receptors (Figure 3Cb). Simulating the release of 100 μM ATP led to strong, prolonged TG spiking (Model 5; Figure 3Dc). Thus, co-expression of P2X2 and P2X3 receptors appeared to be a powerful process to generate sustained nociceptive activity.



Different Role of Nav1.7 and Nav1.8 Sodium Channels

Among the subtypes of sodium channel expressed by nociceptive neurons, the subtypes Nav1.7 and Nav1.8 play a special role in the onset and propagation of spiking activity (Tigerholm et al., 2014; Balbi et al., 2017). Thus, we explored the impact of Nav1.7 and Nav1.8 channels on ATP-induced firing of trigeminal fibers (Figures 4Aa,b). First, we tested the role of Nav1.7 subunit density on fiber activity induced by a single ATP release event (ATP 1 μM) acting on P2X3 receptors in compartment 1 (Model 2; Figure 4Ba). When the Nav1.7 conductance was 0.1 S/cm2, and the P2X3 receptor current depolarized membrane potential to −20 mV, this condition was sufficient to activate sodium channels and trigger limited spiking (Figure 4Ba). When the Nav1.7 conductance was doubled to 0.2 S/cm2, the propagation rate of spikes was slightly increased, yet the number of spikes was unchanged (Figure 4Bb).

Similar tests were performed with Nav1.8 channels (co-expressed with Nav1.7) starting from 0.1 S/cm2 conductance like with Nav1.7 channels. In this case, after a single ATP release event (ATP 1 μM), multiple spiking emerged (Figure 4Ca). In contrast to Nav1.7, firing largely increased when the conductance of Nav1.8 channels was doubled (Figure 4Cb). During these simulations the activity of potassium channels was not changed, implying that changes in certain sodium channels (especially Nav1.8 subtype as indicated in models 7 and 8) were already sufficient to dramatically affect spiking activity of the nerve fiber.



Repetitive ATP Release and Distant Release Sites Along the Nerve Fiber

Because meninges contain an abundance of mast cells along the vessels and the divergent branches of the sensory fibers (Theoharides et al., 2007; Figure 1Ab), we next explored the role of repeated ATP release on the probability of repetitive spike generation in this histological arrangement. First, we simulated two release events delivering ATP to same site of the fiber (Model 9). This model consisted of 120 compartments along the nerve fiber, each compartment equipped with Nav1.7, Nav1.3, potassium DR, and potassium A-type conductances. In order to identify factors that can overcome lingering P2X3 desensitization, we again used signaling only via P2X3 receptors. This approach provided an initial condition with one ATP-driven spike to facilitate detection of other factors leading to multiple firing.

Using model 9, we set the different timing (Δt) of the two ATP release events in a range of 2–8 min and investigated generation and propagation of spikes from the release point to the TG. As expected, the generation of a second spike in the basal model with a simple one-release point simulation was mostly determined by the slow recovery of P2X3 receptors from desensitization. Thus, we did not observe a second spike with two ATP applications separated by less than 4 min Δt interval. Hence, spikes were generated only when the second release occurred 6 min after the first one (Figure 5B). The probability of the second spike firing was nonlinearly dependent on Δt (Figure 5B). Thus, at Δt = 5 min the generation of a second spike had 0.5 probability, whereas at Δt ≥ 6 min the function reached saturation with probability 1 for the second spike generation.

We next focused on the effect of the distance (Δl) between two distinct ATP release points (spatial factor) located along the nerve fiber to evoke a second spike and overcome the long-lasting desensitization of P2X3 receptors (Figure 5A). The minimal starting distance between two release sites was set at 1 mm to minimize the effect of ATP diffusion from the first release site (Figure 5B). Then, we varied the distance (l) and time (t) between two ATP applications (Model 10; Figure 5C). Figure 5Ca indicates that at Δt = 20 ms and Δl = 5 mm, only one spike emerged despite a dual ATP release, whereas at Δt = 40 ms and Δl = 7 mm two spikes appeared in the same fiber upon the second ATP release (Figure 5Cb). Figure 5C shows the relation between Δt and Δl for generation of the second spike after two ATP release events. Thus, for triggering more than one spike, the minimal Δt value was 15 ms with 1 mm Δl distance between two ATP release events (Figure 5C).

In summary, in the present simplified model with the linear morphology of the nerve fiber and only two mast cells as source of ATP, the probability of the second spike generation was nonlinearly dependent on the timing of the second ATP application (Δt) and was linearly dependent on the distance between ATP release events (Δl).



Complex Architecture of Trigeminal Fibers

We further developed our model to include a simple bifurcation of the single nerve fiber since it has been shown significant branching of trigeminal fibers in meninges (Schueler et al., 2014). The morphology of mouse meningeal innervation with the branched nerve fibers is shown in Figure 6A. The schematic presentation of the branched tree is presented in Figure 6B. Model 11 shown in Figure 6B consists of 170 compartments in two branches, each one with a P2X3 receptor and Nav1.8, Nav1.7, Nav1.3, potassium DR and A-type conductances. The bifurcation point was 70 compartments (1.75 cm) away from the TG, and there were two ATP release points 1 cm apart.

First, we found that a single (first) ATP release (Figure 6C, indicated by arrow at simulation time = 50 ms) triggered (after some latency) multiple spiking of the TG branch (eight spikes in the period from 152 up to 485 ms; Figure 6Ca). Second, we tested the impact of a second ATP release (40 ms later than the first one) that also triggered repetitive spiking in the other branch of the nerve (eight spikes, activity lasting from 193 ms to 538 ms; Figure 6Cb). Then, we explored the firing activity of a whole nerve sequentially activated by ATP released from two (first and second) distinct sites. This resulted in stronger spiking (12 spikes, activity lasting from 152 ms to 538 ms; Figure 6Cc) which reached the TG.

Thus, the complex architecture of trigeminal fibers can also contribute to multiple firing.



5-HT Induced Activation of Nerve Fibers

Mast cells containing the principle mediator 5-HT are largely expressed in the meninges (Figure 1Ab). We have previously shown the strong pro-nociceptive action of this monoamine on meningeal afferents via ligand gated 5-HT3 receptors in rats (Kilinc et al., 2017) and mice (Koroleva et al., 2019). In the present study, we applied the kinetic model of 5-HT3 receptors (Corradi et al., 2009) to our model of C-fibers. The model implied mast cells releasing 2 μM 5-HT acting on 5-HT3 receptors and subjected to 5-HT uptake (Figure 7A). For the sake of simplicity, we indicated only two compartments of the trigeminal nerve. Figure 7Ba shows the plot of 5-HT concentration with or without 5-HT uptake (Daws et al., 2005; Wood et al., 2014). Unlike the short time profile of ATP (rapidly degraded by ectoenzymes, gray trace), the concentration of 5-HT after single release from mast cells decayed much slower with or without uptake processes (Figure 7Ba). In addition, 5-HT3 receptor recovery from desensitization was also faster (Figure 7Bb; green) than the one for the ATP-gated P2X3 receptor (Figure 7Bb, gray). Comparison of repeated spiking activity triggered by 5-HT3 receptor activation with or without monoamine reuptake and contribution of Nav1.8 channels is shown in Figures 7Ca, Cb (Model 13 and 14). Spiking activity was, however, more intense with ATP application and Nav1.8 channel activity (Figure 4Cb).
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FIGURE 7. Firing of meningeal afferents induced by 5-HT applications. (A) The multi-compartment model of the nerve fiber with 5-HT3 receptors activated by 5-HT released from mast cells and inactivated through uptake mechanism. (Ba) The red graph is the time profile of the extracellular concentration of 5-HT without uptake (Model 13), whereas the black graph is 5-HT concentration with uptake (Model 14). For the sake of comparison between the two mediators, the gray graph shows the very short profile of ATP concentration (Model 1). (Bb) The green graph shows 5-HT3 receptor recovery from desensitization, whereas the gray graph—the comparative slow desensitization of P2X3 receptor. (Ca) The spiking activity of the nerve fiber activated by 5-HT with Nav1.8 having the conductivity of 0.2 S/cm2 (Model 13). (Cb) The same with 5-HT re-uptake (Model 14). Spiking activity is shown either to the first nerve fiber compartment within the neuroimmune synapse (yellow) or in the TG (black).





Comparison of Model and Electrophysiological Data

To validate our model, we compared simulated firing with experimentally observed action potentials triggered by ATP and 5-HT on mice meningeal afferents (Koroleva et al., 2019). In this study, we measured the firing of the mouse trigeminal nerve activated by application of exogenous ATP. Figure 8Aa shows the effect of 100 μM ATP for the 1st and 5th min of its action in meninges.
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FIGURE 8. Firing of meningeal afferents induced by persistent ATP and 5-HT applications. (A) A cross-section of the model nerve with P2X3 receptors and with a mixture of 50% P2X2 + 50% P2X3 receptors. (Aa) The spiking activity of fibers with persistent ATP application in a biological experiment. (Ab) The same in the model. (B) The cross-section of the model nerve with 5 HT3 receptors. (Ba) The spiking activity of fibers with persistent 5-HT application in a biological experiment. (Bb) The same in the model. (C) The inter-spike intervals (ISI) with persistent ATP application. (D) The inter-spikes intervals with the persistent 5-HT application.



Next, we compared these experimental results with the simulation of neuronal activity induced by 100 μM ATP (Figure 8Ab). Figure 8A (inset, left) shows a cross section of the model nerve with several active nerve fibers: either with P2X3 receptors or with a mixture of P2X2 and P2X3 receptors (Models 5 and 8, respectively). The inactive fibers (shown in gray) represent the absence of P2X receptors. Like the experimental approach, our model revealed an intense and prolonged ATP-induced spiking activity in the nerve fiber.

Comparable results were obtained also with experimental and simulated applications of 5-HT. Figure 8B shows the structure of the model nerve in which fibers express 5-HT3 receptors or lacking such receptors. In this case, as experimental application of 2 μM 5-HT induced a long-lasting activity in meningeal afferents, a similar phenomenon was also observed with simulated application of 2 μM 5-HT (Model 14; Figures 8Ba,b).

Then, we compared the inter-spike intervals (ISI) of experimental and modeling data (Figures 8C,D). In experimental ATP application, ISI were 1,213 ± 499 ms, whereas in the model, the median ISI were 502 ms with 50%/50% mixture of P2X2 and P2X3 receptors, 1,704 ms with 75%/25% mixture and 56 ms with 25%/75% mixture (Figure 8C). Thus, the 75%/25% ratio of P2X3/P2X2 receptors in the model was the closest combination of P2X2 and P2X3 receptors to the experimental data.

With experimental 5-HT application, the ISI of spiking activity was 4,039 ± 1,134 ms, and the closest model data were obtained with 10% activated fibers which had 5-HT3 receptors with conductances ranging from 0.25 to 0.5 S/cm2 and 0.1–0.2 S/cm2 (ISI: 3,041 ms and 6,556 ms, respectively; Figure 8D).

Together, these data indicated a high similarity of our model results with experimental ATP- and 5-HT-induced firing.



Modeling Prolonged and Rhythmic Nerve Activity

Migraine pain has a still unexplained pulsating character perhaps due to mechanical fluctuations of meningeal vessels (Mikhailov et al., 2019; Della Pietra et al., 2020) that might interact with nearby nerve fibers and mast cells (Figures 1Ab, 6A). In order to investigate the potential role of pulsating blood flow as a trigger of meningeal nociception and its relation to ATP- and 5-HT-induced firing, we hypothesized that vasodilation (during migraine attacks) of pulsating meningeal vessels can stimulate release of these two mediators from local mast cells. In addition, we considered that ATP can be released directly from endothelial cells of meningeal vessels (Burnstock, 1981).

Based on the co-assembly of meningeal nerves, mast cells and vessels shown in Figures 1Aa,b and on our experimental data obtained from mice lacking mast cells (Koroleva et al., 2019), we hypothesized (Figure 9A, shown by arrows) that the pulsatile blood flow can release ATP and 5-HT from mast cells adding more ATP released from the endothelium of meningeal vessels. The extracellular ATP (eATP) can act either directly on nerve fibers or indirectly via degranulation of mast cells. These interactions are also shown in the (Supplementary Movie).
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FIGURE 9. Firing of meningeal afferents induced by pulsatile ATP and 5-HT applications. (A) The schematic presentation of pulsating vessels inducing transmitter release from mast cells or endothelium. ATP acts either directly on nerve terminals (via P2X3 receptors) or by 5-HT released from mast cells and 5HT activates its own neuronal 5-HT3 receptors. (B) The cross-section of model nerve with P2X3 receptors and a mixture of 50% P2X2 and 50% P2X3 receptors. (Ba) Spiking activity in nerve fibers with ATP release events following at the frequency of the human heart rate (70 beats per minute). (Bb) The spiking activity of fibers with ATP action at the frequency of the rat heart rate (400 beats per minute). (C) The cross-section of the model nerve with 5-HT3 receptors. (Ca,Cb) Spiking activity of nerve fibers with ATP action at the frequency of the human heart rate (70 beats per minute) and rat heart rate (400 beats per minute), respectively.



The structure of modeled nerves for ATP and 5-HT actions in Figures 9B,C (insets, left) was the same as shown in Figure 8. First, we modeled the neuronal activity in the rat induced by periodic pulsations (assuming an average heart beating rate = 400/min; Figures 9Ba, Ca). Thus, we examined the spiking activity assuming that these pulsations released 1 μM eATP (note arrows in Figure 9Ba) which, in turn, activated nerve fibers. Interestingly, after the initial continuous spiking induced by ATP, the neuronal discharges (indicated by short vertical lines in Figure 9Ba) occurred in short bursts separated by longer silent periods, thus demonstrating a clear periodicity.

Modeling also allows simulating pulse-induced spiking in human afferents. Figure 9Bb for ATP and Figure 9Cb for 5-HT, show that the assuming human pulsating blood flow (presumed to be 70 beats/min) could produce initial persistent firing, which was quickly transformed into periodic bursts of activity with expected lower rate. In this case, we took into consideration not only the lower human-specific heart rate but also the faster (circa two-fold) rate of recovery from desensitization of human P2X3 receptors (Pratt et al., 2005).




DISCUSSION

The main result of the current study is a novel model of meningeal nociception based on the concept of a neuro-immune synapse composed by trigeminal nerve fibers and local mast cells, which may release two mediators, ATP and 5-HT. These two endogenous substances were taken here as chemical triggers of nociception based on their powerful and prolonged stimulatory effect on meningeal afferents experimentally demonstrated with direct recordings of spikes from trigeminal nerve fibers in rats and mice (Yegutkin et al., 2016; Kilinc et al., 2017; Koroleva et al., 2019).


Role of ATP Receptor Subtypes

To model purinergic (eATP-driven) signaling within the neuro-immune synapse, we first simulated the kinetic properties of eATP-gated P2X2 and P2X3 receptors, which are the major ATP sensitive receptor subtypes in sensory neurons generating pain signals (Burnstock, 2006; Simonetti et al., 2006).

Because of the fast onset of desensitization and slow recovery properties (Sokolova et al., 2006), P2X3 receptors activated by a single pulse of eATP (even without any ATP hydrolysis) evoked only limited activity in meningeal trigeminal nerve fibers (Model 1; Figure 2Ca). Assuming moderate ATP hydrolysis to mimic short ATP lifetime in meninges (Yegutkin et al., 2016), repetitive firing of trigeminal fibers was transformed just into a single ATP-driven spike (Model 2; Figure 2Cb). Robust ATP hydrolysis left only a small receptor potential unable to trigger nociceptive spikes (Model 3; Figure 2Cc).

One crucial factor for the intensity and persistence of firing was the ATP receptor subtype. Unlike P2X3 receptors widely (up to 80%) expressed in the rodent trigeminal neurons (Simonetti et al., 2006), P2X2 receptors are less frequently expressed by sensory neurons, yet they show little desensitization despite relatively fast activation properties (North, 2004). Thus, the current simulations assuming a single release point indicate that the slow desensitization kinetics of P2X2 receptors could ensure high probability of repetitive firing (Model 4; Figure 3C).

The relative prevalence of P2X2 and P2X3 receptor subtypes is species and sensory neuron dependent (Simonetti et al., 2006; Viatchenko-Karpinski et al., 2016; Ishchenko et al., 2017). In the human DRG, there is a predominance of the P2X3 subtype (Serrano et al., 2012), whereas in rodents, the P2X2 subtype is significantly present in trigeminal neurons (Simonetti et al., 2006). It should be noted that P2X2 and P2X3 subunits can heteromerize to form P2X2/3 heterotrimers (Burnstock, 2000). It has been proposed that P2X3 homomers are responsible for acute pain, whereas P2X2/3 heterotrimers are involved in chronic pain (Jarvis, 2003). Consistent with this view, our simulations indicated that the co-expression of P2X2/P2X3 receptors supported prolonged firing of fibers activated by eATP (Model 5; Figure 3D). Interestingly, unlike homomeric P2X3 or P2X2 receptors, in the case of heteromers, we observed strong increase in neuronal firing after raising the concentration of ATP from 10 μM to 100 μM (Model 5; Figures 3Db,c). Thus, co-expression of P2X2 and P2X3 subunits enabled robust firing sensitive to ATP concentration.

The issue of relative contribution of parallel co-expression in the same neurons of homomeric P2X3 and homomeric P2X2 or the co-assembly of P2X2 and P2X3 subunits in the P2X2/3 heteromers is not fully solved in experimental setting. However, the nociceptive action of the P2X3 agonist α,β-meATP in rat meninges was comparable with the action of ATP (Yegutkin et al., 2016), suggesting that the essential fraction of ionotropic ATP receptors in nerve terminals is presented by P2X2/3 heteromers. This issue might have a significant impact for suitability of P2X3 and P2X2/3 inhibitors for treatment of migraine pain. For instance, potent P2X3 and P2X2/3 inhibitors are already under the advanced stage of clinical trials for the treatment of chronic coup (Richards et al., 2019). On the other hand, highly potent P2X3 inhibitors such as various peptide toxins have been reported (Lalo et al., 2001; Grishin et al., 2010). Even emerging migraine treatments such as cannabinoids (Leimuranta et al., 2018) directly inhibited P2X2 and P2X2/3 receptors in sensory neurons (Krishtal et al., 2006) which can provide a dual anti-nociceptive effect. As ATP in living tissues is quickly degrades to ADP, it is also interesting to consider potential action of ADP via P2Y receptors, which might be the additional factor shaping the purinergic nociception in meninges. ADP sensitive excitatory receptors are expressed both in trigeminal neurons and in glial cells (Villa et al., 2010). In contrast, the inhibitory action of ADP on P2X3 receptors has been shown in isolated DRG neurons (Gerevich et al., 2007). However, our experimental study (Yegutkin et al., 2016) did not show significant changes in the nociceptive firing of meningeal afferents after application of ADP suggesting that this type of modulation preferential takes places at the level of neuronal somata in the trigeminal ganglia or DRG. We cannot exclude also the region-specific differences in the relative contribution of P2Y vs. P2X receptors in analogy to the condition detected in the colon where the role of ADP sensitive P2Y receptors is dominating (Hockley et al., 2016).

According to the purinergic hypothesis of migraine (Burnstock, 1981), the powerful algogen eATP is one of key mediators of this disease. In accordance with this notion, we have recently found that, when applied to mouse meninges, 100 μM ATP causes very strong firing (~25-fold increase) of primary afferents (Koroleva et al., 2019). Our modeling of purinergic mechanisms at the meningeal neuro-immune synapse was facilitated by the known kinetics of P2X3 and P2X2 receptors (Skorinkin et al., 2003; Sokolova et al., 2006). The availability of these input model parameters allowed exploring various factors determining the pattern of nociceptive fiber activity when mast cells were assumed as the source of ATP release. Nonetheless, one should bear in mind that, apart from mast cells, meninges are enriched with other immune cells (McIlvried et al., 2017). Thus, in the natural environment of these tissues, there could be multiple ATP releasing cell types possibly contributing in concert to neuro-immune interactions.



Nociceptive Signaling in Meningeal Afferents via 5-HT

Along with eATP, we simulated the action of 5-HT, which is a classical mediator released from mast cells. Recently we showed that 5-HT has a powerful pro-nociceptive action on rat and mouse meningeal afferents mainly via ligand-gated 5-HT3 receptors (Kilinc et al., 2017; Koroleva et al., 2019). The selection of 5-HT among other candidate transmitters was further supported by our experimental finding that histamine, also the known as the mast cell mediator, has only little if any excitatory action on nerve terminals (Kilinc et al., 2017). Unlike ATP, the lifespan of extracellular 5-HT in the meninges is expected to be much longer due to relatively slow reuptake (Daws et al., 2005; Wood et al., 2014). Furthermore, 5-HT3 receptors recover from desensitization much more rapidly than P2X3 receptors (Figure 7Bb), rendering 5-HT potentially effective to trigger nociception in meninges. Nevertheless, ATP P2X3 receptors possess higher affinity (EC50 1 μM; Sokolova et al., 2006) and widespread expression in the majority of trigeminal neurons (Simonetti et al., 2006). Interestingly, at other non-traditional “synapses,” such as taste buds, release of ATP and 5-HT also activates nearby nerve terminals via P2X2/3 and 5-HT3 receptors (Larson et al., 2015), indicating that these two transmitters and their receptors may operate in a broader context than the proposed meningeal neuro-immune synapse. It is suggested that the functional outcome of dual activation via P2X and 5-HT3 receptors of afferents can multiply the total firing in meningeal nociception as a putative signal of migraine pain. The leading role in such scenario, most likely, belongs to ATP, which, apart from the direct excitation of terminals via P2X receptors, can degranulate meningeal mast cells to release serotonin, acting via excitatory 5-HT3 receptors (Koroleva et al., 2019).

This novel dual purinergic/serotonergic signaling reveals a new translational aspect of the present study, suggesting pharmacological interventions based on a combination of P2X3 and 5-HT3 antagonism.



Role of Sodium Channels

For effective traffic of nociceptive signals to higher pain centers, sensory neurons must be equipped with a palette of sodium channels, which determine the fidelity and precision of neuronal sensory coding (Zhao et al., 2016). Several subtypes of sodium channel, including Nav1.7, Nav1.8 and Nav1.9 isoforms, are expressed in the peripheral nervous system (Israel et al., 2019). Both the Nav1.7 and Nav1.8 subtypes found in nociceptive neurons can generate depolarizing slow currents with the characteristics to interact with the receptor potential evoked by ATP and 5-HT. In particular, human Nav1.8 channels display slower inactivation kinetics and produce large persistent currents than those observed in other species (Han et al., 2015). In the present model we used the same set of sodium channel data reported by Mandge and Manchanda (2018), and we observed that slow inactivation of Nav1.8 channels is one important determinant of the long-lasting pattern of spiking. Thus, unlike Nav1.7 channels, simulation with high density of Nav1.8 expression largely increased firing activated by ATP via P2X3 receptors (Figure 4). Thus, Nav1.8 channels could supply an additional mechanism to amplify the initial activation of nerve fibers by P2X3 receptors.



Modeling Multiple Activation Sites

Our modeling with a simple linear structure of the nerve fiber indicated that non-desensitizing P2X2 receptors and Nav1.8 channels could efficiently promote persistent firing after P2X3 receptor activation. We further explored other factors to transform the brief firing evoked by P2X3 receptors into a repetitive discharge. Emphasis on P2X3 receptors as initial condition was based on their wide expression by trigeminal sensory neurons (Simonetti et al., 2006), lack of inflammatory pain in mice genetically ablated for this receptor (Cockayne et al., 2000) and by poor expression of P2X2 subunits by human nociceptive neurons (Serrano et al., 2012).

To this end, we sought to improve our model by approximating its structure to the branching of the nerve fibers recently documented by functional and morphological data in dural afferents (Schueler et al., 2014). One unexpected result was that P2X3 receptors alone were sufficient for repetitive firing when ATP was supposed to act on distinct branches of the trigeminal nerve (Model 12). In Model 12, we also quantified the spatial and temporal requirements, which determined the appearance of the second spike. Thus, our study showed that fiber branching could play a major role to generate repeated firing despite the intrinsic desensitization properties of the P2X3 receptor. Simulations indicated that this phenomenon could occur when ATP was applied to distinct branches with at least 40 ms interval. It seems likely that, in the naturally more complex structure of meningeal nerves and multiple release sites, repeated firing of trigeminal fibers equipped solely with P2X3 receptors might be even stronger as desensitization of P2X3 receptor represents a local phenomenon maintaining distant sites of the axonal tree sensitive to ATP.

Focusing on the factors promoting repetitive firing we also should consider factors which potentially can prevent it. Thus, the use-dependent inhibition of P2X3 receptor by low nanomolar concentrations of ATP known as HAD (Sokolova et al., 2006; Khmyz et al., 2008) can reduce the operations of ATP via P2X3 (but not via P2X2) receptors. In our model we confirmed this possibility showing that HAD can reduce but not abolish the activity of homomeric P2X3 receptors. However, HAD was described in isolated neurons and was not previously tested in ex vivo preparations like our model of meningeal nociception and it is unknown whether it takes place in vivo. Thus, the (patho)physiological significance of HAD remains unclear and its efficiency in vivo could be reduced or neutralized by activity of ATP degrading NTPDases expressed in meningeal afferents.

Thus, the present study suggests how, despite their strong desensitization, P2X3 receptors can contribute to nociceptive pain signaling especially when supported by co-expression of P2X2 receptors, Nav1.8 sodium channels, co-release of 5-HT and branching of nerve fibers.

These data are schematically summarized in Figure 10, where the efficiency of repetitive firing via only P2X3 vs. co-assembly of P2X3 with P2X2 (Figure 10A), effect of Nav1.8 for P2X2/3 (Figure 10B) and for 5-HT3 receptors (Figure 10C) are indicated. Figure 10D showed the amplifying firing effect of neuronal branching along with other factors.


[image: image]

FIGURE 10. Schematic presentation of factors determining repetitive activation of meningeal afferents. (A) P2X3 receptors activation produces one spike whereas activation of P2X2/3 heteromers triggers prolonged activity. (B) The co-expression of P2X2/3 or (C) 5HT-3 receptors with Nav1.8 channels enhances prolonged spiking activity. (D) Nerve branching further increases the duration of spiking activity which signals pain to higher brain centers.



These novel results provide the clue to solve the paradox how strong P2X3 desensitization is consistent with in vivo evidence on the role of P2X3 in pain behavior (Cockayne et al., 2000; North, 2004).



Potential Pathophysiological Implications in Migraine

Our modeling approach together with previously published data provides a functional scenario to account how, during migraine attacks, ATP and 5-HT can persistently excite meningeal afferents. We assumed here the ATP and 5-HT co-release by meningeal immune cells (exemplified as mast cells). Mast cells react to mechanical stimuli (Zhang et al., 2012; Komiyama et al., 2014), which can serve as a signal to release the content of their secretory granules including ATP (Wang et al., 2013) to activate neighboring nerve fibers (Wang et al., 2015). Interestingly, cortical spreading depression (which underlies migraine aura, Charles, 2018), also degranulates mast cells and opens pannexin channels as the pathway for ATP release (Karatas et al., 2013). Further studies are necessary to identify all the endogenous triggers for 5-HT and ATP release during a migraine attack, also taking into account the blood flow-dependent endothelial release of ATP (Wang et al., 2016) due to shear stress or blood vessel pulsations (John and Barakat, 2001).

As migraine pain is not only long-lasting but also pulsating (throbbing), one aim of this project was to elucidate the factors which provide such migraine-typical activation of trigeminal fibers. Hence, to simulate the pulsating character of migraine pain, which is one of the main features of migraine [The International Classification of Headache Disorders 3rd edition (ICHD-3)], we compared the effect of experimental application of ATP or 5-HT to meningeal nerve fibers with similar modeling tests. Then, based on Models 5 and 8, which provided the best match with the experimental approach, we reconstructed pulsatile release of the two mediators ATP and 5-HT to monitor the spiking activity of nerve fibers.

Furthermore, we simulated the effect of rhythmic pulse-induced release of ATP and of 5-HT not only in rodents but in human nerves. In all cases after initial continuous activity, there were short very regular bursts of nociceptive activity, specific for each species. Notably, such a type of activity with high frequency of spikes within the burst should increase the probability of temporal summation and the windup phenomenon to transmit peripheral signals to the second order nociceptive neurons located in the brainstem (Zakharov et al., 2016). Although release of chemical mediators by pulsating blood vessels cannot per se be the primary process for migraine pain, it is feasible to assume that after the initial stimulation of ATP (and 5-HT) release by certain triggers (whose identity needs further study), pulsatile release might support long-lasting firing. Within this framework, the present basic model of meningeal nociception does not consider the early process of neuronal sensitization. Thus, it has been shown that the main migraine mediator, the neuropeptide CGRP largely increases the activity of P2X3 receptors and reduces their desensitization (Fabbretti et al., 2006; Giniatullin and Nistri, 2013). Notably, mechanical activation of peptidergic nerve fibers containing CGRP can perhaps be achieved through mechanosensitive piezo channels (Mikhailov et al., 2019; Della Pietra et al., 2020; and see Supplementary Movie). This effect plus other sensitization mechanisms should enhance the role of ATP in nociceptive firing of meningeal afferents and supply the trigger for resilient firing. In fact, mast cells, apart from 5-HT, release other active substances such as NGF and histamine (Bonini et al., 2003; Borriello et al., 2017). Although histamine may preferentially act on dural vessels (Kilinc et al., 2017), NGF can directly target trigeminal neurons to enhance their responses to ATP via P2X3 receptors (D’Arco et al., 2007). Furthermore, for implementation of multiple migraine-related signaling pathways, the model should include G-protein coupled receptors (GPCR), including those for migraine-specific drugs such as triptans and neurotrophins.

In summary, the idea of the meningeal neuro-immune synapse (Giniatullin et al., 2019; Koroleva et al., 2019; Koyuncu Irmak et al., 2019) is supported by the present model, which improves our understanding of the processes underlying peripheral mechanisms generating migraine pain within the concept of trigeminovascular dysfunction (Messlinger, 2009; Edvinsson et al., 2012; Dodick, 2018). The current model can, therefore, serve as a novel tool for further testing the mechanisms of meningeal trigeminal nociception in silico.
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treatment condition, t-test. Significant results (p < 0.05) and near significant results (p < 0.1) are shown.
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Ratio DZP/V is fold change in DZP animals’ peptide SC relative to control vehicle treated animals. NF-DZF, not found in DZP samples. N = 3 animals per treatment
condition, t-test. Significant results (p < 0.05) and near significant results (p < 0.1) are shown.
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Proteins found to have enhanced association with y2-GABAsRs during Scaffold
analysis were searched in the GO Ontology database for biological process
pathway enrichments. PANTHER Overrepresentation test and Fisher’s Exact test
with Bonferroni correction for multiple testing was used to determine significance.
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Animal Stimulus Behavior LFP # Unit analysis # Sessions

analysis analysis (ACC +51) per rat
naive rats #1-6 None Yes n/a n/a 1
naive rats #6-10 blue laser Yes wa a 1
naive rat #11 blue laser Yes Yes 0+0 2
naive rat #12 blue laser Yes Yes 0+0 2
naive rat #13 blue laser Yes Yes 0+0 3
naive rat #14 blue laser Yes Yes 3345 2
naive rat #15 blue laser Yes Yes 48436 3
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Disease group Disease modelled Genetic/ iPSC-derived cells Reprogramming method  Reference

chromosomal
abnormality
Lysosomal storage Jansky-Bielschowsky CLN5 CLNS neurons Sendai-virus transduction Uusi-Rawva et al., 2017
disorders. disease
Batten disease CLN3, TPP1 CLNS neurons Retrovirus transduction Lojewski et al., 2014
Pompe disease GAA Pompe neurons Retrovirus transduction Higuchi et al., 2014
Niemann-Pick type C1 NPCT NPC1 neurons, astrocytes  Retrovirus transduction, Trilck et al., 2013
lentivirus transduction Efthymiou et al., 2015
Metabolic disorders  Lesch-Nyhan syndrome HPRT Neurons Retrovirus transduction Mastrangelo et al., 2012
Gaucher's disease GBAT Dopaminergic neurons, Lentivirus transduction Panicker et al., 2012
neurons Tiscornia et al., 2013
Awad et al., 2015
Sun et al., 2015
Metachromatic ARSA Neural stem cells, astrogial  Retrovirus transduction Doerr et al., 2015
leukodystrophy progeritor cells
Xclinked ABCD1 Neurons, astrocytes, Retrovirus transduction, Jang etal., 2011
Adrenoleukodystrophy oligodendrocytes lentivirus transduction Baarine et al., 2015
Neurodegenerative  Parkinson's disease (PD),  LRRK2, Midbrain dopaminergic Cre-recombinase excisable  Soldner et al., 2009
disorders idiopathic PD ? neurons viruses, retrovirus Nguyen et al., 2011
transduction Sanchez-Danes et al., 2012
Fernandez-Santiago et al.,
2015
Amyotrophic lateral TDP-43, Spinal motor neurons, Retrovirus transduction, Biican et al., 2012
sclerosis (ALS) sop1 astrocytes TALEN transfection, Egawa et al., 2012
sendai-virus transduction,  Serio et al., 2013
episomal transfection Yang et al., 2013
Bhinge et al., 2017
Neurodevelopmental  Rett syndrome TRPC, Neural progenitor cells, Retrovirus transduction Muotr et al., 2010
disorders MECP2 glutamatergic neurons, Marchetto et al., 2010
astrocytes Ananiev et al., 2011
Kim etal., 2011
Wiliams et al., 2014
Dijuric et al., 2015
Griesi-Oliveira et al., 2015
Tang et al., 2016
Atypical Rett syndrome CDKL5 Glutamatergic neurons, Lentivirus transduction, Amenduni et al., 2011
GABAergic neurons retrovirus transduction Ricciardi et al., 2012
Timothy syndrome CACNAIC Neural progenitor cells, Retrovirus transduction Pasca et al., 2011
cortical glutamatergic Tian et al., 2014
neurons.
Down Syndrome Trisomy 21 Cortical glutamatergic Lentivirus transduction Shietal, 2012a
neurons
Familial dysautonomia IKBKAP Neural crest precursors Lentivirus transduction Lee etal., 2009, 2012
Fragile X Syndrome FMR1 Neural progenitor cells, Retrovirus transduction, Urbach et al., 2010
forebrain neurons, glial cells  episomal transfection Doers et al., 2014
Park et al., 2015
Halevy et al., 2015
Cockayne syndrome ERCC6 Neural progenitor cells Sendai-virus transduction  Vessoni et al., 2016
Angelman/Prader-Will UBESA Neurons, astrocytes Retrovirus transduction Chamberlain et al., 2010
syndromes
Phelan-McDermid 22g13 deletion  Forebrain neurons Retrovirus transduction Sheheglovitov et al., 2013
syndrome
Neuropsychiatric Frontotemporal dementia  CHMP2B, Forebrain cortical neurons  Retrovirus transduction, Almeida et al., 2013
diseases (FTD) C9ORF72 episomal transfection Zhang et al., 2017
Epilepsy Dravet syndrome SCN1A Dopaminergic, GABAergic,  Retrovirus transduction Higurashi et al., 2013
glutamatergic neurons, Jiao et al., 2013
forebrain interneurons, glial Liu etal., 2013, 2016
cells
Early infantile epileptic STXBP1 GABAergic, glutamatergic  Episomal transfection Yamashita et al., 2016
encephalopathy neurons
Neuromuscular Spinal muscular atrophy M7 Forebrain, sensory, motor  Lentivirus transduction, Ebert et al., 2009
disorders (smA) neurons, astrocytes retrovirus transduction, Chang et al., 2011
episomal transfection Sareen et al., 2012
Corti et al., 2012
McGivern et al., 2013
Schwab and Ebert, 2014
Yoshida et al., 2015
Boza-Moran et al., 2015
Ng et al., 2015
Nizzardo et al., 2015
Liu etal. 2015
Fuller et al., 2015
Xuetal., 2016
Patitucci and Ebert, 2016
Movement disorders ~ Huntington's disease HIT Medium spiny neurons Lentivirus transduction The Hd iPsc Consortium, 2012
Hereditary spastic SPG3A, SPG4,  Cortical neural progenitor  Lentivirus transduction, Denton et al., 2014
paraplegia SPG11,ATLI,  cells, forebrain, episomal transfection, Havlicek et al., 2014
SPAST glutamatergic neurons retrovirus transduction Zhuetal,, 2014
Mishra et al., 2016
Ataxia telangiectasia ATM Neural progenitor cells, Lentivirus transduction Nayler et al., 2012
GABAergic neurons Carlessi et al., 2014
Friedrich's ataxia PN Neural progenitor cells, Retrovirus transduction, Liuetal., 2011
neural crest cells, peripheral  lentivirus transduction, Eigentler et al., 2013
sensory neurons, glial cells  transposon transfection Hick et al., 2013
Bird et al., 2014

Neural cells characteristic of the CNS have been generated by directed differentiation of pluripotent stem cell derived lines, to recapitulate specific cell types or
disease condition.
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Antigen

100
Glutamate synthetase

Metabotropic glutamate recsptor 213 (MGIUR/3)
ATP-sensitive potassium channel 1.4 (Kir 1.4)
Excitatory amino acid transporter 1 (EAAT1)
Connexin 43

Voltage-gated sodium channel 1.7 (Nay1.7)
Glial-derived neurotrophic factor (GONF)

Host, supplier References
Mouse; Santa Cruz Koeppen et al.

Mouse; Santa Cruz Koeppen etal,
Rabbit; Nows Koeppen et al,
Rabbit; Alomone. Koeppen et al,
Goat; Santa Cruz Koeppen et al,
Mouse; Abcam Koeppenetal,
Rabbi; Alomone. Lietal, 2018

Not specified; Santa Cruz Baretal, 1998

2016
2016
2016
2016
2016
2016

Specificity control

Preabsorption
Preabsorption
Preabsorption
Preabsorption
Vaidated via MIDAS
Vaidated via MIDAS
Preabsorption
Preabsorption

Number

12 (gender unspecified)
12 (gender unspecified)

12 (gender unspecified)

12 (gender unspecified)

12 (gender unspecified)

12 (gender unspecified)
6DRG, 3 donors (2 mand 1)
5DRG, 5 donors (gender unspecified)

Source

Autopsy
Autopsy
Autopsy
Autopsy
Autopsy
Autopsy
Spinal surgery
Autopsy

‘Specilicity control: Accepted as evidence supporting the specificity of the primary antiserum/antibody were preabsorption with the corresponding antigen and Westem blot showing the complete blot with a single.
band at the correct molecular weight. Evidence considered not specific for immunoreactivity in human DRG included absence of immunoreactiviy in antigen-deficient (knock-out) cells o positive staining in target

tissues in animals.
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Dorsal root ganglia (mm®)

References Method
West et al, 2012 MRI
Godel et al, 2016 MRI
Godel et al., 2017 MRI
Godel et al, 2018 MRI

Dorsal root ganglia, length/width (mm)

References Method
Hasegawa et al, 1996 MRI

Shen et al, 2006 MRI

Ebraheim and Lu, 1998 Dissection
Siav et al, 2016 Dissection
Reinhold etal, 2015 MRIT1.5/T3
Reinhold et al, 2015 MRIT1.5T3
Siverstein et al, 2015 MRl and dissect.

Dorsal root ganglia height (mm)
References Method
Hasegawa et al., 1996 MRI

Dorsal root gan;

diameter (mm)

References Mothod
Zhao et al, 2018 apcr
Koeppen etal, 2017  Dissection
Dorsal root ganglia area (mm?)
References Mothod
Beom et al., 2018 MRI

male; f, female.

Cervical Thoracic.
Participants (n) cr cs T
19(14mand 59 1824162 1774275 1444308
46 (24m and 221)
13(13m)
26(13mand 131)
Lumbar

Participants (n) u 2 L3
20(20m) 43£08 5712 7413

37407 46407 5707

115(4mand 610 4354089 585111 720+136
338077 451£088 537096

20@mand 119

16 (gender unspecifed) 539 583 724
436 456 499
20(10mand 101) 7 73 79
48 49 52
20(10mand 101) 66 74 8
a5 51 54
16(10m and 69 Nodata  Nodata  Nodata
82407 4304 49£03
Lumbar
Participants (n) u L2 3
20(20m) 43£09 5612 78x14
Lumbar
Participants (n) Laleft  Laright  Lsleft
23(15mand81) 58408 55404 5704
12
Lumbar sacral
Participants (n) Ls st
10@8mand2 1 666137 795%143

149.26 + 45.41
1241 £517

L4

8111
6207

864149

583094

7.97
522
79
a8
78
51

No data

61£04

8209

LS right

6105

Lumbar sacral
La s st s2
182,58+ 65.78 289.47 £ 74.96 260.9070.58 16342+ 57.49
15804507 22524616 2803£728 1347£575

sacral
s s1 s2 s3
9414 12417
5907 6204
1158+ 225
6404091
128418 101415 80%1.4
6313 51£09 4108
10.83
582
8 89
48 54
79 81
5 53
No data
6505
s
Cervical
c2
46-4.97

5116
2909





OPS/images/fncel-13-00316/cross.jpg
3,

i





OPS/images/cover.jpg
CELLULAR NEUROPHYSIOLOGY
EDITORS' PICK 2021

EDITED BY: Enrico Cherubini and Arianna Maffei
PUBLISHED IN: Frontiers in Cellular Neuroscience.

4‘%\
a7

P trontiers Research Topics





OPS/images/fncel-13-00358/fncel-13-00358-g007.gif
A Qqp for activation

= e

%\E,EQEQ -
= =y

E‘L'L—;zj;
ZEE:
%‘E'Eﬁsq

1
£

1l

0

|

i






OPS/images/fncel-13-00358/fncel-13-00358-g006.gif
[l i I e






OPS/images/fncel-13-00358/fncel-13-00358-g005.gif
éé%%é ]

FEEE

DT IER
2

;gégﬁéﬁé‘%c—u--

FETET I ITI

LT I






OPS/images/fncel-13-00358/fncel-13-00358-g004.gif





OPS/images/fncel-13-00358/fncel-13-00358-g003.gif
A Temperature: 25°C o,

el






OPS/images/fncel-13-00358/fncel-13-00358-g002.gif





OPS/images/fncel-13-00358/fncel-13-00358-g001.gif





OPS/images/fncel-13-00358/crossmark.jpg
©

2

i

|





OPS/images/fncel-13-00374/fncel-13-00374-g005.jpg
A B — [ Control

Control - O GYS1Camk2a-KO
100 -
1004 . = . ]
i S :
. 80 g :
g : o0 W
GYSs1Camk2a-KO g 60 4 E ‘
o 5] i
o [0} H
i Q. i
£ 40 n
[$3
[0}
Q.
+ @ 20
0.5mV 0, | : a . ;
1s 0 20 40 60 80 100
c N Frequency (Hz)
Control D E
I Control
[ 1GYs1 Camk2a-KO
80 - 400
i ‘ 66.7%
< 60 % 300
8 s
Camk2a-KO N 43.2% ®
GvstramEs 1 8 40+ 3 200
1 mV:| e @
5s 3 o
m o £ 20 - & 100 -






OPS/images/fncel-13-00374/fncel-13-00374-g004.jpg
A
1. Conditioning test (day 1)

CS (80dB, 7.5 Khz tone) |—| |_| |_|

US (0.4 mA foot shock)

60 s
2. Context test (day 3) c B Control
no CS/no US
[ 1GYs1 Camk2a-KO
200
3. Cued test (day 4) 180 T
&8 | 160 T
o 140
B 2 120
100 -
£
o 80
o
Electrified grid L 60
¥

) V=Y -

Context A Context B Context test Cued test






OPS/images/fncel-13-00374/fncel-13-00374-g003.jpg
bulb
ligth

(/IN]

Al

I Control
:l GYS1 Camk2a-KO

feeder

C D
10 - * 100 ~
! oy
9 - > 90
©
8 - % 80 -
o
57— L §7o—
© 6 @ 60 -
L 2
;5— 3 50
2 44 §40—
& . 2 57 -
o
2 3
=
>
Z

Program

Ratio (1:1)

Time

Light/dark

Time

Ligth/dark coefficient

0.3
0.2
0.1

* %

*

o1- @ ----""-

0.1
024
-0.31
-0.4-
-0.5-

@ Control

OGYS1 Camk2a-KO

-0.6-

4 5 6 7 8
Sessions (days)





OPS/images/fncel-13-00374/fncel-13-00374-g002.jpg
T
-15 -5

5 30 60 0 30 0 30 0 30 0 30
Day 1 Day 2 Day 3 Day 4 Day 5

Time (minutes)

ReC-<].T| 1.29 e Control
Ground " st » 1.0- °KO
CA1 \ | >
\ é 0.8 -
' S
o 0.6-
(7))
& 0.4-
o
0.2+
0.0 - = | I |
0 0.1 0.2 0.3 04
Intensity (mA)
_. 350~ e Control
S P
© 300 -
& St1 St2
— 250-
% 50 Y X
(?)/ 200 -
© 150 - N
O
(7)) -
(0,3 100 0.5 mVJ
& 50 m 1 1 1 10 ms
4= 0- 10 100 200 500
Inter-stimulus interval (ms)
D ® Control OKO
St.
= 450 - i*ii*****
= 400 - |
§ 350 - HFS:
g 300 A : % % %k % %
s 250 - : I ‘ ”I
\0 1
2 200 - . I I | I
8 '
S 150 - . IIIIIIIIIII 66674]
D"_’ 100 - 8:0,0 ...... : ................................................. Q'Q'Q*Q—Q’Q ..... W ..... m
& 50 - o
L Baseline 1 2 3 4 5
0 - L ' L L L L L
0





OPS/images/fncel-13-00374/fncel-13-00374-g001.jpg
GYS1 (qPCR)

Il Control
ns

0.06- I_l D GYS1 Camk2a-KO

*

I_I

Arbitrary Units
o
o
2

0.024

0.00-

Cortex Hippocampus Cerebellum

Cortex Hippocampus Cerebellum
Control KO Control KO Control KO

GYS! RN s Eeen
Camioa

GYS1 (Western blot)

Il Control

* | D GYS1 Camk2a-KO

i

Cortex Hlppocampus Cerebellum

Arbitrary Units
a






OPS/images/fncel-13-00374/cross.jpg
3,

i





OPS/images/fncel-13-00316/fncel-13-00316-g006.jpg
W AAYAYYARA

A AT 6 AC C GG C T TTG C (&

R239 S100B/GFAP/DAPI

A T c c G C A C G C A G

w)

:I(mo-
S 801 =
§ 601
% 40
& ol
% 20
O
X
05
T G H
WILRTSO/R2590 WT/R79C/R239C
Ast Ast-mitodsred
y@\ﬁ @\
=
_ CD38 MIRO1 MIRO2
31.5- 1.5 1.57
g o
‘% 1.0 ** 1.0 1.0 t
g *k%k © >
‘5- o,
%0.51 1| 0.5 0.5
2
® 0.0+ 00—+ 00"+ 5
¥l O O O
e e e
O
O O
%) Oy
S &

MIRO1’--—‘

e SRR

ACTIN ‘ LA 4 4 ‘

R239C

4
>

4

I J
WT/R79C/R239C WT/R79C/R239C WT/R79C/R239C
Ast-GFP Ast-mitodsred Ast-GFP
= —
p— =
= =

Transfer efficiency (%)

SK-mitodsred neuron-GFP neuron-mitodsred
" 121 1.5 .
61 S8 [ & ™ 510
O (8}
4- = 'S
D 4- 20.51
21 Q£ Q
2 2
0- IC—'E 0- & G EO'O- & O
& O L O O
Cge) DA O NP
SEL &P &P
L
CD38 MIRO1 MIRO2
400 2000, 1000+
=
300 1500{ _~ 800
600 -
E 200- 1000
= 400
100+ 5001 2001
g - % &
FF PSP
(Jones, et al., 2018)
N
CD38 MIRO1 MIRO2
1.57 54
2> o
'a o, o o
§1.07p=e o wF 1.0qpees [ 1.0-
£ °
(0]
EO.5H ﬂ ﬂ 0.5-H 0.5H ﬂ H
®©
[0]
D:OG ——— 0.0—————— 0.0"——"—
T o OO T A LOL T KL OO
S E S





OPS/images/fncel-13-00316/fncel-13-00316-g005.jpg
A HA-GFP + HA-mitoBFP B HA-GFP + SK-mitoBFP  C Ast-GFP + hN-mitoBFP
T _GFP'BFP* 7

GFP*BFP* .

1507 ***

RN
(€]
o

T
*
*
*
-
(€]
o

1004 0

=
o
Q
-
o
<

50- GFP

o
Q
o
2

o

Relative TMRE signal (%)
Relative TMRE signal (%)

unoo
uno)
8;%‘ ]
<, |

o, Relative TMRE signal (%)

2,
2

%
N
N
Q

( & ? 0
102 10° _10¢ 10° 10° 107
TMRE

TMRE

D HA-GFP + HA-mitodsred

®
o/






OPS/images/fncel-13-00316/fncel-13-00316-g004.jpg
A ZoMIe : 2 P Iq
l° |_ZOdINusS o& xo oEE Ll ZOYINUS Q,
* Z_ LOdINUS %o % $$fs Iz LOMINUS s L =7 2
L~ LOdINYS %, R — T ¥ TIE %,
ok 8|qwelsos Ko e Fa|quielos e KS)
® © <+ & O o © <« N o © ¥ N o © © ¥ N O
(%) Aousioiye Jeysuel (%) Aouaioiys Jajsuel | (%) Aouaios Jajsuel | (%) Aouaiois Jajsuel |
o I 4 &N\ o
n»o/v \n/vo%
A
\/Onwv A.VOAV\VQ% - - -
ovO \%wx SN \\V
>y, 7 . %0, %, - — - Y
£, \@ c 7 Aws ® OAW\
O %, (@) N\ V7 7,
4N P . 2 7 \ww\ - 2
N Zn O, % #
S 7
\@««Nve ] 0 | o@.,o«oe 1D \®
- 4 .
3 1L o S °
- Nz S5 o Z O O £ 5 o Z
2 E 5 g g5 2§ e g £
%) S S < o = = < y = = < o S = <
* —
X opR° S
O F e Soe O Qy, SR S LY
& g X % %
S — A 1o )3/ TV E-— e x fr
D 1 — 0 Y| IR %, S Y,
§ le|quelos \«\O M-\«O\w
s o ) = o o o o o 0 o 75 o
I s . ™
_ NlNOw__S_r_w onO ) ,.L_M.%O
O ..H* I ¢OdINY @\\ X « <,
x ¥ €12 LOYINUS % Si o =ECI 2N4
= x4t LOYINUS _ a@% % av\w
§ a|qwe.os 2y it %
© o 0 © © © o o o ® © < N O
- - o < ® N - - - ()
|[9A9] uoissalidxa anney [oA3] uoissaldxa aAley [9A9] uoissaldxa anle|ay [9A9] uoissaldxa anle|oy
om TR ) 4
() )\
0 O - 0 -
o~ o o o
N [N 2 VA -
S== = S sS =S
I 3557 2 i 53S0 2 w /A §EER 2
S " )E o[ "I 1)) 5
< < < < < 24
< T T w T r _ L n s






OPS/images/fncel-13-00316/fncel-13-00316-g003.jpg
. © < N O
(9%) Aousioiys Jajsuel|

- x
5 | ey S CO
O — Pe L%, %
I — . e o LI A
— T4 o e b b T L5
w T (%) Aousiolye saysuel] <o (%) Aousiolye Jsjsuel]
(%) 9OUSISAUILIN]| SALEIDY N >
w N
xS £ 2\
53¢ S
<9073 3 o
o 2 w o OQ
o B %
LL =
< N4
T %) ® z X =2
Al — o 9 s O 2 o
¥ o {2 M\s\eoﬁw
om*o - 0\;\@
7 o
3 mo -\.\\QVOQ n H °
S b = & oY % |
o (9%) Aousioiys Jajsuel|
1 : _ & -
M X %%|-Mm\o.%\ow [ons] uoissaldxa anle|oy [oA9] uoissaldxa anlje|oY  [9AS] Uoissaldxa SAljeRY [ons] uoissaidxe oAy
I 175
o Q S
E— o X - o -
S ® )
(%) @ouaosauiwn| aAlelRY Y m w w w
o \ 22 % \ = \b % )
mD n n a9 o
e o £ 23N E o £ =B\ Z o L 55N 8 2
o o< L 2 = T OO = o) &.m\ : m =
[ % » o) h.__u = m ©) @@.@. e 1 =3¢ ; 1
528 o < < < W < R\ X
o ® 7 a = T T T T @)
o ksl o x o )
TR =
50 (¢
< <
< T T





OPS/images/fncel-13-00316/fncel-13-00316-g002.jpg
HA-GFP

ey

/ HA-GFP +

SK-mitodsred

HA-GFP

SK-mitodsred

HA-GFP +
SK-mitodsred

dsred

o HAGFP__ SKemitodsred S'QA,;,(,?OFES:ed

100 0.1 0.0 i 5:0

108 v

10*

10° : ' é

10 0 10° 104 1‘0;106“ 107 0 163 10* 10° 10° 107 O 10; 10* 10° 10° 107
GFP

merge

: hN-mitoBFP
J ; hN-mitoBFP  Ast-GFP + Ast-GFP
J 0.00 0.04 1.03
o 10
|$104
100
102
10, 10770 07 T+ 105 10° 107 TOF 10 0% 0% 108

101 107 105 104 105 10°

GFP





OPS/images/fncel-13-00316/fncel-13-00316-g001.jpg
/dsredDAPI

HA-GFP
. V/ HA-GFP +
/’e .
7 K g HA-mitodsred

HA-mitodsred

HA-GFP

HA-GFP +
HA-mitodsred HA-mitodsred

D F
_ HA-GFP +
. HA-GFP HA-mitodsred = HA-mitodsred
] 0 | 0 || 4 |536
E
G
mitodsred
e,
o
n
e,
2 :
£ I
2
H ! Ast-GFP
st- +
o) / dsred : 1o Ast-GFP Ast-mitodsred _Ast-mitodsred
0 s s
;_ b 108
] T 10 0 0 553
o= O b
LE & 1o
g‘é O 4o
2 R i
102 10° 10* 10° 10° 10710® 10° 10* 10° 10° 107 10> 10° 10* 10° 10° 107

GFP





OPS/images/fncel-12-00515/fncel-12-00515-g004.gif
*kk

+

+

+

+





OPS/images/fncel-12-00515/fncel-12-00515-g005.gif
daaD 4ae Uy usyeigez ul
© 12D 2ur esale jo JaquinyN

EF Ha

daao 4oy Uz} usyeiqaz uy
@ a5 aur jesareT Jo JaquinN





OPS/images/fncel-12-00515/fncel-12-00515-g006.gif
Hearing Threshold Shift(d8 SPL) 3>

cin

Apical

Middle

RA

Hearing Threshold Shif(d8 SPL)

CDDP CDDP+RA

coppP

8k Hz

Cl  RA CDDP CDDP+RA

CDDP+RA

19 Threshold Shif(dB SPL)

Hea

3 8 8 8

Tk iz . 3k Hiz
240
= £ o
2
£
g o
Ctl  RA CDDP CODP+RA % Ctrl  RA  CDDP CDDP+RA
@
e
- R -
_go] * CDDP
£”] = coop+ra
=
§40
H
G20

°

o 1 2 s & 5
Distance from apex (mm)





OPS/images/fncel-12-00515/crossmark.jpg





OPS/images/fncel-12-00515/fncel-12-00515-g001.gif
¢ em P ogimm,
IS : g"’
£ £
= e
T % i ; ém
il 3 l-‘-l 4 )
o B e
8 16 24 36 48 CODP(M) 0 § 10 20 30 50 100 T Tsvings - o em cooP
E F
EDBR £ e Oom gl S Hew R
SIRT1 [= =~| 120k Da E o6 mcoop G oI W cooP g W coop
LC3-1 [ ] 16kDa o S £
Le3-1 14k Da 2. 2., oz
P62 [= 60k Da LI i | )
B-actin [se sl 42k Da Leai ! P62 7TSRT






OPS/images/fncel-12-00515/fncel-12-00515-g002.gif
>
w

150 * Ctrl RA . CDDP CDDP+RA

@
o
g

20N
>

LC3-I m 16k Da
LC3-11 e 14k Da
P62 [EES W | 60k Da

B-actin

S
N
~
o
o
)
<]
<]
3
+
+
+ 4
I}
28
<]
%
+
+
+

Il
>
+
'
+
Relative expression
82 2 2 2
2 % IR
A
I
Relative expression
s o =
S 85 &
r :
H
H






OPS/images/fncel-12-00515/fncel-12-00515-g003.gif
A B SRT CDDP__SRT+CDDP  C

1=

3

callviabilty

n

SRT CDDP __SRT+CDDP

o [
coop - - e e ca
s Lo o4 o a

CDDP - -+ o+
= = = DOc 02 oct gct
SRT1720 + + o SET o B sRT @ coop
SIRT1 [== — — =120k Da = [l m coop m coop = coop
D CDDP+SRT [0 CODP+SRT [0 CDDP+SRT

LC3-1 16k Da
LC3-11 ’g'. 14k Da

Pe2[—== 60k Da .
B-actin [o= == == == | 42k Da 4 Les

Relative expression
g

SIRTH






OPS/images/fncel-12-00508/fncel-12-00508-t001a.jpg
Satmes pations Watston ot e of srgery fseaitey i g - reton. Madastontutory (bssadey. i gl - rvton: O v padctons

N e

©u omme Dot e Satratel Gz ten - Sroamosnga-

o e e g © e ommemm wow Swmes e e s s s
S R e e e recriaens e
== = T RN iy
ST G Ll e g EERIET SR AN S : et
TRt e
BT e
i
e —— B [ — [T ooy - o
S R e o & ey
= =5 e
[ — P cwm e e o B R e — [o—

T e





OPS/images/fncel-12-00508/fncel-12-00508-t001b.jpg
Ll Suroey st Tomr ptegy ot madcaton "+ Setns sty end madcaton Wosmide, i ) - dwrton

s e =

T
SN 0000 S e o of AP~ MOD ST PSRRI S AT e

Or kvt pattogyand meckcaot < oadey, I - drnbon.





OPS/images/fncel-12-00508/fncel-12-00508-t002.jpg
Parameter/experiment

Vi rest (MV)

Ain (MQ)

Membrane tau (ms)

Capacitance (pF)

Rheobase current (pA)

Spike threshold (mV)

Spike amplitude (mV)

Spike half-width (ms)

AHPist (MV)

Sag ratio (~100 pA)

Rebound amplitude (100 pA; mV)
Instantaneous firing rate (Hz)

Adaptation index

SEPSC frequency (Hz)

SEPSC amplitude (pA)

mEPSC frequency (Hz)

MEPSC amplitude (pA)

LY354740 (1 uM) tested on SEPSCs
LY354740 (0.1 uM) tested on SEPSCs
CPPG (0.1 mM) + LY354740 (1 11M) tested on SEPSCs
LY354740 (1 wM) tested on mEPSCs
LY354740 (0.1 M) tested on mEPSCs
LY354740 (1 uM) tested on holding current
LY354740 (0.1 uM) tested on Riy
LY354740 (1 uM) tested on Rip

CPPG (0.1 mM) + LY354740 (1 ;1M) tested on R

Vin rest, resting membrane potential; Ry, input resistance; AHPp, fast
excitatory postsynaptic currents; IQR, inter-quartile range.

Median

-91.6

0.233

QR

—89.3--93
123-196.56
19.2-28
137.9-188
39-154
-485--61.3
87.6-91.9
1-1.2
7.2-145
0.864 - 0.904
13-35
12-175
0.189 -0.322
1.4-82
8-15.6
16-33
8.1-10.2

Patient/cell codes

A1, B4-B6, C7, D8-D12
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B5, C7, D8-D13
A1, B5, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B4-B6, C7, D8-D13
A1, B2-B4, C8, D9, D12, E16-E18
A1, B2-B4, C8, D9, D12, E16-E18
D13, D14, E15, F19-F21, G23-G25
D13, D14, E15, F19-F21, G23-G25
Al, B2-B4, C8, E16
Dg, D12
F22, H26-H30
F19-F21, G23-G25
D18, D14, E15

A1, B4, C8, E16, E17, F19-F21, G23-G25

D9, D12, D13, D14, E15
F19, F20, F21, G23, G24, G25
F22, H26, H27, H28, H29, H30

; SEPSCs,

currents; mEPSCs, miniature





OPS/images/fncel-13-00509/fncel-13-00509-g006.gif
- O

3
8
1

@ "noa

HFD.

23

on smoom s

ou smoou sw

o

o

22 3 2
(Gorssoxdes pomeusiou o
s

- O

-co

)

%

%

(sorssoxteo pozyewsiou i)

‘emomad





OPS/images/fncel-13-00509/fncel-13-00509-g005.gif
asal respraton

il epration

=

oo.

.
. 9 prien [ ——
£ T
3 Z 6 $ .
e E v
B g,
. .
c [S— . Coping Efncy
sol .
T. T M
S e H
8.






OPS/images/fncel-13-00509/fncel-13-00509-g004.gif
HFD

cb

k2 8 3 .
3 3
s * @
" supc Bupaio su & SunncosoSeiep & e maese
oo
[T ———

o sursiod Bu

s 8

A0 B

e Suguisio suciRu
O Lohuobiosseaong.

P00

S0





OPS/images/fncel-13-00509/fncel-13-00509-g003.gif
* HFD

cD

o000

@ suooid Buibu G-l

» <0001

p 00001

p 00001

© uwbuyssiowy ‘HEO

p <0001

w  OSSOHSD

pe0ss

« susioid 66U

"MANL

© suigjoud Buylow yaw

WyuBuyselowl ‘0588





OPS/images/fncel-13-00509/fncel-13-00509-g002.gif
i —

I I T T iy £} E3 - 2

e @ ueqbbu'd 27 uubuyssiowy ‘Hso

aQ

c

-
2 ¢ 88 8 ° 10k By I R
< Ueiq 66U 0aNL

uiyBuysajowL ‘OSSO





OPS/images/fncel-13-00509/fncel-13-00509-g001.gif
* HFD

co

H g DRI
8 8 8 B upeuadpy
TP foszisal a w
H £
LIS W WU RNy
o sepeokBUL






OPS/xhtml/Nav.xhtml




Contents





		Cover



		CELLULAR NEUROPHYSIOLOGY EDITORS’ PICK 2021



		Group II Metabotropic Glutamate Receptors Mediate Presynaptic Inhibition of Excitatory Transmission in Pyramidal Neurons of the Human Cerebral Cortex



		INTRODUCTION



		MATERIALS AND METHODS



		RESULTS



		DISCUSSION



		CONCLUSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		FOOTNOTES



		REFERENCES









		Sirtuin 1 and Autophagy Attenuate Cisplatin-Induced Hair Cell Death in the Mouse Cochlea and Zebrafish Lateral Line



		INTRODUCTION



		MATERIALS AND METHODS



		Cell Culture



		Materials



		Protein Extraction and Western Blot



		Cell Viability Assay



		Transfection of Cells With Fluorescent LC3



		Assessment of Apoptosis by Flow Cytometry



		Zebrafish Breeding



		Lateral Line Hair Cell Counting in Zebrafish



		Animals



		Auditory Brainstem Response



		Animal Drug Administration



		Tissue Preparation



		Hair Cells Counting



		Statistical Analysis









		RESULTS



		SIRT1 and Autophagy Increase in CDDP Induced Cell Death in HEI-OC1 Cells



		Rapamycin Promotes HEI-OC1 Cell Survival After CDDP-Induced Damage



		SIRT1 Activates Autophagy and Promotes HEI-OC1 Cells Survival After CDDP-Induced Damage



		SIRT1 Reduces CDDP Induced Ototoxicity Through Autophagy in HEI-OC1 Cells



		Autophagy Activation Promotes the Lateral Line Hair Cell Survival After CDDP-Induced Damage in Zebrafish



		Autophagy Activation Promotes Hair Cell Survival After CDDP-Induced Damage in C57BL/6 Mice



		SIRT1 Activation Attenuates CDDP-Induced Hair Cell Loss and Hearing Loss in C57BL/6 Mice









		DISCUSSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Amyloid β Oligomers Increase ER-Mitochondria Ca2+ Cross Talk in Young Hippocampal Neurons and Exacerbate Aging-Induced Intracellular Ca2+ Remodeling



		INTRODUCTION



		MATERIALS AND METHODS



		Animals and Reagents



		Primary Hippocampal Neuron Culture



		Aβ1–42 Oligomers Preparation



		Effects of Aβo on Apoptosis in Young and Aged Neurons



		Fluorescence Imaging of Cytosolic Free Ca2+ Concentration



		Fluorescence Imaging of Mitochondrial Free Ca2+ Concentration



		Immunofluorescence of the Mitochondrial Calcium Uniporter (MCU) and IP3 Receptors



		ER-Mitochondria Colocalization



		Mitochondrial Membrane Potential



		Generation of Reactive Oxygen Species (ROS)



		Statistics









		RESULTS



		Aβ Oligomers Induce Apoptosis Only in Aged Neurons



		Aβ Oligomers Increase Resting [Ca2+]cyt and Synchronous Ca2+ Oscillations in Aged Neurons



		Aβ Oligomers Dampen Further the Decreased Store Operated Ca2+ Entry (SOCE) in Aged Neurons



		Aβ Oligomers Increases Further the Enhanced Ca2+ Store Content in Aged Neurons



		Aβ Oligomers Increase Further the Enhanced Release of Ca2+ Induced by Acetylcholine in Aged Neurons



		Aβ Oligomers Increase Further the Enhanced Release of Ca2+ Induced by Caffeine in Aged Neurons



		Aβ Oligomers Enhance ER-Mitochondria Cross Talking in Young Neurons but They Promote Opposite Effects in Aged Neurons



		Aβ Oligomers Enhance Further the Increased Expression of the Mitochondrial Ca2+ Uniporter in Aged Neurons



		Aging Increases Expression of IP3 Receptors in Rat Hippocampal Neurons



		Aging and Aβ Oligomers Increase ER-Mitochondrial Colocalization in Rat Hippocampal Neurons



		Aging and Aβ Oligomers Decrease Mitochondrial Membrane Potential in Rat Hippocampal Neurons



		Aβ Oligomers Increase ROS Generation in Aged Rat Hippocampal Neurons









		DISCUSSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		REFERENCES









		Cellular Differences in the Cochlea of CBA and B6 Mice May Underlie Their Difference in Susceptibility to Hearing Loss



		Introduction



		Materials and Methods



		Auditory Brainstem Responses (ABRs)



		Whole-Cell Patch-Clamp Recording



		Whole-Mount Cochlear Staining



		Data Analysis and Statistical Tests









		Results



		Hearing Performance



		Inner Hair Cell (IHC) Function



		Outer Hair Cell (OHC) Function



		Counting Ribbon Synapses and Spiral Ganglion Cells









		Discussion



		Data Availability



		Author Contributions



		Acknowledgments



		References









		The Fine Tuning of Drp1-Dependent Mitochondrial Remodeling and Autophagy Controls Neuronal Differentiation



		INTRODUCTION



		MATERIALS AND METHODS



		Expression Constructs



		Generation of Stable Clones



		Cells Cultures and P19 Cells Neuronal Differentiation



		mRNA Levels Analysis



		Quantification of Mitochondrial DNA



		Mitochondria Isolation



		Immunoprecipitation



		SDS-PAGE and Western Blot



		Antibodies



		Confocal Immunofluorescence



		Mitochondria Morphometric Analysis



		Mitochondrial Membrane Potential Analysis



		Mitochondria Respiratory Rate



		Cell Death Analysis



		Statistical Analysis









		RESULTS



		Drp1 and Mitochondrial Remodeling Are Involved in Neuronal Differentiation



		Different Expression of Drp1 Impacts on Mitochondrial Morphology and Functionality



		Different Expression of Drp1 Impacts on Mitophagy



		Physiological Levels of Drp1 Are Required for the Expression of Neurogenic Transcription Factors and the Downregulation of Pluripotency Genes, Preventing Apoptosis



		Physiological Levels of Drp1 Are Required for Final Neuronal Differentiation









		DISCUSSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ABBREVIATIONS



		FOOTNOTES



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Organs to Cells and Cells to Organoids: The Evolution of in vitro Central Nervous System Modelling



		INTRODUCTION



		TISSUE EXPLANTS AND ORGANOTYPIC CULTURES



		2-D NEURAL CELL CULTURES



		HUMAN PLURIPOTENT STEM CELL-DERIVED NEURAL CULTURES



		MONOLAYER CULTURES TO ORGANOIDS



		MODELLING NEUROLOGICAL DISORDERS WITH CNS ORGANOIDS



		OTHER DEVELOPMENTS AND APPLICATIONS



		CURRENT CAVEATS AND ADVANCEMENT IN THE ORGANOID TECHNOLOGY



		CONCLUDING REMARKS



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Cortical Pain Processing in the Rat Anterior Cingulate Cortex and Primary Somatosensory Cortex



		Introduction



		Materials and Methods



		Animals and Protocols



		Identification of Spontaneous Pain-Like Events Based on Stereotyped Behaviors



		Electrode Implant and Electrophysiology



		Identification of Pain-Modulated Units



		Identification of ERPs



		Spectrum and Time-Frequency Analyses



		Cross-Frequency Phase-Amplitude Coupling



		Detection of the Onset of Pain Signals



		LFP-Based Classification of Spontaneous Pain-Like Events



		Statistical Tests









		Results



		Frequency of Spontaneous Pain-Like Behaviors



		ERPs During Evoked and Spontaneous Pain-Like Behaviors



		Phase-Amplitude Coupling



		LFP Power



		Spike-LFP Modulation



		Detection of Evoked Pain and Spontaneous Pain-Like Events









		Discussion



		Data Availability



		Ethics Statement



		Author Contributions



		Funding



		Supplementary Material



		References









		Diazepam Accelerates GABAAR Synaptic Exchange and Alters Intracellular Trafficking



		INTRODUCTION



		MATERIALS AND METHODS



		RESULTS



		DISCUSSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Human Mesenchymal Stem Cells Prevent Neurological Complications of Radiotherapy



		INTRODUCTION



		MATERIALS AND METHODS



		RESULTS



		DISCUSSION



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Human Dorsal Root Ganglia



		INTRODUCTION



		HUMAN DORSAL ROOT GANGLIA: MACRO-ANATOMY



		HUMAN DORSAL ROOT GANGLIA: MICRO-ANATOMY



		HUMAN DORSAL ROOT GANGLIA: BLOOD SUPPLY



		SATELLITE GLIAL CELLS (SGCS)



		NEUROCHEMICAL CHARACTERISTICS OF HUMAN DRG NEURONS



		SUMMARY AND CONCLUSION



		AUTHOR CONTRIBUTIONS



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		PARK2 Mutation Causes Metabolic Disturbances and Impaired Survival of Human iPSC-Derived Neurons



		INTRODUCTION



		MATERIALS AND METHODS



		RESULTS



		DISCUSSION



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Mitochondria Are Dynamically Transferring Between Human Neural Cells and Alexander Disease-Associated GFAP Mutations Impair the Astrocytic Transfer



		INTRODUCTION



 		MATERIALS AND METHODS



 		RESULTS



 		DISCUSSION



 		DATA AVAILABILITY



 		ETHICS STATEMENT



 		AUTHOR CONTRIBUTIONS



 		FUNDING



 		ACKNOWLEDGMENTS



 		SUPPLEMENTARY MATERIAL



		REFERENCES









		Lack of Neuronal Glycogen Impairs Memory Formation and Learning-Dependent Synaptic Plasticity in Mice



		INTRODUCTION



 		MATERIALS AND METHODS



 		RESULTS



 		DISCUSSION



 		DATA AVAILABILITY



 		AUTHOR CONTRIBUTIONS



 		FUNDING



 		ACKNOWLEDGMENTS



		REFERENCES









		A Kinetic Map of the Homomeric Voltage-Gated Potassium Channel (Kv) Family



		Highlights



		Introduction



		Results



		Standardized Kinetic Characterization of Kv Channels



		Kinetic Characterization of the Rat Kv1.1 Channel



		Kinetic Characterization of All Rat Kv Channels at 25 and 15°C



		Kinetic Characterization of All Kv Channels at 35°C



		Comparative Kinetic Properties of Kv Channels at 35°C



		Inherent Kinetic Heterogeneity and Delayed Inactivation



		Voltage-Dependent Q10



		Voltage-Dependent Q10 Hodgkin-Huxley Model



		Kv Channel Kinetics Across Host Cell Lines and Species



		A Data Resource of Ion Channel Kinetics









		Discussion



		Reference Kinetic Dataset for Kv Channels



		Kv Kinetics Near Physiological Temperature



		Implications for Ion Channel Modeling



		Inherent Heterogeneity and Delayed Inactivation



		Conserved Kinetics Across Species



		Implications for Drug Discovery



		Future Outlook









		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		Abbreviations



		References









		High-Fat Diet Induces Neuroinflammation and Mitochondrial Impairment in Mice Cerebral Cortex and Synaptic Fraction



		Introduction



		Materials And Methods



		Materials



		Animal And Diet



		Measurement Of Oxygen Consumption, Carbon Dioxide Production, And Respiratory Quotient



		Body Composition And Energy Balance



		Serum Parameters



		Brain And Synaptosomes Parameters



		Preparation Of Mitochondria And Synaptosomes From The Cerebral Cortex



		Measurements Of Mitochondrial Oxidative Capacities And Degree Of Coupling



		Seahorse Xfp Analyzer Cell Mito Stress Test



		Western Blot Analysis



		Statistical Analysis









		Results



		Oxygen Consumption, Carbon Dioxide Production, And Respiratory Quotient



		Body Composition And Energy Balance



		Serum Metabolites And Inflammatory Parameters



		Inflammation And Oxidative Stress In Brain Cortex



		Inflammation And Oxidative Stress In Synaptosomes From Brain Cortex



		Mitochondrial Function, Efficiency And Oxidative Stress In Brain Cortex



		Mitochondrial Function In The Synaptosomal Fraction









		Discussion



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Acknowledgments









		Bi-Directional Communication Between Neurons and Astrocytes Modulates Spinal Motor Circuits



		Lay Summary



		Introduction



		Materials And Methods



		Animals



		Tissue Preparation



		Drugs And Solutions



		Ca2+ Imaging



		Whole-Cell Patch-Clamp



		Ventral Root Recording



		Immunohistochemistry And Fluorescence Microscopy









		Results



		Spinal Cord Astrocytes Respond To Neuronal Activity



		Astrocytic Mglur5 Receptors Mediate Neuron-To-Astrocyte Signaling









		Discussion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material









		Advantages of Acute Brain Slices Prepared at Physiological Temperature in the Characterization of Synaptic Functions



		Introduction



		Materials And Methods



		Animals



		Acute Brain Slice Preparation



		Fixations



		3D Super-Resolved Sted Microscopy



		Serial Ultrathin Sectioning With Electron Microscopy



		Antibodies



		Plasmids



		Transfection And Immunoblot Analysis



		Sds-Digested Freeze-Fracture Replica Labeling (Sds-Frl)



		Whole-Cell Patch-Clamp Recording



		Horizontal Optokinetic Response (Hokr) Training And Miniature Epsc Recording









		Results



		Influence Of The Temperature During Slice Preparation On Electrophysiological Properties In Synaptic Transmission



		Dendritic Spine Density Of Purkinje Cells In Cerebellar Slices Prepared At Ice-Cold And Physiological Temperature



		Synaptic Vesicle Distribution In Presynaptic Boutons Of Parallel Fibers In Cerebellar Slices



		Pre- And Postsynaptic Protein Distribution In Pf-Pc Synapses









		Discussion



		Acute Brain Slice Preparation At Pt



		Preservation Of Synaptic Properties In Acute Brain Slices Prepared At Pt



		Changes Of Molecular And Structural Properties Of Synapses During Recovery Time In Cold-Cut Brain Slices









		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material









		Glucagon-Like Peptide-1 Secreting L-Cells Coupled to Sensory Nerves Translate Microbial Signals to the Host Rat Nervous System



		Introduction



		Materials And Methods



		Ethical Approval



		Animals And Tissue Collecting



		Commensal Bacterial Strains



		Colonic-Afferent Nerve Electrophysiological Recordings



		Immunofluorescence And Confocal Microscopy



		Calcium Imaging



		Ussing Chamber Electrophysiology



		Mesoscale Discovery Biomarker Assay









		Results



		Indole Indirectly Stimulates Activity In Colonic Vagal Afferents



		Glp-1 Secreted By L. Paracasei Stimulates Colonic Afferents



		Indole Indirectly Stimulates Colonic Submucosal Neurons Through The Activation Of Glp-1 Receptors (Glp-1Rs)



		Exendin-4 Induces Calcium Influx From Extracellular Sources In Submucosal Neurons









		Discussion



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding









		Modeling a Nociceptive Neuro-Immune Synapse Activated by ATP and 5-HT in Meninges: Novel Clues on Transduction of Chemical Signals Into Persistent or Rhythmic Neuronal Firing



		Introduction



		Materials And Methods



		Model Of Meningeal Nociception



		Experimental Part



		Recording Of Spikes From Meningeal Afferents



		Mast Cells Labeling









		Results



		P2x3 Receptor Probability Of Spike Generation



		The Role Of Diffusion And Atp Hydrolysis



		Comparing The Role Of P2x2 Vs. P2x3 Receptors And Effect Of P2x2/3 Heteromers



		Different Role Of Nav1.7 And Nav1.8 Sodium Channels



		Repetitive Atp Release And Distant Release Sites Along The Nerve Fiber



		Complex Architecture Of Trigeminal Fibers



		5-Ht Induced Activation Of Nerve Fibers



		Comparison Of Model And Electrophysiological Data









		Discussion



		Role Of Atp Receptor Subtypes



		Nociceptive Signaling In Meningeal Afferents Via 5-Ht



		Role Of Sodium Channels



		Modeling Multiple Activation Sites









		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Supplementary Material























OPS/images/fncel-13-00509/crossmark.jpg





OPS/images/fncel-13-00358/math_6.gif
©)





OPS/images/fncel-13-00358/math_5.gif
am

Mo —m

©





OPS/images/fncel-13-00358/math_4.gif
T —
gont = 5 = gm'hd @





OPS/images/fncel-12-00508/fncel-12-00508-e003.jpg
Riot





OPS/images/fncel-12-00508/fncel-12-00508-g001.jpg





OPS/images/fncel-12-00508/fncel-12-00508-e001.jpg





OPS/images/fncel-12-00508/fncel-12-00508-e002.jpg





OPS/images/fncel-12-00508/fncel-12-00508-g004.jpg
in

Normalized R

LY354740
5pA
100 s
ns
I ns 1
1
*
1.4+ | 9
1.2+
14
1.0+ 13
] 12,15,20,
23,2425
0.8 19,21
0.6
T 1 1
Baseline LY354740 Washout

B
§ 40+
g ns 1
£ 20- 8
5
° 21
= 16
3 0- 4,19,24,25
8 20
<
© -20
@ 17
£
2
&40 . ;
Baseline LY354740
D
+CPP
1.2+ CFPG 209 N
S e
(0]
BEE - £ 101
x 26,27,28 ® =
9 ol o
& 1.0- 30 E o =
g 22,29 E
5 <
Z 0.91 S -101
=
[}
o
0.8 T T -20 T T
Baseline LY354740 LY354740 CPPG +

LY354740





OPS/images/fncel-12-00508/fncel-12-00508-g005.jpg
Baseline LY354740

C
LY354740
~N
=
>
[}
| =
[
>
o
o
(@]
N
o
w
E
D
150 = I 1
ns
5 - '
C
(]
& 13
(0]
&= 1004 14
& 15
o
w
€
kel i 25
®© 24,20
£ 19,21
(e}
zZ
0 l ) )
Baseline LY354740 Washout

1.0 + E
{ = *kkk
kel
©
© — Baseline
E
o -
-E 05 LY354740 i
o
= |
IS
3
(3]
0.0 T T T T T T
0 5000 10000 15000 O 20 40 60
Inter-mEPSC interval (ms) mEPSC amplitude (pA)
LY354740
124
<
£ 10
®
g s
£ 6
©
O 4
&
w2
1S
0 -
130
) ns
= 1204 ) ) 720
o 23
1S
© 110 4
2 24
2 100 A
uél 15,25
14
o0
N T
é 19
5 804
= 21
70

]
Baseline LY354740 Washout





OPS/images/fncel-12-00508/fncel-12-00508-g002.jpg
sEPSC frequency (Hz)

O

Normalized sEPSC frequency (%)

Baseline

LY354740

LY354740

Time (s)
* %
1
200 - ns
e |
*
I 1
150 12
100
2 9
3 4
50+
1,8,16
0 T T T
Baseline LY354740 Washout

sEPSC amplitude (pA)

—

Normalized sEPSC amplitude (%

.54

Cumulative fraction
o

— Baseline
— LY354740

Inter-sEPSC interval (ms)

T T T
2000 4000 6000 0 10 20 30 40

sEPSC amplitude (pA)

LY354740

400 600
Time (s)
*%*
1
ns
1
120 - *
] 1
110 - 8
- 2
100 12
90 - 3 5
80 1 4
9
70 4 1
60 T T T
Baseline LY354740 Washout





OPS/images/fncel-12-00508/fncel-12-00508-g003.jpg
Baseline

20 pA
200 ms

+CPPG

LY354740

L Lt

W‘W L ""”“V‘rf”‘

C CPPG
LY354740
20
~N
15
>
[$)
{ )
S 10
o
o
Q5
o
L
w
0
0 200 400 600
Time (s)
D
160+
X
> ns
e
& 140+ 28
o
o
29
3 120
o 22
L
(7]
3
N 100 - 9
T 26
£ 27
(e}
z
80 .
Baseline LY354740

SEPSC amplitude (pA)

Normalized sEPSC amplitude (%)

— Baseline

054 — LY354740 054

Cumulative fraction

0.0

T T T 1 0.0
0 500 1000 1500 2000 0
Inter-sEPSC interval (ms)

CPPG

T
20

sEPSC amplitude (pA)

T
40

LY354740

Time (s)
130 -
120 1 ns
30
110+ =
100 ©27
90
28
22
80 1
70

|
Baseline

LY354740

T
60





OPS/images/fncel-12-00508/cross.jpg
3,

i





OPS/images/fncel-13-00358/math_3.gif
I = g1 (Vi — Ex)





OPS/images/fncel-13-00358/math_2.gif





OPS/images/fncel-13-00358/math_1.gif
(

r(T1) = £ (T)* Q)






OPS/images/fncel-13-00358/inline_1.gif





OPS/images/fncel-13-00358/fncel-13-00358-t004.jpg
lon channel % Homology with rat Main inter-species size differences

Mouse  Human

Kt %2 98

Kvl.2 100 99.4

Kv1.3 99.6 97.3 Human, 52 aa longer N-tail

Kvid 9.8 976

Kv1.6 96.4 87.5" Human, 11 aa insertion in N-ter region

Kv16 989 9238

K17 984 96 Human, 32 aa shorter N-tai

Kv1.8 %8 92.4

Kv2.1 975 9.1

Kv2.2 97.7 3.7

K3.1 100 9.7

K32 9.4 97.4 Mouse, diferent, and 22 aa longer
N-tail

K33 97.7 91.4 Human, different, and 11 aa shorter
N-tai

Kv3.4 99.4 %5 Human, different, and 11 aa longer
N-tail

Kvd.1 982 9.2

Kv4.2 9.7 9

Kv43iso2 995 9.4 Mouse, 19 aa insertion in C-ter
region

K5.1 9.2 9.6 Human, 12 aa shorter N-tai

k6.1 986 926

Kv6.2 973 %0 Human, different, and 14 aa shorter
N-tail

Kv6.3 9.1 9.8

Kv6.4 %59 811 Human, 11 aa insertion in C-ter
region

Kv7.1 975 90.3 Human, 6 aa insertion in C-ter region

K72 9.3 %5

K73 9.7 9.3

K74 9.3 9.7

Kv7.5 98.4 95.3 Human, 19 aa deletion in N-ter region

K81 9.2 9%5.6

Kv8.2 95 835" Human, shorter N-ter region, and
$3-54 loop

Kv9.1 978 209 Human, 31 aa longer N-tail

Kvo.2 9.6 98.1

Kv9.3 9838 95

Kv10.1 98.7 97.6

Kv10.2 9.4 983

Kvt1.4 % %9

Kvi1.2 97 90.2 Human, 44 aa insertion in C-ter region

Kkvi1.3 982 947

Kvi2.4 976 26

Kkvi2.2 987 959 Difference in length of the §5-56
region

Kvi2.3 o7.1 899"

Homology of the mouse and human sequences with respect to the rat sequence
are indicated as a percentage, along with other significant interspecies differences in
sequence length. *Indicates sequences with <90% homology.
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SNo Search on gene Search on protein Search on gene or

name name protein name
Gene  Count Protein  Count Total Count

1 KONQT 1978 K1 168 2,026
2 KCNH2 1,662 Kvit.1 169 1,745
8 KONAS 822 K 925 963
4 KONAT 844 Kuli 899 967
5  KONAZ 201 Kvi3 1,023 1,087
6 KONA2 174 Kvi2 855 878
7 KONBT 265 Kwd 672 739
8 KONQ2 6% K2 184 740
9 KOND2 166  Kv2 600 651
10 KCND3 166 Kvd3 555 618
11 KCNA4 142 Kvi4 561 577
12 KCNHE 546 Kv11.2 3 549
18 KONQ3 407 K3 &7 448
14 KCNH1 285 Kv10.1 52 309
15 KONCT 79 K@ 239 281
16 KONQd 247 K74 74 284
17 KNGS 141 K5 63 172
18 KONC4 38 KB4 138 150
19 KCNAB 30 Kv1.6 145 161
20 KCNC3 76 Kv3.3 89 118
21 KONB2 8 K22 75 o1
2 KONCZ 22 K@2 74 85
23 KCNDT 2 ki 67 72
2 Konv2 56 K82 8 56
25 KONSS 14 Keg 38 49
2  KONH7 40 K13 9 4
27 KONH5 84 Kvio2 5 a7
28 KCNA7 12 KT 2 31
29 KCNS1 26 Kvo.1 7 28
30  KONFT 18 KA1 18 25
81 KoNG3 15 K63 9 19
32 KCNH3 17 Kvi12.2 5 19
8 Kow1 18 K81 8 16
34 KCNH4 16 Kv12.3 2 18
8  KoNGT 7 K1 10 17
3 KONG4 6 KB4 12 17
87 KONATO 12 Kvi8 3 15
38 KONHB 10 Kvi2d 5 15
39 KoNG2 8 K2 4 2
4  KoNs2 3 kW2 7 7
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Control HOKR-trained
nt median 1R nt median 1R P-valuet
MEPSC amplitude (pA)
cr 14 2334 1996 - 2552 17 20.70 1829 - 2559 0.154
PT 10 24.03 224 - 2455 14 19.11 1670 - 21.08 <0.001*
P-valuet 0.866 Povaluet 0278
MEPSC frequency (Hz)
cr 14 246 140 - 324 17 1.50 09% - 1.66 0056
PT 10 029 026 - 038 14 0.10 007 - 051 0626
P-valuet <0001 Povaluet 0005+

tWealch's t-test, TNumber of cells, *P < 0.01.





OPS/images/fncel-14-00063/fncel-14-00063-t004.jpg
P-valuet

nt median 1R vs Perfusion vs CT/0 h vsCT/1h vsPT/Oh vs PT/1h

GIUA1-3 (1m~2)

Perfusion 5 3734 344.1-422.6 -

cT/oh 8 252.3 170.9-326.2 0.9 -

CT/Ah 8 218.0 161.6-257.0 0.048* 0.933 -

PT/Oh 7 3387 241.4-419.9 0926 0545 0473 -

PT/Ah 7 268.1 231.9-426.6 0739 0818 0374 0.991 -
GIURD2 (m~2)

Perfusion 8 902.2 852.9-1072.5 -

cT/oh 6 662.4 605.7-724.7 0104 -

CT/Ah 6 574.2 541.6-745.0 0077 1.000 E

PT/Oh 6 824.3 688.3-10005 0874 0562 0478 -

PT/A h 6 760.2 682.9-1033.5 0718 0735 0.653 0.998 :
RIMA/2 (um-2)

Perfusion 8 2297 170.8-318.7 -

cT/oh 7 1216 70.7-189.4 0.017* -

CT/h 7 2195 182.3-235.9 088 0.15 -

PT/Oh 5 1727 167.4-237.0 0599 0517 0976 -

PT/Ah 5 2458 207.3-279.1 1.000 0.052 0.948 074 -
Cay2.1 (um-2)

Perfusion 8 219.3 176.5-241.6 -

cT/oh 7 133.8 88.5-148.7 0.005* -

CT/h 7 137.9 101.4-166.7 0.026* 0.962 E

PT/Oh 5 1602 151.4-170.0 0298 0569 0.895 -

PT/Ah 5 1526 136.3-162.0 0563 0.309 0.657 0.993 .

tOne-way ANOVA with post hoc Tukey-Kramer test, TNumber of replicas, *P < 0.05, *P < 0.01.
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P-valuet

nt median 1aR vs. Perfusion vs.CT/0h vs.CT/1h vs.PT/0h vs.PT/1h

AZ area (uri)

Perfusion 25 0.085 0.069-0.181 -

cT/oh 17 0068 0.056-0.100 1.000 =

CT/Ah 16 0.061 0.045-0.080 0.260 1.000 -

PT/Oh 18 0071 0.050-0.003 1.000 1.000 1.000 -

PT/Ah 18 0.087 0.062-0.133 1.000 1.000 0.280 1.000 .
Total SV number

Perfusion 16 137.0 73.0-177.8 -

cT/oh 12 160.0 110.8-177.3 1.000 -

CT/Ah 13 229.0 196.0-236.0 0.065 0.108 -

PT/Oh 14 1395 93.5-224.3 1.000 1.000 0.863 -

PT/ h 17 166.0 149.0-272.0 0.838 1.000 1.000 1.000 .
dSV number

Perfusion 25 20 6.0-16.0 -

cT/oh 17 6.0 3.0-11.0 074 -

CT/Ah 16 135 10.0-17.3 015 0006 -

PT/Oh 18 95 80-14.8 1.000 0094 1.000 -

PT/A h 18 95 8.0-17.0 1.000 0.205 1.000 1.000 -
dsV density (um-2)

Perfusion 25 94.0 80.6-121.9 -

cT/oh 17 748 52.0-126.6 1.000 -

CT/Ah 16 221.0 200.1-282.1 <0001 <0.001* -

PT/Oh 18 146.1 121.0-196.6 0.0012* 0,005+ 0025* -

PT/Ah 18 1109 100.2-138.0 0.631 0361 <0.001* 0.109 .

tKruskal-Wallis H test with post hoc Mann-Whitney U-test with Bonferroni correction, TNumber of boutons, *P < 0.05, *P < 0.01.
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P-valuet

nf median 1aR vs Perfusion vs CT/0 h vsCT/1h vsPT/Oh vs PT/1h
Spine density (1m=")
Perfusion 12 9.55 8.77-10.08 -
cT/oh 12 5.78 4.95-7.20 <0.001* -
CT/Ah 11 8.33 7.79-9.08 0.968 0.002+* -
PT/Oh 9 7.60 6.80-8.18 0217 0194 0559 .
PT/Ah 14 8.36 7.44-9.05 0520 0014+ 0.904 0.940 -

tOne-way ANOVA with post hoc Tukey-Kramer test, INumber of dendrites, *P < 0.05, *P < 0.01.
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cr PT P-valuet
nf median 1R n median 1R

Evoked EPSC kinetics

amplitude (4-V stim, pA) 9 a72.8 190.3-418.2 9 491.8 306.4-619.5 0344

10-90% rise time (ms) 9 24 1.7-2.6 9 2.4 1.9-2.4 0.486

Decay time constant (ms) 9 12.2 109-13.7 9 12.3 12.4-12.7 0.822
Mean-variance analysis

Release probabilty 8 010 007-0.15 8 020 0.16-0.23 0,011+

quantal size (pA) 6 1.40 0.83-1.37 8 1.06 0.83-1.26 0.963
Cell condition

Membrane resistance (<) 23 239.1 162.3-275.0 a3 2438 244.4-423.4 <0001

tWealch's t-test, TNumber of cells, *P < 0.05, *P < 0.01.
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Mann-Whitney tests
(p=0015)

—1.9640.38 (0 = 10)
Unpaired student's
test (p < 0.0001)
7.46+4.39 (0= 11)
651313 (1= 10)
Unpaired student's
t-test (o = 0.58)

20ms

920£395(0=17)
220£9.80 (1= 11)
Unpaired student's

ttest (o = 0.0004)

—1.81£036(n
~3.97 £086 (n
Unpaired student’s
test (p < 0.0001)
543£3.04(0
562241 (n=
Unpaired student's
t-test (p = 0.86)

1)

50 ms

185+ 7.75 (0 = 15)
324886 (1 =17)
Unpaired student's
Hest (o = 0.0018)
—4.65:+0.83 (1= 16)
—9.84:£1.28(n=17)
Unpaired student’s
test (p < 0.0001)
3.99+1.36 (0 = 15)
384%1.08(n=17)
Unpaired student's
test (o = 0.94)

100 ms

308127 (=12
43.7 +£9.43 (1 =10)
Unpaired student’s t-test
(0 =0015)

~9.14+ 155 (0= 12)

17.7 £2.70 (0 = 10)
Unpaired student’s t-test
(p < 0.0001)

2.43£0.33 (0= 10)
Unpaired student's t-test
(0 =003)

200 ms

436+ 11.4 (0= 11)
613£124(=7)
Unpaired student's
ttest (o = 0.007)
-173£262(n
~33.6 £4.08(n
Unpaired student's
test (o < 0.0001)

258081 (n

1)
1.83+028(n="7)
Mann-Whitney tests
(0 =0.046)

500 ms.

7942180 =9)
107.2 £225 (1 =8)
Unpaired student's
test (p = 0.02)
—42.6+£695(1=9)
-785+£153(1=9
Unpaired student's
test (p < 0.0001)
1.95 076 (1=9)
147 £0.18(n=8)
Mann-Whitney tests
(p=0.16)

Summary of ACp, Qca, and ACm/Qc, from patch-clamp recordings in IHCs (Figures 3B,C). Data are presented mean + SD; n = number of IHCs; statistical tests and p-values are presented for each dataset.
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cD HFD
Bodly weight gain, g 111+£156 18,65+ 1.44+
Lipid, % 9.6+08 31.9+4.2¢
Protein, % 216+08 170144
H20, % 63.7+1.96 46.0+2.4%
Bodly energy content, kJ/g 8.45+ 043 169+ 1.91%
Bodly weight gain, kJ 94.0+ 12.8 411.2 £50.74
Metabolizable enerqy intake, kJ 4828.0 + 152.6 55160+ 163.8"
Energy expenditure, kJ 47340+ 81.8 51048+ 106.8"
Energy efficiency 0.02+ 0,002 0.07 + 0.008*
Protein gain, kJ 572+66 86,4 +21.7
Lipid gain, kJ 50.0+13.7 414.0 £ 50.4¢

Data are presented as means = SEM from n = 7 animals/group. *p < 0.05 compared to

CD group. CD, control diet: HFD, high-fat diet.
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1907 First CNS culture from frog embryo
medullary tube (Harrison, 1907; 1910)

1924 CNS model using chick
embryo explant (Hoadley, 1924)

1936 Chick embryo head maintained in
culture (Waddington and Cohen, 1936)

1946 Long term CNS culture using

rolling tubes (Hogue, 1946; 1947)

1951 Fragments of the cerebral and cerebellar
cortex were maintained in culture (Costero and
Pomerat, 1951)

1961 Development of the modern cell aggregate
culture technique (Bousquet and Meunier, 1962)

1966 Embryonic rat spinal cord and ganglia
explants cultured on collagen glass (Crain, 1966)

1973-1997 Organotypic cultures from various
cerebral regions (LaVail and Wolf, 1973; Whetsell
et al., 1981; Knopfel et al.,, 1989; Ostergaard et
al., 1995; Robertson et al., 1997)

1964 First immortalised neuronal line from
children with neuroblastoma cancer
(Goldstein etal., 1964)

1973 SK-N-SH and SH-SYSY neuroblastoma lines from
metastatic bone tumour (Biedler et al., 1973;1978)
1976 PC12: Rat derived adrenal pheochromocytoma
line (Greene and Tischler, 1976)

1984 Neuroblastoma cells exposed to retinoic acid
display neuroblast-like phenotype (Pahiman et al., 1984)

1986 Primary microglia lines from neonatal
rat cerebral tissue (Giulian and Baker, 1986)

1988 Primary h I

(Dottiet al., 1988)

1989 first neural stem cells isolated from rat forebrains
(Temple, 1989)

1990 Primary forebrain neurons from adult canaries
(Goldman, 1990);

1992 NSCs isolated from adult murine striata and
differentiation to neurons and astrocytes (Reynolds and
Weiss, 1992);

1993 NT2: human neuronally committed teratoma
derived line (Pleasure and Lee, 1993)

1995 cortical, hippocampal, cerebellar and midbrain
neurons from rat embryos (Brewer, 1995)

1999 Midbrain neurons from rat embryos

(Lingor, 1999); first human multipotent

NSCs derived from a 10.5-week embryonic
diencephalon (Vescovi et al., 1999)

2005 Secondary immortalised mouse neuroblastoma
Neuro-2a line (LePage et al.. 2005):

2010-12 Fibroblast conversion to multipotent neural cells
by expression of ASCL1, BRN2A and MYT1L (Vierbuchen et
al., 2010) and by SOX2 (Ring et al., 2012)

from fetal rats

ne

1998 Embryonic stem cells (ESC)
(Thomson etal., 1998)

2001 Neuronal cell lineages
differentiated using PSC technology
(Reubinoff et al., 2001; Zhang et al.,
2001)

2003 Serum- and growth factor-free
methodologies to differentiate ESCs to
neural precursors (Ying et al., 2003);
2005 Forebrain precursors generated
from serum-free embryoud bodies on
poly-D-lysi | i tin-
coated dlshes (Watanabe et al., 2005)
2007 Induced pluripotent stem cells
(iPSC) (Takahashi et al., 2007 )

2009 Dual SMAD inhibition by Noggin

and SB431542 (Chambers et al., 2009)
2011 Retinoic acid-induced human
pluripotent embryonic carcinoma stem cell
neurons (Coyle et al., 2011)

2012 Dual SMAD inhibition + Wnt signalling
activation by GSK3 (Kirkeby et al., 2012)
2013 Mature neurons generated by forced
expression of Neurogenin-2 (or NeuroD1)
(Zhang et al., 2013);

~>AN0 L At

ganoids by Nodal/Activin/TGF-B, and BMP
wmedlated inhibition (Watayaet al., 2008)

2011 First self-patterned CNS organoid generates neuroepithelial cysts
and optic cup organoids by Nodal treatment and Matrigel basement
membrane culture (Eiraku et al., 2011);

A ids using hedgehog agonists (Suga et al,, 2011)
2013 Extrinsic- pattemmg neocortical forebrain organoids by serum-free
embryoid bodies treated with Wnt and TGF-B inhibitors on Matrigel
(Kadoshima et al., 2013);

Whole- bram/cerebral ganoids di different brain regions
generated from serum-free embrymd bodues cultured in low bFGF-2
concentrations and ROCK inhibitors (Lancaster and Knoblich, 2014).

Yy

2015 Retinoic acid stimulates neurogenesis by inhibiting Notch and
Geminin and promoting proneural and neurogenic genes (Janesick et
al., 2015);

Self-organised aggregates as an alternative 3-D culture approach,
encompassing neural spheroids (Dingle et al., 2015);

Carebellum organoids by Nodal/Activin/TGF-8 inhibition and the
addition of FGF2 and FGF19) (Muguruma et al., 2015);
Hippocampal-choroid plexus organoids by treatment with BMP and
Wwhnt (Sakaguchiet al,, 2015);

Cerebral organoids display gene expression signatures of foetal
developing neocortex (Camp et al., 2015);

2016 Modification of self-aggregating cultures into organ-like structures:
organoids (Kelava and Lancaster, 2016b);

Midbrain organoids by dual SMAD inhibition and Wnt activation (Jo et
al., 2016);

2017 Long-term cerebral organoids display astrocytes and
oligodendrocytes, mature glial cells and gene expression profiles
comparable to post-natal brains (Renner et al,, 2017; Sloanet al.,
2017; Matsui et al., 2018)

2018 Neanderthal cerebral organoids generated by introducing the
Neanderthal gene NOVA1 in human iPSCs (Cohen, 2018);

Organoids cultured in rotary system to observe microgravitational
effects (Mattei et al., 2018);

Generation of vascularised organoids to mimic the BBB (Mansour et
al., 2018; Nzou et al., 2018; Pham et al., 2018);

Organoids-on-chip (Tachibana, 2018)
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