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Fusion Coding of 3D Real and Virtual
Scenes Information for Augmented
Reality-Based Holographic
Stereogram
Yunpeng Liu1†, Xingpeng Yan1*†, Xinlei Liu1, Xi Wang1, Tao Jing1, Min Lin2, Song Chen1,
Pei Li 3 and Xiaoyu Jiang1

1Department of Information Communication, Army Academy of Armored Forces, Beijing, China, 2Department of Basic Education,
Army Academy of Armored Forces, Beijing, China, 3R & D Center for Intelligent Control and Advanced Manufacturing, Research
Institute of Tsinghua University in Shen Zhen, Shen Zhen, China

In this paper, an optical field coding method for the fusion of real and virtual scenes is
proposed to implement an augmented reality (AR)-based holographic stereogram. The
occlusion relationship between the real and virtual scenes is analyzed, and a fusion
strategy based on instance segmentation and depth determination is proposed. A real
three-dimensional (3D) scene sampling system is built, and the foreground contour of the
sampled perspective image is extracted by the Mask R-CNN instance segmentation
algorithm. The virtual 3D scene is rendered by a computer to obtain the virtual sampled
images as well as their depth maps. According to the occlusion relation of the fusion
scenes, the pseudo-depth map of the real scene is derived, and the fusion coding of 3D
real and virtual scenes information is implemented by the depth information comparison.
The optical experiment indicates that AR-based holographic stereogram fabricated by our
coding method can reconstruct real and virtual fused 3D scenes with correct occlusion
and depth cues on full parallax.

Keywords: holographic stereogram, augmented reality, instance segmentation, 3D display, fusion of 3D real and
virtual scenes

INTRODUCTION

A holographic stereogram [1–3] is an effective three-dimensional (3D) display technology. It
combines traditional optical holography [4] with the parallax effect [5] and can realize high-
resolution and wide-viewing-angle 3D naked eye display of 3D scenes, which is considered the
ultimate form of 3D display technology [6, 7]. A holographic stereogram takes advantage of the
limited resolution of human eyes, and it can express continuous and realistic 3D optical field
information with a limited 2D perspective sequence, the parallax information of which is less than
the resolving power of human eyes. The amount of data sampling and processing loss are small. 2D
perspective images are not the only data source, but the reconstruction image and the formation of
stereo vision also come from the difference of information received by human eyes. Therefore, the
scene data source suitable for holographic stereogram is more universal and flexible, and the 3D
optical field information it can express is more abundant and diverse. For real scenes, a camera array
or motion camera can be used for capturing and sampling, which can realize the display of large-
format scenes. For 3D models rendered by a computer, one can use software to realize 3D cues such
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as occlusion, shadow, and transparency between scenes. It is
worth mentioning that, on some occasions, the fusion of real and
virtual scenes in 3D display may be more valuable. For example,
in the exhibition of cultural relics, in order to display the 3D
image and specific information of cultural relics while protecting
cultural relics, some virtual introductory signs can be
superimposed on the image of cultural relics. Obviously, this
kind of holographic 3D display can enhance people’s perception
of the 3D world and achieve the effect of augmented reality (AR).
In order to make this kind of holographic stereogram, the real and
virtual scenes must be sampled separately, and the optical field
information must be encoded and holographically printed
according to the required spatial position relationship, so as to
realize the AR display based on holographic stereo vision.

In traditional AR display, virtual information such as text,
images, and 3Dmodels generated by a computer is simulated and
superimposed on the real world. The two kinds of information
complement each other, so as to realize the “enhancement” of the
real world. Generally, it does not need to encode and reconstruct
the real scene. Deng et al. used a reflective polarizer (RP) to realize
AR 3D display, which has potential applications in stomatology
and vehicle AR display [8]. Shi et al. demonstrated a
convolutional neural network (CNN)-based computer-
generated holographic (CGH) pipeline capable of synthesizing
a photorealistic color 3D hologram from a single RGBD image in
real time [9]. Maimone et al. presented designs for virtual reality
(VR) and AR near-eye displays based on phase-only holographic
projection, which not only fix minor aberrations but also enable
truly compact, eyeglass-like displays with wide fields of view (80°)
[10]. Yang et al. proposed a fast CGH method with multiple
projection images for a near-eye VR and AR 3D display by
convoluting the projection images with the corresponding
point spread function (PSF) [11]. In 2012, Google released
Google Project Glass that can display an operation interface
similar to smart phones, and people can operate it through
sound or touch sensing devices [12]. In 2015, Microsoft
released an AR head-mounted display that can interact with
people through gestures and that is expected to realize the sense of
technology visualized in some science fiction movies [13].

However, in the field of holographic stereograms, there is little
research on the AR display of 3D scenes. Drawing on the
experience of AR, the main task of AR 3D display of
holographic stereograms is to implement the fusion coding of
3D real and virtual scenes information. Moreover, the key to
fusion lies in the correct expression of the occlusion relationship
between scenes. Three methods exist to deal with the problem of
real and virtual scenes occlusion: model-based, depth-based, and
image analysis-based methods.

The model-based method is used to reconstruct the 3D model
of the real scene by a computer and then export the model data
and render the virtual scene at the same time to achieve the fusion
effect. This method was first proposed by Breen in 1996, but it was
difficult to realize due to the technical conditions at that time [14].
Ong et al. presented a 3D reconstruction approach using a
structure from motion (SFM) algorithm to obtain the real
scene 3D model, avoiding the huge workload of traditional
modeling [15]. Newcombe et al. designed a 3D reconstruction

system that can transmit 3D information accurately and in real
time [16]. The system uses a Kinect sensor to obtain the depth
information of the real scenes and uses GPU parallel computing
for real-time reconstruction and fusion rendering. The depth-
based method is used to determine the occlusion relationship
according to the depth value of the object point and usually only
displays the information of the near object point. Wloka et al.
proposed a video see-through AR system capable of resolving
occlusion between real and computer-generated objects, which
calculates the pixel depth value through a stereo matching
algorithm and compares the depth value to determine the
position relationship between real and virtual scenes [17].
Some researchers use hardware devices to calculate depth.
Jesus et al. introduced a depth-of-flight range sensor into AR
to obtain the depth map and then judged the visibility of the
fusion scene [18]. The method based on image analysis, which
was proposed by Berger in 1997 [19], is to first detect the edge of
the real scene image, draw an accurate contour, and then
manually mark and complete the occlusion relationship
between the real and virtual scenes. This method relies on the
superiority of the edge detection algorithm, and each image must
be marked manually; so, it cannot guarantee real-time
performance. Many researchers have proposed background
extraction and target contour fusion, but the results are not
accurate [20–22]. Roxas et al. used a CNN-based semantic
segmentation algorithm to obtain more accurate foreground
segmentation results. Moreover, according to the complexity
of object boundary and texture, labels are assigned to the real
scene, which improves the automation performance [23].

The model-based method can better express the occlusion
relationship by putting the real and virtual scenes into the same
time and space, but there is a certain degree of information loss in
using a 3D model to express the real light field, which will cause
the real scene to be unreal. In theory, the depth-based method can
effectively deal withmore complex occlusion relationships, but, in
practice, the accurate calculation of a depth map is not easy, and
there are some other problems, such as limited range, dependence
on lighting conditions, and sparsity of data points. The method
based on image analysis not only keeps the authenticity of the real
light field but also does not need to calculate the accurate depth
value. However, it usually needs manual marking and has a low
degree of automation.

In this paper, we reference the method based on image analysis
and use the Mask R-CNN [24] instance segmentation algorithm
to extract the contour of the real scene. To reduce the manual
marking part and improve the automation of the image analysis-
based method, we use the results of an instance segmentation
algorithm to give a pseudo-depth-value to each instance
according to the occlusion relationship, and then the depth-
based method is applied to encode the optical field to achieve
the effective fusion when the virtual scene and real scene have a
mutual occlusion relationship. The principle and implementation
details of the optical field coding method are introduced. The
encoded images are processed by the effective perspective images’
segmentation and mosaicking (EPISM) printing method [25, 26].
Optical experiments show that the method proposed in this paper
can effectively realize AR 3D display of holographic stereogram.
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Finally, we analyze and discuss the reconstructed optical field in
detail.

BASIC PRINCIPLES AND METHOD

Real and Virtual Scenes Occlusion in
Holographic Stereogram AR Display
The scene’s information fusion coding of an AR-based
holographic stereogram cannot be simply obtained by
superimposing virtual 3D scenes onto the real scenes. The real
and virtual scenes should have a reasonable or even complex
occlusion relationship, so that the observer can have a good and
real visual experience that can reconstruct the real and virtual
fused 3D scenes correctly.

Figure 1, taking a simple real and virtual fused 3D scene as an
example, shows a real 3D sceneA and a virtual one B. For simplicity,
the occlusion on the x − z plane is analyzed. After image coding, the
perspective seen at the camera #1 position should display part of the
information of the two scenes at the same time. Taking pixel p(i, j)
[(i, j) is the pixel position index in the sampled image] as an example,
when A and B are sampled, object pointsO on A andO’ on B retain
the optical information at pixel p(i, j) of their respective sampled
images. However, considering occlusion, O blocks O’ at the camera
#1 position. Therefore, pixel p(i, j) of the encoded image should only
retain the information of object point O of the virtual scene. The
situation of camera #3 is contrary to that of camera #1.

The fused image from a certain perspective can be
expressed as:

QAR(i, j) � { I[O(x, z, α)], z < z′
I[O′(x′, z′, α)], z > z′′ (1)

where QAR(i, j) represents the fused image pixel information at
pixel index positions (i, j).O(x, z, α) andO′(x′, z′, α) are the object

point information, and α is the projection angle. I[•]denotes the
optical intensity information. Because the object points of real
and virtual scenes usually do not coincide, z � z′ is meaningless
and need not be discussed. Eq. 1 only gives the principle of depth
determination in the case of occlusion, and it must be explained
that there is no need for depth comparison in the case of no
occlusion.

The above is the basic principle of the depth-based method, in
which the process of solving the depth information z is the key
but also the challenge. Depth estimation algorithms are usually
used to calculate depth information, such as monocular depth
estimation [27–29], stereo matching algorithms [30–32], and
depth estimation based on deep learning [33–35]. However, it
is difficult to obtain accurate depth values using these methods,
and a good effect in estimating the depth of the scene over a long
distance cannot be achieved. When the distance between the real
and virtual scenes is large, the error caused by depth estimation is
acceptable. However, when the depth difference is small, the error
of depth estimation will result in an incorrect choice, which
makes the original occlusion relationship completely contrary.
This is not acceptable, and we have to find a new way to solve this
problem.

Fusion Method Based on Instance
Segmentation and Pseudo-depth
The principle of the depth-based method shows that the main
reason for occlusion in the fusion images between the real and
virtual 3D scenes is the difference of object point depth
information in a certain ray. The point with a small depth
blocks the point with a large depth and leaves the intensity
information at the corresponding pixels of the fusion image.
However, the decision condition is only to compare the value of
the depth and does not require the specific depth value, which
provides the opportunity to improve the depth-based method.

Referring to Figure 2, B and F are the projection curves of the
background and foreground, respectively, of the real scene on the
x − z plane; V is the projection curve of the virtual scene, and its
depth range is (dmin, dmax). c and c are the real and virtual
sampling cameras, respectively, with the same spatial pose at a
certain viewpoint. After sampling, perspectives Q and Q′ are
obtained separately. The intensity information of points p1 and p2

FIGURE 1 | Analysis of occlusion relationship between real and
virtual scene.

FIGURE 2 | Correspondence between pixels and points in optical field
fusion.
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are kept in Q and that of points p′1 and p′2 are kept in Q′. For the
fused optical field to satisfy the occlusion relation depicted in
Figure 2, it must be ensured that

{ dF < dmin

dB > dmax
, (2)

where dF and dB are the depths of F andB, respectively. Here, we
use the instance segmentation method [36, 37] to layer the
foreground and background of the real scene, assign a pseudo-
depth-value to each layer according to Eq. 2, and then use the
depth-based method for image coding, as follows:

Q[p1, p2] + Q′[p′1, p′2] � QAR[p1, p′2] (3)

In terms of technical difficulty, instance segmentation is
simpler than accurate depth calculation. Next, combined with
the actual application of the scene in this paper, the real and
virtual scene image fusion coding strategy is introduced in detail.

Fusion Strategy of Real and Virtual Scenes
Figure 3 shows the fusion strategy of real and virtual scenes for
holographic stereogram AR 3D display. Taking the perspective
(i, j) [(i, j) is the sequential index of perspectives, and the total
number of images is M × N(1≤ i≤M, 1≤ j≤N)] in the
perspective sequence as an example, the basic principles and
methods of the strategy are described in detail.

Step 1: Real scene sampling. Obtain the real scene sampling
perspective sequence. The instance segmentation algorithm
is used to segment different instances in the scene.
Furthermore, the real scene sampling images QR(s, t)[(s, t) is
the pixel position index of the depth map] in Figure 3 can be
represented as

QR(s, t) � H + T + B, (4)

where the three terms on the right-hand side of the equation
represent the light field sampling information of the house, tree,
and background in QR(s, t), respectively.

Step 2: According to the scene space position and camera pose
adjustment in Step 1, the virtual scene sampling parameters are
set. The sampled image QV (s, t) can be expressed as

QV(s, t) � C + B′ (5)

where C and B′ represent the car and background of the image
QV (s, t), respectively. The depth map is rendered at the same
time. The quantization method of depth map is given by

DV(s, t) � D(C)
V ∪D(B′)V

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

255 × z(s,t) − zmin

zmax − zmin
, zmin ≤ z(s,t) ≤ zmax

255, z(s,t) > zmax

0, z(s,t) < zmin∪z ∈ B′

,

(6)

whereD(•)V represents the depth map of •, z(s,t) is the depth of the
corresponding object point, and zmin and zmax are the
quantization ranges of the set depth value. In the pixel area
without a scene, the value is 0.

Step 3: According to the occlusion relationship and the depth
map of the virtual scene, the pseudo-depth-value is assigned to
each instance after the instance segmentation, and the value of H
occlusion C and C occlusion T is given as

⎧⎪⎨⎪⎩
D(H)

R ∈ (0, min[DV(s, t)])
D(T)

R ∈ (max[DV(s, t)], 255)
D(B)

R � 0
, (7)

where D(H)R , D(T)R , and D(B)R represent the values assigned to each
instance and background, which are respectively H for house, T
for tree, and B for background. Then, the pseudo-depth-map can
be expressed as

DR � D(H)
R ∪D(T)

R ∪D(B)
R . (8)

Step 4: The fusion of real and virtual optical fields. According
to the depth-based method, the near information in the fusion
scene is retained in the processed image, as shown in

FIGURE 3 | Fusion strategy of real and virtual scenes.
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QF(s, t) �
⎧⎪⎨⎪⎩

QR(s, t),DR(s, t)<Dv(s, t)
QV(s, t),DR(s, t)>Dv(s, t)
QR(s, t),DR(s, t) � Dv(s, t) � 0

. (9)

Note that DR(s, t) � DV (s, t) � 0 above, indicating that the virtual
depth map and real pseudo-depth-map are only 0 at the same
time when the position value of a pixel is equal. This is because
there is usually no point in space that belongs to both the real
scene and virtual scene.The above-mentioned four steps can
realize the fusion of real and virtual optical fields with a
correct occlusion relationship in each image. It should be
pointed out that, for the perspective sequence shown in
Figure 3, each group of horizontal parallax image sequences is
transformed from the real scene occlusion virtual scene to the
virtual scene occlusion real scene, which allows us to not have to
code the images one by one. In our work, we only coded the
optical field twice—once to keep the foreground pixels of the real
scene in the occluded area, and once to keep the pixels of the
virtual scene—and then extracted the images with a correct
occlusion relationship. However, although this process is more
flexible than manually marking each image, it is still not fully
automated. Of course, automation is not the main goal of
this paper.

EXPERIMENT AND DISCUSSION

Implementation of Optical Field Coding
According to the above-mentioned four steps, we gradually
realized the effective coding of real and virtual scene optical
fields and carried out the detail display and result analysis.

Real Scene Sampling and Instance Segmentation
In our work, we used the “house and tree” model as the
foreground objects of the real scene and the “sky” as the
background (see Figure 4B). A single camera timing sampling
system was built to sample the real scene’s perspective
information. A single MER2-502-79U3C CMOS digital camera
was fixed on a Zolix KSA300 electronic control displacement
platform. The stepper motor in the displacement platform was
driven by a Zolix MC600 motion controller, which could realize

arbitrary interval shift sampling in both the horizontal and
vertical directions, as shown in Figure 4A.

After comprehensive comparison of several instance
segmentation methods, we used the better Mask R-CNN
instance segmentation network architecture for processing.
Mask R-CNN can realize target detection, semantic
segmentation, and instance segmentation. Fast R-CNN (an
excellent target detection network architecture) adds a full
convolution network (FCN), realizes semantic segmentation on
the basis of target detection, and then realizes instance
segmentation [38]. It adds a layer of random color mask to the
specified instance. Using the Windows operating system and the
efficient computing power of an NVIDIA TITAN XP graphics
card, we built a Mask R-CNN network architecture based on the
Keras2.1.5 model library on the Tensorflow 1.13.2 deep-learning
open-source framework. A dataset of 400 real scene images with
mask labels was produced by using the “labelme” annotation tool
(the total number of images to be encoded was 4,761), of which 350
were used for training and 50 for validation. We set the training
times to 150 epochs. After the iterative optimization training of the
multi-layer feature pyramid network, the training set loss was
reduced to 0.017, the validation set loss was reduced to 0.016, and
the confidence of the target detection accuracy was close to 1.0.
Figures 5A,B show the sampled images and labeled masked label
in the experiment respectively. The test effect on the self-made
dataset is shown in Figure 5C. Details of the occlusion mask are
shown. The main part of the house model was completely covered,
but areas violating the mask coverage still remained at the four
corners. This may be due to the small cardinality of self-made
datasets. The edge of the house and tree trunk can be completely
covered, which basically meets the requirements of stratification.

Virtual Scene Sampling and Depth Map Rendering
The virtual scene was rendered with 3D studio Max software, and
its sampling was adopted to be consistent with the real scene
sampling settings. In addition, the “Z depth” channel was rendered
to obtain the “car”model’s depth maps, where the front end of the
car was 14.3 cm from the camera. The gray value of the depth map
of the car area was between 139 and 232 (0–255 is used to represent
the gray range of each gray image). Figures 6A,B show one of the
sampled images and its depth map of the virtual scene.

FIGURE 4 | (A) Single camera timing sampling system (B) real scene image.
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Generating Pseudo Depth Map
The trained model was used to predict all the real scene images to
be encoded, and the corresponding images with masks were

obtained. Digital image processing technology is used to assign
pseudo-depth-values to the areas covered by each mask in each
image. In order to ensure that the car stopped between the house

FIGURE 5 | (A) An real scene image and (B) its masked label files (C) Details display after instance segmentation.

FIGURE 6 | (A) A virtual scene image and (B) its depth map.

FIGURE 7 | Three gray images with pseudo-depth-values.
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and the tree, we assigned values to two groups of pseudo-depth-
maps. In one group, the house was 100, the tree was 255, and the
background was 0. In the other group, the house was 255, the tree
was 100, and the background was 0 (corresponding to the
principle). Figure 7 shows three pseudo-depth-maps.

Optical Field Fusion Coding
Figure 8 shows some encoded perspectives, which are the images
with the correct occlusion relationship selected from the results of the
above-mentioned two groups of pseudo-depths. The number labels in
the upper right-hand corner of the perspectives represent the ranking
of these images in the sequence.We zoomed-in on some of the details
of the first three images to show the coding effect. It can be seen that
the information of the virtual scene has been integrated into the house
and tree of the real scene. In perspective (28,29), the rear part of the car
is blocked by the house, and the tree is blocked by the front of the car.
In perspective (35,29), there is no occlusion relationship between the

car and the house. In perspective (42,29), the house is blocked by the
front of the car. This further proves the effectiveness of the proposed
method for the fusion of real and virtual occlusion. In addition, our
optical field coding method only determines the position at which
there is scene information in the virtual images and directly retains the
real scene information of the position at which there is no scene
information. Therefore, the encoded images are not affected by the
incomplete coverage of the instance segmentation mask.

After the fusion perspectives of real and virtual scenes are
obtained, the EPISMmethod can be used for the image process to
generate the optical field information that can be directly used for
holographic printing. For details of the EPISM printing method,
please refer to Ref. [25].

Optical Experiment and Discussion
The EPISM holographic stereogram printing method
proposed by our group is used for image pre-processing to

FIGURE 8 | Nine encoded perspectives.
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obtain the exposure images for holographic printing. The
optical experimental scheme was set up as shown in
Figure 9. A 400-MW/639-nm single longitudinal mode
linearly polarized solid-state laser (CNI MSL-FN-639) was
used as the light source, and an electronic shutter (Sigma
Koki SSH-C2B) was used to control the exposure time. After
passing through a λ/2-wave plate and a polarizing beam splitter
(PBS), the laser beam divided into two beams, namely, the
object beam and the reference beam. The polarization state of
the object beam was adjusted by a λ/2-wave plate to be
consistent with the reference beam. The attenuator of the
reference beam was adjusted to attain an object reference
energy ratio of 1:20. The object beam irradiated the LCD
screen after being expanded and reached the holographic
plane after being diffused by the scattering film. After
filtering and collimating, the uniform plane wave reference
beam was obtained. The object beam and reference beam
interfered with each other after being incident from both
sides, and the exposure image information was written. The
holographic plate was fixed on the KSA300 X-Y linear
displacement platform, and the positioning accuracy of the
platform in the horizontal and vertical directions was 1 μm.
The displacement platform was controlled by an MC600

programmable controller. In our work, the size of the hogel
was 4 mm, and the size of the hologram was 8 cm.

After printing, the holographic plate can reconstruct 3D
images in the conjugate of original reference light after
developing and bleaching. As shown in Figure 10, the
reconstructed image was taken with a Canon camera and
a macro lens with a focal length of 100 mm, which was
placed approximately 40 cm in front of the
holographic plate.

As shown in Figure 11, the full parallax reconstruction
effect of an AR 3D image in a holographic stereogram at
different angles of view can be observed. It can be further
observed that the fusion reconstruction images of real and
virtual scenes are not only consistent with the original scene at
the time of acquisition but the occlusion of a virtual scene to a
real scene also conforms to the corresponding spatial position
relationship, that is, at the left angle (−5°, +2.5°), the car is
blocked by the house, and at the right angle (+5°, +2.5°), the
house is blocked by the car, which shows the correctness of the
optical field coding method. The holographic stereogram has
smooth motion parallax and no visual jump effect. According
to the printing principle of the EPISMmethod, the field of view
of the holographic stereogram is determined by the field of
view of the printing system and each hogel. In this experiment,
the field of view is 39.8°. However, due to the large main part of
the real scene, when the observer is located in the limited visual
area ±19.9°, the foreground part of the entire real scene
(houses, cars, and trees in the image) will not be observed
in the reconstructed optical field. In order to capture the
complete reproduction image of the real scene and to better
display the AR 3D display effect, the shooting angle of the
digital camera—that is, the horizontal and vertical viewing
angles shown in Figure 11—is less than 19.9°. The horizontal
observation angle is also slightly larger than the vertical
observation angle.

In order to further test the ability of detail expression (see
Figure 12) and the expressiveness of the scene depth (see
Figure 13) of the AR hologram obtained by the proposed

FIGURE 9 | Holographic printing optical scheme.

FIGURE 10 | Holographic optical reconstruction scheme.
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FIGURE 11 | Reproduction images of five viewpoints.

FIGURE 12 | Effect display of a new scene of augmented-reality display.
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method, we used the same printing system and selected a soldier
model and a “BAM!”model as the real scene and the virtual scene,
respectively; the holographic stereogram was printed again, and
the reconstructed image was taken.

Figure 12 shows the sampled image and the reproduced
image, which is successfully displayed by the fusion of real
and virtual scenes and some details (from right to left). In the
two detailed images on the left, the neck of the soldier can be well
integrated with the virtual scene, but the arm is not as smooth as
in the sampled image, which is due to the difference of coverage of
different parts in the segmentation results of the instance. This
shows that the proposed optical field coding method of a
holographic stereogram AR display is greatly affected by the
effect of instance segmentation. Therefore, in order to achieve
high-quality display, the accuracy of instance segmentation must
be improved.

Two rulers were placed to help display the comparison
results, as shown in Figure 13. The distance between ruler #1
and the holographic plate is 14.3 cm and that between ruler #2
and the holographic plate is 13.5 cm, which are consistent with
the sampling parameters. It can be seen that when the camera
focuses on ruler #2, the letter “A” is displayed clearly. When
ruler #1 is clear, the soldier is clearer than ruler #2. This not
only means that there is a depth difference between the real

and virtual scenes in the reconstructed image but also indicates
that the depth difference does not change with the pseudo-
depth assignment. It should be pointed out that the real camera
sampling effect is not as good as that of the virtual camera in
the software; the contrast effect is not obvious, but we can see
that the artifact of the hat is reduced.

CONCLUSION

In our work, a fusion coding method of 3D real and virtual
scenes information is proposed to achieve an AR-based
holographic stereogram. Theoretical analysis and
experimental results show that the proposed coding method
can effectively add some virtual 3D elements into the real scene
to enhance the visual experience in the field of holographic
stereogram 3D display. The combination of real and virtual
scenes fully considers the occlusion relationship, which is not a
simple scene superposition. The core is to assign and determine
the pseudo-depth after instance segmentation. There is still a
large gap between the AR 3D display mentioned in this paper
and the latest work in the field of AR, but the proposed method
provides a basic idea for the research direction of holographic
stereogram AR 3D display, which can be further explored. For

FIGURE 13 | Analysis of scene depth information.
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example, by continuously improving the efficiency of instance
segmentation, the scenes can be more accurately foreground-
extracted. Moreover, if the accurate depth calculation method can
be studied, then using the accurate depth value as the basic
processing data can better present the effect of holographic
stereogram AR 3D display. It should be pointed out that our
work only discusses simple and small scenes that tend to be the
ideal conditions. However, the related work of complex scenes still
needs further analysis and research; for example, there are no
obvious foreground objects and background objects in the scene,
or the front and back objects belong to the same instance. Taking our
experiment as an example, if the car is located inside of the garage,
only a part of the garage needs to be separated in the instance
segmentation, which violates the original intention of the instance
segmentation algorithm. Therefore, the methods mentioned in this
paper have some limitations. Therefore, the aforementioned related
issues must be further studied in future.
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Recognition of Multiscale Dense Gel
Filament-Droplet Field in Digital
Holography With Mo-U-Net
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Accurate particle detection is a common challenge in particle field characterization with
digital holography, especially for gel secondary breakup with dense complex particles and
filaments of multi-scale and strong background noises. This study proposes a deep
learning method called Mo-U-net which is adapted from the combination of U-net and
Mobilenetv2, and demostrates its application to segment the dense filament-droplet field
of gel drop. Specially, a pruning method is applied on the Mo-U-net, which cuts off about
two-thirds of its deep layers to save its training time while remaining a high segmentation
accuracy. The performances of the segmentation are quantitatively evaluated by three
indices, the positive intersection over union (PIOU), the average square symmetric
boundary distance (ASBD) and the diameter-based prediction statistics (DBPS). The
experimental results show that the area prediction accuracy (PIOU) of Mo-U-net reaches
83.3%, which is about 5% higher than that of adaptive-threshold method (ATM). The
boundary prediction error (ASBD) of Mo-U-net is only about one pixel-wise length, which is
one third of that of ATM. And Mo-U-net also shares a coherent size distribution (DBPS)
prediction of droplet diameters with the reality. These results demonstrate the high
accuracy of Mo-U-net in dense filament-droplet field recognition and its capability of
providing accurate statistical data in a variety of holographic particle diagnostics. Public
model address: https://github.com/Wu-Tong-Hearted/Recognition-of-multiscale-dense-
gel-filament-droplet-field-in-digital-holography-with-Mo-U-net.

Keywords: gel droplet, secondary breakup, digital holography, deep learning, image segmentation

1 INTRODUCTION

Gel propellant, with the merits of high specific, strong density impulse [1, 2], smooth ignition [3],
stable combustion [4] and good storage condition [5, 6], shows great potential in the field of rocket
propellant for its unique properties. Recent years, studies on gel propellant involve formation [7],
atomization [8, 9], flow characterization [10, 11] and combustion [12–14]. In practice, gel propellant
is atomized in crossing flow and then combusts, and particularly, secondary atomization in
downstream can dramatically influence the mixing and combustion efficiency [15]. Thus, the
spatial-temporal evolution of the breakup of gel droplet, including morphology, droplet and
fragment size and velocity, is of essential significance. The breakup process of a Newtonian
droplet varies with the Weber number (We � ρυ2ι/σ, where ρ is the fluid density, υ is the
characteristic velocity, ι is the characteristic length, σ is the surface tension coefficient of the
fluid) and Ohnesorge number (Oh), and can be divided into five modes (vibrational, bag, multi-
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mode, sheet thinning and catastrophic breakup), with distinctive
transition on the shape and size of broken droplet fragments [16].
As a typical non-Newtonian fluid, the secondary breakup of a gel
droplet differs from that of a Newtonian one. Moreover, the
extreme breakup condition of a gel propellant droplet under a
high internal flow of a rocket, with We even over one thousand,
makes the breakup complicated and subsequently its
characterization more challenging.

To quantify the droplet breakup process, several advanced
optical particle instruments have been applied to measure the
droplet, e.g., phase Doppler analyzer (PDA) [17, 18] and Malvern
particle size analyzer (MPSA). PDA can only deal with spherical
particles and MPSA can only measure the one-dimensional
particle descriptor, that is, equivalent size. However, the
breakup of a gel droplet generates a large amount of irregular
fragments, filaments and nonspherical droplets, and their
morphological characterization, especially in 3D, are vitally
important to have an insight into the mechanism of gel
droplet breakup process. Digital in-line holography (DIH), as
a real 3D imaging technique, can measure geometric parameters
of particles, including 3D position, diameter and morphology,
and 3D velocity when combined with particle imaging/tracking
velocimetry (PIV/PTV) strategy, and thus suits to droplet
dynamics characterization. Based on DIH, Radhakrishna, et al.
[19] obtained the size and velocity of droplets with different We
ranging from 30 to 120, explored the breakup pattern and thus
gave the percent of required minimum reflux velocity, Prasad,
et al. [20] explored the impact of density on cloud dynamics and
examined two particle clouds with similar granularity and
morphology and thus provided a measurement of velocity and
concentration before ignition, Liebel, et al. [21] combined
transient microscope and successfully demonstrated the time-
resolved spectroscopy of gold nanoparticles to lay a foundation
for single shot three-dimensional microscopic imaging on any
timescale. One of the common challenges in filament-droplet
field characterization during secondary breakup is accurately
detecting and segmenting the object from background.
Nowadays, threshold algorithms [22] especially adaptive-
threshold methods (ATM) [23–25] are widely employed. The
threshold value is calculated based on models originally derived
from image by direct photography, while the reconstructed slice
image in DIH has intrinsic twin-image noises. Besides, the liquid
filaments with various morphology and multi-scale droplets pose
additional challenge to their segmentations. These factors
deteriorate the performance of threshold-based algorithms.

In nature, the segmentation of the reconstructed holographic
image is equivalent to semantic segmentation in the field of deep
learning. Fully convolutional neural network (FCN) [26] opened
the door of deep learning to the field of semantic segmentation,
and several models, e.g., Deeplab [27], Segnet [28], E-net [29],
U-net [30] etc., were proposed. Among them, U-net is a classic
network for semantic segmentation, and it is also embedded in
various popular large models as a classic network backbone.
Especially, U-net was widely used in the semantic
segmentation of medical images owing to the mixture of low
level features and high level features [30]. Tuning the loss
function and data augmentation through cropping and

rotating the initial image, can increase the accuracy and the
robustness of the deep neural network prediction. The
application scenario of this method is extended to DIH and
become a feasible approach to segment the reconstructed
holographic images. Altman, et al. [31] completed the
characterization and track of hologram to recognize and locate
the colloidal particles and thus eliminated the proprieties of it
with deep convolutional network. Midtvedt, et al. [32] developed
a weighted average convolutional network to analyze the
hologram of single suspended nanoparticle and quantified the
size and refractive index of a single subwavelength particle. But
until now, these works mainly focus on relatively large [33, 34],
spherical object [35, 36], sparse small particle field [37–39] or
other objects (e.g., fiber internal structure [40], cell identification
[41]), yet few focused on dense particle field consisted of liquid
droplets and filaments with various morphological shapes like gel
atomization field. And the combination of digital holography and
deep learning methods were also extended to other particle-like
objects, Belashov, et al. [42] utilized holographic microscopy
combined with cell segmentation algorithm using machine
learning to characterize the dynamic process of apoptosis and
the accuracy achieved 95.5% and Wang, et al. [43] segmented
some terahertz images of gear wheel and used average structural
similarity to get the relatively best results which were proved to be
better than some traditional segmentation algorithms in
their paper.

This study combines semantic segmentation model based on
deep neural network with the holographic images of gel
secondary atomization field and proposes Mo-U-net to deal
with this segmentation task. Experimental results show that
Mo-U-net has a superior performance in overall, local
boundary, internal structure prediction and particle retrieval of
different scales than ATM in different conditions. Therefore,
using the Mo-U-net can lay a solid foundation for the later
mechanism analysis in droplet breakup, which also provides a
feasible approach to segmenting other kinds of holograms.

2 EXPERIMENTAL SETUP

The experimental setup for gel droplet breakup in a crossing
flow measured with DIH is shown in Figure 1. A gel droplet
with a size ranging from 1.74 to 2.58 mm was produced by a
needle generator, and then fell into a high-speed crossing flow,
with a velocity ranging from 63.7 m/s to 118.2 m/s. All gel
samples were distributed on the same day, with a density of
1,356.8 kg/m3 and a surface tension of 24.56 mN/m. The droplet
was then accelerated and was broken up into filaments and small
droplets, with the We spanning from 514 to 1768 and Reynolds
number (Re) from 1.078 ×104 to 2.033 ×104. The experiments
were carried out under five conditions as shown in Table 1. In
this table, d means the droplet diameter, ]c is the central velocity
in the flow field, Re is the Reynolds number (Re � ρVL/μ, where
ρ, μ are the density and dynamic viscosity coefficient of the fluid
respectively, and V and L are the characteristic velocity and
length of the flow field). The breakup processes of the gel
droplets were visualized by a 25 kHz high-speed DIH system.
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A laser beam of λ � 532 nm wavelength was first generated by a
pico-second pulsed laser, passed through a spatial filter, and
then collimated into a plane wave. The plane wave traveled
through the test region and illuminated the filament-droplet
field. Part of the beam was scattered as the object wave and
interfered with the reference wave without being scattered to
generate the hologram with size of M ×N � 1,280 × 800, and
equivalent horizontal and vertical pixel size Δx and Δy of 28 μm

in this study. The holograms obtained in this study are shown in
Figure 2A.

The recorded hologram noted as Ih(m, n) was then
reconstructed by angular spectrum method [44] as follows

Er(k, l, zr) � F −1 F R · Ih(m, n)[ ] × exp −i 2πzrλ

��������������������
1 − λm

MΔx( )2

− λn
NΔy( )2

√√⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎨⎪⎪⎩

⎫⎪⎪⎬⎪⎪⎭ ,

where Er (k, l, zr) denotes the complex amplitude of the
reconstructed image, zr and (k, l) denotes the reconstruction
distance from the recording plane and the pixel coordinates of the
reconstructed image respectively. And R � 1, denotes the
reference light for reconstruction of DIH. h (m, n) is the
hologram, and (m, n) is the pixel coordinate in the hologram.

In this study, 301 sections between 210 and 240 mm in the Z
axis were reconstructed with 0.1 mm spacing in order to obtain a
full 3D droplet field information while keep a relatively high
reconstruction speed. Because the depth of field (DoF) of the

FIGURE 1 | Schematic of the high-speed DIH system for measuring crossing flow atomization of gel droplet.

TABLE 1 | Parameters of five experimental conditions.

case d (mm) νc (m/s) We Re

1 2.58 ± 0.01 63.7 514 1.096 × 104

2 2.58 ± 0.01 92.9 1,092 1.598 × 104

3 2.58 ± 0.01 118.2 1768 2.033 × 104

4 2.13 ± 0.03 92.9 902 1.319 × 104

5 1.74 ± 0.02 92.9 737 1.078 × 104

FIGURE 2 | Experimental data for crossing-flow atomization of gel particles. Images with black boundary are the primitive images. Images with red boundary on the
left upper side are enlarged ones of what the red dotted box frames. The subgraph (A) is the raw hologram obtained by the high speed camera. The subgraph (B) is one
of the slices from a reconstructed hologram. The subgraph (C) is the EFI generated from all reconstructed slices.
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holographic imaging system is calculated to be about 290 μm
[45], as long as the section spacing is shorter than the DoF, then
all particles in experimental space can be focused on certain
section and if the spacing is too small, the time of reconstruction
maybe extremely long. Due to the limited depth of field of
reconstructed image, each reconstructed slice only had a few
droplets in-focus, as shown in Figure 2B. So it is necessary to
reconstruct multiple sections of particle field. To facilitate the
subsequent droplet recognition and locating as well as speed up
this process, the whole reconstructed 3D particle field was fused
into one image called extended focus image (EFI) as shown in
Figure 2C, using a region-based image depth-of-field extension
algorithm [46]. The gel filament-droplet field in the EFIs has the
following characteristics. 1) Due to the characteristics of digital
in-line holography, the foreground twin-image is generated in the
background of EFI accompanied with the bright and dark
background stripes. They interfere with the gray distribution
of the local foreground and produce some noises in the final
recognition result. 2) In complex dense filament-droplet field, the
twin-images generated by the foreground of EFI interfere with
each other and form complex, changeable and irregular noises,
which cripple the segmentation effect of classical threshold

method based on gray statistics. 3) The shapes of gel filaments
in EFIs are variable, and the scale span of gel filaments is very
large (hundreds of microns to a few centimeters). These two
factors make the general processing method based on geometry
and morphology unfeasible, and increase the difficulty of
threshold segmentation methods.

Thus, in this study, the EFIs will be processed with a deep
neural network called Mo-U-net to overcome the difficulties
mentioned above.

3 METHODS

3.1 Model Setup
U-net consists a shrinking path named encoder and an expanding
path named decoder. The shrinking path is used to extract the
context information of the image while the expanding path is
used to reconstruct the foreground and the background of the
image precisely according to the information. The symmetrical
two paths form a structure like “U” for which this network is
called “U-net” [30]. Because of the complex segmentation scene
and fine segmentation requirements, U-net adopts layer skipping

FIGURE 3 | The structure of Mo-U-net. The blocks and arrows marked as gray areas denote the parts that are pruned in actual use.
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link, which fuses the bottom information extracted by the
encoder with the corresponding high-level feature map from
the decoder layer by layer to make up for the lost features in
encoding.

As is shown in Figure 3, the Mo-U-net used in this study, is
based on the structure of U-net, and is improved in two aspects.
1) The original four down sampling blocks is replaced with a
network named Mobilenetv2 [47] as our new encoder.
Mobilenetv2 completely discards the pooling layer to retain
more low-level features in down sampling and replaces normal
convolution with depth-wise separable convolution and point-
wise convolution, which enables a more precise and faster
segmentation. And it is also consistent with the segmentation
characteristics of the gel filament-droplet field in EFIs. 2) Block7
to 14 from Mobilenetv2 are removed to simplify the encoder and
only two up-sampling and feature fusing process are kept to
simplify the decoder for the timeliness of image processing and
finite computing resources. Since the features of gel droplets and
filaments are primitive in this study, a network with relative small
capacity and few skipping connection will be qualified enough to
extract adequate semantic information for fine segmentation
while saving quantities of training time due to its fewer
parameters.

3.2 Dataset Establishment and Data
Augmentation
The dataset for neural network training generally includes input
images and true values which are also called ground truth in
image segmentation field. In this study, the dataset is established
in two steps. In the first step, the ATM [48] is used to preprocess a

batch of EFIs to obtain relatively rough ground truth. Then, the
obviously defective truth value labels are ruled out while the rest is
regarded as the ground truth for training and testing. The reasons
for this are as follows. 1) The current image processing method
cannot make pixel-wise ground truth, and manual calibration
costs a lot of time, which is unfeasible for subsequent experiments
and industrial applications. 2) Different from the traditional
threshold and regression algorithm, owing to the gradient
back propagation and batch processing mechanism, deep
neural network shows great robustness in noisy learning (the
process of learning from a dataset containing partial error
samples is usually called noisy learning), and has been verified
in many experiments [49]. A total of 2,167 images were collected
in the experiment. After filtered by ATM, a total of 2021 images
with rough ground truth were obtained as shown in Figure 4.

The second step is data augmentation. The EFIs obtained in
experiment have some defects, which can be mainly divided into
three aspects. 1) Uneven spatial distribution. As the red box
shown in Figure 5B, the spatial distribution of the droplet particle
field is of great unevenness. Under the experimental conditions,
most of the gel droplet particle field is concentrated in the upper
and the right parts which may cause a positional bias to network
when training, thus affecting the generalization ability. 2) Black
long-strip noise. The blue box in Figure 5B shows that, due to the
limitation of lens range, black noise with long strip shape appears
on the edge of the image. Although it is not a droplet, the ATM
will mistake it as a foreground, which is harmful for the feature
learning. 3) Dot-like black noise. From the yellow box in
Figure 5B, the static dot-like black noise appears because
some particles are attached to the cavity wall after being
blown away during experiment. Although such noises donot

FIGURE 4 | Rough ground truth produced by the ATM.
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belong to the dynamic particle field, its characteristics are the
same as real particles in the EFIs. So it will not affect the learning
of the characteristics of the EFIs of gel filaments and particles, and
there is no need for extra calibration.

To deal with the first two main defects, the original dataset is
augmented in two corresponding ways. 1) The image size is
cropped from 1,280 × 800 to 672 × 672 to remove the unqualified
boundary. 2) The images are rotated by 90°, 180° and 270°

respectively and then added to the dataset. So the spatial
distribution of the dataset can be normalized. Finally, a dataset
contains 8,084 images with 672 × 672 resolution is obtained, as
shown in Figure 6. Although the image is cropped in the
experiment, the model after training does not strictly limit the
input image size. If only the size meets the integer times of 224
and with the same height and width, the model can adjust to it
after a fine tune with a very small cost.

3.3 Train Setting
In order to achieve good segmentation performance, the train
strategy is set as follows. A pre-training weights is firstly used to
accelerate the model convergence and improve the
segmentation accuracy. The weights obtained from the
famous image dataset ”ImageNet” [50] is used as pre-training
weights of the Mobilenetv2 in the experiment. Then we use
transfer learning strategy to fine tune. In detail, the initial
learning rate of the model is set to 0.001 during training and
the encoder layer with pre-training weights is frozen to improve
the model performance and speed up the training process.
Besides, cross entropy loss (CEL) function and Adam
optimizer [51] are selected to accelerate the model
convergence. An early stop strategy (stop training when the

loss value is no longer decreased) and a linear decreasing
learning rate strategy (when the loss is no longer decreased,
the learning rate will be changed, in the experiment, the patient
is set to three epochs, and the change ratio is 0.1) are employed
to ensure that the model can be closer to the optimal solution,
and avoid over-fitting in the later training. Finally, the network
is trained for 100 epochs to ensure an adequate train.

4 RESULTS AND DISCUSSIONS

4.1 Training and Validation
The dataset mentioned in Section 3.2 is divided into train set and
validation set by 8:2 ratio to train model and validate its
performance respectively. Based on the environment of
tensorflow2.4.0, the Mo-U-net is trained with 2 T P100-PCIE-
16 GPUs. And a Mo-U-net without pruning is also trained in the
same case to evaluate the effect of the improvements mentioned
in Section 3.1. As a result, Mo-U-net with pruning cost 8.5 min
per epoch to train on average while Mo-U-net without pruning
cost 14.6 min per epoch to train on average, which means a nearly
41% saving of training time by using pruning. Besides, the
following test result shown in Section 4.3 also proves that
pruning will not affect the performance of the model in this
study. And to show the improvements by using Mobilenetv2, an
original U-net is also trained in the same condition. The result in
Section 4.3 shows that the original U-net also achieved excellent
performance of 82.66% PIOU and 1.1721 ASSD, exceeding the
performance of ATM in five working conditions. This shows that
deep learning method has considerable advantages for the
segmentation of complex dense droplet-filament-mixed field in

FIGURE 5 | Defective dataset. The subgraphs in column (A) are the images chosen randomly from the dataset with the same defects. The subfigure (B) is the
specific defects. The red frame denotes where the uneven spatial distribution of droplets are, the blue frame denotes the black noises with long black strip shape and the
yellow frame refers to the black noise with a dot-like shape.
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EFIs. However, it can still be modified. On this basis, Mo-U-net
proposed in this study has achieved better performance in PIOU
(area segmentation accuracy) and ASSD (boundary segmentation
error) than the original U-net, especially in the extreme complex
disaster crushing of gel droplet (working conditions 4 and 5). This is
precisely because we use the Mobilenetv2 to replace the four basic
convolutional encoding blocks of the original U-net. After
improvement, the Mo-U-net obtains a deeper coding path to
form a stronger capacity of representation, so it can extract
higher-level semantic information. Therefore, it will have better
generalization ability and robustness in the face of complex scene
in segmentation.

4.2 Morphological Analysis
As shown in Figure 7, Mo-U-net has the ability to segment the
foreground and background of the EFIs after training. To have a
more lucid assessment between the performances of the Mo-U-net
and the ATM, a comparison is conducted by the validation set. The
experimental results show that the Mo-U-net outperforms the
ATM in area, boundary and multi-scale droplet recognition.

1) As for the prediction of inner structure, Mo-U-net outdoes
ATM. As the orange circles shown in Figure 8, in the
experimental conditions, Mo-U-net can precisely
recognize a big lump of gel droplets and the internal
structure while ATM couldnot, e.g., ATM lost internal
structures of eight areas from just five small blocks in
Figure 8. This shortcoming is caused by its segmenting
mechanism. ATM mainly segments the image according to
the gray values in its selected region. However, in the EFIs of
gel atomization field, the dense diffraction fringes of twin-
images would decrease the gray values of the droplets and
filaments with hollow parts inside, which leads to an
incorrect threshold. Besides, from Figures 8B–E, there
exist many inner structures of various scales. Even
though it is possible to get the nearly identical inner
structure through adjusting the size of processing block,
extending the precise results to the whole image is far more
difficult. But such a complex problem is actually an easy task
for Mo-U-net. In Figure 8, inner structures of the gel
droplet were well predicted whatever the scale.

FIGURE 6 | Dataset with data augmentation. The subgraphs (1) to (4) in column (A) are the original images chosen randomly from the dataset which has been
cropped into 672×672. The column (B) to D refer to the augmented images generated by rotating the original images by 90°,180°and 270°respectively.
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Fundamentally, the way Mo-U-net forms its criteria to
segment the image determines its superior performance.
The criteria comes from the context information from the
whole image scale, which is wider and deeper than the
statistics information depending on gray values of ATM.
Thus, Mo-U-net can utilize not only the features of gray
values in only one region or one image but also the overall
distribution features to judge whether the pixel is
foreground or not.

2) In terms of complex liquid filament morphology predicting,
Mo-U-net shows an outstanding performance. As the green
circles shown in Figure 8, ATM is quite sensitive to the
brightness change when segmenting consecutive and
slender liquid filaments. In details, only if there is some
bright spots, ATM will ”cut off” the filament in this
position (e.g., Figure 8E). What is more, the noises in the
vicinity will harm the ATM segmentation and bring about a
contractile boundary (e.g., Figures 8A,C,D total loss of
filament (e.g., Figure 8B). These weaknesses can also be
overcome by Mo-U-net. Assisted by the global information
mentioned in Section 4.2(1), it can locate most of the liquid
filaments, get rid of the interference from noises and omit the
tiny brightness change of liquid filaments. The last two
strengths account for the consecutive and complete liquid
filament prediction.

3) Mo-U-net displays its distinguishing properties when
predicting small droplets. ATM usually performs poorly to
segment the droplets only with several pixels. Especially, in the
EFIs of dense droplet and filament field, the tiny droplet itself
has lower gray contrast and is interfered by the noises. For
both of these two reasons, ATM can easily omit tiny droplets
in the selected regions. As the blue circles shown in Figure 8,
ATM lost a large number of small droplets in the dense field
while Mo-U-net does well and is able to make up for this
shortcoming by using the information including gray
changing and particle distribution learned from other EFIs
in the same train set.

4) Besides, Mo-U-net shares a same excellent performance on
the prediction in sparse region with that in dense field. As
the purple box shown in Figure 8, ATM will mistake the
background to foreground in a high probability. In sparse
region, gray values of background will be the main factor to
choose the threshold. If there is no droplet and the gray
values of background is lower in the chosen region, ATM
will be more likely to mistake some areas in the background
with low gray values to foreground. However, Mo-U-net
has a superior performance in distinguishing the particles
from both bright and dark background, because the
criterion for judgement comes from the global
information learned by the Mo-U-net when training,
which provides hundreds of samples containing different
kinds of background situations. So the Mo-U-net can make
full use of these information and give a more accurate
prediction result.

The comparison of Mo-U-net and ATM demonstrates that
Mo-U-net is qualified enough to the segmentation of dense
filament-droplet field in the EFIs. And predictions of Mo-U-
net are closer to the reality in large droplet, filament morphology
andmulti-scale particles, which are relatively unfeasible for ATM.

4.3 Quantitative Analysis
4.3.1 Test Dataset
In order to evaluate the performance of the Mo-U-net and ATM
objectively and precisely, a batch of data is selected from five
working conditions mentioned in Section 2 that have never
participated in the model training process as a test set.
Meanwhile, to guarantee the reliability of the evaluation
metrics and the validity of subsequent analysis, the previous
ground truths produced ATM are examined and corrected
artificially. The test set consists 25 images with 672 × 672
resolution.

4.3.2 Evaluating Metrics
In this study, the quantitative evaluation of the model
segmentation performance can be divided into three parts 1)
the Positive Intersection over Union (PIOU), 2) the Average
Square Symmetric Boundary Distance (ASBD), 3) the Diameter-
Based Prediction Statistics (DBPS). These three metrics judge the
performance from the perspective of global, local and multi-scale
so as to comprehensively demonstrate the advantages and
disadvantages of Mo-U-net segmentation results.

FIGURE 7 | The overview of Mo-U-net predicting performance.
Subgraph (A) shows the input image of filament-droplet field in case 5.
Subgraph (B) is the superposition of theMo-U-net prediction and input image,
in which the predicted pixels are painted red.
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FIGURE 8 |Morphological comparison. The prediction of adaptive-threshold method is called ATM pred, the prediction of Mo-U-net is called Mo-U-net pred. The
subgraphs (A) to E belong to case 1 to case 5 respectively. The subgraphs with red boundary are the enlarged ones of what the red boxes frame, meanwhile the blackish
green refers to ATM pred and the purple denotes Mo-U-net-pred.
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1) The prototype of PIOU used in this study is MIOU, a metric
proposed to measure the similarity between two sets. MIOU is
defined as follows

MIOU � 1
kc

∑
i

pii
Ti +∑jpji − pii

,

In this formula, kc denotes the number of category, in this
situation kc is two, pii means the number of pixels which are
marked as the category i in both label and predicted output, pij is
the number of pixels which are marked as the category i in label
while marked as other category j in predicted output, i and Ti
denote the number of all pixels and the number of pixels of
category i in labels respectively.

In fact, the EFIs in this experiment have an extreme sample
imbalance, which means the number of samples in certain category
is far more than that in other categories. In this study, samples
denotes pixels. As shown in Figure 9, the average ratio of positive
to negative samples is 0.065. In some specific circumstances, the
ratio even reaches an exaggerated point of 0.01 (100 times). Thus,
in such a condition, the normal MIOU will have a poor
performance because it takes both the foreground (droplet) and
background into consideration. Consequently, whether
segmentation of the foreground which we really concern about
is right or not makes nearly no contribution to the results.
Therefore, we proposed PIOU to deal with the problem. PIOU
is a special form of MIOU, which only considers the intersection
and union ratio of the required classes through calculating the area
of positive samples in predicted results and in ground truth. In this
study, PIOU can be defined as follows

PIOU � pii
Ti + pi − pii

.

2) Average Symmetric Boundary Distance (ASBD) can serve as a
powerful evaluation metric to measure the consistency of the
boundary between the prediction and the ground truth. In this
study, we use the ASBD to assess the performance of our model
in boundary segmentation to show its ability to obtain the micro

characteristics. The smaller the value is, the more accurate the
predicted boundary is. The ASBD is defined as follows

ASBD � ∑ d SA − S(A)( ) +∑ d(SB − S(B))
S(A) + S(B) ,

where A and B denote foreground and background respectively,
SA and SB mean certain predicted marginal pixels in the
foreground and the background respectively, S(A) and S(B)
denotes all true marginal pixels in foreground and
background, the function d (·) is used to calculate the shortest
distance between an input pixel and the corresponding true set of
that pixel. In this study, a pixel-width distance in the EFIs denotes
a 28 μm distance in reality.

3) In this study, a Diameter-Based Prediction Statistics (DBPS) is
used to measure the segmentation performance of the model for
gel filaments and particles in different scales. When testing, the
number of droplets is first calculated based on their diameter in
Mo-U-net prediction and artificial ground truth. Then two
histograms based on the diameter and number of droplets are
drawn to show the distribution of Mo-U-net predictions and the
artificial ground truths. The closer the fitting curves of the two
histograms are, the better the model prediction is.

4.3.3 Metrics Analysis
According to the three evaluating metrics in Section 4.3.2, a
comprehensive comparison can be obtained between our model
and ATM in terms of the performance from three perspectives of
global, local andmulti-scale when segmenting the gel atomization
field in the EFIs. The test set is utilized to assess Mo-U-net and
ATM respectively and get the statistical results. The results of
PIOU and ASBD are shown in Table 2while the result of DBPS is
shown in Figure 9.

From Table 2, it is clearly illustrated that Mo-U-net has
superior performance in both PIOU and ASBD whatever the
working condition is.
Considering the overall segmentation effect (PIOU), these two
methods both achieve around 80% but Mo-U-net surpasses ATM

FIGURE 9 | Statistical histogram of positive and negative samples of dataset. In this study, a pixel from a droplet is called a positive sample, and a pixel from the
background is called a negative sample. Same P/N means images have the same ratio of positive to negative samples.
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nearly 5%, which is coherent with 1) (3) 4) in Section 4.2. And
when judging some pixels with obscure meanings, ATM can only
make use of the extracted gray values in its processing block while
Mo-U-net can utilize the features learned from the whole train
set. With the adequate understanding of fundamental
distribution, Mo-U-net performs better than ATM.

As Table 2 shown, the ASBD of Mo-U-net is over 60% lower
than ATM. That means when using Mo-U-net, the boundary loss
of segmentation can be decreased from nearly a droplet-width (a

small droplet in the EFI always contains four or more pixels)
distance to a pixel-width distance in the EFIs. This metric shows
the ability of these two methods to segment fine structure e.g., the
inner structure and the boundary of filaments in Section 4.2. The
specific reason can be divided into two aspects as follows. On the
one hand, whether ATM recognizes the pixel as foreground or
background completely depends on whether its gray values
surpasses the threshold or not, which accounts for the rough
edge with some serrated areas, skin needing and boundary
defects. On the other hand, Mo-U-net will not only consider
the pixel gray values but also the adjacent edges and the regional
shape so that it can segment the boundary more smoothly and get
a more precise prediction of the inner structure than ATM.

As shown in Figure 10, under five different conditions, Mo-U-
net has a very similar size distribution of multi-scale droplets to the
artificial ground truth. Specifically, in most experimental
conditions, they share a homologous peak area around 50 μm,
and the nearly same decreasing tendency from 100 μm. However,
in the range of 50–100 μm in diameter, there is a discrepancy in
particle number between Mo-U-net prediction and the artificial
ground truth. As shown in Figure 10, the number of the droplets
75 μm diameter predicted by Mo-U-net is lower than the artificial
ground truth (more than a dozen droplets got lost) in general.
Particularly, as shown in Figure 10, in case 1 and case 2, the
number of the droplets around 50 μm diameter predicted by Mo-
U-net surpasses the artificial ground truth in the same time. These
phenomena may be related with low image resolution. In fact, in
the EFIs, 50 μm denotes only two pixel-width and 75 μm denotes
only three pixel-width respectively. That is to say, Mo-U-net only
mistakes one pixel when predicting a three pixel-wise droplet and
the mistaken three pixel-width droplets are then reduced to two
pixel-width droplets. It is why the number of droplets around
75 μm diameter is relatively lower compared with the artificial
ground truth while that of droplets around 50 μm diameter is
relatively higher in case 1 and case 2. The reasons are also
consistent with the result of ASBD in Table 2, which shows the
disparity of the boundary between Mo-U-net prediction and
artificial ground truth is around one pixel-width. Besides, as
mentioned in the morphological analysis in Section 4.2 and
metrics analysis in above, as a “teacher”, ATM suffers a low
accuracy and will cause unexpected defeats in micro-droplets
segmentation. Therefore, trained with the ground truth
produced by ATM, Mo-U-net can hardly gain the capability to
conduct a perfect segmentation in micro-droplets. Generally

TABLE 2 | The test results of PIOU and ASBD.

Metric PIOU ASBD

Methods ATM U-net Mo-U-net (NP) Mo-U-net (P) ATM U-net Mo-U-net (NP) Mo-U-net (P)
Case 1 0.7502 0.8182 0.8031 0.8018 6.8226 0.9751 0.9831 1.1110
Case 2 0.7625 0.7929 0.8108 0.8005 2.3286 1.2872 1.0718 1.2337
Case 3 0.8712 0.9076 0.9061 0.9035 2.6958 1.1000 1.0197 1.1034
Case 4 0.8076 0.8147 0.8441 0.8369 1.4781 1.2135 0.9857 1.0975
Case 5 0.7399 0.7996 0.8349 0.8259 3.0487 1.2850 0.9954 1.1241
AVE 0.7863 0.8266 0.8398 0.8337 3.2748 1.1721 1.0111 1.1339

In this table, the U-net denotes the original model without our improvement, the Mo-U-net (NP) denotes the Mo-U-net without pruning, the Mo-U-net (P) denotes the Mo-U-net with
pruning, AVE means an average result of all cases.

FIGURE 10 | The result of DBPS. The subgraphs (A) to (E) denotes case
1 to 5 respectively.
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speaking, the prediction provided by Mo-U-net is basically
consistent with the real size distribution of gel dense filament-
droplet field in the EFIs, which can offer a relatively accurate
statistical information of size distribution for subsequent research
and analysis in droplets.

In all the three metrics, Mo-U-net shows a better performance
in area prediction and boundary segmentation than ATM, and
shares a coherent size distribution of multi-scale droplets to the
artificial ground truth. These results are consistent with what
morphological analysis claims in Section 4.2, which proves that
Mo-U-net can automatically learn the characteristics provided by
a large number of positive samples, and ignore small amount of
noises in the real ground truth. In the final test, the model shows
better performance than the ground truth produced by ATM, and
gives an eloquent proof that neural network can be “better than its
teacher”.

5 CONCLUSION

This work has investigated a deep neural network called Mo-U-
net and its application to the segmentation of dense gel filament-
droplet field in digital holography, with progresses as follows.

• A Mo-U-net model is proposed to segment dense filament-
droplet field. The model is mainly based on the U-net and
modified by two steps as follows. Firstly, the original four
down sampling blocks of U-net are replaced with
Mobilenetv2 to retain more low-level features when
encoding. Secondly, the model is pruned by cutting off
all the down sampling blocks below the sixth block and only
reserve two corresponding up sampling blocks to reduce the
parameters of the model. As a result, Mo-U-net achieves a
high accuracy in segmentation while saves 41% of training
time compared with the Mo-U-net without pruning.

• A morphological comparison is conducted by the
validation set to assess the segmentation performance
between the Mo-U-net and the ATM. The experimental
results show that, the Mo-U-net achieves a finer boundary
segmentation in large droplet, a more precise internal
structure prediction in filament with complex
morphology and a stronger ability in recognizing multi-
scale particles than the ATM.

• Three metrics contain PIOU, ASBD and DBPS are proposed
for a quantitative evaluation between the Mo-U-net and the
ATM. The test results show that the area prediction accuracy
(PIOU) of Mo-U-net reaches 83.3%, which is about 5% higher
than that of adaptive-thresholdmethod (ATM). The boundary
prediction error (ASBD) of Mo-U-net is only about one pixel-
wise length, which is about one third of that of ATM. AndMo-
U-net also shares a coherent size distribution (DBPS)
prediction of droplet diameters with the reality.

In EFIs, complex background noises, changeable shape of
filaments and large span geometric size distribution are the
main obstacles for the classical algorithm to deal with the
particle detection task. However, the proposed model can

adjust to it well. 1) Mo-U-net, as a specific neural network is a
data-drivenmodel which can avoid the difficulty to judge whether
the pixel belongs to the foreground from the mechanism. It learns
the distribution law under the data itself so that can deal with the
problems that not be handled by morphology alone. 2) Mo-U-net
extracts various information in the EFI by convolution, including
multi-dimensional global information, shape and spatial position
which enriches its segmentation basis, suppresses the influence of
background noises and finally overcomes the limitations of
traditional gray-statistics-based threshold methods. 3) Mo-U-
net gains the predicted foreground and background
segmentation image by deconvolution, step skipping and
fusion methods. The combination of multi-level semantic
information enables it to get a satisfied internal structure
prediction. And there are many other similar scenarios. For
example, in swirl atomization [52], there are vertical stripe
noises caused by the spatial modulation of reference light and
transmitted laser; interference between reference light and
droplet diffraction light and irregular spots produced by the
superposition of a large number of droplets and the
surrounding interference fringes. The model is foreseeable to
have a great performance in these tasks. At the same time,
the Mo-U-net’s extensive information source also makes it
not confined to the segmentation and recognition of
holographic image of particle liquid filaments. It can also be
expanded to medical imaging, biological cells, material
defects and other fields of small dense objects. As long as a
relatively good dataset can be obtained, a robust performance can
be expected after a fine tune.
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Partially Coherent Illumination Based
Point-Diffraction Digital Holographic
Microscopy Study Dynamics of Live
Cells
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Juanjuan Zheng1,2,3* and Peng Gao1

1School of Physics and Optoelectronic Engineering, Xidian University, Xi’an, China, 2Academy of Advanced Interdisciplinary
Research, Xidian University, Xi’an, China, 3State Key Laboratory of Transient Optics and Photonics, Xi’an Institute of Optics and
Precision Mechanics, Chinese Academy of Sciences, Xi’an, China

This paper presents a partially coherent point-diffraction digital holographic microscopy
(PC-pDHM) prototype and demonstrates its application in label-free imaging of the
dynamic processes of live cells. In PC-pDHM, the light scattered by a rotating diffuser
is coupled into a multi-mode fiber, and the output light is used as the partially coherent
illumination (PCI), which reduces the speckle noise significantly in PC-pDHM. A
polarization-grating is used to remold the object and the reference waves, and the
fringe contrast of the generated hologram can be adjusted by changing the
polarization of the illumination wave. Using the PC-pDHM prototype, transparent
samples and notably the dynamic processes of live cells were imaged with high
contrast and in a label-free manner, discovering the pathological mechanisms of
biology in the cellular and sub-cellular levels.

Keywords: quantitative phase microscopy (QPM), digital holographic microscopy (DHM), point-diffraction, partially
coherent illumination, live-cell imaging

INTRODUCTION

Despite fluorescence microscope allows visualization of live samples with specificity and even with a
resolution beyond the diffraction limit [1], sometimes it is also desirable to observe live samples in
their natural state [2, 3]. Yet, biological samples are often transparent under visible light, and hence
their images have low contrast under conventional light microscopy. Digital holographic microscopy
(DHM), being a fast, minimally-invasive imaging technique with intrinsic contrast by exploring the
phase of the imaging field, is a label-free, high-contrast image for transparent samples [4, 5]. DHM
features a nanometer-ranged axial resolution [6, 7] and autofocusing capability. Nowadays, the
reconstruction of DHM can be finished by deep learning frameworks [8], which enhance the
performances of DHM in general. So far, DHM has been widely applied to many fields, including
industrial inspection [9, 10], biomedical study [11–15], and so on.

Among different types of DHM techniques, point-diffraction digital holographic microscopy
(PD-DHM) features high stability against environmental disturbance due to its common-path
configuration [16–18]. In PD-DHM, a diffraction grating was used to divide the object wave into two
parts, one was still used as the object wave, and the other was converted into a reference wave after
being pinhole-filtered on the Fourier plane. Initially, PD-DHM employs an off-axis configuration,
which can real-time image samples with a price of reduced spatial-band width product (SBP). In
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2010, our group [19] proposed a phase-shifting in-line DPM
based on a pair of gratings and later incorporated it with a parallel
phase-shifting module for real-time phase imaging [20]. These
configurations can maximize the SBP of the camera and provide a
higher spatial resolution in the reconstruction. Recently, we
proposed a polarization-grating based point-diffraction DHM
(PG-DPM), with which the fringe contrast can be adjusted by
using a polarization diffraction grating [21]. PG-DPM relies on
coherent illumination, and hence its reconstruction suffers from
speckle noise, which, in turn, restrict the measurement accuracy
for the detection of optical path length changes [22]. Partially
coherent light (PCI) sources allow for noise reduction in DHM
[23], and offer an increased phase resolution. A wide variety of
approaches to generate PCIs were proposed, including the
induction of vibrations to a multi-mode optical fiber, the
usage of a rotating ground glass-diffuser [23–28], or light
emitting diodes (LEDs) [29, 30]. Popescu proposed white-light
point-diffraction DHM, which has an enhanced signal-to-noise
ratio (SNR) [31]. However, for PD-DHM, a broadly-extended
light source (such as LEDs) will broaden the undiffracted
component (the dc term) of the object wave, and hence it is
difficult to generate a uniform and intense reference wave by
pinhole-filtering.

In this paper, we propose a partially coherent point-diffraction
DHM (PC-pDHM) prototype, which utilizes a multi-mode fiber
for PCI generation and a polarization grating for beam splitting.
This device retains the advantages of conventional point-
diffraction DHM, i.e., real-time measurement, high stability,
and high phase-measurement accuracy. Meanwhile, this
prototype has two additional merits. First, the coherent noise
is significantly reduced by the PCI generated by a multi-mode
fiber that couples the light instantly scattered by a rotating
diffuser. Second, the fringe contrast can be adjusted or
optimized with the combination of a quarter-wave plate (QW)
and a polarization diffraction grating (PG). Moreover, we
demonstrate the proposed PC-pDHM by phase imaging of
glue interlinkage, ascaris egg, and the dynamic process of
live cells.

METHODS

Experimental Setup of PC-pDHM
The schematic diagram of the PC-pDHM system is shown in
Figure 1A. A 532-nm solid-state crystal laser (1875-532L,
Laserland, Wuhan, China) is used as the illumination source.
The diameter of the laser output is 4 mm. A microscope
objective MO1 (20X/0.4, Nanjing Yingxing Optical
Instrument Co., Ltd., Nanjing, China) focuses the light on
a rotating glass diffuser (diffusing angle is 15°), and the
scattered light is collimated by a lens L1 (f � 75 mm). The
diffuser is fixed on a motor (KN335714, Huatong Electronics,
Co., Ltd., China), and is rotated at a speed of around 2000
revolutions per second (RPS). Then, the collimated light is
refocused by a lens L2 (f � 75 mm) into a 50 μm-diameter
multi-mode fiber (DH-FMM050-FC-1A, Daheng Optics,
China). At the other end of the fiber, the output light is

collimated by a CCTV lens (f � 12 mm, HM1214MP5,
China), yielding a versatile partially coherent illumination
(PCI) for the PC-pDHM. The regime of PCI generation lies in
the fact that the focused light beam (λ, k1) is transiently
scattered by a specific point (with the intex n) on the
diffuser, yielding an illumination vector k1-kn on the
sample plane. It means that any point on the sample plane
experiences time-varying illumination with different
propagation vectors (λ1, k1-kn). kn has a spatial dependence
of the rotating diffusor, which changes with time. Eventually,
being averaged with time, the speckle noise at a point on the
sample varied can be suppressed by the superimposing and
averaging the time-varying illumination, as is shown in
Figure 1C. The spatial coherence of the PCI can be
adjusted by translating the diffuser along the optical axis.
The spatial coherence is maximized when the rotating diffuser
is placed at the focal plane of the telescope system MO1-L1. In
our experiment, we set the distance between the diffuser and
the focal plane of MO1 to ∼0.3 mm, compromising the spatial
coherence of the illumination and the coupling coefficiency of
the MMF.

At the other end of the fiber, the output light is converted by a
polarizer P1 into linear polarized light with its polarization along
the horizontal direction. And then, the illumination beam, being
reflected by the mirror M1, passes through a quarter-wave plate
(QW), which turns the illumination light into an elliptically
polarized beam. Under such partially coherent illumination
(PCI), a sample is imaged by a telescope system consisting of
a microscopic objective MO2 (10X/0.45, CFI Plan Apochromat,
Nikon, Japan) and a tube lens L3 (f � 150 mm). Consequently,
the intermediate image of the sample appears at the back focal
plane of the tube lens L3. At this plane, a polarization grating G
(#12-677, 159 grooves/mm, Edmund Optics, New Jersey,
America) is located and it splits the object wave into
different copies along the diffraction orders. Among these,
the ±1st diffraction orders have more than 42.5% total energy
for each. Of note, the polarization grating has a unique
polarization-dependent diffraction characteristic. For
instance, the majority of the diffracted intensity will go to
the +1st (−1st) order upon the incidence of a left (right)
circularly polarized beam. Similar to conventional point-
diffraction DHM, in the PC-pDHM system, the +1st order
passes through a large hole on the filter mask with its
spectrum not being affected, while the −1st order is filtered
by a pinhole PH (diameter-50 μm, GCO-P50A, Daheng Optics,
Beijing, China) and used as the reference wave, as shown in the
inset of Figure 1A. It should be noted that, in PC-pDHM, the
pinhole PH has a diameter dPH close to 1 airy unit (AU) and
meanwhile dMMF � dPH/M, with M � 1 being the magnification
of the imaging system shown in Figure 1B. In this case, the
reference wave of PC-pDHM has sufficient intensity, and at the
same time, it is uniform in the whole field of view (FOV) of the
camera. By contrast, such an ideal reference wave can not be
generated by using LEDs for illumination. It is because the
emitter of an LED often has a larger diameter, which will, in
turn, expand the dc term of the object wave. The generated
reference wave either has higher intensity (using a large PH) or
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uniform intensity distribution (using a small PH), but not the
two at the same time.

Before the CCD camera, a linear polarizer P2 with a 45°

polarization azimuth is located on the beam path of the object
and reference waves to convert the two into the same polarization.
The object and reference waves interfere with each other on the
plane of a CCD camera (4,000 × 3,000, pixels size 1.85 μm, DMK
33UX226, The Imaging Source Asia Co., Ltd., China). The period
of the off-axis hologram generated is 9.6 μm sampled by 5.2 pixels
at the CCD plane. The total magnification of the PC-pDHM
system is 23× and the theoretical spatial resolution is δ � 0.61λ/
NA � 0.72 μm. The exposure time of the camera in these
experiments is 30 ms, which can average out all the varying
scattering along with the rotating diffuser at 2,000 revolutions
per second.

In conventional point-diffraction DHM, the reference wave
intensity varies with specific samples, and therefore, the fringe
contrast is difficult to maximize. In PC-pDHM, the polarization
grating G converts the ±1st orders (the object and reference
waves) into elliptically polarized beams with orthogonal
principal axes. Consequently, the intensities of the object and
reference waves change with the azimuth θ of the QW, i.e., in the
form of cos2θ and sin2θ [21]. Therefore, the intensity of the object
and reference waves can be balanced by rotating the QW. And
eventually, the fringe contrast of the generated hologram can be
maximized, which will, in turn, yield a high signal-to-noise ratio
(SNR) in the reconstruction.

Numerical Reconstruction of PC-pDHM
Assuming that the principal axis azimuth of the QW is θ with
respect to the horizontal direction, and the polarization
orientation of P2 has an angle of 45° with respect to the

horizontal direction, the complex amplitude of the object and
reference waves on the camera plane can be expressed as

~O � c1 · cos θ · [ 11], ~R � c2 sin θ · [ 11]. (1)

Here γ1 and γ2 are the constant coefficients, which depend on the
diffraction efficiency of the ±1st orders of the polarization grating G
and the diameter of the pinhole. It can be inferred fromEq. 1 that the
relative intensities of the object and reference waves can be adjusted
by rotating theQW.On theCCDplane, the interference of the object
and reference waves gives rise to the intensity distribution:

I( �r) � ∣∣∣∣ ~O∣∣∣∣2 + ∣∣∣∣~R∣∣∣∣2 + 2
∣∣∣∣ ~O∣∣∣∣∣∣∣∣~R∣∣∣∣ · cos{φ( �r) + �K · �r}, (2)

where, �K and �r � (x, y) denote the carrier-frequency vector of
the interference fringes and the two-dimensional coordinates on
the camera plane, respectively. The off-axis hologram depicted
with Eq. 2 can be seen in Figures 3B, F. There are many parallel
stripes due to the angle between the object and reference waves.
φ( �r) denotes the phase distribution of the sample. The complex
amplitude of the object wave on the image plane with a defocus
distance d0 away from the camera plane can be reconstructed with

Or( �r, d0) � IFT{FT[I( �r) · RD] · ~W(ξ, η)
· exp[ikd0
















1 − (λξ)2 − (λη)2√ ]}, (3)

where, FT{·} and IFT{·} represent the Fourier transform and
inverse Fourier transform, respectively. A digital reference wave
RD � exp(-i �K · �r) is used to compensate for the spectral shift
caused by the angle between the object wave and the reference
wave. In the experiment, RD(x,y) can be determined bymeasuring

FIGURE 1 | Schematic diagram of PC-pDHM. (A) Experimental setup; (B) Relation between the diameters of MMF and PH. (C) The generation of partially coherent
illumination (PCI) by using a rotating optical diffuser. CCD, charge-coupled device; G, polarization grating; L1-L5, achromatic lens; M1 and M2, Mirrors; MMF, multi-mode
fiber; MO1 and MO2, microscopic objectives; P1-P2, polarizers; PH, pinhole; QW, quarter-wave plate; RD, rotating diffuser.
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the carrier frequency vector �K of the interference stripe. An
exemplary frequency spectrum of I( �r) · RD is shown in
Figure 4B. There are three components in the spectrum, the
dc term (|O|2+|R|2)·RD, real image spectrum (OR*·RD), and twin
image spectrum (O*R·RD). Once the spectrum of OR*·RD in the
middle of the spectrum is selected by ~W(ξ, η) (indicated with the
dash-white circle in Figure 4B), the complex amplitude of the
object wave can be obtained after an inverse Fourier transform.
Eventually, with Eq. 3 the amplitude and phase distribution of the
sample can be retrieved from the complex amplitude accordingly.
Further, the three-dimensional morphology h( �r) and the
refractive index distribution n( �r) of the measured sample can
be accurately calculated using the relation φ � 2π/λ·nh.

EXPERIMENTAL RESULTS

Speckle Noise of the Illumination in
PC-pDHM
In the first experiment, we demonstrate that the PCI generated by
using a rotating diffuser and a multi-mode fiber allows for speckle

noise reduction in DHM. A comparison of the uniformity and the
speckle noise level between CI and PCI was conducted. In this
experiment, the reference wave was blocked, and images were
taken for the following two cases: first, using coherent
illumination (CI) from a laser coupled and delivered with a
single-mode fiber (SMF), and second, using partially coherent
illumination (PCI) in virtue of the rotating diffuser and the multi-
mode fiber (MMF). Figures 2A,B show the CI and PCI images
taken in the absence of any samples in the PC-pDHM system, and
Figures 2D,E are the images obtained when using a micro-ruler
as the sample. Further, Figures 2C,F show the normalized
intensity distributions along the orange/green lines in Figures
2A, B, D, E, respectively. The comparison confirms that the PCI
image is more uniform and has a much lower speckle noise. To
further quantify the level of speckle noise, the standard deviation
(STD) of the intensities within the orange/green boxes (with
150 × 150 pixels) in Figures 2A,B were calculated. The results
turn out that the STD is 0.09 ± 0.048 (mean ± s.d.) for CI and
0.04 ± 0.02 for PCI. It is meant that PCI reduces the speckle noise
by two folds. Moreover, the intensity histograms of the
illumination in Figures 2A,B were calculated and fitted with a

FIGURE 2 | The comparison of speckle-noise in CI and PCI. (A,B), the intensity of CI and PCI without samples, respectively. (C) the intensity profiles along the
orange/green lines in (A,B). (D,E), the images of a micro-ruler under CI and PCI. (F) intensity profiles along the origin/green solid lines in (D,E). (G,H) are the histograms of
the intensity within the orange and green boxes in (A,B).
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Gaussian function in Figures 2G, H. The fits tell the full width at
the half maximum (FWHM) is 0.32 ± 0.02 for the CI and 0.17 ±
0.01 for the PCI, implying that the PCI is more uniform than the
CI due to the time-averaging of the scattered illumination light.

Imaging of Static Samples Using PC-pDHM
PC-pDHM has been applied for phase imaging of two static and
transparent samples, namely, glue interlinkage of IC devices and
ascaris egg slice. As the first sample, glue interlinkage is
commonly used in industry, for instance, to connect different

integrated circuit (IC) devices. Air bubbles, being one of the
mainstream artifacts, often occurs in the glue interlinkage,
degrading the interlinkage and hence the performance of IC
devices as a whole. Due to the transparency of the glue
interlinkage, there is a lack of commercially available
instruments to inspect the air bubbles. Here, we demonstrate
that PC-pDHM can be a versatile tool to inspect the air bubbles in
glue interlinkages. Figure 3A shows an exemplary picture of the
glue interlinkage that connects the chip and IC board. Figure 3B
shows an off-axis hologram of the glue interlinkage, from which

FIGURE 3 | Imaging of glue-interlinkage and ascaris egg slice with PC-pDHM. (A–D) The real image, the hologram, the reconstructed amplitude (a.u.), and phase
(rad) images of the glue-interlinkage. (E–H) The real image, the hologram, the reconstructed amplitude (a.u.), and phase images (rad) of the ascaris egg slice, respectively.
The scale bar in (E), 20 μm.

FIGURE 4 | Tracking of the fusion process of live cells with PC-pDHM. (A) A PC-pDHM hologram. (B) The spectrum of I( �r) · RD. (C, D), the reconstructed amplitude
(a.u.) and phase (rad) images of the cos-7 cells, respectively. (E–H) are the image series of the live cos-7 cells at a time interval of 35 min, of which the fusion process of
two neighboring cells can be visualized. (I) Schematic drawing of cell fusion. The scale bar in (E), 40 μm.
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the amplitude and phase images were reconstructed and shown in
Figures 3C,D, respectively. The comparison between the
amplitude and phase images tells the phase imaging capability
of PC-pDHM can visualize air bubbles with higher contrast and
in a quantitative manner if the refractive index of the glue is prior-
known.

Second, PC-pDHM was used to image an ascaris egg slice
(LIOO Optics, Beijing Jinghao Yongcheng Trading Co.,
Beijing, China), which was sandwiched between two cover-
slips. Figure 3E shows the wide-field image of the ascaris egg
under mercury lamp illumination. With PC-pDHM, the
amplitude and phase images of the ascaris egg slice were
reconstructed from the hologram (Figure 3F), and shown
in Figures 3G,H, respectively. The thickness information of
the ascaris egg slice missing in the amplitude image due to its
transparency. By contrast, quantitative phase distribution
(2π/λΔnLl, in term of optical path difference, OPD) of the
ascaris egg slice can be visualized in the phase image. The
comparison implies that PC-pDHM is capable of extracting
fine structures of transparent samples.

Tracking the Fusion Dynamics of Live Cos-7
Cells Using PC-pDHM
In the third experiment, PC-pDHM was used to track one of the
vital processes, namely, the fusion of cells without fluorescent
labeling. Cell fusion is an important cellular process in which
several uninucleate cells (cells with a single nucleus) combine to
form a multinucleate cell, known as a syncytium, as is shown in
Figure 4I. Cell fusion often occurs during the differentiation of
myoblasts, osteoblasts, and trophoblasts, during embryogenesis,
and morphogenesis. In this experiment, Cos-7 cells (Q239X
mutant in African green monkey kidney cells) were seeded on
petri dishes and cultured in high glucose DMEM supplemented
with 10% FBS (HyClone) and 1% penicillin-streptomycin
(HyClone). Then, the cells were moved to PC-pDHM setup and
were imaged continuously for 6 hours. Figure 4A shows one of the
recorded off-axis holograms. The frequency spectrum of I( �r) · RD

was obtained by Fourier transform on I( �r) · RD and is shown in
Figure 4B. The complex amplitude of the object wave was obtained
by choosing the real image spectrum (OR*·RD) and taking inverse
Fourier transform. Then, the reconstructed amplitude and phase
images were obtained from the complex amplitude and shown in
Figures 4C,D, respectively. The live cos-7 cells are not observable
in the amplitude image (Figure 4C) due to their transparency, but
they can be clearly seen in the phase images Figure 4D.

To track the fusion process of the live cos-7 cells, the cells
were imaged with PC-pDHM continuously for 6 h at a time
interval of 20 s. Four phase images at t � 0, 35, 70, and 105 min
are shown in Figures 4E–H. In the image series here, the
fusion process of two neighboring cells (indicated with two
arrows) can be observed with high contrast and in a
quantitative manner (for morphology assessment). The
whole fusion process from the beginning to the end lasted
105 min. It is worthy to point out that, PC-pDHM can be used
to track other vital life processes of cells, such as cell division,
apoptosis, attachment, and detachment from surfaces.

DISCUSSION

In this paper, we proposed a partialy coherent point-diffraction
digital holographic microscopy (PC-pDHM) prototype and
applied it to imaging transparent samples and dynamic
processes of live cells. A partially coherent illumination (PCI)
was generated by the combination of a rotating diffuser a multi-
mode fiber. A polarization grating is used to diffract the object
wave into several copies, and the +1st diffraction orders are used
as the object wave and the −1st order as the reference wave after
being pinhole-filtered. The relative intensity of the object and
reference waves can be freely adjusted by rotating a quarter-wave
plate, and therefore, the stripe contrast of the recorded holograms
can be maximized. PC-pDHM has the advantages of high
stability, high accuracy, low speckle noise, and instant
amplitude/phase imaging. Using the proposed PC-pDHM
system, we can image transparent samples with high contrast
and in a label-free manner. Due to its instant measurement
capability, PC-pDHM could be used to track the dynamic
process of live cells.

It is also worthy to note that when the PC-pDHM is used to
image samples with intrinsic birefringence, the fringe contrast
and the measured phase will be influenced by the birefringence.
While, on the other side, the birefringence of the sample can be
characterized once the phase of the sample is measured with
different polarizations of the illumination wave. Another
limitation of PC-pDHM is the lack of specificity, and the
combination of PC-pDHM with a fluorescence channel will be
conducted in the near future.
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Direct Observation of Axial Dynamics
of Particle Manipulation With Weber
Self-Accelerating Beams
Sha An1,2, Tong Peng1,2,3, Shaohui Yan1, Baoli Yao1,2* and Peng Zhang1*

1State Key Laboratory of Transient Optics and Photonics, Xi’an Institute of Optics and Precision Mechanics, Chinese Academy of
Sciences, Xi’an, China, 2University of Chinese Academy of Sciences, Beijing, China, 3School of Science, Xi’an Jiaotong University,
Xi’an, China

Optical manipulation of micro-particles with nondiffracting and self-accelerating beams
has been successfully applied in many research fields such as chemicophysics, material
sciences and biomedicine. Such operation mainly focuses on the particle transport and
control in the beam propagation direction. However, the conventional optical microscopy
is specifically designed for obtaining the sample information located in the lateral plane,
which is perpendicular to the optical axis of the detecting objective lens, making the real-
time observation of particle dynamics in axial plane a challenge. In this work, we propose
and demonstrate a technique which integrates a special beam optical tweezer with a direct
axial plane imaging system. Here, particles are transported in aqueous solution along a
parabolic trajectory by a designed nonparaxial Weber self-accelerating beam, and the
particle motion dynamics both in lateral and axial plane are monitored in real-time by the
axial plane imaging technique.

Keywords: axial plane optical microscopy, nonparaxial beams, self-accelerating beams, optical tweezer, particle
transport

1 INTRODUCTION

Self-accelerating beams have attracted great interest since the first demonstration in 2007 [1, 2]. As
exact solutions of the paraxial wave equation, Airy beams propagate along parabolic trajectories and
remain invariant intensity profiles. By virtue of the remarkable features of non-diffracting, self-
accelerating, and self-healing [3, 4], applications of Airy beams have been developed in many
research fields, such as particle manipulation [5–8], optical microscopy [9–11], plasmons [12–14]
and material processing [15, 16]. However, Airy beams are destructive when bending to large angles
due to the paraxial limit. Against this drawback, nonparaxial self-accelerating beams, such as
Mathieu beams and Weber beams, have been proposed and demonstrated theoretically and
experimentally [17–22]. Such novel beams are found as exact solutions of the Helmholtz
equation in different coordinate systems without the paraxial approximation. Therefore,
compared to Airy beams, they can bend to larger angles and maintain the non-diffracting and
self-healing capabilities as well.

With the development of optical field modulation technique, introducing novel beams into optical
tweezers is convenient to achieve. For example, Baumgartl J et al. used Airy beam to guide particles
vertically along a parabolic trajectory [5]. Zhang Z et al. experimentally demonstrated stable trapping
of multiple particles using an array of optical bottle beams by employing multiple Airy beams [23].
Schley R et al. steered particles to much steeper angles in absorbing media with loss-proof
accelerating beams [24]. However, there are challenges in observing the axial dynamics of
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trapping behavior in the light propagation direction. Most the
conventional optical microscopes equipped for optical tweezers
can only observe the particle motion occurred in the lateral plane
(perpendicular to the optical axis) [25, 26]. The acquisition of
axial plane (parallel to the optical axis) information usually relies
on setting another objective orthogonally [24] or axial scanning
[27, 28]. The former restricts the sample mounting strategy and
the numerical aperture (NA) of objectives. The latter needs to
extract a certain axial plane from the three-dimensional (3D) bulk
reconstructed by stacking a series of lateral frames, limiting the
image speed and resulting in data redundancy. It’s worth
mentioning that a novel technique termed axial plane optical
microscopy (APOM) has been developed to directly image the
axial cross-section of samples without scanning [29]. This
technique employed a 45°-tilted mirror to convert the axial
plane information into a lateral plane and then re-image onto
a camera. This innovative approach has been successfully applied
in single-molecule super-resolution microscopy [30, 31].

In this work, we introduce the nonparaxial Weber beam into
the optical tweezer system for particle manipulation. To observe
the trapping dynamics, the APOM technique is assembled in the
special beam optical tweezer system, directly observing both the
particle motion along the parabolic trajectory in axial plane and
the “focus/defocus” status in lateral plane. The proposed system
integrates the special beam generation module based on spatial
light modulator (SLM) and the APOM technique together. It
allows real-time observation of trapping behavior in lateral and
axial planes simultaneously. Due to the large field of view and
real-time capability in nature, this technique is suitable for
investigating special beams with axial particularities such as
non-diffracting and self-accelerating, and has potential
applications in biomedicine and biophysics.

2 METHODS

2.1 Optical Setup
The optical setup of the Weber beam optical tweezer system
equipped with APOM was shown in Figure 1A. In the optical
tweezer part, a laser beam with the wavelength of 532 nm (MW-
GL-532A/3000 mW-16020122, Changchun Laser
Optoelectronics Technology Co., Ltd., China) was expanded
and collimated by a pair of achromatic lenses L1 (f � 50 mm)
and L2 (f � 100 mm). After matching the polarization by a
polarizer P, the horizontal polarized light beam was guided by
a 96°-triangle reflector (96°-TR) onto a SLM (PLUTO-VIS-016,
HoloEye Inc., Germany, 1920 pixels × 1080 pixels, pixel size:
8.0 µm, frame rate: 60 Hz) and then back to the original optical
path. Instead of normal incidence, the 96°-TR allowed the small
angle (� 6°) incidence modality of SLM to be used for enhancing
the light efficiency while maintaining the compact experimental
configuration. Here, the SLM was located in the focal plane of L3
(f � 200 mm). The pre-designed masks (Figure 1C) were loaded
on the SLM for beammodulation. After focusing by L3, the SLM-
modulated special beam was generated in the focal region of L3.
Then, a tube lens (L4, f � 200 mm) and an objective (Obj1, 100×,
NA � 1.4, oil immersion, Nikon Corp., Japan) were used to shrink
the special beam in the focal region of Obj1 for particle trapping
and transporting.

In the optical microscopy part, a light emitting diode (LED)
with a central wavelength of 488 nm was used for wide-field
illumination. The signal with sample information was collected
by Obj1 and reflected by a beam splitter (BS1, 50:50), then relayed
to another beam splitter (BS2, 50:50) by a 4f-system consisting of
L5 (f � 200 mm) and L6 (f � 200 mm). Before BS2, a short-pass
optical filter F with a cut-off wavelength of 500 nm was used to

FIGURE 1 | Schematic diagram of the Weber beam optical tweezer system equipped with APOM. (A)Optical setup; (B) enlarged view of the area marked with red
dotted rectangle in (A); (C) phase mask loaded on the SLM. L: lens, M: mirror, P: polarizer, 96°-TR: 96°-triangle reflector, BS: beam splitter, Obj: objective, LED: light
emitting diode, F: filter, CCD: Charge coupled device, 45°-TM: 45°-tilted mirror.
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distinguish the trapping laser and imaging light. With BS2, the
signal was split into two parts of transmission and reflection. The
transmitted part directly formed a lateral plane image on a
charge-coupled device (CCD1, DMK23G445, The Imaging
Source Inc., Germany, 1280 pixels × 960 pixels, pixel size:
3.75 µm, frame rate: 30 fps) through a condenser (L7, f �
75 mm). The reflected part went through an identical objective
lens Obj2 and then formed an intermediate image of the sample
in the focal region of Obj2. A custom-made 45°-tilted mirror (45°-
TM) was placed in front of Obj2 for converting the axial plane
image into the lateral plane, and then a part of the signal light was
re-collected by Obj2. After transmitting through BS2, the
returned light finally formed an axial plane image of the
sample on another CCD camera (CCD2, DMK23U445, The
Imaging Source Inc., Germany, 1280 pixels × 960 pixels, pixel
size: 3.75 µm, frame rate: 30 fps) through a condenser (L8, f �
75 mm).

The 45°-TM was made by coating a thin layer of silver on the
surface of a right-angle prism with a straight and sharp edge.
According to the principle of reflection, a ray can be rotated
90° when it comes to a mirror at an incident angle of 45°.
Likewise, the 45°-TM can rotate an axial plane image to
lateral plane. The reflection details of the 45°-TM were
shown in Figure 1B. After reflecting, the light rays were
divided into three parts, marked with different colors of
gray, blue and magenta respectively. The gray part
represented rays blocked by the 45°-TM. The blue part
was reflected by the 45°-TM to directions which cannot be
collected by Obj2. Whereas rays indicated in magenta were
reflected back by the 45°-TM and collected by Obj2 to
perform axial plane imaging.

2.2 Generation of Weber Self-Accelerating
Beams
Comparing with the Airy beam, Weber beam is an exact solution
of the Helmholtz equation in parabolic coordinates without the
paraxial approximation, so it can travel longer distance and bend
to larger angle while preserving all the unique characteristics of
the Airy beam. Therefore, in this paper, we designed and selected
the proper Weber beam for particle transporting along parabolic
trajectory in axial space.

To investigate the propagation characteristics of Weber
beams, we followed the similar procedures as our previous
work [32], loading the predesigned masks on an SLM. The
Fourier spectrum φW associated with Weber beams can be
expressed as:

φW(fx, fy) � exp[ic(fx

k + fy

k ) + icln(tan(arccos(fx

k )/2)) + icln(tan(arccos(fy

k )/2))]�����������
k2 − f2

x − f2
y

√
(1)

where, fx and fy are the spatial frequencies in x and y directions,
respectively. λ is the wavelength in the medium. k � 2π/λ is the
wave number. γ is related to the separation constant. Considering
the paraxial approximation, we assumed fx/k≪ 1 and fy/k≪ 1,
so the Eq. 1 can be derived as:

φA(fx, fy) � exp⎛⎝ − ic
f3
x

3k3
− ic

f3
y

3k3
⎞⎠/k (2)

which is the typical Fourier spectrum of Airy beams, indicating
that Airy beams are the paraxial approximation of Weber beams.

In simulation, the Fourier spectrum was produced according to
Eq. 1. The lateral light fields were calculated by the angular spectrum
theory of diffraction [33], and the axial cross-sections ofWeber beams
were formed by reconstruction. In experiment, the pre-designedmask
according toEq. 1was loaded on the SLM. A flatmirror was placed in
the sample position, and it was controlled by a one-dimensional
translation stage to acquire a series of lateral plane images of the
generated Weber beam on CCD1 by axial scanning. Then, the axial
cross-section of the beam was extracted from the 3D light field
rendered by stacking up these lateral plane images.

3 RESULTS AND ANALYSIS

3.1 Simulated and Experimental Results of
Weber Self-Accelerating Beams
To investigate the propagation characteristics of Weber beams,
simulations and the counterpart experiments were carried out. The
corresponding results were shown in Figure 2. In simulation, the size of
Weber beams can be adjusted flexibly by changing the value of c inEq.
1. Given λ � 532 nm, the central lateral and axial cross-sections of
Weber beams were calculated by the beam propagation method based
on the angular spectrum theory of diffraction [33]. The simulated
results were shown in Figures 2C,D and Figures 2E,F when the value
of c was taken as 300 and 800, respectively, suggesting that a larger c
resulted in a larger main lobe size, longer propagation distance and
smaller curvature.

The use of SLM also made the beam size modulation easy to
implement in experiment. The phase patterns of masks loaded on
SLM were shown in Figures 2A,B with the value of c as 300 and
800, respectively. After sending a Gaussian beam to the SLM with
these pre-designed masks, Weber beams were generated by the
Fourier transformation of a convex lens L3, and then presented in
the focal region of Obj1 with a strong focusing form suitable for
particle trapping. When a flat mirror was set in the focal plane of
Obj1, the central lateral cross-sections of Weber beams were
imaged by CCD1, as shown in Figure 2G (c � 300) and Figure 2I
(c � 800). The corresponding axial cross-sections were obtained
from 300 lateral frames captured by scanning the flat mirror
along axial direction. The experimental results were shown in
Figure 2H (c � 300) and Figure 2J (c � 800), indicating the effect
of c on the characteristic of Weber beams was that the larger c is,
the larger main lobe size is, and the longer propagation distance
is, but the smaller curvature of the parabolic trajectory is. It was
consistent with the conclusion suggested by the simulated results.

Moreover, taking c � 300 as an example to compare the
experimental and simulated results, the side lobes in experiment
(Figure 2G) were less than in simulation (Figure 2C), and the
propagation distance in experiment (Figure 2H) was shorter than
in simulation (Figure 2D). This was caused by the aperture
limitation of experimental elements and the very low initial
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incident laser intensity of about 2 µW we set for beam
measurement. Nevertheless, as the white dashed curves shown
in Figures 2D,H the experimental and simulated beams still
shared the same parabolic trajectory. And the case of c � 800 gave
the same phenomenon.

3.2 Experimental Results of Particle
Transporting and Imaging
Based on the above investigation of Weber beams both in simulation
and experiment, it is expected to transport particle in the axial space
along a curved trajectory withWeber beams, and the dynamics can be
monitored in real-time by the presented system shown in Figure 1A.

This system has intrinsic large field of view in axial plane, which is
greater than 70 µm × 70 µm in this work. In order to get a long
transporting distance in opticalmanipulation experiment, we set a large
value of γ � 3600 to produce a mask pattern according to Eq. 1 and
then loaded it on the SLM. Comparing to the beam measurement
mentioned above, the beam intensity for particle trapping was set to a
much higher value of about 20mW to guarantee the stability of
optical trap.

The experimental observation results of transporting a polystyrene
bead of 5 µm in diameter along a parabolic trajectory of the Weber
beam were shown in Figure 3. The lateral (x-y) plane and the
corresponding axial (x-z) plane information of the transporting
dynamics were captured by CCD1 and CCD2 simultaneously,

FIGURE 2 |Modulation of Weber beams. (A,B) Phase masks of Weber beams with γ � 300 and 800, respectively; (C–F) simulated results of the lateral and axial
cross-sections of Weber beams, (C) and (D) correspond to γ � 300, (E) and (F) correspond to γ � 800; (G–J) experimental results of the lateral and axial cross-sections
of Weber beams corresponding to (C–F), respectively. Scale bar: 2 µm.

FIGURE 3 | Experimental observation results of particle transporting dynamics along the Weber beam trajectory. (A–E) The lateral (x-y) plane images of a trapped
particle at different time; (F–J) the axial (x-z) plane images corresponding to (A–E). Particles: polystyrene beads of 5 µm in diameter. Scale bar: 10 µm.
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displayed as screenshots at different time in Figures 3A–E and
Figures 3F–J, respectively. As can be seen from Figures 3A–E, the
trapped particle underwent a process of “defocus-focus-defocus”
accompanied by the displacement up and down along x direction.
Obviously, these lateral images obtained by CCD1were not enough to
give an intuitive description of the particlemotion.However, as shown
in Figures 3F–J, the axial plane images obtained by CCD2 visually
displayed that the trapped particle moved along a curved trajectory in
x-z plane and stayed in focus throughout the whole journey of
about 35 µm.

The whole experimental system was set in horizontal
alignment; the used sample was aqueous solution containing
polystyrene beads; there was enough axial space for implementing
the particle transportation; the target bead was stably trapped in lateral
dimension and transported along parabolic trajectory of the designed
Weber beam. In view of above conditions, the primary forces acting on
the target bead were shown in Figure 4A, including the gravity,
floatage, scattering force, lateral gradient force and axial gradient force.
Among them, the lateral gradient force and scattering force played
dominant roles in the particle manipulation. The former performed a
2D trap in lateral dimension and bounded the particle to themain lobe
area of the Weber beam, and the latter pushed the particle moving
along the beam propagation trajectory.

From the axial plane real-time monitoring results directly
captured byCCD2, themotion of the trapped particle can be quantified
conveniently. We measured the velocities of the particle at different z
positions. As shown in Figure 4B, the results indicated that the particle
moved faster in the middle region of the transporting path than on
either side. Itwas because themaximumscattering force andquite small
axial gradient force of the Weber beam occurred in this region.
Moreover, the particle moved faster in the latter half of its motion
path than in the first half. This difference was mainly caused by the
gravity. As shown in Figure 4A, the gravity component along beam
trajectory was in opposite direction of the scattering force in the first
half, so as to impede the particle movement. The case of the latter half
was on the contrary.

4 CONCLUSION

In this work, we proposed an integrated system which combined
the SLM-based special beam generation module, optical

manipulation technique and axial plane optical microscopy
together, achieving particle transporting along parabolic
trajectory of the designed Weber self-accelerating beam
with the real-time observation in lateral and axial planes,
simultaneously. This method solves the problem that the
axial capture dynamics cannot be directly observed in
traditional optical tweezers. Because there is only a single
objective for both beam generation and signal detection, this
system has no particular geometric requirement for sample
preparation, and the objectives with high NA are allowed to
be used for improving the resolution. In addition, this
technique can be further developed to perform particle
tracking, because arbitrary plane information of samples
can be acquired by translating and rotating the tilted
mirror. In a word, by virtue of the flexible light
modulation based on the use of SLM, the direct axial plane
imaging with the intrinsic large field of view, and good
compatibility with other technologies, we believe the
proposed technique will become a useful tool for studying
a variety of novel beams, and find applications in fields of
chemicophysics and biomedicine.
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AG: axial gradient force, S: scattering force; (B) velocities of the particle at different axial positions.
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3D Reconstruction of Non-Lambertian
Surfaces by Perspective
Shape-From-Shading With Fast
Viscosity Solution
Guohui Wang* and Hao Zheng

School of Optoelectronic Engineering, Xi’an Technological University, Xi’an, China

Shape-from-shading (SFS) is an important method to reconstruct three-dimensional (3D)
shape of a surface in photometry and computer vision. Lambertian surface reflectance and
orthographic camera projection are two fundamental assumptions which generally result in
undesirable reconstructed results since inaccurate imaging model is adopted. In this
paper, we propose a new fast 3D shape reconstruction approach via the SFS method
relaxing the two assumptions. To this end, the Oren-Nayar reflectance and perspective
projection models are used to establish an image irradiance equation which depicts the
relationship between the 3D shape of non-Lambertian surfaces and its corresponding two-
dimensional (2D) shading image. Considering the light attenuation of the near point source,
the image irradiance equation is transformed into a static Hamilton-Jacobi partial
differential equation (PDE) by solving a quadratic equation. The viscosity solution of the
resultant Hamilton-Jacobi PDE is approximated by using optimal control theory and
iterative fast marching method starting from a viscosity supersolution. The performance
of the proposed approach is evaluated on both synthetic and real-world images and the
experimental results demonstrate that the proposed approach is accurate and fast.

Keywords: 3D reconstruction, shape-from-shading, non-Lambertian surfaces, perspective projection, viscosity
solution, iterative fast marching

INTRODUCTION

Shape-from-shading (SFS) is an important method to reconstruct three-dimensional (3D) surfaces in
the field of photometry and computer vision. The work has been initiated by Horn [1, 2] who
established an image irradiance equation depicting the relationship between the 3D shape of a surface
and its corresponding two-dimensional (2D) shading image. Inspired by his work, a lot of different
SFS methods are extensively studied (for surveys, see [3, 4]). In these methods, Lambertian surface
reflectance and orthographic camera projection are two fundamental assumptions. Even for the
diffuse surfaces, however, the Lambertian model has been proved to be inaccurate expression of the
reflectance property [5–7]. Furthermore, the image can be seen as formed through a so-called pin-
hole camera which should be modeled by perspective projection. Since these methods do not adopt
accurate physical and/or optical imaging model, the reconstructed results lack accuracy.

Recently, Tankus et al. [8] changed the classical orthographic projection assumption to a
perspective one and formulated the image irradiance equation. They suggested the orthographic
fast marching method of Kimmel and Sethian [9] as the initial solution and then approximated the
perspective image irradiance equation using an iterative fast marching method. Another perspective
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SFS was addressed by Courteille et al. [10] who considered the
“pseudo-Eikonal equation” and solved it with a prior knowledge.
Yuen et al. [11] proposed an alternative perspective SFS which is
also based on the fast marching method of Kimmel and Sethian
[9]. Their method, however, does not require the iterative process.
It is well worthmentioning that Prados and his colleagues [12, 13]
had made a great contribution to the SFS field. They presented a
more realistic imaging model for SFS problem, where the
orthographic camera projection is substituted by the
perspective projection and the light source is assumed to be
placed at the optical center of the camera. Moreover, a light
attenuation term 1/d2 (d defines the distance between the 3D
surface point and the position of the light source) has been
considered. They generalized the SFS problem and related the
derived image irradiance equation with a Hamiltonian and
approximated its viscosity solution using optimal control
strategy. With their work, Ahmed and Farag [6, 7] replaced
Lambertian reflectance by a more advanced Oren-Nayar
reflectance and proposed a non-Lambertian SFS method. In
addition, they used the Lax-Friedrichs sweeping scheme [14]
to solve the explicit partial differential irradiance equation and
got a promising reconstructed result. Although [6, 7] worked well
on the non- Lambertian surfaces, they still need the exact values
on the boundary. Moreover, it is difficult to find a good estimate
for the artificial viscosity term and it would take too much time to
reach the stopping criterion. To avoid these problems, Vogel and
Cristiani [15] used the Upwind scheme to get a more efficient
solution with less convergence time. Ju et al. [16] extended the
work of Galliani et al. [17]. They used spherical surface
parameterization to Oren-Nayar reflectance model and thus
could deal with an arbitrary position of the light source.
Compared with the method of [6, 7, 15], this work can obtain
a very compact and elegant image irradiance equation.
Unfortunately, the solving process need transform the fast
marching method described in Cartesian coordinates [18] into
spherical coordinates. Tozza and Falcone [19, 20] presented
another non-Lambertian SFS method using a semi-Lagrangian
approximation scheme and proved a convergence result.
However, their work still assumes an orthographic camera
projection and a distant light source. More recently, some SFS
approaches have been proposed by deep learning techniques
[21–23]. Yang and Deng [21] addressed the SFS problem by
training deep networks with only synthetic images which can not
be rendered by any external shape dataset. Henderson and Ferrari
[22] presented a unified framework for both reconstruction and
generation of 3D shapes, which was trained to model 3D meshes
using only 2D supervision. Tokieda et al. [23] proposed a high-
frequency shape recovery from shading method using CNN
which the U-Net structure was employed. The approaches
[21–23] can achieve state-of-the-art performance. However,
they need sufficient amount of data for training.

In the current study, based on our previous work [24–27], we
propose a new fast perspective SFS approach for non-Lambertian
surface reconstruction. The Oren-Nayar reflectance model is also
adopted to approximate the surface reflectance property. Then,
with a point light source close to the projection center of the
camera which performs perspective projection, we formulate the

image irradiance equation that can be transformed into a
quadratic equation. The main contribution of our work is that
we establish a static Hamilton-Jacobi partial differential equation
(PDE) by solving the quadratic image irradiance equation that
contains the 3D shape, after which we attempt to get the viscosity
solution of the resultant PDE by using optimal control theory and
iterative fast marching method. It is worth mentioning that the
light attenuation term 1/d2 has also been employed to remove the
ambiguity which leads SFS to be an ill-posed problem. Compared
with other existing SFS approach, the proposed approach is more
accurate and faster.

The remainder of the paper is structured as follows. In section
2, we give the SFS imaging model of non-Lambertian surfaces to
derive the image irradiance equation that serves as the basis for
our approach. Section 3 presents a new method to approximate
the viscosity solution of the image irradiance equation using
optimal control theory and iterative fast marching method.
Experimental results on both synthetic and real-world images
are performed and discussed in section 4. Finally, we conclude
our approach in section 5.

IMAGE IRRADIANCE EQUATION

SFS Imaging Model of Non-Lambertian
Surfaces
To derive the image irradiance equation of non-Lambertian SFS,
we firstly make a brief review of the imaging process for the SFS
problem which describes the relationship between the 3D shape
of a surface and its corresponding 2D shading image. It is well-
known that the following relationship between the image
irradiance and the surface reflected radiance [1, 25] is
modeled as:

Ei � Ls
π

4
(D
F
)2

cos4 χ, (1)

where Ei is image irradiance, which is usually considered to be
proportional to the image brightness I. Ls defines the surface
reflected radiance along the direction of the camera. The camera
lens focuses light from the surface on the imaging sensor (i.e., the
image plane) and D, F are its diameter and focal length,
respectively. χ is the angle between optical axis and the line of
sight to a 3D surface point of a corresponding 2D image point.
The term cos4 χ implies non-uniform image irradiance even for
uniform radiance, but the actual optical system of the camera is
generally designed to correct it. Consequently, we may consider
the image irradiance Ei to be proportional to the surface reflected
radiance Ls, i.e., Ei � ηLs.

For an ideal diffuse surface and a distant point light source, the
surface has a Lambertian reflectance and the reflected radiance
can be expressed as [1]:

Ls(θi) � ρ

π
I0 cos θi, (2)

where ρ is the diffuse albedo and I0 is the intensity of the point
light source. The term cos θi is the scalar product between the
surface normal vector n and the light source vector L.
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However, the Lambertian model has been proved to be
inaccurate expression of the reflectance property for the real-
world diffuse surfaces [5–7]. In order to eliminate the inaccuracy
resulting from the assumption of the Lambertian surface
reflectance, Oren and Nayar [5] developed an advanced
reflectance model for rough diffuse surfaces. Assuming that
the surface is composed of extended symmetric V-shaped
cavities and each V-cavity has two planar facets following the
Lambert’s law, they applied the roughness model that the surface
roughness is specified using a probability function for the facet
orientations to obtain the expression for the surface reflected
radiance. For a Gaussian distribution, with reflection geometry
shown in Figure 1A, Ls is formulated as:

Ls(θi,φi; θr,φr; σ) � ρ

π
I0 cos θi(A + Bmax[0, cos(φr − φi)]
sin α tan β), (3)

where θi, φi and θr, φr are the slant, tilt angles of L and the
camera vector V, respectively,

A � 1 − 0.5
σ2

σ2 + 0.33
, B � 0.45

σ2

σ2 + 0.09
, (4)

α � max[θi, θr] and β � min[θi, θr]. The parameter σ denotes the
standard deviation of the Gaussian distribution and is employed
as a measure of the surface roughness.

Taking Eq. 3 into Eq. 1, the image irradiance equation of non-
Lambertian SFS is now:

Ei(θi,φi; θr,φr) � η
ρ

π
I0 cos θi(A + Bmax[0, cos(φr − φi)]
sin α tan β). (5)

Since the image irradiance is usually considered to be
proportional to the image brightness, we denote I � πEi/ηρI0
and the image irradiance Eq. 5 is rewritten as:

I(θi,φi; θr,φr) � cos θi(A + Bmax[0, cos(φr − φi)] sin α tan β).
(6)

Image Irradiance Equation of
Perspective SFS
As shown in Figure 1B, for a perspective camera projection
whose center is O, S(X,Y,Z) represents the 3D shape of
interested surface for a certain image domain Ω, and can be
parameterized by

S(X,Y,Z) � z(x, y)
F

(x, y,−F), (x, y) ∈ Ω, (7)

where F> 0 and z(x, y)> 0 is the distance between the surface
point (X, Y, Z) and O −XY plane. To get a surface normal
vector, we calculate the tangent vectors in both x and y
directions, respectively and compute their cross product.
Then the normal vector n(x, y) at the point (X, Y, Z) is
formulated as:

n(x, y) � (F zz

zx
, F

zz

zy
, z + x

zz

zx
+ y

zz

zy
). (8)

With the point light source whose attenuation term 1/d2 has been
considered to remove the ambiguity which leads SFS to be an ill-
posed problem is located near the projection center O, the light
source vector L(x, y) at the point (X,Y, Z) is given by

L(x, y) � (−x,−y, F) (9)

and the parameters in Oren-Nayar reflectance model satisfy

θi � θr � α � β, φi � φr. (10)

Therefore, the image irradiance Eq. 6 is simplified to

I(θi) � 1
d2

(A cos θi + B sin2θi). (11)

Since the term cos θi is the scalar product between n(x, y) and
L(x, y), substituting Eqs 8, 9 into Eq. 11, we can obtain the image
irradiance equation of perspective SFS:

FIGURE 1 | Imaging model for perspective SFS. (A) Reflection geometry model of a surface and (B) Perspective projection model of a camera.
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I(x, y) � 1
d2

(A Q(x, y)
V(x, y,∇u) + B

V(x, y,∇u)2 − Q(x, y)2
V(x, y,∇u)2 ),

(12)

where u � ln z(x, y), V(x, y,∇u) �


















(Fzu/zx)2 + (Fzu/z

√
y)2 + (xzu/zx + yzu/zy + 1)2, Q(x, y) � F/(x2 + y2 + F2)1/2,
d � z(x, y)/Q(x, y) � eu/Q(x, y).

METHOD OF SOLVING THE IMAGE
IRRADIANCE EQUATION

Obviously, the image irradiance Eq. 12 can be described by a
quadratic equation with respect to the variable V(x, y,∇u). Then
the equation is transformed into

(I(x, y)e2uQ(x, y)−2 − B)V(x, y,∇u)2 − AQ(x, y)V(x, y,∇u)
+BQ(x, y)2 � 0. (13)

Solving the quadratic Eq. 13 and satisfyingV(x, y,∇u)> 0, we
have

V(x, y,∇u) � A +





























A2 − 4(I(x, y)e2uQ(x, y)−2 − B)B√
2(I(x, y)e2uQ(x, y)−2 − B) Q(x, y).

(14)

Now, we can obtain a novel image irradiance equation

− 1

A −





























A2 − 4(I(x, y)e2uQ(x, y)−2 − B)B√

+ 1
2BQ(x, y)





































(F zu

zx
)2

+ (F zu

zy
)2

+ (x zu
zx

+ y
zu

zy
+ 1)2

√√
� 0.

(15)

It is easy to see that Eq. 15 does not have classical solutions
since it is a first-order non-linear PDE. Thus one can appeal to the
notion of viscosity solution [28, 29] that is a solution in the weak
sense. For the PDE (15), to ensure the uniqueness of the viscosity
solution, Dirichlet boundary conditions usually need to be
imposed, and therefore a static Hamilton-Jacobi PDE could
be got

{ H(x, y, u, g) � 0,∀(x, y) ∈ Ω,
u(x, y) � χ(x, y),∀(x, y) ∈zΩ, (16)

where χ(x, y) is a real function which is defined on zΩ and

H(x, y, u, g) � −(A −





























A2 − 4(I(x, y)e2uQ(x, y)−2 − B)B√ )−1

+W(x, y)























F2
∣∣∣∣∣∣
∣∣∣∣∣∣g
∣∣∣∣∣∣
∣∣∣∣∣∣2 + ((x, y) · g + 1)2

√

(17)

is the associated Hamiltonian, where W(x, y) � (2BQ(x, y))−1
and g � (zu/zx, zu/zy). According to [12, 29] and our previous
work [24], using viscosity solution and optimal control theories,
the Hamiltonian (17) can be addressed as a control-type
formulation

H(x, y, u, g) � −(A −





























A2 − 4(I(x, y)e2uQ(x, y)−2 − B)B√ )−1

+ sup
a∈B2(0,1)

{ − lc(x, y, a) − fc(x, y, a) · g},
(18)

where B2(0, 1) is the unit ball of center 0 in R2, fc(x, y, a) �
−W(x, y)RT(x, y)D(x, y)R(x, y) a and lc(x, y, a) �
−









1 − ||a||2

√
/2B −W(x, y)RT(x, y)v(x, y) · a with

R(x, y) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

( x(x2 + y2)−1/2 y(x2 + y2)−1/2
−y(x2 + y2)−1/2 x(x2 + y2)−1/2 ), x2 + y2 ≠ 0,

( 1 0
0 1

), x2 + y2 � 0,

(19)

D(x, y) � (











x2 + y2 + F2

√
0

0 F
),

v(x, y) � (





















(x2 + y2)(x2 + y2 + F2)−1√

0
). (20)

We approximate H(x, y, u, g) by

H(x, y, g) ≈ − (A −





























A2 − 4(I(x, y)e2uQ(x, y)−2 − B)B√ )−1

+ sup
a∈B2(0,1)

{ − lc(x, y, a) +min[− f1(x, y, a), 0]g+
1 +max

[− f1(x, y, a), 0]g−
1 +min[− f2(x, y, a), 0]g+

2 +max

[− f2(x, y, a), 0]g−
2 }, (21)

where fk(x, y, a) is the k th component of f c(x, y, a) and g+
k , g

−
k

stand for the corresponding forward and backward difference
approximations of the k th component of g respectively.
Obviously, for the approximation method (21), it is
necessary to solve the optimum problem and we can use
optimal control theory and our proposed approach in [24] to
get it.

The explicit time marching scheme for the Hamilton-Jacobi
PDE (16) applying the forward Euler as the time discretization
could be described in the form:

un+1 � un − ΔtH(x, y, g), (22)

where Δt is a time step. In order to accelerate the convergence
speed of scheme (22), our proposed iterative fast marching
strategy in [24] is adopted.

The method to approximate the viscosity solution of
the resultant Hamilton-Jacobi PDE (16) is organized as
follows:
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1) Initialization (iteration n � 0). Set u0 � u0(xi, yj), where
(xi, yj) is the discretization of (x, y) at grid point (i, j) and
u0 is a viscosity supersolution. In this paper, u0(xi, yj) �
0.5 ln(A) − 0.5 ln(I(xi, yj)Q(xi, yj)−2).
2) Iterative Marching (iteration n + 1).
(1) Definitions. Each grid point (i, j) is assigned to one of three
sets, known, front, unknown, in the following:

• Known is the set of the initial grid points corresponding to
the extremums of u. Known points are the seeded points
whose values will not be recalculated.

• Front is the set of the neighbours of known points, not in
known. In our method, front points are the four nearest
neighbours of known points and their values will be
recalculated later.

• Unknown is the rest of the grid points, where there is not
yet a calculation for u.

(2) Marching.
• Let (imin, jmin) be the point among all front points that has
the smallest u value.

• Remove the point (imin, jmin) from front and add it to known.
• Label as neighbours any points (imin, jmin + 1),
(imin + 1, jmin), (imin, jmin − 1), (imin − 1, jmin) which are
either in front or unknown. If the neighbour belongs to
unknown, add it to front and remove it from unknown.

• Recalculate the value of u at the four nearest neighbours of
(imin, jmin) that are in front by applying the scheme (22).

• If all grid points are known then exit, otherwise return to
top of marching.

FIGURE 2 | Experimental results on Vase and Mozart surfaces. (A)Ground truth surfaces, (B) Synthetic shading images, (C) Reconstructed surfaces by Vogel and
Cristiani’s approach, (D) Surface errors between (C) and (A), (E) Reconstructed surface by our proposed approach, (F) Surface errors between (E) and (A), and (G)
Central cross section of ground truth and reconstructed surfaces.
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(3) Convergence test. If ‖un+1 − un‖L1 ≤ δ, where δ is a given
stopping strategy, the method converges and stops; otherwise
returns to 2). In this paper, δ � 10−5.

EXPERIMENTAL RESULTS AND
DISCUSSION

Several experiments on two synthetic Vase and Mozart and one
real-world shading images have been carried out in order to
evaluate the performance of the proposed approach. We compare
our proposed approach with Vogel and Cristiani’s approach [15]

because it has a better performance than Ahmed and Farag’s
approach [6, 7]. We implement the two approaches in Matlab,
using C mex functions. All the experiments are conducted on a
computer with a Xeon E5-1650 processor and 16 GB of DDR3
memory. The unit in the experiments is pixel.

Experimental Results on Synthetic Images
Figure 2 illustrates the experimental results on Vase and Mozart
surfaces. Figure 2A shows the ground truth surfaces which are
benchmark Dataset given by Zhang et al. [3]. Figure 2B illustrates
the synthetic shading images of Vase and Mozart surfaces with
the surface roughness σ � 0.2 and image domain Ω � 128 × 128.

TABLE 1 | Comparisons of approaches for Vase and Mozart surfaces.

Surface Method MA (pixel) RMS (pixel) CPU time (s)

Vase Vogel and Cristiani’s approach 0.7916 1.3365 0.19
Vase Our proposed approach 0.1419 0.2950 0.04
Mozart Vogel and Cristiani’s approach 1.4706 2.2806 0.26
Mozart Our proposed approach 0.3204 0.8784 0.05

FIGURE 3 | Real-world shading image and reconstructed surface. (A) Shading image, (B) Reconstructed surface by Vogel and Cristiani’s approach, (C)
Reconstructed surface by our proposed approach, and (D) Reconstructed surface by our proposed approach with Lambertian reflectance.
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Figures 2C,D show the reconstructed surfaces and errors by
Vogel and Cristiani’s approach respectively. Figures 2E,F show
the reconstructed surfaces and errors by our proposed approach
respectively. Figure 2G illustrates the central cross section of
ground truth and reconstructed surfaces of Vase and Mozart
surfaces.

It is seen from Figures 2C–G that both Vogel and Cristiani’s
and our approaches can give satisfactory surface reconstruction.
Furthermore, we can see that our proposed approach produces
reconstruction results with smaller errors and exhibits better than
Vogel and Cristiani’s approach. The performance of Vogel and
Cristiani’s approach and our proposed approach is further
quantitatively described by the mean absolute (MA) error,
root mean square (RMS) error and running time. The MA
and RMS errors defines as:

MA � 1
m × n

∑m
i�1
∑n
j�1

∣∣∣∣zij − ~zij
∣∣∣∣, (23)

RMS �


















1

m × n
∑m
i�1
∑n
j�1

∣∣∣∣zij − ~zij
∣∣∣∣2

√√
, (24)

where m × n denotes the size of the image domain Ω and zij, ~zij
denote the reconstructed surface and the ground truth surface
respectively.

Table 1 demonstrates the quantitative comparisons of
approaches for Vase and Mozart surfaces. It can be observed
obviously that our proposed approach has muchmore superiority
both in the MA and RMS errors. The MA and RMS errors of our
proposed approach are about one-fifth and one-fourth of Vogel
and Cristiani’s approach for the Vase, and about one-fifth and
one-third for the Mozart, respectively because our image
irradiance equation is approximated by using control-type
Hamiltonian and iterative fast marching method while Vogel
and Cristiani’s is approximated by Upwind scheme. In addition, it
is also seen that our approach is much faster than Vogel and
Cristiani’s approach as the same reason above.

Experimental Results on Real-World Image
Figure 3 illustrates the experiments on the real-world shading of
a paper cylinder which is shown in Figure 3A. Figures 3B,C
demonstrate the reconstructed surfaces by Vogel and Cristiani’s
approach and our proposed approach respectively. Figure 3D
shows the special case of our proposed approach with Lambertian
reflectance, that is, the surface roughness σ � 0. From the
experimental results illustrated in Figures 3B,C, it is also seen
that both Vogel and Cristiani’s and our approaches can give
satisfactory surface reconstruction for the real-world shading.
Furthermore, our approach also exhibits a slightly better
performance that is more vivid than Vogel and Cristiani’s
approach. It is well worth noting that Figure 3D shows a

worse performance since it uses the Lambertian model which
is inaccurate expression of the reflection property.

CONCLUSION

We have proposed a fast 3D shape reconstruction approach
for non-Lambertian surfaces via perspective SFS and viscosity
solution. We first formulated the image irradiance equation as
a quadratic equation with respect to the variable that contains
the 3D shape of the surface and thus a static Hamilton-Jacobi
PDE was derived by solving the quadratic equation. We
employed an optimal control scheme and an iterative fast
marching strategy to compute the viscosity solution of the
resultant PDE. Finally, the experimental results verified that
our proposed approach can provide satisfactory surface
reconstruction with a higher accuracy in less running time.
Further study of non-Lambertian SFS includes faster
approximated methods and the more accurate imaging
models.
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Characterization Method for Particle
Extraction From Raw-Reconstructed
Images Using U-Net
Zhitao Hao1†, Wei-Na Li2†, Bowen Hou1, Ping Su1* and Jianshe Ma1

1Tsinghua Shenzhen International Graduate School, Tsinghua University, Shenzhen, China, 2College of Science, Shantou
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Digital holographic imaging can capture a volume of a particle field and reconstruct three-
dimensional (3D) information of the volume from a two-dimensional (2D) hologram.
However, it experiences a DC term, twin-images, defocus images of other particles
and noise induced by the optical system. We propose the use of a U-net model to
extract in-focus particles and encode the in-focus particles as squares at ground truth z.
Meanwhile, zero-order images, twin-images, defocused images of other particle and noise
induced by the optical system are filtered out. The central coordinate of the square
represents the lateral position of the particle, and the side length of the square represents
the particle diameter. The 2D raw-reconstructed images generated from the pre-
processed hologram by utilizing backward Fresnel propagation serve as the input of
the network. A dense block is designed and added to the encoder and decoder of the
traditional U-net model. Each layer takes the inputs from all previous layers and passes the
feature maps to all subsequent layers, thereby facilitating full characterization of the
particles. The results show that the proposed U-net model can extract overlapping
particles along the z-axis well, allowing the detection of dense particles. The use of
that squares characterize particles makes it more convenient to obtain particle parameters.

Keywords: digital holography, particle imaging, 3D imaging, U-net, image reconstruction

INTRODUCTION

The particle fields comprise small objects, such as bubbles, biological cells, droplets. In recent years,
3D imaging has been widely used in particle detection (including shape, location, and motion) across
many scientific domains, such as materials [1], chemical engineering [2–4], biology [5–7], medical
sciences [8–10], and environmental science [11–13]. Digital holography (DH) encodes the 3D
information of objects into a 2D hologram using the interference of the reference wave and object
wave. Owning to only a single hologram can be reconstructed to restore the 3D information of the
objects, DH has emerged as a powerful tool for 3D imaging in recent years. A spherical wave was first
used as reference wave to observe particles distributed in water [14], the lateral position and size of
each particle were gained. Thereafter, a plane wave was used as a reference wave to observe the
bubbles in the air [15]. Conventional reconstruction methods have also been proposed. For example,
the minimum intensity was applied to detect the edges of the bubbles from raw-reconstructed
images. However, the minimum intensity method depends on the threshold setting to distinguish the
particles from the background. Background noise and overlapped particles have serious effects [16].
Various criteria (such as edge sharpness and intensity distribution) [15, 17, 18] were applied to
characterize the focus level of particles. However, these criteria are sensitive to the detailed
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characteristics and noise level in the holograms, limiting their
application in low-concentration particle fields with low
background and cross-interference noise. The deconvolution
method [19, 20] models the observed blur in 3D
reconstruction as the convolution of an object and a point
spread function (PSF). However, the PSF must be based on
the known diffraction formula or obtained through a
hologram of a point-like object in the experiment. The
compressive holography method [21–23] is an effective
reconstruction method to eliminate noise because of
the sparsity of the signal, but it is time-consuming and
requires complicated fine-tuning parameters to obtain optimal
results.

Recently, machine learning using deep neural networks
(DNNs) [24] has been applied to image analysis. First, the
application of deep learning in DH appeared in medical
examination [25–28, 34] as well as in the classification of
particles in holograms [29, 30]. DNNs were also applied to
acquire the depth information of particles [31, 32], and
autofocus is accomplished. Further studies have reported
impressive results using DNNs for phase recovery [25, 33],
phase aberration compensation [34, 35], hologram pixel super-
resolution [36, 37] and digital holographic reconstruction
[38–40]. Shimobaba et al. [41] first used a U-net model [42]
to realize the holographic reconstruction of multiple particles.
Shao et al. [43] proposed a U-net model to reconstruct hologram
with higher-concentration particles. However, the sizes of the
particles were not obtained. Li et al. [44] proposed using a short
U-net with average pooling to extract in-focus particles at ground
truth z and remove zero-order images, twin-images, and the
defocused images of other particles from raw-reconstructed
images; lateral position and the size of particles were obtained.
However, it is complicated to obtain parameters of particles that
are assumed to be circles [45]. Wu et al. [46] proposed the Dense-
U-net and obtained particle information directly from the
hologram and encoded them into a series of rectangles
because it is convenient to identify and calculate the length
and width of the rectangles. However, it is difficult to find
completely overlapped particles along the z-axis from one
single hologram. Inspired by the previous study, we found
that encoding in-focus particles into squares is more
conducive to the extraction of particle parameters.
Simultaneously, to distinguish the particles completely
overlapping along the z-axis, it will be better to train the
neural network by feeding raw-reconstructed images that are
generated from a hologram.

In this study, we propose the use of a U-net network to extract
in-focus particles from raw-reconstructed images and encode
them into a series of squares. The center coordinate of the square
represents the lateral position of the particle, and the side length
of the square represents the diameter of the particle. The rest of
the paper is organized as follows: hologram preparation, U-net
model, and characterization method are introduced in Principles.
In Simulation Results the simulation results are presented.
Experiment results are introduced in Experimental Results. The
discussion is presented in Evaluation and Discussions. Finally, the
conclusions are summarized in Conclusion.

PRINCIPLES

Holography and Fresnel Diffraction
Algorithm
Suppose there are n particles in the particle field in Figure 1A,
each particle pi has a different size and different distance zi away
from the camera. When a plane wave R(x, y) illuminates the
particle field, the Fresnel diffraction [47] of each particle on the
sensor plane is depicted in Eq. 1, and the object wave O(x, y),
which is the coherent superposition of the diffraction fields by all
the particles is shown in Eq. 2. The hologram is recorded on the
sensor plane, which is the interference of R(x, y) and O(x, y). This
process is depicted in Eq. 3.

Oi(x, y, zi) � F−1{exp(jkzi) × F{pi(ξ, η)} × exp

( − jπλzi(f2
x + f2

y))} (1)

O(x, y) � ∑n
i�1
Oi(x, y, zi) (2)

I(x, y) � ∣∣∣∣O(x, y)∣∣∣∣2 + ∣∣∣∣R(x, y)∣∣∣∣2 + O(x, y)Rp(x, y)
+ Op(x, y)R(x, y)

� ∣∣∣∣O(x, y)∣∣∣∣2 + 1 + O(x, y) + Op(x, y)
(3)

Ifinal(x, y) � ∣∣∣∣O(x, y)∣∣∣∣2 + O(x, y) + Op(x, y)
� O(x, y) + nse

(4)

O′(x′, y′, zi) � ∣∣∣∣∣F−1{exp( − jkzi)F{Ifinal(x, y)} × exp(jπλzi(f2
x + f2

y))}∣∣∣∣∣ (5)

Here (ξ, η), (x, y), (x′, y′), and (fx, fy) represent the particle
(lateral) plane, sensor plane, reconstructed plane, and spatial
frequency domain, respectively. F{·} and F −1{·} denote Fourier
transform and inverse Fourier transform, respectively. I(x, y)
denotes the recorded hologram, andOp(x, y) denotes the complex
conjugate ofO(x, y). The plane wave is assumed to beR(x, y) � 1
in Eq. 3. Therefore, the pre-processed hologram is
Ifinal(x, y) � I(x, y) − 1, as shown in Figure 1B. Moreover
the pre-processed hologram is rewritten in Eq. 4, in which
nse � |O(x, y)|2 + Op(x, y). A raw-reconstructed image
O′(x′, y′, zi) shown in Figure 1C is obtained from the pre-
processed hologram using 42, depicted in Eq. 5, at a certain
ground truth zi. It comprises in-focus images, zero-order images,
conjugate images, and defocus images of other particles [44].
Noted that the original objects are generated using the Mie
scattering model [48].

Particle Characterization Method
Each particle in a particle field is characterized by (x, y, zi, Di),
where (x, y) represents the lateral position, zi denotes the
distance to the sensor plane, and Di is the diameter of the
particle. We propose the use of squares to represent particles.
The central coordinate of the square represents the central
coordinate of the particle, and the side length of the square is
equal to the diameter of the particle. In this study, raw-
reconstructed images with in-focus particles, as shown in
Figure 1C, serve as the input of the model. The areas
encompassed by the red solid line in Figure 1C are in-focus
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particles. Via the special characterization method, the in-focus
particles in Figure 1C are encoded into different squares, which is
shown in Figure 1E. The images with squares shown in Figure 1E
serve as the output of the model. And the U-net model is
described below.

U-Net Model
A U-net model can be regarded as a black box. When many
images are fed into it, the model learn the features of these images
and obtain the mapping function f, which is calculated
automatically through multi-layer network parameters, and is
expressed as Eq. 6.

Y � f(X, θ) (6)

Where X, Y denote the input and output of the network,
respectively, and f denotes the mapping function. θ denotes
the parameters of the model, and it is updated every epoch during
training.

The proposed model, which is shown in Figure 1D, includes
four down-samplings and four up-samplings. A dropout layer is
applied to prevent overfitting. To simplify the training process, a
residual neural network (ResNet) [49] is used to form a dense
block. Each dense block consists of two Conv_Blocks which
contains convolution, batch standardization, and activation
layer. The output of each dense block is connected to the
input of the dense block via a skip connection structure,
which combines the high signal-to-noise ratio and the low
signal-to-noise ratio features of the images for training in the

deeper stages of the network. In this section, the raw-
reconstructed images serve as the input of the U-net model.
The images shown in Figure 1E serve as output of the proposed
model, meanwhile, mean square error is applied as the loss
function of the model.

SIMULATION RESULTS

In the simulation section, we use the same Mie scattering model
[48] to obtain the original particles. 51 holograms with the size of
256 × 256 are generated. A hologram shown in Figure 2A
contains a volume 512 × 512 × 500 μm3. Thirteen transparent
particles with diameter of 20, 30, and 40 μm are randomly
distributed in this volume. The hologram is backward Fresnel
propagated to 5 different distances, including 5,138, 5,238, 5,338,
5,438, and 5,538 μm, respectively, to generate the raw-
reconstructed images. Finally, 255 raw-reconstructed images
corresponding to 51 holograms and 255 ground truth images
are used as the dataset to train the U-net models. Because the
particle field contains multiple transparent particles, we observe
that the raw-reconstructed volume shown in Figure 2B is full of
noise, including the zeros-order images, conjugate images, and
defocused images of the other particles. The U-net model
distinguishes in-focus particles from noisy images.

The hologram in Figure 2A is first used to test the model. The
raw-reconstructed volume comprised five raw-reconstructed
images is shown in Figure 2B. The corresponding predictions

FIGURE 1 | (A) In-line digital holographic experimental setup; (B) pre-processed hologram; (C) raw-reconstructed image at 5,238 μm; (D) the proposed U-net
model; (E) the predicted image of the U-net model corresponding to (C).
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are presented in Figure 2C. We observe that the in-focus
particles are extracted from the noisy images and encoded into
squares, and the noise is filtered out. Hence, we obtain the
coordinates and side lengths of the squares. The coordinates
and the diameters are acquired, and the predicted location of
particles are depicted in Figure 2E. The ground-truth distribution
of the particle field is shown in Figure 2D. Figure 2F is the
combination of ground truth and prediction; the coincidence
of the blue circles and red dots represents the correct prediction,
and the single blue circle represents the unpredicted particle.
Figure 2G also shows a pre-processed hologram comprised of
two overlapped particles along the z-axis, in which the spacing
between the two particles equals the theoretical axial resolution
of DH system (10 mm). The diameter of the particles equals
40 μm. The raw-reconstructed images of Figure 2G are depicted
in Figure 2H. Figure 2I is the corresponding prediction of
Figure 2H. We observe that the overlapped particles are

successfully extracted at ground truth z. The theoretical
axial resolution reaches 100 μm when a 10× microscope
objectives (MO) is used. 75 raw-reconstructed images
corresponding to 15 holograms with the same specifications
but different particle distributions are generated for testing.
The extraction rate of the particle field is 95.8%, and the
lateral positioning error was less than 2 μm. The error of
diameter is less than 4 μm. Simulation results show that the
U-net network is successful in extracting the information of in-
focus particles from the raw-reconstructed images at ground
truth z and encoding them into squares. Zero-order images,
twin-images, and defocused images of other particles are
filtered out simultaneously. When compared with [44], squares
are more conducive to extracting particle parameters than
circles. Compared with [46], this study can easily distinguish
particles with the same lateral position when the depth spacing is
greater than 100 μm.

FIGURE 2 | Simulation result; (A) a pre-processed hologram with multiple particles; (B) the reconstruction of (A) using BFP; (C) prediction of (B) by the U-net
model; (D) ground truth position of the particle field, the blue circles represent ground truth particles; (E) 3D predicted position of the particle field by extracting the
information in (C); (F) Combination of ground truth and prediction; (G) a pre-processed hologram with overlapped particles; (H) raw-reconstructed images of (G); (I)
prediction corresponding to (H).
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EXPERIMENTAL RESULTS

Figure 3 shows the experimental setup, in which the wavelength
of the laser is 632.8 nm, the size of the camera (charge-coupled
device, CCD) is 2456 by 2058, and its pixel pitch is 3.45 μm. A
hologram is generated by capturing a volume of 200 polystyrene
particles per ml distributed in milli-Q water (diameter
� 90 ∼ 110 μm).

In the experiment, the holograms have different features from
the holograms in simulation because they are composed of noise
induced by the optical system (especially the laser). Therefore, a

new model was trained using the dataset obtained in experiment.
We use polystyrene spheres distributed in milli-Q water shown in
Figure 3B to generate the first dataset (Supplementary Material),
60 holograms are obtained. And the second dataset containing 20
holograms is created using the method described below. The
particles are deposited between every two adjacent slides in
three slides, as shown in Figure 4D. The z-axis position of each
slice is similar. Raw-reconstructed images in the dataset are
generated by reversed holograms Irevs(x, y) � 255 − I(x, y) by
utilizing BFP from 42 to 65mm away from the sensor plane, and
the corresponding ground truth images, as shown in Figures 4A,B,

FIGURE 3 | (A) Experimental setup, laser, attenuators, spatial filter, SF; aperture stop, AS; collimating lens, CL; particle field, and CCD; (B) particle field in a cuvette.

FIGURE 4 | Experimental result; (A) captured hologram with multiple particles; (B) the raw-reconstructed image at 52.7 mm; (C) prediction of the U-net model; (D)
particle field of the second dataset; (E) 3D distribution of particle field.
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respectively, are generated by the proposedmethod in [50] through
image segmentation, and the minimum intensity is used as a focus
metric. Noted that the method is not completely stable and
accurate when the noise increases in a hologram which can be
caused by cross interference [43] and oblique slides. Bad data
(i.e., the holograms with severe noise mentioned above) is
manually eliminated in this study. We adopt 120 raw-
reconstructed images (256 × 256) as the inputs in the dataset to
train the U-net for 400 epochs, 20 raw-reconstructed images
among them are from the second dataset which is generated by
adhering particles between every two adjacent slides in three slides.
The test result is carried out when the raw-reconstructed image in
the second dataset, which is shown inFigure 4B, is predicted by the
U-net model. The area encompassed by the turquoise solid lines is
the in-focus particles. The corresponding prediction is shown in
Figure 4C.We observe that the in-focused particles are successfully
extracted and encoded into squares. Lateral position and diameter
of each square are obtained. It is noted that the size of the raw-
reconstructed images for testing is 1024× 1024 pixels, we divide the
big raw-reconstructed image into smaller ones with a size 256 ×
256 to conveniently feed them into the U-net model. Thereafter,
they are stitched together to form the large images. Eventually, the
test images can be rendered as a 3D volume depicted in Figure 4E.

EVALUATION AND DISCUSSIONS

As shown in Figure 4C, the in-focus particles in Figure 4B are
properly restored, and the shapes of all the particles are squares,
we can find squares to locate the lateral position of each particle,
including the center coordinate and the diameter of each
particle. As depicted in Figure 4E, the particle field is
restored successfully. The positioning error is less than
3.45 μm (1 pixel) in the x, y directions, the error of diameter
is less than 6.9 μm (2 pixel). The holograms are reconstructed
when the depth spacing equals 200 μm. We use polystyrene
spheres distributed in the milli-Q water to obtain one dataset,
and we make the second dataset through adhering particles
between every two adjacent slides in three slides because 1) the
particles in the second dataset we make are few and scattered,
which ensures the correctness of the lateral position of particles,
2) The thickness of the slides is known, so the depth spacing is
certain, which is helpful to determine the position of particles
along the z-axis. However, as the number of slides increases, the
captured hologram is of poor quality. This may be primarily
because the slides are not completely perpendicular to the
optical axis of the optical system and noise is induced by the
slides, therefore, we chose the simplest way by using three slides
to divide the particles into two slices. Finally, the simulation and
experimental results show that the proposed method is

promising, and the time to obtain the prediction of a
hologram is less than 96 s, which is much faster than the
conventional iterative optimization methods. The raw-
reconstructed images are trained to match the ground truth
images that in-focus particles are encoded into squares to easily
obtain the information of the particles.

CONCLUSION

In this study, a U-net model is used to extract in-focus particles
from the raw-reconstructed images at ground truth z and encode
them into squares. Zero-order images, twin-images, defocused
images of other particles and noise induced by the optical system
are filtered out simultaneously. The center of the square
represents the center of the particle, and the side length of the
square represents the diameter of the particle. Finally, the
information for each particle is obtained. We used squares
instead of circles to represent particles because the squares are
more convenient to acquire information of particles. The
simulation and experimental results demonstrate that the
proposed model is feasible. Eventually, a 3D particle field is
restored.
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Lensless Fourier-Transform Terahertz
Digital Holography for Full-Field
Reflective Imaging
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Continuous-wave terahertz digital holography (TDH) is a full-field lensless phase imaging
approach usually with the coherent THz laser. It has the potential to be applied to
nondestructive testing. In order to simplify the reconstruction and utilize the THz
radiation with higher efficiency, a full-field reflective lensless Fourier-transform TDH
(RLF-TDH) configuration is proposed with oblique illumination mode based on
2.52 THz radiation. A spherical reference beam is generated by a reflective concave
mirror in order to reduce the loss of THz radiation, which is different from other
configurations of the same kind. In the reconstruction process, the complex-amplitude
image can be obtained by directly applying single Fourier transform to the digital hologram;
thus, it is very possible to achieve real-time imaging. A tilted plane correction method is
implemented to correct the anamorphism caused by the nonparallel planes between the
object and recording plane. The profile information of the object can be measured from the
unwrapped, aberration-free phase image. Two reflective gold-coated samples are
adopted to demonstrate the validity of the RLF-TDH imaging system.

Keywords: THz digital holography, lensless fourier-transform, phase contrast imaging, reflective imaging, profile
measurement

INTRODUCTION

Terahertz (THz) spectral range lies between approximately 0.1 and 10 THz. The THz band owns the
unique property and broad prospects in many fields, for example, security inspection, art protection,
and studies on biological samples [1]. Reflective THz imaging technology is suitable for obtaining the
surface profiles of the object, for example, nondestructive testing [2], in vivo imaging of burned skin
[3], and measurement of explosive compounds [4]. The reflection THz pulsed imaging can provide a
broadband spectral image with both amplitude and phase information [5, 6]. However, the reflective
imaging receives the signal of weak reflection from the nonuniformity surface of the object. Thus,
most such imaging systems suffer from the problems of relatively high optical complexity and lack of
high-power sources. Continuous-wave (CW) THz reflective imaging approaches are blooming based
on the laser with high output power. The amplitude distribution of an object can be obtained by using
a reflective CW THz confocal microscopy with high resolution [7], but the imaging speed is limited
by the mechanical scanning rate, and the pinhole in this approach leads to much loss of THz
radiation. Another method that needs to scan is self-mixing, which needs quantum cascade laser as
the transceivers [8]. Besides, the surface profile of object can be also measured by THz heterodyne
profilometry based on an independent local oscillator reference signal [9]. The above scanning
imaging approaches are limited by the time-consuming recording process and mechanical inertia.
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With the maturity development of THz array detectors, such as
microbolometer and pyroelectric detector, CW THz full-field
phase imaging has become a promising imaging method. THz
ptychography can retrieve the complex amplitude distribution of
the object from a set of diffraction patterns originating of sample’s
partially overlapped illumination areas [10]. This method cannot
realize recording in real time presently.

Reflective THz digital holography (TDH) is a full-field phase
imaging method. It can obtain the amplitude and phase information
of the object from the numerical reconstruction of a recorded digital
hologram and acquire the surface profile and depth information of
the sample. Different from the transmission TDH, it has been used
for imaging of the sample hidden behind the material, which is
transparent to THz wave [11, 12]. Reflection TDH can achieve high-
resolution imaging by recording holograms with double parallel
recording planes; the inherent “twin image” problem is eliminated
by using iterative phase restoration algorithm [13], but it needs to
record several holograms. Fresnel off-axis reflection TDH imaging
can yield the complex amplitude of the object by recording single-
frame hologram, whereas the reconstruction algorithm includes
Fresnel or angular spectrum propagation, which requires accurate
reconstruction distance and multiple Fourier transform [14, 15]. In
lensless Fourier-transform digital holographic imaging
configuration, the spherical reference beam is brought to focus
on the object plane. Usually, a pinhole or lens is introduced to
lead to a spherical reference beam in other spectral regions. This
imaging layout is simple and compact; meanwhile, the numerical
reconstruction only needs one Fourier transform of the digital
hologram, which is conducive to real-time imaging [16]. This
method has been carried out in a lot of imaging researches in
visible light, X-ray, and ultraviolet bands [17–21]. However, when
the method is expanded to THz band, because the categories of the
available elements are relatively few, and the loss of the energy is
high, the configuration is better to avoid applying the transmission
elements or use less elements and is better to be compact and has
high utilization rate of the energy.

In this article, we investigate a full-field reflective lensless
Fourier-transform THz digital holographic (RLF-TDH)
imaging method with oblique illumination. In the proposed
geometry, a concave mirror is used to form a spherical
reference beam. The experimental setup is built based on a
2.52-THz laser and a pyroelectric array detector. A single
Fourier transform is performed to yield the complex
amplitude of the object wavefront at the image plane in
almost real time. A tilted plane correction method is
implemented to correct the deformation caused by the
nonparallel between the object and detector planes. Two gold-
coated objects with Chinese character are used to demonstrate the
ability for the surface profiling.

METHODOLOGY

Lensless Fourier-Transform Digital
Holographic Interferometry
The schematic of the RLF-TDH setup is shown in Figure 1, where
x0-y0 and x-y are the coordinate systems as the object plane and

hologram recording plane, respectively. The object is illuminated
by a plane wave in the positive z direction. In the RLF-TDH
configuration, the object and the point source of the reference
beam must be kept in the same plane.

Assuming that the object is illuminated by a normally incident
plane wave with unit amplitude, the complex distribution of the
object beam in the object plane is denoted by O0(x0, y0). Then
the diffraction propagation of object beam arriving at the
recording plane is described by the Fresnel–Kirchhoff integral
as [22]

O(x, y)∝ exp[ jk

2z0
(x2 + y2)] × ∫∫

∞

O0(x0 , y0) exp{ jk

2z0
[(x − x0)2

+(y − y0)2]}dx0dy0 ∝ exp[ jk

2z0
(x2 + y2)] ∫∫

∞

O0(x0 , y0) exp[ jk

2z0
(x2

0 + y2
0)]

× exp[ − jk

z0
(xx0 + yy0)]dx0dy0 ∝ exp[ jk

2z0
(x2 + y2)]FT{O’

0(x0 , y0)}∣∣∣∣, (1a)

O′0(x0, y0) � O0(x0, y0) exp[ jk

2z0
(x2

0 + y2
0)], (1b)

where FT{·} denotes the two-dimensional Fourier
transformation, λ is the wavelength, z0 is the distance between
the object and detector, and the wave number k = 2π⁄λ. In the
geometry of lensless Fourier-transform hologram, the effect of the
spherical phase factor associated with the Fresnel diffraction
pattern of the object is eliminated by use of a spherical
reference beam R (x, y) with the same average curvature as

R(x, y)∝ exp[ jk

2z0
(x2 + y2)] exp[jk

z0
(xxr)], (2)

in which (xr, 0) is the coordinate of the point source of the
spherical reference beam. The object beam and the reference
beam interfere at the recording plane to produce a hologram. The
intensity of hologram can be expressed as

I(x, y) � |O + R|2 � |O|2 + |R|2 + OpR + ORp, (3)

FIGURE 1 | Schematic of the coordinate system of object plane and
recording plane of lensless Fourier-transform hologram.
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where p indicates a complex conjugation. The first two terms
contain the DC components associated with the zero-order term,
and the third and fourth terms correspond to the interference
terms containing the complex-value information of object. To
suppress the DC term and twin image effect, Fourier spectrum
analysis approach is utilized to separate the term supporting the
object. The fourth term in Eq. 3 can be extracted as

O(x, y)Rp(x, y)∝ exp[ − jk

z0
(xxr)]FT{O’

0(x0, y0)}. (4)

The reconstructed object wave field O (x′,y′) can be finally
reconstructed as

O+1(x′, y′) � FT−1{O(x, y)Rp(x, y)}
∝O0(x′ − xr, y′) exp[ jk

2z0
((x’ − xr)2 + y′2)], (5)

where x′-y′ is the coordinate of the reconstructed image plane,
and FT−1{} denotes the inverse Fourier transformation. The
relationships between the recording plane and the
reconstructed image plane are Δx’ � λz0

(MΔx) and Δy′ � λz0
(NΔy). Δx

and Δy, and Δx′ and Δy′ are the pixel size of the two planes; M
and N are the pixel numbers on the recording plane, respectively.

The reconstructed phase distribution of the object O(x′, y′)
can be calculated by

φ(x′, y′) � arctan
⎧⎨⎩Re[O(x′, y′)]
Im[O(x′, y′)]

⎫⎬⎭, (6)

where the operators Re and Im denote the real and imaginary
parts of a complex function, respectively. The calculated phase
distribution from Eq. 6 is wrapped within the range [–π, π), which
is coincident with the output range of the arctangent function.
Then, a least-square phase unwrapping algorithm [23] is used to
obtain the unwrapped phase. The method of least-square surface
fitting is finally applied to eliminate the aberrations and to access
the practical phase distribution of the object [24]. The above
reconstructed algorithm, involving only a single Fourier
transform, is fast enough compared with other existing
methods such as the Fresnel method [11, 12, 14, 15] and
phase shifting method [18], and so on, which involve several
Fourier transforms or complex multiplications and slow down
the reconstruction process. For reflective object (in air n = 1), the
surface topography h(x’, y’) can be retrieved as:

h(x′, y′) � φ(x′, y′)λ
4π cos θ

, (7)

where θ is half of the angle between the illumination and the
observation directions in the case of inclined illumination, which
is coincident with our proposed configuration.

The Correction of Tilted Illumination
RLF-TDH
The model of the RLF-TDH via tilted illumination is established
and shown in Figure 2. The incident wave plane is not parallel to

the object plane, and the object plane is not parallel to the
recording plane. In this case, the reconstruction results are
incorrect based on the traditional diffraction propagation
theory between parallel planes. The correction of tilted
illumination needs to be adopted.

It can be seen from the reconstruction principle in the
previous section that the complex optical field can be obtained
by a single inverse Fourier transform of the recorded hologram I
(x, y) on the tilted reconstructed image plane U′ (x′, y′), which is
parallel to the detector plane at a distance z0. In tilted illumination
scheme, first, the Fourier spectrum of U′ (x′, y′) is calculated as
U′
∧

(fx’, fy’). Then, U′
∧

(fx’, fy’) is transformed into the
frequency spectrum to obtain the corrected plane by using the
coordinate transformation by rotating the θ along the y-axis. At
last, by using the inverse Fourier transformed to the rotated
spectrum to calculate the corrected wave fieldU″ (x″, y″). Here, it
is assumed the two coordinates of U’ (x’, y’) and U″ (x″, y″) share
the origin, so that only the formulation of the coordinate rotation
needs to be processed.

The Fourier spectral distribution of the reconstructed imageU’
(x’, y’) is given by

U′
∧ (fx′, fy′) � I{U′(x′, y′)}, (8)

where (fx′, fy′) denotes the coordinate in frequency domains of
the titled plane. It should be noted that the Fourier transform of
the reconstructed image is not the hologram, but only the spectral
distribution on the image plane. The transformation matrix used
to rotate coordinates on the y-axis with the angle of θ is given by
[15, 25].

⎛⎜⎝fx″
fy″
fz″

⎞⎟⎠ � ⎛⎜⎝ cos θ 0 sin θ
0 1 0

−sin θ 0 cos θ

⎞⎟⎠⎛⎜⎝fx′
fy′
fz′

⎞⎟⎠, (9)

where fx″ and fy″ are the spatial frequency coordinates of the
corrected plane. If the Eq. (9) is expanded, the following formulas
can be obtained:

FIGURE 2 | Schematic of the correction to the tilted reconstructed
image under tilted illumination.
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⎧⎨⎩ fx″ � ξ(fx′, fy′) � fx′ cos θ + fz′ sin θ

fy″ � η(fx′, fy′) � fy′
, (10)

where fz′ �
          
1−(fx′)2−(fy′)2

λ

√
. After coordinate transformation in

the frequency domain, if the inverse Fourier transform is applied
to express the optical field, the integral area must satisfy the
mathematical relationship dfx′′dfy′′ � |J(fx′, fy′)|dfx′dfy′,
where the Jacobian J(fx’, fy’) is defined as [26]

∣∣∣∣∣J(fx′, fy′)∣∣∣∣∣ �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zξ

zfx′

zξ

zfy′

zη

zfx′

zη

zfy′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � cos θ + sin θ
fx′
fz′

. (11)

Thus, the corrected complex amplitude of the field is written as

U″(x″, y″) � ∫∫Û′(ξ(fx′, fy′), η(fx′, fy′)) ×
exp[j2π(fx′x′,+fy′y′)∣∣∣∣∣J(fx′, fy′)∣∣∣∣∣dfx′dfy′.

(12)

When the calculation for fast Fourier transform is processed,
the sampling points need to be on an equidistant grid. Thus, the
complex value of the spectrum U′

∧
(fx′, fy′) can be obtained by

even sampling to U′
∧

(fx′, fy′). As the complex value of the
spectrum must be sampled on an equidistant grid, the bi-cubic
interpolation operation needs to be applied here. The sampling
interval of the rotated plane needs to satisfy the inequation of Δx″
> λ/(2cosθ) [27], where Δx″ is the pixel pitch in the corrected
image plane and is equal toΔx’. Coordinate rotation with uniform
sampling and interpolation will eventually give a correct wave
field at the rotated plane.

Experimental Setup
The schematic of the experimental setup of the RLF-TDH is
depicted in Figure 3. In the configuration, an optically pumped
far-infrared gas laser (295 FIR, Edinburgh Instruments,
2.52 THz) was used as a coherent light source. The laser
emitted a CW THz beam at a wavelength of 118.83 µm with

the maximum output power of 500 mW. The beam size was
expanded to 22 mm by a pair of gold-coated off-axis parabolic
mirrors (PM1 and PM2). The collimated beam was divided into
two parts using a HRFZ-Si beam splitter, whose splitting ratio at
2.52 THz was 54% for transmission and 46% for reflection. The
reflected beamwas reflected by a gold-coated concave mirror with
a focal length of 100 mm for constituting a diverging spherical
reference beam. The gold-coated concave mirror used here could
offer more than 99% reflection of the THz wave; thus, the loss of
the THz radiation can be significantly minimized compared by
using a pinhole or lens. The transmitted beamwas reflected by the
surface of the object with an incidence angle of approximate 45°

measured by a protractor. The sample was mounted on a
precision rotary stage in order to capture the direct reflected
intensity by using the camera. The reference point source and the
object were located at the same plane. The tilted object beam
interfered with the spherical reference beam at the recording
plane to form a lensless Fourier-transform hologram, which was
recorded by a pyroelectric array detector (Pyrocam-IV, Ophir
Spiricon), whose pixel pitch was 80 × 80 µm and featuring
320 × 320 pixels. The off-axis angle between the object beam
and the spherical reference beam was approximately 38°, which
enabled the zero-order term and the twin image to be separated in

FIGURE 3 | Experimental setup of RLF-TDH. BS, beam splitter; PMi, off-
axis parabolic mirror.

FIGURE 4 | Reconstruction results of the gold-coated tinfoil sample. (A)
Picture of the illuminated area of the object; (B) and (C1) are the digital
hologram and reconstructed amplitude image; (C2) is the zoomed area of the
+1 order in (C1); (D1) is the reconstructed amplitude map after tilted
plane correction; (D2) is the reconstructed unwrapped, aberration-free and
corrected phase image.
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the Fourier spectrum domain. In this case, the spatial frequency
of fringe pattern was satisfied the Nyquist criterion and avoided
the risk of undersampling. The chopping frequency of the
detector was 50 Hz. To enhance the signal to noise ratio of the
diffraction patterns, 500 frames were recorded at each position
and accumulated via Gaussian fitting [28].

Experimental Results and Discussion
Two different samples were measured in order to test the
performance and resolution of the proposed RLF-TDH setup.
The first adopted object is a gold-coated tinfoil; a Chinese
character “Ji” was impressed in a convex manner on its
surface as shown in Figure 4A. The etching depth of the
Chinese character is approximately 200 µm as measured by a
vernier caliper. It was placed at a distance of 92.0 mm upstream
from the detector. The theoretical lateral resolution of the
imaging system is Δx″ = 427.04 µm. It is worth noting that the
object plane and the recording plane are not parallel, as shown in
Figure 3. The sample is obliquely positioned to ensure the
reflected laser beam being recorded by the detector. The
hologram with high-contrast interference fringes is shown in
Figure 4B. The reconstructed amplitude distribution is shown in
Figure 4C1. Figure 4C2 is the zoomed area of the +1 order in
Figure 4C1, and the Chinese character can be visually
distinguished. It is noted that significant noise is introduced
by the inclined plane, which is the object plane is not parallel
to the recorded plane. Then, the tilted plane correction is applied,
and the corrected amplitude distribution of the object is shown in
Figure 4D1. Because the tinfoil sample cannot be supported well,
its surface is not so plain. Thus, the effect of the tilted plane
correction approach does not work very well for this sample.
Figure 4D2 shows the regular distribution of patterns on the
specimen’s surface under the unwrapping, eliminating aberration
and correction, in which phase values correspond to different
height distributions. Two regions are chosen to represent the
object phase and the background phase, which are denoted by
yellow and white dashed frame in Figure 4D2, respectively. Based
on the average phase values of 30.84 and 13.44 rad of two
corresponding regions, the relative etching depth of Chinese
character can be accessed as 215 µm by Eq. (7). Because the
edge’s surface of the handicraft is etched with texture, the
reconstruction quality is decreased compared with the other
areas. In order to quantitatively evaluate the quality of the
reconstructed results, the Natural Image Quality Evaluator
(NIQE) parameter [29] is adopted. It is a blind image quality
assessment model that only makes use of measurable deviations
from statistical regularities observed in natural images, without
training on human-rated distorted images and indeed without
any exposure to distorted images. The lower NIQE values
represent better reconstruction quality. The NIQE values of
our reconstructed results are similar to those of the off-axis
Fresnel THz reflective digital holography system in Ref. 12
and better than that of the THz reflective ptychography
system in Ref. 10. Besides, the computational time for the
complete reconstruction of recording hologram, on a desktop
PC with 3.4 GHz i5-7,500, 8 GB RAM, and R2016B MATLAB, is
approximately 0.187 s, which is nearly real time.

Another investigated sample is a commemorative coin made
of yellow copper alloy with a diameter of 30 mm, as depicted in
Figure 5A. On the surface of the coin, the main pattern is a
Chinese character “He” with a regular script style, and there are
many grooves, as shown in the square dashed-line regions. The
depth of the Chinese character was measured by a vernier caliper
as 30 μm. Figure 5B shows the digital hologram of the coin, and
the period of the resulting interference fringe is approximately
5.31 lp/mm in the zoomed region. The reconstructed amplitude
distribution and enlarged image of the coin are shown in
Figure 5C1 and Figure 5C2, respectively. The shape
aberration with the elliptic outline along the horizontal
direction is caused by only a small portion of the illuminated
area at the object plane and is in focus. Thus, the tilted plane
correction is needed. In order to determine the angle θ accurately,
the aspect ratio parameter is introduced to quantitatively evaluate
the shape of sample, and the original value of the Chinese
character “口” is 1.31. After tilted plane correction introduced

FIGURE 5 | Results of the commemorative coin. (A) Photo; (B)
hologram; (C1) reconstructed amplitude image; (C2) enlarged real image in
(C1). (D1) and (D2) are the reconstructed amplitude and phase images after
correction, respectively; (D3) and (D4) are the amplitude and thickness
profiles of the cutting lines at the insets of (D1) and (D2).
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above, the reconstructed amplitude distribution and the
unwrapped, aberration-free phase distribution are shown in
Figure 5D1 and Figure 5D2. It is clearly seen that the
reconstructed results are stretched along the x-axis and closer
to the real distributions at the object plane. At this time, the
length–width ratios of the Chinese character “口” are 1.02 and
1.33 before and after the tilted plane correction, respectively, and
the rotation angle and the sampling interval are calculated as 40°

and 77.6 μm. In this case, Δx″ (427.04 µm) is larger than λ/
(2cosθ) (77.6 μm). It verifies the feasibility of the correction of the
tilted illumination approach. However, there are still some
residual aberration and out-of-focus in the reconstructed
results. That is because the correction of tilted illumination
could work well when the tilted angle is small and the field of
view is also small. Besides, the etching depth of some areas of the
engraved metal samples we use is relatively large, which makes
part of the illumination beam unable to be reflected to the
recording plane. It results in the dark area of the
reconstructed images, especially near the border of the
Chinese character. Figure 5D3 and Figure 5D4 show the
amplitude and phase distribution curves taken along the white
dotted lines shown in Figure 5D1 and Figure 5D2. In order to
verify the measurement effective of the proposed method, the
white and yellow lines are drawn in Figure 5D2, representing the
“He” stroke and background, whose phase values are 3.32 and
5.17 rad, respectively. Thus, the calculated etching depth of the
selected part of the Chinese character is 31.5 μm.

CONCLUSION

In this article, we have implemented a reflective lensless Fourier-
transform TDH (RLF-TDH) imaging configuration based on
tilted illumination. The proposed method has compact
configuration and high utilization rate of the energy, which is
suitable for the reflective samples. Compared with other TDHs in
reflection imaging methods, the spherical reference beam,
generated by a concave mirror, guarantees the almost similar
intensity with the object beam. It avoids the occasion that the
intensity of THz radiation is weakened by a pinhole or the lens
with high absorptivity, for example, polyethylene lens. At the

same time, the numerical reconstruction of RLF-TDH requires
only a single inverse Fourier transform. Thus, the speed of
reconstruction is obviously accelerated; thus, it is very possible
to achieve real-time imaging. Because of its oblique
illumination geometry, a frequency spectrum coordinate
transformation method is used for correcting the complex
amplitude of the object wavefront at the tilted image plane.
The proposed method is verified by two reflective samples. The
first detected sample has a relatively rough surface than the
second sample; thus, the restructured results are not as good as
that of the coin. The proposed imaging configuration has great
potential to open new opportunities toward applications in
material characterization and dynamic nondestructive testing.
Besides, this useful and emerging imaging technology can be
applied to coherent diffraction imaging field in other
wave bands.
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Digital In-Line Holography of
Condensed-Phase Particles in Solid
Rocket Motor Plume
Bingning Jin*, Hongbo Xu, Siying Yang, Xiaoyu Lei, Yaxin Ding and Peijin Liu*

Science and Technology on Combustion, Internal Flow and Thermo-Structure Laboratory, Northwestern Polytechnical
University, Xi’an, China

Condensed phase particles (CCPs) of plume flows in solid rocket motors (SRMs) are one of
the major causes of smog and other signal characteristics, which leads to attenuation of
weapons guidance system signals. In order to study the dynamic combustion
characteristics of the exhaust plume in a high pressure solid rocket motor with highly-
aluminized propellanta digital in-line holographic (DIH) measurement system was used for
identification and analysis of CCPs of exhaust plume flows in a SRM under 10MPa
pressure. During the SRM firing, the plume particles characteristic in the field of 9–11.5 cm
away from the non-expanding nozzle outlet plane was measured and analyzed. Further, in
order to improve the efficiency and accuracy of particle identification, a target recognition
method suitable for autonomous recognition of plume particles in a complex background
from digital holographic images was established. About 12,400 individual particles from
two thousand holographic images were recognized, and the 3D spatial information
(number and volume probability density function) and mean diameters were obtained
and analyzed. The results showed that digital in-line holography measurement technology
with target recognition method established in this paper can be applied well to real-time
measurement of the 3D dynamic characteristics of the plume particle field anywhere
outside of the nozzle outlet of an SRM with highly aluminized propellants. By identifying
each reconstructed particle, the 3D spatial distribution, CCPs size distribution and velocity
in the measurement area can be obtained.

Keywords: digital in-line holography, solid rocket motor, plume, condensed phase particles, deep learning

INTRODUCTION

Aluminum powder has been widely used as a metal additive in solid propellants for solid rocket
motors (SRMs). The addition of aluminum powder can improve the specific impulse and damping
high-frequency combustion instability [1, 2]. However, the aluminum powder leads to adverse effects
because of the condensed phase particles of exhaust plumes flowing in a solid rocket motor, which are
primary constituents of smoke and other infrared characteristic signals [3–5]. The size and
concentration of smoke particles affect the penetrating ability of various optical signals and the
diffusion speed of smoke, which leads to attenuation of the signal of the weapons guidance system.
Therefore, in order to suppress the plume characteristic signal of the SRM, it is necessary to
investigate the characteristics of the condensed combustion products (CCPs) of the plume flow in an
SRM with used a highly aluminized propellant, and so as to deeply understand the mid-infrared
radiation characteristics of the plume.
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A lot of experimental research has been conducted on the
characteristics of CCPs in plumes, such as the mechanical
collection and optical measurement method [6–11]. The
traditional particle collection method can reveal the particle
size distribution of the condensed phase particles; however it
modifies the flow field structure and particle state, resulting in a
different actual plume state. Moreover, it does not provide
information about the particle size, 3D spatial distribution,
and dynamic process of the particles in the plume. In contrast
to the collection method, imaging techniques are useful to obtain
the CCP dynamic characteristics. However, the small focal depth,
high pressure, high temperature, high velocity, and strong
emission intensity of the traditional optical techniques limits
dynamic CCP measurement. Only a few effective plume particles
can be obtained in the focal plane, preventing accurate
distribution sizes of the particle in the plume unless lots of
experiments are performed.

To overcome these shortcomings, the digital in-line
holography technique was used for imaging CCPs in the SRM
plume in this study [12–15]. In this paper, holographic in-line
technology was used to measure the plume particle characteristics
in the field of the non-expanding 2D nozzle outlet plane and
reconstruct the holographic image, and a target recognition
method suitable for autonomous recognition of plume
particles in a complex background from digital holographic
images was established. About tens of thousands of individual
particles from two thousand holographic images were recognized,
and the 3D spatial information (number and volume probability
density function) and mean diameters were obtained and
analyzed. These results are expected to expand the knowledge
on plume particle distribution characteristics in the SRM and also
could provide a diagnostic technique for studying the plume
dynamic characteristics at different nozzle sections during the
SRM firing.

METHODS

Digital In-Line Holography System
The experimental system for the digital in-line holographic (DIH)
measurement of a solid rocket plume flow field constitutes four
components: an SRM, microscopic imaging system, pressure
recording device, and DIH system (Figure 1). An AP/RDX/
HTPB composite propellant sample containing 18% aluminum
was placed at both ends of the SRM chamber and ignited by
heating a wire. The nozzle without the divergent section placed at
the center of the chamber. In order to ensure that the particle
concentration of the plume field is not too high, the thickness of
the plume field perpendicular to the laser path direction needs to
be thin. Therefore, under the 10 MPa pressure condition in the
SRM, the thickness of 2D nozzle throat is 2 mm, as shown in
Figure 1. When the SRM fires, the product gas exhaust flow from
both ends of the motor converges at the middle, passed through
the convergence section, escapes from the nozzle throat, and
forms a plume flowfield outside the nozzle. A pressure measuring
device was used to collect the pressure data.

To obtain information pertaining to the plume flow field
particles, two high-speed cameras were used: Camera 1 (Micro
C110) for DIH system and Camera 2 for microscopic imaging.
Due to the radiation light, influence of the plume field was weak
near 532 nm, the wavelength of the incoming laser light. A
narrow optical bandpass 532 ± 10 nm notch filter was used to
reduce the broadband emission from aluminum particles while
approximately capturing the entire laser light. The typically size
of particles in plumes ranges between 100–102 microns, requiring
long-distance microscopic lenses to obtain the particle image.
However, the high-temperature radiation from the plume field
(approximately 2500 K) affects the imaging system. The position
of the camera should be sufficiently far from the measurement
area at approximately 1 M distance. Thus, a 0.5× (approximate)

FIGURE 1 | Experimental system for DIH measurement of solid rocket plume flow field.
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magnification system was used together with Camera 1, resulting
in an actual pixel size of approximately 30 × 30 μm, which
covered a large fraction of plume particles. The holographic
measurement area was approximately 26 × 26 mm2, and its
center was approximately 10 cm away from the nozzle outlet
plane. The camera was operated at 1,000 fps, with an exposure
time of 5 μs Camera 2 (EVO 640) was used to image the entire
plume flow field and obtain its dynamic characteristics. Camera 2
was operated at 2000 fps at an exposure time of 1 μs When the
plume particles directly escaped from the throat, without
accelerated through the expansion section, the particles could
slowly down. According to the measured results, the observed
plume particles velocity is rang of 200–700 m/s, and there no
obvious motion blurring phenomenon in the results of two
cameras. The plume image results are show in Figure 2. The
holographic field is higher than the central area, the upper part of
the holographic field was less disturbed by the exhaust gas flow,
and a large amount of diffraction information of plume particles
can be obtained. However, the lower part of the holographic field
of view is strongly affected by high density exhaust gas flow and
the laser could not pass through it, so clear holographic
information of particles could not be obtained.

Numerical Reconstruction and Target
Recognition Method
The DIH measurement process consists of two steps: hologram
recording and reconstruction. In this study, a planar light wave
travelling across the plume flow field was recorded using a CCD,
which obtained the original holographic image of the plume field
particle. After denoising the original holographic image, and the
final holographic image was reconstructed through the angle
spectrum method. When the reconstructed and imaging
distances are equal, the complex light field amplitude of the
object can be obtained. Based on the spatial distribution range

and particle size distribution range of the plume flowfield, a
sufficient z-axis depth (Δz) was set to approximately 25 μm. To
obtain a locally-focused hologram at different Z-axis positions
and 4,000 slices were reconstructed across a distance of
approximately 0 ≤ z ≤ 100 mm from the focal plane. By using
the depth-of-field extension method, all the particles in a series of
plane images were focalized in a single synthesis image that is in a
single-frame hologram.

To obtain all plume information during motor operation, all
hologram images should be processed. The effective working time
of the SRM was about 2 s, and 2000 original DIH images were
obtained in the test. The depth of field range of holographic
measurement method is much larger than that of the microscopic
imaging method, so the number of reconstructed holographic
particles is much larger, corresponding to tens of thousands of
particles, and hundreds of particles respectively. Therefore, the
traditional target detection method of manual identification and
positioning is very time-consuming and inefficient to extract all
particle information from all holograms in the whole experiment
process, which greatly restricts the rapid and accurate application
of holographic technology. Therefore, to improve the post-
processing efficiency and accuracy of this process, this study
established a target recognition method suitable for autonomous
recognition of solid propellant aluminum combustion particles in
a complex background from digital holographic images [16].

First, 500 effectively reconstructed holographic images were
selected for plume particle labeling, and a total of 20,000
independent sample particles with particle size distribution
ranging from 65 to 900 microns were labeled, forming a
relatively rich plume particle information data set.

Second, the data set is divided into training, verification and
test sets in a 6:2:2 ratios. Considering that the object of target
recognition is a plume holographic particle, which has the
characteristics of large flow, fast speed, loud noise and
complex background, this paper selects the YOLO V3 model,

FIGURE 2 | Typical image results of SRM plume field.
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which has good detection accuracy and detection speed in small
target recognition, and as the main frame. The YOLO V3 target
recognition model is trained with the data of the training set, and
a training model which can effectively recognize digital
holographic image particles is obtained.

Third, train the model with the training sets, and verify the
trained model with verification sets. The confidence threshold
was set to 0.6, and for single holographic images the prediction
process was about 65 ms. In Figure 3iii the discrete single particle
image shows good identification of particles (marked by the green
bounding box), with an average accuracy of about 0.85. The result
shows that the model training meets the needs of target detection
of holographic plume particles.

Finally, the model was used to detect the other unlabeled
holographic images, and about 12,000 effective particles were
identified. The granularity and coordinate information of all
identified particles were obtained by the watershed
segmentation algorithm, allowing information of all
holographic plume particles in the whole experiment
measurement to be obtained.

RESULTS

Typical Digital In-Line Holographic Results
Figure 3i shows typical holograms recorded in the SRM plume
flowfield. Because the shape of holographic field of view is limited
by the laser source, the central circular region is the holographic
diffraction region. The hologram was reconstructed and
refocused in the Z-direction to obtain the information about
the shape and granularity of the particles in the 3D plume flow

field. Approximately 25–30 particles in the entire 3D space were
projected onto the image at the z = 0 plane, as shown in
Figure 3ii. A large fraction of the particles were observed to
be spherical, whereas a small fraction showed irregular shapes.
None of the particles showed a visible flame configuration.
Therefore, it is believed that all the particles are condensed
combustion products (CCPs).

Figure 3iii shows a typical result of the target recognition of
the plume particles in the green bounding box from Figure 2. For
particles with small background interference and large particle
size, the recognition accuracy is higher with a mAP value above
0.9. In contrast, the accuracy of model recognition is lower for
particles with smaller particle size and larger background
influence, with a mAP value around 0.4. Of course, the model
also exhibits phenomena such as missing recognition and wrong
recognition. Therefore, in order to ensure the accuracy of analysis
results, particles with a confidence rate above 0.6 were counted as
effective particles.

Figure 3ii shows several typical fine particles in the plume
field. Figure 3ii,A shows a particle with a diameter D = 169 μm
(approximately), and z = 24.5 mm. The particles are spherical,
large, and long distance from the focal plane. Therefore, the
diffraction aperture in the hologram image is clearly visible. There
is no flame edge surrounding the particle, indicating that the
particles are condensed combustion products (CCPs) and have
complete burning out.

Limited by the imagingmagnification and pixel size of Camera
1, Figure 3ii,B shows the smallest viewable particle of diameter D
= 65 μm (approximately) and z = 30.1 mm, which also is the
smallest particle obtained by visual real-time dynamic
measurement in the plume particle field. The particle sizes in

FIGURE 3 | Raw, refocused holograms and target recognition of plume particles (i) Raw hologram. (ii) Refocused hologram of particles at z0 = 0. (iii) target
recognition. (A–F) Refocused holograms for particles with diameters of 169, 65,103, 250,159, and 533 μm, respectively.
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Figure 3ii,C are larger (about 103 um) than those in Figure 3ii,B,
based on obvious diffraction stripes, and the reconstructed
particle is approximately 13.6 mm away from the focal plane.
Many particles of this size were observed from the
reconstructed image.

Figure 3ii,D shows a large particle of diameter D = 250 μm
(approximately). This size accounts for a large proportion of the
condensed combustion products and is common in condensate
product collection reports. During combustion in the SRM, as the
propellant combustion surface regresses, the embedded virgin
aluminum particles (diameter = 30 μm) melt, accumulate, and
merge in the vicinity of the burning surface, finally forming
agglomerated particles of the order of 102 μm. These particles
ignite and burn rapidly in the vicinity of the combustion surface,
move to the nozzle along the flow field, and finally escape from
the nozzle to form plume particles. Compared with the original
holographic image, the diffraction information of the particle is
weak and the particle edge is clear, so it can be considered that the
particles are near the focal plane. The reconstructed distance Z
value = 2.4 mm confirms this result.

The particle size in Figure 3iii,E is approximately equal to that
in Figure 3A (169 μm). However, the spatial location was
different, resulting in different sizes of the original holographic
diffraction fringes. The diffraction fringe is large because the
distance between the specific focal plane and the particle was large
(50 mm approximately).

The particle size in Figure 3iii,F is large, approximately
533 μm. Although the particle size is larger, it is close to the
defocus plane (z = 15 mm), so the diffraction aperture in the
original hologram is smaller. It can be seen from the field of view
that the number of particles at this scale is relatively low, which is
consistent with the actual particle size distribution of CCPs
in SRMs.

Particles Distribution
The number and volume probability density function (N-PDF
and V-PDF, respectively) methods (based on the particle
diameter information) were used to analyze the particle size
distribution. The N-PDF and V-PDF can respectively be
expressed as follows [17, 18].

N0 � N

∑N × Δd
(1)

V � N × d3

∑(N × d3) × Δd
(2)

The normal Gaussian distributions were fitted for theN-PDFs,
and lognormal Gaussian distributions were fitted for the V-PDFs,
as provided in Eqs 1, 2, respectively:

f(D)Number � ∑n
i�1

wi

σ i
���
π/2

√ e
−(D−μi)2

σ2
i (3)

f(D)Volume � ∑n
i�1

wi

Dσ i
���
2π

√ e
−(lnD−μi)2

2σ2
i (4)

where w is the relative weight, σ is the standard deviation on the
natural log scale, μ is the mean on the natural log scale, and i
denotes different aluminum particles.

Two thousand holograms were reconstructed, refused, and
identified through this analysis method. Almost 12,400 particles
in the holographic images were observed to be unique and non-
repeating, and the X, Y, Z, and D, of each particle were obtained.
Figure 4A shows the three-dimensional spatial distribution of the
plume particle field at 10 cm distance from the throat outlet plane
of the SRM. The plane projection on the Y-Z plane in Figure 4A
shows a large fraction of large particle (200–800 μm)
concentration in the 0–3 mm region, which is the center of

FIGURE 4 | (A) Three-dimensional spatial distribution of the plume particle field (B) N-PDF and (C) V-PDF histograms of all the combustion particles.
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the plume field. The small particles were distributed throughout
the 0–10 mm region. The particle density along the Z-direction
decreases gradually with increasing distance, accompanied by a
small number of large particles.

The N-pdf and V-PDF analyses were performed on all
particles (Figure 4B,C). The particle size distribution showed
a single peak, and the fraction of particles between the size of
60–150 μm was large (70%). The fraction of particles with a
diameter larger than 400 μm was small. Based on the particle
diameter, the mean diameters of all the particles in the 3D plume
fields were obtained. The D32 = 188.4 μm, and D43 = 280.4 μm
(approximately). The mean diameter D50 = 241.1 μm.

Limited by the imaging magnification (×0.1) and pixel size
(~10 um) of Camera 2, the minimum discernible particle size in
plume photography results is about 200 um. Based on the X,Y
information of each particle their 2D velocity can be obtained. The
statistical results show that the particle size distribution for 200–900 um
particles with velocity of 200–700m/s. This also explains why the
three-dimensional velocity results of particles cannot be obtained from
the hologram in this study under the limited sampling rate.

In the future, this method will be used to obtain the plume
characteristic under different pressure in the SRM, and more
research on the plume particles near the throat.

DISCUSSION

In this study, a digital holographic measurement system for the
identification of condensed-phase particles of an exhaust plume
flow in a solid rocket motor (SRM) was developed, which used an
aluminized AP/HTPB composite propellant. During the SRM
combustion at 10 MPa pressure, the plume particle characteristics
in the field of 9–11.5 cm away from the non-expanding 2D nozzle
outlet plane was measured and analyzed. In order to improve the
efficiency and accuracy of particle identification, a target
recognition method suitable for the autonomous recognition
of plume particles in a complex background from digital
holographic images were established for identification particle

size and spatial location of all particles in the plume field. The 3D
spatial information (N-PDF, and V-PDF) and mean diameters
were obtained and analyzed. The obtained results were as follows.

1 The target recognition method established in this paper can
effectively distinguish particles in the plume flowwith diameter
in the range 50–1,000 μm, with measurement error <5%.

2 About 12,400 individual particles from two thousand
holographic images were recognized. Particles size
distribution from 65 um to 900 um, 3D spatial information
(N-PDF, and V-PDF), and mean diameters were obtained and
analyzed.

3 The DIH measurement technology with target recognition
method established in this paper can be applied well to real-
time online measurement of the 3D dynamic characteristics of
the plume particle field anywhere outside of the nozzle outlet of
an SRM with highly aluminized propellants.
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Single-Shot Common-Path Off-Axis
Dual-Wavelength Digital Holographic
Microscopy Based on
Two-Dimensional Grating Diffraction
Jieyu Wang1, Xue Wang1,2*, Zhao Dong1,2*, Huaying Wang1,2*, Qiaofen Zhu1,2, Gaofu Men1,2,
Yafei Gao3 and Wenjian Wang1

1School of Mathematics and Physics, Hebei University of Engineering, Handan, China, 2Hebei Province Computational Optical
Imaging and Photoelectric Detection Technology Innovation Center, Handan, China, 3School of Management Engineering and
Business, Hebei University of Engineering, Handan, China

We present a single-shot dual-wavelength common-path off-axis digital holographic
microscopic (CO-DHM) imaging method based on two-dimensional grating diffraction.
This method improves the utilization rate of the interference field under the limited
photosensitive size of the camera, and further expands the original camera’s field of
view (FOV). In addition, the mode of orthogonal carrier frequencies close to the diagonal
direction can optimize the utilization of the camera’s spatial bandwidth. Compared with the
traditional dual-wavelength CO-DHM using one-dimensional grating or prism beam
splitting, this method effectively avoids the aliasing of high-frequency components of
the +1-order spectrum of different wavelengths in the frequency domain. We provide
quantitative phase imaging experiments for the full FOV of USAF resolution chart, onion
epidermal cells and standard polystyrene beads. The results prove that the system can
enlarge the interferometric FOV by nearly 74.0% without changing the imaging
parameters, such as magnification and resolution, and can achieve high-precision
quantitative phase imaging with only a single hologram.

Keywords: digital holographic microscopy, dual-wavelength, twodimensional grating, common-path, off-axis

INTRODUCTION

Digital holographicmicroscopy (DHM) combines traditional opticalmicroscopy imaging technology and
holographic imaging technology to quantitatively obtain the amplitude and phase distribution of the
original object light in the field of microscopic imaging [1–6]. Digital holographic microscopy has the
characteristics of no contact, no chemical damage, and three-dimensional dynamic imaging during the
entire sample observation process. It has been widely used in life, medicine, environment, materials,
manufacturing, microelectronics, and other fields [7–12]. Common-path off-axis digital holographic
microscopy (CO-DHM) system based on grating diffraction, as a typical and simple DHM, can realize
high-stability non-contact real-time dynamic monitoring of samples [13, 14]. The system uses a classic
optical microscope and is equipped with an additional diffraction module [15–18]. The object-reference
light interference pattern is obtained on the camera plane by using grating beam splitting and the
diffraction field spectrum filter technology, and then the complex amplitude distribution of the object
light field is reconstructed by a computer [19]. In this way, three-dimensional quantitative information of
the sample is obtained [20].
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Recently, CO-DHM has been adapted to many types of light
sources. Researchers have improved the resolution and spatial
phase sensitivity of the CO-DHM system by using broadband
light sources and structured light sources [21, 22]. In 2014,
Moham Reza Jafarfard et al proposed a dual-wavelength
diffraction phase microscopy system to accurately measure the
thickness and refractive index of samples [23]. In 2015, N.A.
Talaikova et al. measured the refractive index of red blood cells
using the dual-wavelength transmitted light and reflected light
simultaneous irradiation mode [24]. In 2020, Manoj Kumar et al
developed a dual-wavelength co-channel off-axis system based on
prism splitting to measure the phase and refractive index of
samples at one time [25]. However, the Fourier orders of different
wavelengths in the spectrogram of the above schemes are in the
same direction, and strict system parameter optimization is
required to avoid aliasing of the high frequency components
of the +1-order spectrum. If the selected area is too small during
frequency domain filtering, High frequency components will be
lost. To solve this problem, MIT Poorya Hosseini and others
developed a dual-wavelength interference microscope in 2018,
which provides single-lens off-axis interferometry by encoding
two spectral images at orthogonal spatial frequencies, but the
optical path uses two 4f systems [26]. The structure of the system
is more complicated [27]. Behnam Tayebi et al developed a dual-
pinhole dual-wavelength CO-DHM in 2018, which maximized
the optimization of two arbitrary wavelengths and crosstalk-free
two-dimensional sampling schemes [28]. Compared with the
previous CO-DHM, the field of view was expanded, but the
system adopted two Gratings and two pinholes, it brings higher
requirements to the stability of the system.

The size of the CO-DHM system’s field of view (FOV) is
limited by two key factors: the size of the object reference light
interference spot size and the camera’s photosensitive size. In
recent years, several methods have been proposed in the field of
digital holography to increase the recording FOV without
changing the size of the camera sensor or loss of imaging
resolution. One of them is the spatial phase scanning digital
holographic imaging technology, which scans the sample on a
reference light field, periodically obtains multiple frames of
sample phase images, and finally uses algorithms to combine
them into a large field of view holographic image. However, this
type of method sacrifices the time resolution or the range of the
dynamic area allowed in the recorded image [29]. The other is the
off-axis interferometric field of view multiplexing technology,
which optically multiplexes two off-axis interferometric fields of
view collected from different areas on the sample to a single
camera sensor, which can realize wide-area dynamic imaging
without loss of spatial resolution. However, the currently reported
digital holographic microscopy optical paths using this
technology require complex device design and use more
optical devices [30].

To solve the above problems, we propose a dual-wavelength
CO-DHM based on a two-dimensional diffraction grating. This
system can multiplex two FOVs into a single off-axis
interferogram without using special optical elements. And it
also can obtain wider FOV imaging without losing time
resolution. The two FOVs share the dynamic measurement

range of the camera and will not affect imaging parameters
such as magnification and resolution. The interference area
between the object light of two wavelengths and the reference
beam is determined by the adjustable shearing distance that can
be adjusted by controlling the axial position of the grating [31],
and this distance determines the enlarged area of the field of view.
Furthermore, the spatial bandwidth of the camera can be
maximized by simply rotating the two-dimensional grating to
form orthogonal carrier frequencies close to the diagonal
direction. Quantitative phase imaging of samples can be
achieved by placing the module as an additional unit on the
exit port of the inverted microscope. To prove the high precision
of the system, the large field of view quantitative phase imaging
capability, the imaging results of the resolution plate, standard
polystyrene beads and onion epidermal cell are provided.

EXPERIMENTS AND METHODS

System and Principle
Figure 1 shows the proposed experimental scheme of dual-
wavelength CO-DHM based on two-dimensional gratings. The
experiment uses a single longitudinal mode He-Ne laser (λR =
632.8 nm) and a semiconductor laser (λG = 532 nm) as the
illumination source. The two beams of light are combined by
the beam splitting prism (BS) and irradiate the sample (S) at the
same time. Among them, the spatial filter (SF) plays a role in
filtering out the high frequency noise of the laser and collimating
and expanding the beam. The two-dimensional grating (G) is
placed behind the image plane (IP) to generate different
diffraction orders that carry sample information. The light
beam is collimated by the tube lens (TL) into parallel light
and incident on the grating. On this basis, a 4f imaging
module is added to image the sample image to the camera
plane. Then, for each wavelength component in the Fourier
plane of the 4f system, the 0th order and +1 order diffracted
lights are extracted in two mutually orthogonal directions using
filters. The design of the filter (after rotating 45°) is shown in
Figure 1. The strongest 0-order diffracted light passes through
the pinhole on the spatial filter and becomes an ideal uniform
spherical wave as the reference beam in interference. The weaker
+1-order diffracted light passes through a larger spatial filter hole
separately. The outgoing beam is used as the object light. To
ensure better fringe contrast, an attenuator with a transmittance
of 50% is placed behind the 0-level filter hole on the spectrum
plane. Finally, the +1-order object beam with the complete
information of the sample will interfere with the plane
reference light on the imaging surface of the CCD sensor to
generate two holograms which are captured and recorded by the
CCD sensor at one time.

Since the beams of two wavelengths have the same
propagation mode in this module and are independent of
each other, after the beam is filtered by the Fourier plane
spectrum (as shown in Figure 2), only the 0-order and +1-
order light in a single direction can pass. For simplicity, we
consider the light field distribution of a single wavelength in a
one-dimensional plane. The transmittance function of a single
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wavelength through a two-dimensional diffraction grating can
be simplified as

t(yG) � c0 + c1 exp (jβyG) (1)
Here, β � 2π/ ∧; Λ is the grating period; c0, c1 are Fourier

series. Figure 3 shows a schematic diagram of the 4f

system module and coordinate system. The sample (S) is
imaged on the image plane (IP) after being magnified by the
microscope objective. In this module, (xO, yO) are the
coordinates of the IP plane; (xG, yG) are the coordinates of
the grating plane; (xL, yL) are the coordinates of the first lens
plane, (xF, yF) are the Fourier of the 4f system Plane
coordinates; (xI, yI) are the coordinates of the camera
plane. Here, we have derived Eqs 2–8 based on Figure 3
through the Fresnel diffraction integral formula. First, the
complex amplitude of the object light field at the grating
plane can be expressed as

U(xG, yG) � exp(jkd)
jλd

exp[j k

2d
(x2

G + y2
G)]

p ∫
+∞

−∞
A(xo, y0) exp[j k

2d
(x2

o + y2
o)] exp[ − j

k

2d
(xoyG

+yoyG)]dxody0 (2)

Among them, d is the distance between the grating and the
image plane. A (xO,yO) is the complex amplitude of the sample
image of the IP plane. After the diffraction grating, the complex
amplitude of the light field in front of the first Fourier lens is
expressed as

U(xL, yL) � exp(jkdo)
jλd0

exp[j k

2do
(x2

L + y2
L)]

p ∫
+∞

−∞
U(xG, yG)t(yG) exp[j k

2do
(x2

G + y2
G)] exp[ − j

k

2do
(xGxL

+yGyL)]dxGdyG (3)

FIGURE 1 | Schematic setup of dual-wavelength CO-DHM. S, sample; SF, spatial filters. RL, red laser; GL, green laser; M, mirrors; MO, microscopy objective; TL,
tube lens; G, two-dimensional grating; L, lens.

FIGURE 2 | Fourier plane spectrum distribution of 4f system. The red
and green dots respectively represent the focusing spots of the beams of
different wavelengths on the Fourier plane of the 4f system; The white square
represents the rectangular light-transmitting part of the filter.
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Substituting formula (1) and (2) into formula (3), it can be
simplified to

U(xL, yL) � exp(jkf1)
jλf1

exp[j k

2do
(x2

L + y2
L)]

p
⎧⎪⎨⎪⎩c0 ∫

+∞

−∞
A(xo, yo) exp[j k

2f1
(x2

o + y2
o)] exp( − j

k

f1
(xoxL

+yoyL))dxodyo + c1 exp(jβ d

f1
yL)

× ∫
+∞

−∞
A(xo, yo) exp[j k

2f1
(x2

o, y
2
o) exp[j k

f1
(x0xL + yoyL)

×] exp(jβ do

f1
yo)]dxodyo

⎫⎪⎬⎪⎭
(4)

Taking into account the Fourier transform properties of the
lens, after the light field passes through the first lens of the 4f
system, the distribution of the complex light field in front of the
Fourier plane is

U(xF, yF) � 1
jλf1

exp[j k

2f1
(x2

F + y2
F)]

p ∫
+∞

−∞
U(xL, yL)t(xL, yL) exp[j k

2f1
(x2

L + y2
L)] exp[ − j

k

f1
(xFxL

+yFyL)]dxLdyL (5)

t(xL, yL) � exp[ − j
k

f1
(x2

L + y2
L)] (6)

The transmittance function of lens L1 is expressed by
Eq. 6. A filter is placed on the Fourier plane of the lens L1
to allow the +1-order light to pass through and further low-
frequency filtering of the 0-order light, while other levels are
blocked. Therefore, on the image plane, the +1-order object
light that contains all the information of the original image

and the 0-order reference light that only carries the DC
content of the original image can be obtained [31].
Omitting the constant exponential coefficient, the complex
amplitude distribution of the object light field on the Fourier
plane is

U(xF, yF) � 1
jλf1

[c0F{A( xF

λf1
,
yF

λf
)}pδ(xF, yF)

+ c1 exp(jβ d

f1
yF)F{A( xF

λf1
,
yF

λf
− 1

∧
)}] (7)

Where F represents the Fourier transform of the function.
Considering the properties of the Fourier transform of the
lens, the distribution of the complex amplitude and light
intensity (with the constant exponential coefficient omitted) of
the image plane of a single wavelength are

U(xI, yI) � co[A(0, 0)/M4f] + c1 exp(j β

M4f
yI)A[( − xI,−yI

+ αd)/M4f]
(8)

I(xI, yI) �
∣∣∣∣∣∣∣∣coA[(0, 0)/M4f] + c1 exp(j β

M4f
yI)A[( − xI,−yI

+αd)/M4f]
∣∣∣∣∣∣∣∣
2

(9)

α � λf2

∧ f1
(10)

where M4f � −f2/f1, which defines the magnification of the 4f
system. According to Eq. 10, for a certain system, the interference
angle α is a constant and has nothing to do with the position of the
grating G, but is only controlled by the grating period and the
focal lengths of the lenses L1 and L2. From the geometric
relationship, the shearing distance between the reference beam
and the object beam on the camera plane is

l � αd (11)
As shown in Figure 4, the red and green circular areas

respectively represent the light intensity distribution of the

FIGURE 3 | Schematic diagram of 4f system module. f1, f2, focal length of lens L1, L2; α, off-axis interference angle; d, distance between grating and image plane;
d0, distance between lens and grating.
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object light carrying all the sample information at the
corresponding frequency of the camera plane, and the area
inside the yellow circle represents the object reference light
interference area. The shearing distance l is the distance
between the center of the object light beam and the center of
the reference light, and this distance determines the position of the
interference area between the object light and the reference light in
the image plane. It can be seen from Eq. 11 that the shearing
distance can be adjusted by controlling the axial position of the
grating. When the two-dimensional grating is located in the xOyO
plane (d = 0), the clipping distance l is 0. And the red and green
object images are overlapped on the camera plane in Figure 4, and
the camera captures The field of view corresponding to the two
wavelength beams is the same. When the distance d increases, one
of the two fields of view produces a displacement of l1 in the x
direction, and the other produces a displacement of l2 in the y
direction. This configuration produces a multiplex of two linear,
orthogonal, off-axis interference holograms, corresponding to two
sample fields of view. Therefore, two object light fields can be
digitally extracted from a single multi-channel hologram. The
beams of each wavelength of the dual-wavelength CO-DHM are
split by a two-dimensional grating to generate corresponding
shearing fields in mutually orthogonal directions. The expansion
rate of the field of view compared to the original camera field of
view area can be expressed as

ηFOV �
�����
l21 + l22

√
w

(12)

Where l1 and l2 are the shearing distances corresponding to the
light fields of different frequencies. w is the lateral width of the
photosensitive surface of the camera.

l1 � λ1df2

∧ f1
(13)

l2 � λ2df2

∧ f1
(14)

Filter Structure Design
To design the filter diaphragm reasonably, the following three key
factors must be considered: One is the distance between the
pinhole and the center of the rectangular diaphragm, Through
grating diffraction calculation, we can get

Δx � f1λG
∧

(15)

Δy � f1λR
∧

(16)

Where Δx and Δy are the physical distances between the 0-order
and the +1-order spectrum of green and red light on the Fourier
plane, and λG and λR are the wavelengths of green and red light.
Second, the size of the rectangular aperture should be The design
is large enough to ensure that the weaker +1-order diffracted
beams pass through in the orthogonal direction individually and
completely. The optimal side length dimension (L) of the
rectangular diaphragm design can be expressed as:

L � f1(λR − λG)
∧

(17)

Phase Reconstruction Method
In the numerical reconstruction, the Fourier transform is
performed on the image digital hologram recorded by the
CCD to obtain the separable +1-order spectrum [32]. The
original light field distribution can be obtained by performing
frequency domain filtering on the +1-order spectra at different
positions of the spectrogram, and then undergoing inverse
Fourier transform. And calculate the arctangent of the
complex amplitude of the object light wave to obtain the
wrapped phase [33]. Here, the filtering method used in this
article is the classical spectral filtering method. And the least
squares unwrapping algorithm based on transverse shearing (LS-
LS) is used to demodulate the wrapping phase. Among them, the
phase compensation method in which the background optical
complex amplitude is divided by the original light field is used to
eliminate the additional phase factor and other background noise
of the reference light wavefront. The distortion compensation
method is detailed in Ref. [34]. It is worth pointing out that the
camera only needs to collect a hologram to obtain background
information of two wavelengths.

EXPERIMENTAL RESULTS

In order to verify the large field of view quantitative imaging
capability of the system, a dual-wavelength CO-DHM optical

FIGURE 4 | (A) is the plane light intensity distribution diagram of the camera, l1, l2, the shearing distance of red and green light; (B) is the plane light intensity
distribution of the camera after the two-dimensional grating is rotated 45°, w is the lateral width of the photosensitive surface of the camera.
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path based on a two-dimensional diffraction grating as shown in
Figure 1 was constructed. The focal lengths of the lenses L1 and L2
used in the experiment are 6 cm, and all lenses are achromatic to
minimize chromatic dispersion [35]. The actual horizontal
magnification of the 4f module is M4f = 1. The object beam is
collimated by the tube lens into parallel light and incident on the
two-dimensional Ronchi grating (Λ= 8.6 µm). The two-dimensional
grating is located behind the front focal plane of the first lens (d =
3 cm) to generate diagonally orthogonal carrier frequencies. The
CMOS (Basler acA 2500-14 µm, sensor for-mat: 2,592 × 1944 pixels,
pixel size of 2.2 µm) is located at the back focal plane of the 4f system
to record the interference hologram. The camera’s dynamic range
(typical value) is 60.6 dB. In our experiment, the microscope is
equipped with a 40×/0.60NA objective lens. For the design of the
filter, the diameter of the 0-order filter hole is 50 µm, and the two 1-
order rectangular holes should be large enough to ensure that the +1-
order light of this wavelength passes completely, and the +1-order
light of another wavelength is filtered out.

1951-USAF Resolution Chart Imaging
Through the quantitative phase imaging of the 1951-USAF
resolution chart (positive chart), the system’s ability to obtain
two holograms at one time and expand the field of view is verified.
Figure 5A shows two resolution plate holograms with different
fields of view recorded by a CCD camera at the same time, and
Figure 5B shows an enlarged view of the fringes orthogonal to
each other by magnifying the part of the hologram in the red
rectangular frame. Figure 5C shows the spatial Fourier transform
image of the hologram. The ±1 order spectrum of two
wavelengths (λ1 = 632.8 nm and λ2 = 532 nm) are separated
and marked with corresponding color circles. And the wrapped
phase is obtained by performing frequency domain filtering on
the +1 spectrum at different positions of the spectrogram.
Figure 5D show the reconstructed intensity map after red

light frequency domain filtering. Figure 5E show the
reconstructed intensity map of the green light. Finally, we get
the final field of view size by stitching the pixels of the intensity
map of two different resolution versions of the field of view, as
shown in Figure 5F. Here, we selected the 1944 × 2,592 (camera
full field of view) picture of the reconstructed resolution board
illuminated by the green light source, and the (1,438 × 2,592)
image size of the resolution board illuminated by the red light
source. The image area (506 × 2,596) is the overlapping part of the
two fields of view. From the geometric relationship, it can be
calculated that the final field of view is 74.0% larger than that of
the original camera.

Onion Epidermal Cell Imaging
In addition, we verified the ability of this technology to
quantitatively image large scale biological cells by imaging
the epidermal cells of plant onion. Figure 6A shows the
multiplexed off-axis interference hologram recorded during
the exposure of a single CCD camera; Figure 6B shows the
spatial Fourier transform of the hologram; Figures 6D,E show
the reconstructed intensity map, phase map and height map of
λ1 = 532 nm; Figures 6F,G show the reconstructed phase map
and height map of λ2 = 632.8 nm; Here, the image stitching
method based on SIFT feature detection is used to reconstruct
the image [36]. Figures 6C,H6 are the intensity map and
height map obtained after the two fields of view are stitched
together. It is worth noting that it is unreasonable if the spliced
picture is directly regarded as a complete single reconstructed
image. This is manifested in two aspects: one is for the restored
intensity image, because the light intensities of the two
wavelengths are different. And the camera’s sensitivity to
different monochromatic light results in the difference in
the natural intensity of the samples recorded by the CCD in
the two fields of view. The solution adopted in this work is:

FIGURE 5 | Phase imaging of the 1951-USAF resolution chart based on dual-wavelength CO-DHM. (A) The multiplexed off-axis interferogram recorded during the
exposure of a single CCD camera; (B) Enlarged image of interference fringes; (C) Spatial Fourier transform of the hologram; (D) λ1 = 632.8 nm reconstructed intensity
image. (E) λ2 = 532 nm reconstruction intensity image; (F) The final field of view after stitching the intensity image of the resolution chart of two different fields of view.
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adjust the attenuator in the optical path to approximate the
same light intensity and numerical adjustment of intensity
map brightness; the second is shown on the height map, this
method is effective when there is no sample at the stitching
boundary. But for large-size biological samples, even if the
inherent height of the sample is the same (the height
calculation formula can refer to Ref. [37]), it still remains at
the stitched boundary with a slight difference. Because the
sample has a different dispersion, refractive index and
absorption for a specific wavelength of laser light. Here is
only to show that the mentioned method is effective for the
final expansion of the imaging field of view.

Standard Polystyrene Beads Imaging
Finally, we imaged standard polystyrene beads to verify the
imaging accuracy of our system. The standard polystyrene

microspheres have a diameter of (9.8 ± 0.2)μm and a refractive
index of 1.59. Use a dropper to take a small number of
microspheres and drop them on the glass slide. After the
original ethanol solution has evaporated, use the refractive
index matching solution to immerse the microspheres. Finally,
put the standard sample into the stage and adjust the focus to
make it image on the plane of the CCD camera. Figures 7A–D
show the phase images of the microspheres with λ1 = 632.8 nm
and λ2 = 532 nm, respectively. The red rectangular frame
identifies the area as the overlapping area of different fields
of view. Figures 7E,F respectively show the height images of
the microspheres with λ1 = 632.8 nm and λ2 = 532 nm. The
background noise of phase map and height map is caused by
impurities in the medium, laser speckle and coherent parasitic
fringe noise. Figure 8 shows the one-dimensional phase and
height reproduction of the same bead corresponding to the

FIGURE 6 | Phase imaging of onion epidermal cells based on dual-wavelength CO-DHM based on grating diffraction. (A) the multiplexed off-axis interferogram
recorded during the exposure of a single CCD camera; (B) the spatial Fourier transform of the hologram; (D,E), λ1 = 532 nm reconstruction phase map and height map;
(F,G) λ2 = 632.8 nm reconstruction phase map and height map. (C,H) Intensity map and height map obtained by splicing two fields of view.
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FIGURE 7 | Quantitative phase imaging of standard polystyrene beads; (A,C) Phase diagram of beads with a wavelength of 632.8 nm; (B,D) Phase diagram of
microbeads with a wavelength of 532 nm, (E,F) correspond to the height map.

FIGURE 8 | A cross-sectional image of a single bead taken from the overlapping area of different fields of view. (A) phase map; (B) height map.
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white line in the overlapping area under different fields of view.
From the highest point value in Figure 8B, the longitudinal
diameter of the microspheres illuminated by the red light
source is 9.85 µm; the longitudinal diameter of the microspheres
illuminated by the green light source is 10.00 µm. The main source
of the errors in the measurement of the two wavelengths is due to
the slight difference in refractive index of the test sample at
different frequencies [23]. Here, we assume that the refractive
index of the sample at different frequencies is the same; the second
is the error caused by manual selection of the center position of the
microbead.

CONCLUSION

In summary, we propose a two-wavelength CO-DHM system based
on two-dimensional grating diffraction to improve the utilization of
the interference field under the limited photosensitive size of the
camera. This scheme can simultaneously perform two-wavelength
and large field of view quantitative phase imaging. And compared
with one-dimensional gratings and prisms as light-splitting
elements, the use of two-dimensional gratings to split light to
rotate 45° to form orthogonal carrier frequencies in diagonal
directions can optimize the use of the spatial bandwidth product
of the camera. Experimental results show that this technology can
enlarge the common-path off-axis interference FOV by nearly 74.0%
without changing the imaging parameters, such as magnification
and resolution. It is worth pointing out that by optimizing the
grating and 4f system lens parameters to the maximum, there is still
room for improvement in this value to a certain extent.

At the same time, because the camera FOV and the acquisition
frame rate are interchangeable, this technology can increase the
camera’s ability to acquire the frame rate by using fewer pixels
without reducing the original reconstructed FOV [38]. By
providing this module with conventional inverted microscopy,
a broader FOV or faster collection rate can be provided for a given
camera, thereby achieving greater and fastmoving sample
imaging.

Of course, this solution also has all the advantages of single-
lens multi-wavelength CO-DHM. It brings higher stability to the
system by adopting the common-channel structure and multi-

wavelength multiplexing method. By selecting the overlap area of
the FOV of different wavelengths, the thickness, refractive index
and dispersion of the sample can be measured at the same time
(as mentioned in Refs. [4, 23]). This technology opens up a new
way for the integration of versatility, high stability, wide field of
view three-dimensional biological quantitative imaging
technology.
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A Robust Checkerboard Corner
Detection Method for Camera
Calibration Based on Improved
YOLOX
Guohui Wang1,2*, Hao Zheng1 and Xuan Zhang1

1School of Optoelectronic Engineering, Xi’an Technological University, Xi’an, China, 2Shaanxi Province Key Laboratory of
Photoelectricity Measurement and Instrument Technology, Xi’an Technological University, Xi’an, China

Camera calibration plays an important role in various optical measurement and computer
vision applications. Accurate calibration parameters of a camera can give a better
performance. The key step to camera calibration is to robustly detect feature points
(typically in the form of checkerboard corners) in the images captured by the camera. This
paper proposes a robust checkerboard corner detection method for camera calibration
based on improved YOLOX deep learning network and Harris algorithm. To get high
checkerboard corner detection robustness against the images with poor quality
(i.e., degradation, including focal blur, heavy noise, extreme poses, and large lens
distortions), we first detect the corner candidate areas through the improved YOLOX
network which attention mechanism is added. Then, the Harris algorithm is performed on
these areas to detect sub-pixel corner points. The proposed method is not only more
accurate than the existing methods, but also robust against the types of degradation. The
experimental results on different datasets demonstrate its superior robustness, accuracy,
and wide effectiveness.

Keywords: checkerboard corner detection, deep learning, YOLOX, Harris algorithm, camera calibration

1 INTRODUCTION

Camera calibration plays an important role in various optical measurement and computer vision
applications. Accurate calibration parameters of cameras can perform better in scene reconstruction,
stereo matching, and other aspects in the field of computer vision and optical measurement. The
most important process in camera calibration is to find out the mapping relationship between the
two-dimensional coordinates in the images captured by the camera and the three-dimensional
coordinates in the real world. The relationship can be represented by feature points, such as
checkerboard corners, circular array, and so on.

As a conventional feature extraction template, checkerboard corners detection is widely applied in
most research. Accurate mathematical definition in corner points has not yet been proposed
currently. Conventionally, the following points are usually called corner points: the junction
point of two straight line edges [1], the point with sharp brightness changes in all directions of
images, and the extreme point of maximum curvature of the edge curve in images [2]. Research in
corner detection is mainly divided into three methods according to the definition of corners:
intensity-based, contour-based, and binary-based methods [3]. Within these methods, the binary-
based method is not popular in actual engineering applications.
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For intensity-based methods in corner detection, the Moravec
corner detection algorithm can find out the correlation between
the patch combined with the neighborhood around a pixel and
other surrounding patches by detecting each pixel of images [4].
This correlation was calculated by the sum of squared differences
between the two patches, the smaller the value, the higher the
similarity. Although the Moravec algorithm can recognize
corners quickly, it is too sensitive for image edges and noise.
In addition, it has limitations in direction. Activated by Moravec,
Harris and Stephens [5] proposed the Harris algorithm which
improved the Moravec corner detection algorithm. They
calculated the autocorrelation function for each pixel in the
image and defined the response function. Compared with the
Moravec corner detection algorithm, the Harris algorithm
possesses the rotation invariance but its threshold must be set
manually. Smith and Brady [6] proposed a new method named
SUSAN (Same Univalue Segment Assimilating Nucleus), which
detected corners by a circular template belonging to surrounding
pixels. Although the algorithm has fast speed, high location
accuracy, high repeatability, and translation and rotation
invariance, many detected features are located at the edges
instead of real corners. In addition, it is sensitive for noise so
that it performs poorly while detecting blurred images. Rosten
and Drummond [7] proposed a faster corner detection algorithm
which utilized machine learning to accelerate the process of
corner detection.

Compared with intensity-based detection methods, contour-
based detectors detect the edge contour before the corner
detection, which detect corners in the contours instead of in
total images, so it possesses extremely low detection error.
Rachmawati et al. [8] proposed a polygon approximation
technology combined with high-speed corner detection
methods with the Freeman chain code. Mokhtarian and
Suomela [9] proposed the corner detection method named
Curvature Scale-Space (CSS). Zhong and Liao [10] proposed
Direct Curvature Scale Space (DCSS). Hossain and Tushar
[11] proposed Chord-to-Point Distance Accumulation (CPDA)
and improved it with Chord Angle Deviation using Tangent
(CADT). However, the localization of corners using the above
methods may be poor if the detection is achieved on a large scale.
Besides, these methods usually require complex and expensive
mathematical operations.

In recent years, with great advances in deep learning for
computer vision tasks, many attempts explored the possibility
to use neural networks for camera calibration. The FAST
(Features from Accelerated Segment Test) algorithm in the
image corner detector is based on machine learning [7], and
FAST-ER (FAST-Enhanced Repeatability) is its development [12,
13]. Song et al. [14] proposed a fully convolutional network
(FCN)-based approach to detect building corners in aerial
images. Raza et al. [15] presented a technique that uses
trained convolutional neural network (CNN) to extract
corners. Chen et al. [16] proposed a model based on FCN
to detect corners to get a corner score on each pixel.
Moreover, maximum response, non-maximum suppression
(NMS), and clustering techniques are used to obtain the final
pixel level corners.

In the field of object detection, deep learning performs best.
There are various classical detection network structures such as
R-CNN (Regions with CNN features) [17], Fast R-CNN [18],
Faster R-CNN [19], SSD (Single Shot MultiBox Detector) [20],
and YOLO (You Only Look Once) [21]. YOLO, as a one-stage
algorithm, models object detection as a regression problem and
directly predicts multiple bounding boxes from the input image.
Aiming at the problem of YOLOv1 which only supports input of
the same resolution image as the training image, YOLOv2 [22]
improved the network in the network structure and the location
prediction method, which can make the model adapt to multi-
scale input. YOLOv3 [23] simply implemented independent
logistic classifiers to achieve multilabel classification. However,
it is not good at detecting small objects. Most recently,
Bochkovskiy et al. heavily improved YOLOv3 and as a result
they built YOLOv4 [24], which gives an efficient and powerful
object detection model that can perfectly detect small objects. Ge
et al. [25] presented some experienced improvements to the
YOLO series and proposed a new high-performance detector -
YOLOX. Zhang et al. [26] adopted YOLOX to obtain the
detection boxes and associate them with the proposed method
called BYTE. Sun et al. [27] used the YOLOX detector to perform
object detection on the DanceTrack0027 video and to conduct
different object association algorithms following that. Compared
to the existing networks, YOLOX has been proven to be powerful
for object detection.

Since all the traditional methods not only are affected by
complex background, but also their threshold needs to be set
manually, the above methods are difficult to detect corners on the
large lens distortions checkerboard acquired from a fisheye lens
or omnidirectional lens. Besides, some methods based on CNN
can obtain great performance but only get pixel level corner
points. In this paper, we propose a robust checkerboard corner
detection method for camera calibration based on improved
YOLOX deep learning network and the Harris algorithm. The
improved YOLOX network is trained on a huge number of
checkerboard images acquired from multiple scenarios. The
corner candidate areas are first extracted by improved YOLOX
and are then imported into the Harris algorithm to obtain the
final sub-pixel corner points.

Our proposed method has the main advantages as follows:

(1) Recognize all checkerboard corners in such a
particularly large angle between the camera’s optical
axis and the checkerboard plane;

(2) Recognize corners in the cases of focal blur and heavy
noise when the camera is overexposed;

(3) Detect the corners in the case of severe lens distortions.

2 MATERIALS AND METHODS

2.1 Dataset and Environment Setup
Our original dataset is captured by a mobile phone (iPhone XR)
and an industrial camera. The dataset consists of 141 images.
Since deep learning requires sufficient data to complete the
training process, the corner detection model should be robust
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to the types of degradation including focal blur, heavy noise,
extreme poses, and large lens distortions. Therefore, the original
dataset is mainly enhanced by the following four approaches: 1)
rotating images (the angles include 90°, 180°, and 270°); 2)
blurring images; 3) noising images; and 4) images with
inverted gray value. One or more of these approaches is
applied to each image. Finally, 2810 images are obtained for
models training. The examples of our dataset are shown in
Figure 1.

In addition to the dataset we created, the images for testing the
generalization performance of the proposed method are from
another three datasets: the uEye and GoPro datasets from
ROCHADE [28], and the fisheye dataset [29]. The uEye
dataset captured by IDS UI-1241LE camera has a slight
distortion; the GoPro dataset is used to illustrate the
robustness against large lens distortions. The fisheye dataset is
captured by using a fisheye camera with 220° FOV that exhibits
heavy lens distortions. Image examples of the three datasets used
in our experiments are shown in Figure 2.

The training of the model is done using Python 3.6 with
Pytorch 1.2.0 library on a Personal Computer (PC). The entire
experiments are run on an Intel Core i5-9600KF CPU (3.70 GHz)
and an NVIDIA RTX 2080Ti GPU with 11 G RAM.

2.2 Proposed Method
The traditional corner detection methods are difficult to avoid the
influence of the image background. Once the background is
complicated, the traditional methods may inevitably generate

pseudo corner points that possibly lead to further complexity.
Furthermore, it is difficult to detect sub-pixel corners on the large
lens distortions checkerboard acquired from the fisheye lens or
the omnidirectional lens. To solve the shortcomings of traditional
corner detection methods, we propose a robust corner detection
method based on the improved YOLOX deep learning network
and the Harris algorithm. In this method, we first detect the target
and obtain the candidate areas through improved YOLOX. In the
case of large lens distortions, this can accurately capture the
candidate corner areas. The main work can be divided into four
steps. The first step is to take the 2810 images after enhancement
containing the corner areas for model training. The second step is
to detect the candidate corner areas and obtain the coordinates of
the areas through trained YOLOX. The third step is to extract the
candidate corner areas and separate false areas by clustering
algorithm. The last step is to detect the sub-pixel checkerboard
corners with the Harris algorithm on these areas. The overview of
the proposed method is depicted in Figure 3.

2.2.1 Improved YOLOX
YOLOX is an improved version of the YOLO series, which
combines the advantages of each YOLO deep learning
network [25]. The archor-free mechanism is implemented in
this model, which significantly reduces the number of design
parameters. Meanwhile, to solve the Optimal Transport (OT)
problem and simplify it to get an approximate solution, SimOTA
is used. YOLOX has different model structures, such as YOLOX-
s, YOLOX-m, YOLOX-l, YOLOX-x, and so on. Since the features

FIGURE 1 | The examples of our dataset. (A) Original image, (B) rotating image, (C) blurring image, (D) noising image, and (E) inverted image.

FIGURE 2 | The examples of three other datasets. (A) uEye dataset [28], (B) GoPro dataset [28], and (C) fisheye dataset [29].
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of a corner point are easier to recognize and do not require a
complex detection network, the YOLOX-s model is chosen to
detect the corner candidate areas in this study. The parameters
and floating-point operations per second (FLOPs) of YOLOX-s
are only 9 M and 26.8 G, respectively.

The overall model of YOLOX mainly consists of three key
parts, which are Backbone, Neck, and YOLO Head. The Backbone is
the backbone feature extraction network of the entiremodel. The three
feature layers are obtained in the Backbone. Then three feature layers
will be performed in the feature fusion in the Neck part. The YOLO
Head is divided into a classifier and a regressor, which mainly makes
judgements on feature points and determines whether there are
objects corresponding to them. Especially, we add the squeeze-and-
excitation (SE) attention mechanism [30] to capture position
information after the Spatial Pyramid Pooling (SPP) module to
improve the YOLOX-s model, which can also help the model to
locate and recognize regions of interest more precisely. The structure
of the improved YOLOX-s network is shown in Figure 4.

The basic components of the corner candidate areas of
extraction network based on YOLOX-s are as follows:

(1) The Focus module. The input images are sliced to expand the
feature dimension while retaining the complete image
information in this module.

(2) The CBS (Convolution, Batch Normalization, and SiLU)
module. The three subcomponents of the module are the
convolution layer, batch normalization layer, and SiLU
activation function.

(3) The CSP (Center and Scale Prediction) module. There are
two CSP network structures used in YOLOX-s. CSP1_n is
consisted of the CBS module, n residual units, and a concat
function. CSP2_n is formed by the CBS module and a concat
function. The functions of the two structures are to enhance
the learning ability and feature integration ability of the
network, respectively.

(4) The SPP module. To fuse multiscale features, the maximum
pooling approach is used in this module.

The prediction process of the YOLOX network is similar to the
YOLO series [31]. It also first resizes the input images so that all
images have the same fixed size (640 × 640). Next, the input
images are divided into grids with the size S × S. Each grid will use
B bounding boxes to detect an object. Thus, for an input image, S
× S × B bounding boxes will be generated. If the center of an
object falls in a certain grid, the bounding boxes in this grid will
predict the object. In the prediction process, confidence threshold
is proposed to reduce the redundancy of bounding boxes. If the
confidence score of the bounding box is higher than the
confidence threshold, the bounding box will be kept; else the
bounding box will be deleted. The confidence score of the
bounding box can be obtained in the following:

Cj
i � Pi,j p IOU

truth
pred (1)

where Cj
i is the confidence score of the j th bounding box in the i

th grid. Pi,j is merely a function of the object. If the object is in the
j th box of the i grid, the value of Pi,j will be 1; otherwise Pi,j � 0.

FIGURE 3 | The overview of our proposed method.
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The IOUtruth
pred represents the intersection over union between the

predicted box and the ground truth box. The larger the abjectness
score, the closer the predicted box is to the ground truth box. The
loss function of YOLOX is composed of three parts. It can be
expressed as follows:

Loss � lossReg + lossObj + lossCls (2)
where lossReg, lossObj, and lossCls are bounding box regression
loss function, confidence loss function, and classification loss
function, respectively [31].

2.2.2 Harris Algorithm
The Harris algorithm was proposed in the 1990s, and was used to
image registration [5]. The algorithm analyzes the correlation
between the pixel points in an image and the surrounding pixel
points to detect the edge domains and corners of the image. The
detection of a corner is usually judged by the gray level changing
on the image in all directions. Therefore, assume that there is a
small window on the image that can be moved in all directions. If
the area of the small windows passed does not have gray level
changed, then there is no corner in the area. If the windows move
in a certain direction, the gray level changes greatly; but there is
no gray level change in the other direction, which may be a
straight line in this area. When the gray level of the pixel in the

area shows a large change in all directions, the pixel at that
location is defined as a corner. The schematic diagram is shown in
Figure 5.

The autocorrelation function for the area near the corner is as
follows:

Z(u, v) � ∑
x,y

w(x, y)[I(x + u, y + v) − I(x, y)]2 (3)

where u, v is the offset in the x, y direction; I(x + u, y + v) is
the gray level value of the offset pixel; I(x, y) is the gray level value
before offset; w(x,y) is a window function, which can be either a
constant or a Gaussian-shaped function.

Taylor’s formula of the autocorrelation function Z(u, v) is

T(u, v) ≈ [u, v]p∑
xy
w(x, y)[ I2x IxIy

IxIy I2y
][ u

v
] (4)

where Ix, Iy are gradients of pixels in the x, y directions,
respectively. The eigenvalues of the matrix

∑x,y w(x, y)[ I2x IxIy
IxIy I2y

] are ω1, ω2, which represents the

image characteristics of the pixels. Based on the above
principles, we will get the response function:

FIGURE 4 | The structure of improved YOLOX-s.
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R � ω1ω2 − k(ω1 + ω2)2 (5)
where k is an empirical constant. If R ≈ 0, which represents the
two eigenvalues are all small, there is a flat region; if R< 0, the
window area is an edge; if R> 0 and greater than a certain
threshold, there is a corner in the area.

3 EXPERIMENTS AND DISCUSSION

3.1 Model Training
The adaptive moment estimation (Adam) method is used as the
optimizer. During the network training, the Mosaic data

augmentation is used to learn how to identify objects that are
smaller than normal, and it also encourages the model to locate
different types of images in various parts of the network
framework. The process of training is divided into two parts,
which are freezing epoch with a batch size of 8 and unfreezing
epoch with a batch size of 4, respectively. Figure 6 shows the
relationship between loss and epochs. The model training process
proceeds for 100 epochs with 50 epochs for freezing and 50
epochs for unfreezing on the problem of detecting the corner
candidate areas. The loss function converges rapidly at the
beginning of training, and then decreases gradually in the
subsequent training. After 50 epochs, the backbone of the
model starts the training and gradually smoothes out as the
epoch increases.

3.2 Evaluation Criteria
The evaluation criteria used in this paper are accuracy, the missed
corner rate, the double detection rate, and the number of false
positives on the test datasets. If the average distance between the
detected corners and the ground truth corners of all images is less
than five pixels, this is counted as a true positive. The missed
corner rate denotes howmany ground truths are detected as non-
corners. The double detection rate shows how many ground
truths have several detections. False positives show how many
non-corner locations are detected as the corners on the whole
dataset.

3.3 Experimental Results
3.3.1 Experimental Results on Our Dataset
The first experiment is focused on the robustness of our proposed
method for the images (blur, noise, and extreme poses). The test
results for an example image with extreme poses under blur and
noise are shown in Figures 7A,B, respectively. The proposed
method successfully detects checkerboard corners of extreme
poses and maintains effective performance in the presence of blur
and noise interference. From Figure 7C, the proposed method is
almost not affected by the selected range of image noise and slightly
influenced by the selected range of image blur. The accuracy defined
by the average distance between the detected corners and the ground
truth corners of all images is only 0.1639 at the strongest 3-pixel blur
level, which is about four times as much as original images (0-pixel
blur level). Therefore, our proposedmethod has a great accuracy and
robustness of checkerboard corner detection.

In the experiments, the proposed method can effectively avoid
double detections due to NMS structure of YOLOX. Besides, there
are no false positives in our test images because of using the cluster
algorithm. It can be demonstrated that the trained YOLOX model
can accurately detect the corner candidate areas and the Harris
algorithm can detect the sub-pixel corner points in the areas in
different types of degradation.

3.3.2 Experimental Results on uEye and GoPro
Datasets
To evaluate the performance of the proposed method, we conduct
comparative experiments on the uEye dataset and GoPro dataset,
which vary widely in resolution and lens distortions, from 1280 ×
1024 images in uEye to 4000 × 3000 images with strong lens

FIGURE 5 | The schematic diagram of the Harris algorithm. (A) “Flat”
region. (B) “Edge.” (C) “Corner.”

FIGURE 6 | Loss curves during training.
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distortions in the GoPro. We borrow the published results using
the methods CCDN, MATE, ChESS, ROCHADE, and
OCamCalib in [16]. The examples of these two datasets
detection results using the proposed method are illustrated in
Figure 8.

The results summarized in Tables 1 and 2 show that the
proposed method outperforms other methods on the two

datasets. Different than CCDN, the proposed method can
achieve sub-pixel level corner detection, which also performs
best in terms of accuracy. It can be found that OCamCalib does
not have any false positives and double detections because it
requires the number of squares in a checkerboard pattern in
advance. Evaluations on the different datasets show the superior
robustness and accuracy of our proposed method.

3.3.3 Experimental Results on Fisheye Dataset
In the third group of experiments, we perform several quantitative
comparisons on the fisheye lens dataset (large lens distortions) using
the corner detection methods of ours, CCDN, andMATLAB. As for
the fisheye dataset containing images with resolution of 1600 × 1200,
we calculate the rate of missed corners, double detections, and false
positives for the three methods. The corners representative of one of
the test images by the three methods are shown in Figure 9. From
Figure 9A, CCDN finds 44 of the 88 corners. As illustrated in
Figure 9B, MATLAB only detects 24 corners, in addition to 2 false
positives which are shown in a red box. With the proposed method,

FIGURE 7 | The results of our proposed method. (A) Blur test, (B) noise test, and (C) the influence of blur and noise on the accuracy.

FIGURE 8 | The examples of the two datasets and detection results when using our proposed method. (A) uEye dataset and (B) GoPro dataset.

TABLE 1 | Results on the uEye dataset.

Method Accuracy (pixel) Missed Double False

corners (%) detections (%) positives

CCDN 0.812 1.169 0.000 93
MATE 1.009 3.065 0.809 492
ChESS 0.946 3.398 0.000 11
ROCHADE 1.510 2.895 0.000 1
OCamCalib 0.319 0.000 0.000 0
Ours 0.086 0.000 0.000 0
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all corners of the checkerboard are detected accurately and can be
used for calibration, which is illustrated in Figure 9C.

The results listed in Table 3 show that the proposed method
outperforms other methods on large lens distortion images. The
trained YOLOX model can effectively extract the corner candidate
areas so that false positives can be avoided. Meanwhile, the rate of
missed corners using our method is only 3.582%. CCDN detects
only 34 false positives, but the rate of missed corners is relatively
high (up to 36.825%). MATLAB detects many false positives and
has a high missed corner rate, which are 4516 and 62.558%,
respectively. Besides, in terms of detect speed per image, our
method requires less computation time of 0.0474 s. The detect
time of MATLAB is 8 times longer than that of the proposed
method, which reaches 0.329 s per image. The time required for
CCDN to detect an image is 0.0688 s. It can be proven that
MATLAB has inferior performance on the images of large lens
distortions. The above results show that the proposed method is
quite robust and fast for large lens distortions.

4 CONCLUSION

In our work, a new checkerboard corner detection method based
on the improved YOLOX and the Harris algorithm is presented.

We use the improved YOLOX to detect the corner candidate
areas and input them into the Harris algorithm to obtain the
final sub-pixel corners. Theoretical analysis and
experimental results show that the proposed method can
be robust against the types of degradation (focal blur, heavy
noise, extreme poses, and large lens distortions). Compared
to traditional corner detection methods, the proposed
method can detect not only corners against complex
background, but also sub-pixel level corners. Thus, it can
be seen as a specific checkerboard detector that is accurate,
robust, and suitable for automatic detection and camera
calibration. Our current work only discusses simple
checkerboard corner detection. However, the related work
of other types of calibration patterns such as deltille grids
(regular triangular tiling) still needs further analysis and
research. In future work, we will focus on the feature points
detection model that is applicable to more types of
calibration patterns.
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TABLE 2 | Results on the GoPro dataset.

Method Accuracy (pixel) Missed corners (%) Double detections (%) False positives

CCDN 0.576 0.907 0.000 0
MATE 0.835 4.566 4.556 389
ChESS 1.389 5.481 0.222 56
ROCHADE 1.807 5.593 0.000 3
OCamCalib 0.458 0.537 0.000 0
Ours 0.167 0.000 0.000 0

FIGURE 9 | The example of the fisheye dataset and detection results when using the three methods. (A) CCDN, (B) MATLAB, and (C) ours.

TABLE 3 | Results on the fisheye dataset.

Method Missed corners (%) False positives Time (s)

CCDN 36.825 34 0.0688
MATLAB 62.558 4516 0.3290
Ours 3.582 0 0.0474
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Determining the Phase Gradient
Parameter of Three-Dimensional
Polymorphic Beams
Xue Yun1,2, Yansheng Liang1,2*, Minru He1,2, Linquan Guo1,2, Zhaojun Wang1,2,
Tianyu Zhao1,2, Shaowei Wang1,2 and Ming Lei 1,2*

1MOE Key Laboratory for Nonequilibrium Synthesis and Modulation of Condensed Matter, School of Physics, Xi’an Jiaotong
University, Xi’an, China, 2Shaanxi Province Key Laboratory of Quantum Information andQuantumOptoelectronic Devices, School
of Physics, Xi’an Jiaotong University, Xi’an, China

Three-dimensional polymorphic beams (3D PBs) with arbitrary 3D curves have drawn
increasing attention. In this paper, we introduce the concept of phase gradient parameter
(PGP) to describe the accumulation of phase along the curvilinear trajectory of a PB. To
determine themagnitude and sign of the integral and fractional PGP of 3D PBs, we present
an effective method called slightly defocused interference (SDI). The idea is based on the
coaxial interference of two polymorphic beams of the same shape but various PGP. One of
the interfered beams is slightly defocused, enabling the identification of the sign of the PGP.
The efficiency of the reported method has been demonstrated with numerical simulations
and experimental measurements by applying it to determining the PGP of various types of
polymorphic beams. The results show high quality, indicating great potential in the
applications of beam shaping.

Keywords: phase gradient, vortex beams, topological charge (TC), polymorphic beams, orbital angular
momentum (OAM)

INTRODUCTION

Vortex beams (VBs), with spiral wavefront and well-defined orbital angular momentum distribution,
have been serving as powerful tools inmany fields [1–3]. Recently, three-dimensional polymorphic beams
(3D PBs) have been proposed, advancing the symmetric vortex beam to freestyle 3D beams with arbitrary
intensity trajectory [4, 5]. Due to the high-intensity gradient and programmable phase gradient, 3D PBs
have inspired widespread applications, especially in the study of multi-particle dynamics in optical traps
[6, 7]. In this case, the phase gradient of 3D PBs plays a critical role in the beams’ focusing properties,
further the optical force to drive the particlemoving along the trajectory. To describe the phase gradient of
3D PBs, we introduce the concept of the phase gradient parameter (PGP). For the PBs with closed curve
trajectories, such as ring-shaped beams, the phase accumulation is 2π times the PGP. In this case, the PGP
is the well-known topological charge (TC) [7]. It is of significance to precisely determine the PGP of 3D
PBs. Methods based on interference or diffraction have been reported for determining the TC of VBs
[8–10]. The diffraction methods often use diffractive elements, such as triangular apertures [11],
cylindrical lens [12, 13], and parabolic-line linear grating [14-16], to measure circular symmetric
VBs. While the interference methods are mainly divided into two categories: self-interference and
reference beam interference. The typical self-interference method is using Mach-Zehnder interferometer
[17, 18]. By investigating the interference pattern of the vortex beam and its conjugate beam, the sign and
the magnitude of the TC can be resolved. Utilizing a plane or spherical reference beam to interfere with a
vortex beam is also a very popular method [19-21]. However, these methods are limited to VBs with two-
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dimensional (2D) simple intensity patterns. It is an ongoing task to
simultaneously determine the magnitude and sign of integral and
fractional PGP of 3D PBs. As far as we know, nomethod to this issue
has been reported. In this Letter, we present an enhanced
holographic approach termed slightly defocused interference
(SDI) to simultaneously determine the PGP of 3D PBs with high
precision.

SLIGHTLY DEFOCUSED INTERFERENCE
METHOD

We employed the holographic beam shaping technique reported
by Rodrigo JA et al. [4, 5] to generate 3D PBs with specially
prescribed intensity distribution and well-defined orbital angular
momentum distribution. The complex amplitude of a PB satisfies

H(r) � 1
L
∫T

0
ϕ(r, t)φ(r, t)|c3′(t)|dt. (1)

In Eq. 1, r = (x, y) is the spatial coordinates at the input plane.
c3(t) = (x0(t), y0(t), z0(t)) denotes a 3D curve with (x0, y0, z0) being
the Cartesian coordinates. L � ∫T

0
|c3′(t)|dt represents the length

of the curve with |c3′(t)| �
�����������������������
[x0

′(t)2] + [y0
′(t)2] + [z0′(t)2]

√
, where

x′0(t) = dx0(t)/dt, y′0(t) = dy0(t)/dt, z′0(t) = dz0(t)/dt. The terms

ϕ(r, t) and φ(r, t) satisfy the following relations

ϕ(r, t) � exp( i

ρ2
[yx0(t) − xy0(t)]) exp(i2πm

S(T) S(t)), (2)

and

φ(r, t) � exp(iπ [x − x0(t)]2 + [y − y0(t)]2
λf2

z0(t)), (3)

where t ∈ [0, T], S(t) � ∫t

0
[x0(τ)y0

′(τ) − y0(τ)x0
′(τ)]dτ. λ and f

represent the wavelength and the focal length of the Fourier
lens, respectively. ρ is a constant, and m is the phase gradient
parameters. For the closed PBs, the phase accumulation is 2πm
and the PGP can be understood as the TC. To generate the 3D
PBs using a phase-only SLM, we employed the complex-
amplitude coding algorithm reported by Bolduc [22]. Based
on this algorithm, the hologram addressed to the SLM is
written as

H(x, y) � M(ϕrelg(x, y) − πM), (4)
where M = 1+sinc−1[Arelg(x, y)]/π is the modulation function,
φrelg(x, y) is a total relative phase, Arelg(x, y) is the relative field
amplitude.

The SDI scheme is based on the interference between two PBs
with the same intensity curve, but different PGP. The target beam has
the expected PGP values, and the reference beam, however, has the
PGP of zero and is slightly defocused. The Fresnel lens phase φLens is
used to control the convergence of the reference beam, written as

φLens �
2πh(x2 + y2)

λf′ (5)

Here, λ is the wavelength, f′ is the focal length of the Fresnel
lens, h is the defocusing distance from the focal plane. By setting
an appropriate value of h, the reference beam will be slightly
defocused with respect to the target beam. As an illustration, we
used a PB with a ring trajectory by setting the parameters of the
target beam as follow: x0(t) = R0cos(t), y0(t) = R0sin(t), R0 =
300μm, and m = 10 (Figure 1E), and verified the performance of
the SDI method in determining the PGP by simulation. The
interference field between the target and reference beams can be
expressed by

E � exp(iφPB,m) + C exp(iφPB,0 + iφLens). (6)
Here, C is a constant for adjusting the amplitude of the

reference beam, φPB,m and φPB,0 denote the complex
amplitude-coded phase (Figures 1A,B) for generating the
target ring-shaped beam with m = 10 (Figure 1E) and the
reference ring-shaped beam with m = 0. The slightly
defocused reference beam as shown in Figure 1F. By directly
calculating the argument of the optical field E, i.e., Arg(E), the
complex amplitude-coded phase holograms (Figures 1C,D) to be
displayed on the SLM for generating the interference patterns
with m = 10 (Figure 1G) and m = −10 (Figure 1H) are obtained.
The slight defocusing enables the determination of the sign of the
PGP.We can see that the interference patterns are divided into 10
fringes, equal to the magnitude of PGP of the target PB. Figure 1I
shows the azimuthal intensity profiles of the interference patterns
with the dotted lines in Figures 1G,H are the start point. The red
and the blue curves (Figure 1I) both show periodic curves with a
period of 2π/10 form = 10 and −10, respectively, proving that the
magnitude of PGP is 10.

Particularly worth mentioning is that the sign of PGP can be
obtained intuitively by observing the arrow-shaped fringes’
direction. As indicated by the pink arrows shown in the inset
of Figures 1G,H, when PGP > 0, the pointed end of the “arrow” is
along the clockwise direction. In comparison, it is
counterclockwise for PGP < 0. Therefore, by appropriately
setting the parameter C and the lens phase φLens, the sign of
the PGP can be precisely determined.

EXPERIMENTAL SETUP

As shown in Figure 1J, a 532 nm laser first passed through a beam
expander consisting of Lenses 1 and 2. Then the beam illuminated a
phase-only SLM [the resolution is 1920 × 1080, Pluto-NIR-II
(HOLOEYE Photonics AG Inc., Germany)]. The complex
amplitude-coded phase hologram (Figure 1J1) was addressed on
the SLM tomodulate the input beam. Themodulated beamwas then
reflected by the triangle reflector and relayed to the back focal plane
of Lens 5 by the 4f system consisting of Lenses 3 and 4. A spatial filter
(the aperture size is 2 mm) placed at the focal plane of Lenses 3 and 4
to block the other order diffractions except for the +first order,
including the target beam and the slightly defocused reference beam.
To register the results, we employed a camera (the resolution is 1280
× 1024 and the pixel size is 5.3 μm, DCC3240M (Thorlabs,
America)) at the focal plane of Lens 5.
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RESULTS AND DISCUSSION

We first experimentally demonstrated the SDI method in
determining the PGP of different integral 2D PBs as shown

Figure 2, including square-shaped beam (x0(t) =
3R0cos(t)+7R0cos(3t)/20, y0(t) = 3R0sin(t)-7R0sin(3t)/20,
Figure 2A), ring-shaped beam (x0(t) = R0cos(t), y0(t) =
R0sin(t), Figure 2B), star-like beam (x0(t) = r(t)R0cos(t), y0(t)

FIGURE 1 | Simulation results of determination of PGP of ring-shaped beams by the SDI method. (A) phase hologram for generation of a ring-shaped beam with
m = 10. (B) phase hologram for generating a defocused ring-shaped beam with m = 0 through a Fresnel lens phase. (C,D) phase holograms for generating the
interference patterns with m = ±10. (E–H) correspond to the simulated focal plane patterns generated in (A–D). The insets in (G,H) show the detail of the interference
fringes. (I) The azimuthal intensity profiles of the interference patterns in (G,H). Scale bar: 100 μm. (J) The schematic of the experimental setup. (J1) The complex
amplitude coded hologram. (J2) The interference pattern with m = 10.
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FIGURE 2 | Experimental results for determining the integral PGP of 2D PBs. The (A1–D1) in the figure respectively shows the intensity distribution of square-shaped
beam, ring-shaped beam, star-like beam, and S-like beam. (A2–D5) are the interference patterns of PBs withm = 1, 10, 20, −20, R0 = 300 μm, except for (D4) and (D5),
which are the interference patterns of the S-like beam with m = ±15. Scale bar: 100 μm.
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= r(t)R0sin(t), r(t) = 1−cos(4t)/4, Figure 2C), and S-like beam
(Figure 2D. When the curve is nonparametric, c3(t) can be
approximated by a set of linked Bézier curves [23]). The
experimentally measured intensity distributions of these four
types of PBs are shown in the first row. The measured
interference patterns for various PGP are presented in rows
2–5. For m = 1, 10, 15, −15, 20, and −20, the interference
fringes exhibit respective 1, 10, 15, and 20 petals along the
curve, respectively; the number of petals happens to be the
absolute value of the corresponding PGP. From rows 4 and 5,
we can find that the PGP of any two PBs in the same column has
opposite signs, as indicated by the pink arrows. Each segment
magically shows an “arrow” shape, just like a polymorphic snake,
making the interference patterns explicitly spiral out in the
anticlockwise direction (row 4, PGP > 0) or anticlockwise
direction (row 5, PGP < 0). These features allow us to readily
determine the sign of PGP. In addition, for non-closed beams
with arbitrary trajectories, such as S-like PBs (Figure 2D), the SDI
method still performs well in determining PGP.

The VBs with fractional PGP possess unique intensity
distribution and more sophisticated orbital angular
momentum modulation dimension [24, 25]. Therefore, it is of
great significance to determine the fractional PGP. The
simulation and experimental results using the SDI method
have shown high quality, making the determination of
fractional PGP a possible mission. Figure 3 shows the
numerically simulated (Figures 3A,B) and experimentally
measured (Figures 3C,D) interference results of the ring-
shaped beams with m = 3.1, 3.3, 3.5, 3.7 and 3.9 using the SDI
method. When the PGP increases gradually, one of the fringes of
the interference pattern breaks, and a fourth interference fringe
gradually appears (as indicated by the insets in Figures 3A,C.
Figure 3B is the one-dimensional azimuthal intensity profile
curves along the trajectory of the interference patterns
(Figure 3A). Denote by θint the angle subtended by the arc
between two adjacent valleys of the curve (yellow shaded
region in Figure 3B which corresponds to an unbroken fringe
marked with “Int”) and denote by θfrac the angle associated with

FIGURE 3 | Results for determining the fractional PGP. (A) are the evolution of the interference patterns of ring-shaped Beams withm = 3.1, 3.3, 3.5, 3.7 and 3.9.
(B) Azimuthal intensity profiles of the interference patterns in (A). (C,D) are the corresponding experiment results. Scale bar: 100 μm.
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the arc of broken the fringes (marked with “Frac”) between two
adjacent valleys of the curve (the blue shaded region in
Figure 3B). The whole PGP can be deduced from θfrac/θint +
2, or 2π/θint.

The measured results of the arc length ratio θfrac/θint from
Figures 3B,D are shown in table 1. For m = 3.1, 3.3, 3.5, 3.7 and
3.9, the simulated ratios θfrac/θint are 1.1, 1.3, 1.5, 1.7, and 1.9.
Correspondingly the determined PGP are m′ = 3.1, 3.3, 3.5, 3.7,
and 3.9. The accuracy of the simulated results depends on the step
size of the azimuthal intensity curve calculated by the program. In

our simulations, it was set to 10,000, making the measuring
relative error smaller than 10–3. In theory, the numerically
measured PGP is equal to the designed PGP. The
experimentally measured ratios θfrac/θint are 1.08, 1.32, 1.51,
1.68, and 1.92. Therefore, the determined PGP are m′ = 3.08,
3.32, 3.51, 3.68, and 3.92, respectively. Compared with the
simulation results, the experimental results showed small
deviation from the theoretical values, which is attributed to
the influence of background stray light, and the limited beam
shaping resolution. However, the measuring error is less than
0.03, demonstrating the high feasibility of the SDI method.

Importantly, the SDI method can be applied to determining
the PGP of the 3D PBs. The PBs with tilted-ring shape and
waved-ring shape are taken as examples to demonstrate the
determination of the PGP of 3D PBs. In Figure 4, columns 1
and 2 are the numerical simulation results of the 3D view of PBs
and the interference intensity profiles with m = ±10, respectively.
By moving the camera in the axial direction to scan the beam, we
can record the 2D intensity images of the beam at a sequence of
axial positions. The 3D patterns are constructed with these 2D
images, as shown in columns 3 and 4. Column 5 provides the

TABLE 1 |Comparison of fractional PGPmeasured by simulation and experiment.

Simulation Experiment

m θfrac/θint m’ m θfrac/θint m’

3.1 1.1 3.1 3.1 1.08 3.08
3.3 1.3 3.3 3.3 1.32 3.32
3.5 1.5 3.5 3.5 1.51 3.51
3.7 1.7 3.7 3.7 1.68 3.68
3.9 1.9 3.9 3.9 1.92 3.92

FIGURE 4 | Determination of PGP of 3D PBs. (A,B) Tilted-ring withm = ±10. (C,D)Waved-ring withm = ±10. Columns 1 and 2 are the numerical simulation results
of the 3D view of PBs and the interference intensity profiles. Columns 3 and 4 are the corresponding experimental results. Column 5 displays the beam propagated
before the focal plane. Scale bar: 100 μm.
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cross-section intensities at different axial positions before the
focal plane. Again, we can find that the light curves of the 3D PBs
are divided into 10 fringes, equivalent to the value of the PGP.
Notably, the sign is determined by the direction of the “arrows” of
the interference fringes in column 5 as theoretically predicted.
Moreover, the fractional PGP of 3D PBs can also be detected by
analyzing the intensity profile curve of the maximum projection
of the interference pattern in the z-direction.

CONCLUSION AND DISCUSSION

In conclusion, we have reported the SDI method for quantitatively
determining the integral and fractional PGP of PBs with high
accuracy. The experimental results are in good agreement with
the theoretical predictions. The SDI method holds great promise
to be a powerful tool for studying the properties of 3D PBs, and thus
great potential in applying to various fields, such as optical tweezers,
optical communications, etc.

Although the fractional PGP of 3D PBs with simple geometry
can be detected by the SDI method, for more complex-shaped
beams, such as the optical solenoid beam [26], the measurement
of the fractional PGP is still limited due to the overlap of the light
field projections in the z-direction. In future work, we will
consider the multi-angle projection to detect the PGP of the
complex-shaped beams. Recently, a deep learning method named
“VortexNet” can accurately reveal the topological properties [27].
In view of the strong performance of this method, we plan to

combine the SDI method with the deep learning approach. In this
way, we would expect to achieve a higher-precision measurement
of the PGP.
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Optical sectioning structured illumination microscopy (OS-SIM) has been attracting
considerable interest in fast 3D microscopy. The reconstruction of optical sectioning
images in the conventional method employs the root-mean-square (RMS) algorithm in the
spatial domain, which is prone to residual background noise. To overcome this problem,
we propose a Fourier domain based optical sectioning image reconstruction algorithm
(termed Fourier-OS-SIM), which has an improved background noise suppression
capability compared to the RMS algorithm. The experimental results verified the
feasibility and the effectiveness of the algorithm. The improved performance of the
Fourier-OS-SIM may find more applications in biomedical or industrial fields.

Keywords: structured illumination microscopy (SIM), optical sectioning, background noise suppression, image
reconstruction, Fourier domain

INTRODUCTION

Optical sectioning structured illumination microscopy (OS-SIM) [1] has drawn much attention due
to the compact wide-field architecture, fast speed, and optical sectioning capability, compared to the
prominent laser scanning confocal microscopy (LSCM) [2]. With the structured illumination
pattern, OS-SIM enables to discriminate the in-focus portion and gets rid of the out-of-focus
portion of the depth of field (DOF) of the objective lens. The RMS (root mean square) algorithm is a
usually used method to recover an optically sectioned image by using three fringe illuminated raw
images with a phase shift interval of 2π/3 [1, 3]. Firstly, every two of the three raw images subtract
from each other. Then, these substractions are squared and summed up, and finally rooted to yield an
optical sectioning image. It is worth noting that the RMS algorithm does not take noises into account.
However, noises exist inevitably in the raw images, and they will cause a background noise after the
RMS calculation. The background noise will become more evident when the raw SIM images have a
low signal-to-noise ratio (SNR), which is usual in fluorescence imaging, where the weak signal from
the labeled fluorophores is surrounded by strong background noise. OS-SIM is different from super-
resolution SIM (SR-SIM) that aims to break the diffraction limit [4, 5]. Although OS-SIM and SR-
SIM can perform on the same system, they are based on different principles and have distinct image
reconstruction frameworks.

To mitigate the weakness of the RMS algorithm, some modified reconstruction methods have
been proposed. Santos et al. introduced a HiLo microscopy using one uniform wide-field image
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and another structured illumination image as inputs [6, 7].
High- and low-pass filters were applied to extract the high and
low frequencies of the in-focus information, which are then
synthesized into a sectioned image. However, the parameters
of the high- and low-pass filters need to be determined
empirically [8]. Patorski et al. proposed a two-shot OS-SIM
with a phase shift of π via Hilbert-Huang processing [9]. The
subtraction of the two-shot images is decomposed into a series
of bi-dimensional intrinsic mode functions (BIMFs) through
fast and adaptive bi-dimensional empirical mode
decomposition (FABEMD) [10] and then filtered selectively.
The sectioned image is reconstructed using a 2D spiral Hilbert
transform from the filtered outcome. Although selective
filtration can remove noise and bias to a certain extent, the
decomposition and the 2D spiral Hilbert transformation are
time-consuming. Subsequently, Zhou et al. presented a 1D
Hilbert transform reconstruction that dramatically simplifies
the Hilbert-Huang processing approach [11]. Another
advantage is that the phase shift of the two shots can be
arbitrary rather than constant π. Despite the simplicity of
procedure and robustness in phase shifting, the 1D Hilbert
transform reconstruction is lousy in background noise
suppression since there is no noise-relevant operation
involved in this method. Recently, deep learning has
significantly boosted the OS-SIM reconstruction speed and
reduced the number of raw images requested [12, 13].
However, it needs enormous training datasets and an excel
reconstruction algorithm in advance. The robustness of the
deep learning networks remains a challenge for different
imaging situations.

In this paper, we propose a Fourier domain based optical
sectioning image reconstruction algorithm (termed Fourier-OS-
SIM) with background noise suppression capability. The Fourier-
OS-SIM outperforms background noise suppression for the
sectioned images compared to the conventional RMS-based
OS-SIM reconstruction method. The performance of the
Fourier-OS-SIM can be enhanced by using fruitful frequency
filters to reduce the image background further.

PRINCIPLE OF FOURIER-OS-SIM

The intensity distribution of the illumination cosinusoidal fringe
pattern employed in SIM is expressed as:

I(r) � I0[1 +mcos(2πk0r + φ)], (1)
where r indicates the coordinate in the object plane; I0, m, k0, and
φ represent the mean intensity, modulation depth, spatial
frequency, and initial phase, respectively. In the linear regime,
the intensity of the fluorescence signal is proportional to the
excitation illumination intensity. The image intensity distribution
recorded in the camera plane can be written as:

D(r) � [S(r)I(r)] ⊗ PSF(r), (2)
where S(r) represents the structure of the sample, PSF(r) is the
point spread function of the imaging system, and the symbol ⊗

denotes the convolution operation. Substitution of Eq. 1 into Eq.
2 results in:

D(r) � I0{S(r)[1 +mcos(2πk0r + φ)]} ⊗ PSF(r). (3)
Making the Fourier transform for Eq. 3, we obtain the following
equation in the frequency domain:

~D(k) � I0[~S(k) + 0.5me−iφ~S(k + k0)
+ 0.5meiφ~S(k − k0)]OTF(k). (4)

Here, the symbol ~ represents the corresponding Fourier
spectrum, k denotes the spatial frequency, OTF(k) is the
optical transfer function formed by taking the Fourier
transform of the PSF(r). ~S(k) refers to the conventional wide-
field spectrum. ~S(k + k0) and ~S(k − k0) correspond to spectra
with frequencies shifted by a distance of ±k0, respectively.
Combining these three spectra into one will enlarge the object
spectrum scope, indicating a resolution enhancement in the
spatial domain.

To solve the three spectral items of ~S(k), ~S(k + k0), and
~S(k − k0) in Eq. 4, the initial phase φ is generally varied three
times through phase shifting. Specifically, three phase-shifting
with an interval of 2π/3 is common-used. Such phase-shifting
results in three raw images, forming an equation set:

⎧⎪⎨⎪⎩
~D1(k) � I0[~S(k) + 0.5me−iφ1 ~S(k + k0) + 0.5meiφ1 ~S(k − k0)]OTF(k)
~D2(k) � I0[~S(k) + 0.5me−iφ2 ~S(k + k0) + 0.5meiφ2 ~S(k − k0)]OTF(k)
~D3(k) � I0[~S(k) + 0.5me−iφ3 ~S(k + k0) + 0.5meiφ3 ~S(k − k0)]OTF(k)

, (5)

where φ1 = φ0; φ2 = φ0 + 2π/3; φ3 = φ0 + 4π/3. The solution of Eq.
5 is:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

~S(k) � 1
3I0

[ ~D1(k) + ~D2(k) + ~D3(k)]/OTF(k)

~S(k + k0) � 2eiφ0

3mI0
[ ~D1(k) + ei

2π
3 ~D2(k) + ei

4π
3 ~D3(k)]/OTF(k)

~S(k − k0) � 2e−iφ0

3mI0
[ ~D1(k) + ei

4π
3 ~D2(k) + ei

2π
3 ~D3(k)]/OTF(k)

.

(6)
Making the inverse Fourier transform for Eq. 6, we get:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S(r) ⊗ PSF(r) � 1
3I0

[D1(r) +D2(r) +D3(r)]

FT−1{~S(k + k0)} ⊗ PSF(r) � 2eiφ0

3mI0
[D1(r) + ei

2π
3 D2(r) + ei

4π
3 D3(r)]

FT−1{~S(k − k0)} ⊗ PSF(r) � 2e−iφ0

3mI0
[D1(r) + ei

4π
3 D2(r) + ei

2π
3 D3(r)]

, (7)

The first equation of Eq. 7 indicates that the conventional
wide-field image can be reconstructed by summating the three
raw images. Most notably, on the right side of the second and
third equations, the terms of the square brackets identically
represent the OS image, according to the RMS algorithm from
the first report of OS-SIM [1]:
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Dos(r) �
∣∣∣∣∣D1(r) + ei

2π
3 D2(r) + ei

4π
3 D3(r)

∣∣∣∣∣
� ∣∣∣∣D1(r) + ei

4π
3 D2(r) + ei

2π
3 D3(r)

∣∣∣∣∣
�

�
2

√
2

�����������������������������������������������
(D2(r) −D1(r))2 + (D3(r) −D2(r))2 + (D1(r) −D3(r))2

√
,

(8)
where the symbol | | denotes the modulus operation. Combining
Eqs 7 and 8, the OS image can be rewritten as:

Dos(r) �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

∣∣∣∣∣∣∣3mI0
2eiφ0

FT−1{~S(k + k0)} ⊗ PSF(r)
∣∣∣∣∣∣∣, or∣∣∣∣∣∣∣3mI0

2e−iφ0
FT−1{~S(k − k0)} ⊗ PSF(r)

∣∣∣∣∣∣∣
. (9)

Since ~S(k + k0) and ~S(k − k0) are symmetric to the original
point, the two equations in Eq. 9 are equivalent. This implies the
OS image is directly correlated to the acentric spectrum of
~S(k + k0) or ~S(k − k0). This provides an alternative way to
reconstruct the OS image in the Fourier domain, which can
apply filtering operation to reduce the background noise to
enhance the performance of the OS image.

EXPERIMENTAL VERIFICATION

Experimental Setup
The experimental verification for the Fourier-OS-SIM is
conducted in the home-built DMD-based LED illumination
SIM microscope [14], whose scheme is illustrated in Figure 1.
High brightness LED (center wavelength λ = 470 nm, LED4D251,
Thorlabs, United States) is employed as the light source. After
expanding and collimating, the LED beam incidents on the DMD
chip (2,560 × 1,600 pixels, V-9001UV, ViALUX, Germany) at an
angle of 24° with respect to the normal of the DMD panel. The
rotation and phase-shifting of the fringe illumination are realized
by rapidly refreshing the DMD patterns. In the binary pattern
mode, the refreshing rate can reach 22 kHz. The objective lens
(20×/NA0.45, Nikon, Japan) is used for fringe projection and
imaging of samples. The sample is placed on an XYZ motorized
translation stage for accurately positioning the observed target
and axially scanning with a minimum step of 50 nm (M-405. DG,

Physik Instruments Inc., Germany). The excited fluorescence
light passes through the dichroic beamsplitter (edge
473–491 nm, Semorock, United States), the filter (490 nm
long-pass, Semorock, United States), the zoom lens
(70–300 mm, F/4–5.6, Nikon, Japan), and is recorded by the
scientific CMOS camera (2,048 × 2,048 pixels, 100 fps, Orca Flash
4.0, Hamamatsu, Japan). The Arduino Uno board [15] with C++
programming triggers all the electric components in sequence.

Background Noise Suppression via
Fourier-OS-SIM
The experiment was performed with a mixed pollen grains
specimen (Thermofisher). The autofluorescence signal was
excited by the 470 nm LED light. The camera exposure time
was 200 ms, and the field-of-view (FOV) area was measured to be
320 × 320 μm2 by a micro ruler. We designed a 1D binary pattern
with six pixels per period to produce the sinusoidal structured
illumination fringe. The required three phase-shifts were realized
by moving the fringe with a distance of two pixels for each step,
corresponding to a 2π/3 interval. With the f = 400 mm collimated
lens and the 20× objective lens, the six pixels per period fringe
(DMD pixel size 7.56 μm) were demagnified into 1.134 μm/
period in the sample plane. The system has an optical
resolution of about 0.522 μm (λ/2NA). The structured
illumination frequency is nearly half of the cut-off frequency,
meeting with the optimal condition of the OS-SIM theory [3].

Figure 2 shows the reconstruction results of the wide-field,
RMS algorithm, and the Fourier-OS-SIM for the same input of
three phase-shifted fringe images. For the Fourier-OS-SIM image,
we first conducted the input in the reconstruction framework of
SR-SIM and then fused the extended spectra of ~S(k + k0) and
~S(k − k0) in Eq. 9. It should be noted that the spectra fusion
process does not involve the spectrum of ~S(k) so as to eliminate
the deterioration from the out-of-focus background. It can be
seen that the contrasts of Figures 2B,C are much better than that
of Figure 2A, demonstrating the optical sectioning capacity of the
RMS algorithm and the Fourier-OS-SIM. From the zoom-in
parts, we can see that the inner circle area, which indicates the
background, Figure 2C is darker than 2B, implying the
background level of Fourier-OS-SIM is lower than that of
RMS. The noise in Figure 2F is less intensive than 2E; thus,
Figure 2F is sharper and smoother than 2E. The histograms of
Figures 2E,F also reflect the noise degree, as shown in Figures
2G,H. The histogram of Figure 2G is more discrete and steeper
than 2H, which means the noise of Fourier-OS-SIM is more
modest than the RMS algorithm.

Additional Background Noise Suppression
by Filtering
One significant advantage of OS-SIM in the frequency domain is
that plenty of filters can suppress the random electrical noise and
photon shot noise or compound in an image. Here, we take the
simplest Gaussian low-pass filter as an example to enhance the
performance of Fourier-OS-SIM image. The radius of the
Gaussian low-pass filter was set to two pixels, considering that

FIGURE 1 | The schematic of the DMD-based LED-illumination SIM
microscope.
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the imaging resolution is above six image pixels. Therefore, the
filter does not harm the image signal. The filtered image of
Figure 3C displays smoother than the original Fourier-OS-
SIM image of Figure 3B; meanwhile, the details of Figure 3B
are almost reserved. The SNR value was employed to evaluate the
image quality. A reference image was pre-generated by
subtracting the background of the wide-field image by using
the ImageJ software (Biomedical imaging group, EPFL). The SNR
value was calculated by using the SNR plugin of ImageJ. For
comparison, a filtered RMS image is also presented in Figure 3D,
which is applied with the same Gaussian filter. Although
Figure 3D looks smoother than Figure 3C, the SNR of
Figure 3C is much better than that of Figure 3D. From the
SNR values in Figures 3A–D, we can see that the Fourier-OS-SIM

image (SNR 7.97 dB) is better than the RMS image (4.43 dB); and
the Fourier-OS-SIM image is further improved by applying an
exemplified Gaussian filter (SNR increases from 7.97 to
15.57 dB). The intensity profiles along the marked lines in
RMS, Fourier-OS-SIM, filtered Fourier-OS-SIM, and filtered
RMS images are plotted as in Figures 3E–H. The curves
present that the SNR of the Fourier-OS-SIM is superior to the
RMS algorithm, especially after the Gaussian low-pass filtering.

Image Reconstruction Accelerated by GPU
The drawback of the Fourier-OS-SIM is mainly related to the
time-cost of the Fourier transform operation. To address this
problem, we adopted the advanced GPU acceleration technology
to boost the computational speed of Fourier transforms. An

FIGURE 2 | Experimental results of the Fourier-OS-SIM in comparison with theWide-field and RMS algorithm for imaging pollen grains. (A–C): images of theWide-
field, RMS, and Fourier-OS-SIM, respectively. (D–F): the zoom-in parts of the marked areas indicated in (A–C). (G–H): the histograms of (E,F), respectively.
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open-source library OpenCV [16] with Nvidia CUDA [17]
support, was used to simplify the GPU acceleration. Three
phase-shifted structured illumination images with 2,048 ×

2,048 pixels were employed as the same input for Fourier-OS-
SIM and RMS scripts. The scripts were written in C++ and
operated in a workstation computer (Intel Xeon Silver 4114 CPU,

FIGURE 3 | Fourier-OS-SIM images before and after Gaussian low-pass filtering compared to the RMS image. (A–D): images of the RMS, Fourier-OS-SIM before
and after filtering, and the filtered RMS, respectively. (E–H): the intensity profiles along the marked lines in (A–D).
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128GB RAM, Nvidia GeForce RTX 2080Ti graphic card, Windows
10 64 bit operation system). We iteratively ran the Fourier-OS-SIM,
the accelerated Fourier-OS-SIM, and the RMS scripts 150 times,
respectively, to record the reconstruction time. After acceleration, the
Fourier-OS-SIM cost-time drops to 0.323 s from 1.591 s, achieving a
nearly five folds boost. Although the accelerated Fourier-OS-SIM
consuming time is still greater than RMS (0.026 s), the time gap is
narrowed through GPU acceleration.

The Resultant 3D Imaging
3D imaging is reconstructed from the series of axially-scanned
optically sectioned images. The optical sectioning
enhancement efforts studied above can improve the
performance of 3D images. We scanned the pollen sample
by a step of 0.2 μm axially and sectioned 144 slices. Figures
4A,D present the maximum intensity projections (MIP) of the
RMS and the Fourier-OS-SIM slice stacks visualized through
3D volume rendering, respectively. To demonstrate the
superiority of the Fourier-OS-SIM more clearly, we zoomed
in a rectangle ROI labeled in Figures 4A,D, as shown in
Figures 4B,E accordingly. The intensity profiles along the
same location lines in Figures 4B,E were plotted in Figures
4C,F. By comparing the two curves, we can see that the
Fourier-OS-SIM curve is much smoother than the RMS,
demonstrating a significant background noise suppression.
The SNR values of Figures 4B,E support that the Fourier-
OS-SIM algorithm is superior to the RMS algorithm.

CONCLUSION

We have proposed a Fourier reconstruction scheme for optical
sectioning SIM, termed Fourier-OS-SIM. In theory, an
equivalent expression of the common-used RMS
reconstruction algorithm has been deduced in light of the
SR-SIM principle in the Fourier domain. In contrast to the
RMS reconstruction approach, experimental results show that
the Fourier-OS-SIM is more advanced at background noise
suppression. More importantly, suppressing image
background in the Fourier domain is more accessible and
effective than in the spatial domain in general instances,
because the Fourier-OS-SIM intrinsically operates in the
Fourier domain, a frequency filter can be straightforwardly
applied to suppress noise further. Thus, the Fourier-OS-SIM
provides a new possibility that specific background noise
suppression filters can be involved in this pipeline to
suppress background noise further. The improved
performance of Fourier-OS-SIM may find more applications
in biomedical or industrial fields.
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High Spatio-Temporal Resolution
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Quantitative phase-contrast microscopy (QPCM) provides an effective approach for label-
free detection of transparent samples. In this study, we propose a condenser-free
quantitative phase-contrast microscopy (CF-QPCM), in which several light-emitting
diodes (LEDs) distributed on a ring are used for direct ultra-oblique illumination. Such
condenser-free design greatly simplifies the system’s structure and releases the space for
installing samples. Quantitative phase maps are reconstructed by retarding the
unscattered components of the object waves for a series of phases 0, π/2, π, and 3π/
2 through a high-speed spatial light modulator (SLM). With this system, quantitative phase
imaging of live cells has been achieved at a spatial resolution of 231 nm (lateral) and a frame
rate of 250 Hz. We believe that the proposed CF-QPCM can contribute to biomedical,
industrial, chemistry fields, etc.

Keywords: quantitative phase imaging, phase contrast, ultra-oblique illumination, label-free, non-invasive

INTRODUCTION

The invention of microscope triggered a revolution in science and cognition, and it also greatly
promoted the development of life sciences. Electron microscopes have sub-nanometer spatial
resolution and play an incomparable value in structural biochemistry research [1, 2], however,
the complex sample preparation hinders the application of electron microscopy in live cells. On the
contrary, fluorescence microscopy has been acting as one of themainstream techniques in life science
due to the feature of being non-invasive and the capability to selectively visualize the bio-structures of
interest by fluorescence labeling [3–6]. Nevertheless, the application of fluorescence microscopy is
hindered by the phototoxicity and photobleaching of fluorophores used.

Being a label-free and non-invasive imaging technique, quantitative phase microscopy (QPM) can
quantitatively access the thickness or refraction index (RI) distributions of samples [7, 8]. Digital
holography microscopy (DHM) can perform high-accuracy phase measurements of transparent
samples by utilizing the interference between an object wave and an off-axis reference wave [9–11].
Common-path configurations were used in DHM to enhance the immunity of the system to
environmental disturbances [12]. Researchers further improved the spatial resolution and realized
3D tomographic imaging by mechanically scanning the illumination [13, 14]. Nevertheless, 240
angles scanning within an annular quasi-2π range are required and limit the imaging speed below 0.8
frames per second (FPS).

Single-beam QPM approaches, in terms of ptychographic iterative engine (PIE) [15] and Fourier
ptychographic microscope (FPM) [16–18] have been developed rapidly in recent years, providing the
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complex amplitude information of samples by recording a series
of diffraction patterns under different illumination positions/
directions, or other physical constraints. It is worth noting that
the reconstruction of a high-resolution image with these methods
requires recording hundreds of low-resolution diffraction
patterns, and hence their imaging speed is greatly limited.
QPM based on asymmetrical illumination [19] and transport
of intensity equation (TIE) [20] can also retrieve the phase
mapping of a sample using a relatively-complicated recovery
process. Popescu and his co-workers proposed gradient light
interference microscopy (GLIM), realizing 3D imaging of
optically thick embryos, however it is not suitable for
discontinuous samples due to its differential interference
contrast essence [21]. Alternatively, phase-contrast imaging,
initially proposed by Zernike in the 1940s, can convert the
phase distribution of a transparent object into intensity
modulation and, therefore, has also been playing an important
role in life science [22]. Further, condenser-free Zernike phase-
contrast microscopy using annularly-arranged or radially-
scanned LEDs was proposed, simplifying the configuration
and easing sample installation [23]. As an evolution from
qualitative phase imaging to quantitative phase imaging,
spatial light interference microscopy (SLIM) uses a spatial
light modulator (SLM) instead of the conventional phase plate
to perform quantitative phase imaging at temporal and spatial
resolutions of 0.6 s and 350 nm, respectively, [24, 25]. Recently,
the oblique angle of the annular illumination in SLIM was
enlarged, forming the ultra-oblique SLIM, which enhanced the

lateral resolution to 270 nm at an imaging speed of 250 Hz [26],
and which identified mitochondria inside live cells by combining
a neural network with SLIM [27]. It should be noted that the
annular illumination module in SLIM system is either
complicated or costly since they require a water-immersed
objective lens with a high numerical aperture (NA) to provide
ultra-oblique illumination (~70o). Moreover, the condenser in the
illumination module narrows the space where samples can be
installed and hence induce the inconvenience of loading samples.

In this study, we propose condenser-free quantitative phase
microscopy, termed CF-QPCM. High spatio-temporal resolution
QPM imaging is performed by combining the oblique
illumination from annularly-distributed LEDs and the concept
of the Zernike phase contrast. The proposed system greatly
simplifies the architecture, releases the complexity of sample
installation, and avoids the cell contamination caused by a
water-immersed condenser objective lens. CF-QPCM can be
combined with various fluorescence microscopies to perform
multi-modality imaging, providing complementary
information for the same sample.

METHODS

Principle of CF-QPCM
CF-QPCM is expediently constructed in a wide-field fluorescence
microscope frame, where a dichroic mirror wheel is equipped for
integrating fluorescence imaging modality, as shown in

FIGURE 1 | (A) The schematic diagram of CF-QPCM. (B) The schematic setup for SLM calibration. (C) Calibration curves: the measured intensity (orange) and the
modulated phase (blue) versus the loaded voltage. (D) Phase and fluorescence images of fluorescent polystyrene spheres (diameter: 300 nm). The left is the raw intensity
images obtained during the four-step phase-shifting operation, and the right is the reconstructed phase image and the fluorescence image. Scale bar in (D)
represents 1 μm.
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Figure 1A. An illuminator is comprised of dozens of LEDs, which
are distributed in several concentric rings. The LEDs on different
rings can be chosen independently, so that they can illuminate a
sample at different angles. All LEDs used are identical and have a
narrow spectrum band (470 ± 10 nm, central wavelength ± half-
width). For CF-QPCM imaging, only the LEDs on one ring are lit
up simultaneously to achieve off-axis illuminations. The emitted
light from the LEDs directly illuminates the sample, which is
placed at the front focal plane of the objective lens (Leica, ×100/
1.44 Oil Immersion, WD-0.17, Germany). After passing through
the sample, an object wave is formed, which carries the structural
and compositional information of the sample. The object wave
can be divided into scattered and unscattered waves. The
scattered and unscattered waves are Fourier transformed by
the objective lens and further imaged to a high-speed SLM
(Meadowlark Optics, MSP1920-400-800-HSP8, United States)
by a telescope system (shown in Figure 1A). A polarizer is
placed before the SLM to maximize the phase modulation
efficiency of the SLM. To perform quantitative phase imaging
of CF-QPCM, the spectra of unscattered waves, which are
apparently the images of all the LEDs, are retarded in phase
for 0, 0.5π, π, and 1.5π by the SLM, as seen in Figure 1A. For
simplicity, the sample to be studied is described with the
transmittance function t(x, y) � A(x, y) · exp(jϕ(x, y)),
where (x, y) are the coordinates on the sample plane, A(x, y)
and φ(x, y) are the transmittance and phase modulation of the
sample on the illumination light. Then, a series of phase-contrast
images that are essentially the interference between the scattered
and unscattered waves are successively recorded by the camera
(Andor, Zyla 4.2, United Kingdom):

I(x, y, δφ) � I0(x, y) · (1 + β2(x, y) + 2β(x, y)
· cos[Δφ(x, y) + δφ]) (1)

Here, I0(x, y) is the intensity distribution of the unscattered
waves, Δφ(x, y) and β(x, y) are the phase difference and
amplitude ratio between the scattered and unscattered waves,
respectively. And δφ =m · π/2 (m = 0,1,2,3) is the phase retarding
value to the unscattered ones. With δφ being switched four times,
the phase distribution of the sample can be easily recovered by:

φ(x, y) � tan−1( β(x, y) · sin(Δφ(x, y))
1 + β(x, y) · cos(Δφ(x, y))) (2)

Here tan−1{·} denotes the arctangent function. Obviously, the
temporal resolution of the system is determined by the maximal
frame rate of the sCMOS camera and the SLM (the lower one of
the two). Considering four frames are needed to reconstruct a
quantitative phase image, the temporal resolution of the system is
4 ms. Ulteriorly, the temporal resolution of the system can reach
up to 250 FPS by reusing the raw phase-shifting images [28].

SLM Calibration
SLM is the key component in CF-QPCM, whose nonlinear optical
response of liquid crystal to loaded voltage needs to be calibrated
for a linear response between the applied voltage and the
generated phase. We propose a simple method to calibrate the

SLM accurately, which allows for measuring the response
property of each pixel and avoiding the wavefront curvature
induced by externally induced devices. The schematic diagram of
the proposed SLM calibration is shown in Figure 1B. By nature,
the liquid crystal in SLMs only respond to the light with the
polarization orientation along the y direction (Y-axis), while it has
no response to the light with the polarization orientation along
the x direction (X-axis). Therefore, we set two polarizers, P1 and
P2, with their polarization direction 45o with respect to the
x-direction. After traversing through the first polarizer P1 and
modulated by the SLM, the resulted light beams can be written as

{Ex
m,n � Ax

m,n · exp(j · θm,n)
Ey
m,n � Ay

m,n · exp[j · (θm,n + φk
m,n)] (3)

Here, m and n represent the pixel coordinates on the SLM
along the x and y directions. φk

m,n (k = 1,2. . .255) is the generated
phase on a certain pixel when the kth voltage is applied. Then, the
final light intensity generated at each pixel after passing through
the second polarizer P2 is calculated as:

Ikm,n � 0.5 · (Ax
m,n)2 + 0.5 · (Ay

m,n)2 + Ax
m,n · Ay

m,n · cos(φk
m,n) (4)

The dc term 0.5 · (Ax
m,n)2 + 0.5 · (Ay

m,n)2 and the modulation
depth Ax

m,n · Ay
m,n can be determined when applying the voltage

from 0 to the maximal voltage allowed and determining the
maximal and minimal intensities for the intensity series obtained.
Then the relation between the φk

m,n and the voltage can be
obtained with the cos−1{·} function, as is shown with the
orange curve in Figure 1C. To verify the accuracy of the SLM
calibration, a four-step phase measurement by CF-QPCM was
performed on 300 nm fluorescent polystyrene spheres (RF300C,
Huge Biotechnology), as shown in Figure 1D. Notably, the phase
and fluorescence imaging were performed simultaneously, and
the results are shown in Figure 1D-right. Considering the
refractive indices of polystyrene (n) and the nutrient solution
(nm) are, respectively, 1.55 and 1.33, the induced maximum phase
value by an individual polystyrene sphere can be estimated as
2π · (n − nm) · d/λ � 2π · (1.55 − 1.33) · 300/470 � 0.88 rad,
which is consistent with the measured value of 0.9 rad in the
center of a sphere.

EXPERIMENTS AND RESULTS

Spatial Resolution Verification of CF-QPCM
In the CF-QPCM system, we use an annular illuminator circled
by 24 LEDs, generating oblique illuminations (NAillu = 0.7) to
achieve higher spatial resolution. Under such illumination, a
sample is imaged by an oil-immersed objective lens (×100/
1.44, Leica). According to the principle of partially coherent
imaging, the theoretical lateral resolution of the system is δ =
λ/(NAimag + NAillu) = 220 nm under the oblique illuminations
and 326 nm under on-axis plane wave illumination, respectively.
Then, we use 200 nm diameter fluorescent polystyrene spheres
(RF200C, Huge Biotechnology) to measure the lateral resolution
of the CF-QPCM system. Figure 2 shows the images of the
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polystyrene spheres obtained with CF-QPCM in comparison
with fluorescence imaging (Figure 2C). Specifically, Figures
2A,B are the phase images of the polystyrene spheres obtained
with annular illumination (NAillu = 0.7) and on-axis plane wave
illumination (NAillu = 0). The phase distributions along the line
that crosses the center of the same individual sphere in Figures
2A,B were extracted and fitted with Gaussian functions in
Figure 2D. It is apparent that the prior one has a higher
spatial resolution than the later one. When dozens of spheres
were analyzed like the way shown in Figure 2D, the statistics
reveal that the measured lateral resolutions (in terms of full width
at half maximum, FWHM) are 231 ± 5 nm and 330 ± 10 nm
(mean ± standard deviation) for NAillu-0.7 and NAillu-0
illumination cases. The enlarged views in Figures 2A,D show
the superiority of NAillu-0.7 illumination over NAillu-0
illumination on resolving minute structures of samples.
Moreover, we also used the decorrelation analysis [29] to
quantitively determine the lateral resolution of Figures 2A,B,
and the results are 239 ± 10 nm and 319 ± 10 nm for the two
illumination cases. The measured resolution is a little lower than

the theoretical resolution, as the imaging system is unavoidably
accompanied by optical aberration. Further, we imaged lipid
droplets inside live Cos7 cells with the above two illumination
angles, as shown in Figures 2E–H. It is clear from Figures 2F,H
that lipid droplets can be separated under NAillu-0.7 illumination
while failed under NAillu-0 illumination. The comparison further
confirms that the proposed CF-QPCM under oblique
illumination renders the higher resolution images for fine
structures inside live cells, compared with the QPCM with
plane-wave illumination.

Dual-Modality Imaging of Live Cells
CF-QPCM can visualize fine structures of sub-cellular organelles
inside live cells once for all with high contrast and high resolution,
but it lacks the specificity of organelles. As a remedy, we
integrated both the CF-QPCM module and fluorescence
imaging module into a microscope frame to obtain
complementary information simultaneously for the same
organelles, as shown in Figure 3. First, we demonstrated phase
and fluorescence dual-modality imaging on mitochondria in live

FIGURE 2 | CF-QPCM imaging of polystyrene spheres and lipid droplets inside live Cos7 cells. (A,B) The phase images of 200-nm diameter polystyrene
spheres using CF-QPCM with annular illuminations (NAillu = 0.7) and on-axis plane wave illumination (NAillu = 0). (C) The fluorescence image of the polystyrene
spheres. (D) The profiles along the lines crossing the centers of a sphere in (A,B). (E) and (G) The phase images of live a Cos7 cell obtained by CF-QPCM with
annular illumination (NAillu = 0.7) and on-axis plane wave illumination (NAillu = 0). (F) and (H) The enlarged views in the green boxes in (E) and (G) show the
superiority of NAillu-0.7 illumination over NAillu-0 illumination on resolving minute structures of samples. Scale bars in (C) and (G): 2 and 4 μm.
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Cos7 cells stained with fluorescent dye (Thermo Fisher,
MitoTracker 7512, United States), and the results are shown
in Figure 3A. The merged image indicates that CF-QPCM can
perform high-contrast imaging of mitochondria together with the
surrounding organelles without fluorescent labeling. Second, we
performed phase and fluorescence dual-modality imaging on
lipid droplets in live Cos7 cells labeled with specific dye
(Thermo Fisher, HCS LipidTOX, United States), as shown in
Figure 3B. The phase images of the lipid droplets have high

contrast as their inner refractive index is quite different from the
cytoplasm. Third, we performed phase and fluorescence dual-
modality imaging on cell nucleus in live Cos7 labeled with desired
dye (Biotium, NucSpot®Live 650 Nuclear Stain, United States), as
shown in Figure 3C. The cell nucleus is often easily recognized
since it has a clear membrane. The comparison between CF-
QPCM and fluorescence images of the nucleus indicates that CF-
QPCM can distinguish the nucleus from other surrounding
organelles, such as mitochondria. Lastly, we performed phase

FIGURE 3 |Dual-modality images of live Cos7 cells obtained by combining CF-QPCMwith a wide-field fluorescence imagingmodule. CF-QPCM (gray images) and
wide-field fluorescence images (color images) of mitochondria (A), lipid droplets (B), cell nucleus with thin membrane (C), and ER (D). Scale bars in (A–D)
represent 4 μm.
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and fluorescence dual-modality imaging on endoplasmic
reticulum (ER) in live Cos7 cells labeled with ER Tracker
(Thermo Fisher, ER Tracker E34250, United States), as shown
in Figure 3D. Similar structures of ERs can be visualized in both
the phase image and the fluorescence image. It is confirmed from
the above experiments that CF-QPCM has the power to image
organelles without fluorescent labeling and is compatible with
other imaging modalities to provide complementary information.

Biological DynamicsCaptured byCF-QPCM
As mentioned before, the LEDs on the rings with different
diameters can be chosen to generate different illumination
angles, according to different field of view (FOV) of CF-
QPCM imaging. For the large-FOV imaging mode, an
objective (×20/0.3) and the LEDs on a ring with a smaller
diameter (yielding NAillu = 0.3) are selected to match the
phase ring on the SLM. For the small-FOV imaging mode, an
oil-immersed objective (×100/1.44) is used, and the LEDs on a
ring with a larger diameter (yielding NAillu = 0.7) are selected to

match the phase ring on the SLM. The large-FOV imaging mode
allows us to study the overall confluency and distribution of cells,
as well as the interaction between different cells in a large FOV,
while the small-FOV imaging mode enables us to investigate the
structure and dynamics of internal organelles with high
resolution without fluorescent labeling. Live Cos7 cells were
used as the sample to demonstrate the two imaging modes of
CF-QPCM in the following.

To demonstrate the first imaging mode of CF-QPCM,
Figure 4A, left) shows a phase image of live Cos7 cells in a
FOV of 500 × 500 μm2 captured with the objective (×20/0.3) and
NAillu = 0.3. Dozens of cells can be observed in the large FOV
once for all, which helps us to search for the sub-regions of
interest. With the same setting, we captured the flow process of
red blood cells (RBCs) as well in the blood vessels of zebrafish
(Supplementary Video S1) with a temporal resolution of 100
frames per second (FPS). It can be found that RBCs flow in the
blood vessels one by one, and the flow speed is different at
different locations. To demonstrate the second imaging mode of

FIGURE 4 | Phase imaging of live Cos7 cells with CF-QPCM under different configurations. (A) left: phase image of live Cos7 cells obtained with the large-FOV
imaging mode; right: phase images of several sub-regions marked with white boxes on the left, obtained with the small-FOV imaging mode. (B) left: phase image of a live
Cos7 cell obtained with the small-FOV imaging mode; right: time series of mitochondrial fission in the white box on the left. Scale bars in (A)-left, (A)-right, and (B) are
65 μm, 4 μm, and 6 μm, respectively.

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 8925296

Ma et al. CF-QPCM

113

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


CF-QPCM, the sub-regions of interest (about 25 × 25 μm2), e.g.,
those marked with 1, 2, 3, 4, can be further visualized with high
resolution using oil-immersed objective (×100/1.44) and NAillu =
0.7, as shown in Figure 4A, right). Furthermore, CF-QPCM was
used to image mitochondria, which play a key role in energy
metabolism and are involved in cell aging and death. Figure 4B
shows the time series of mitochondrial fission captured with CF-
QPCM, and the dynamic process can be seen in Supplementary
Video S2. In addition, the dynamic processes (notably the
interactions) of ER, mitochondria, and lipid droplets in a live
Cos7 cell can be found in Supplementary Video S3. The results
indicate that the proposed CF-QPCM can perform high-quality
phase imaging for different scales of samples to meet different
application requirements.

CONCLUSION AND DISCUSSIONS

In this paper, we have demonstrated a high-resolution,
condenser-free quantitative phase-contrast microscopy (CF-
QPCM) by combining partially coherent annular illumination
with quantitative phase-contrast microscopy (QPCM). In CF-
QPCM, the transparent samples are directly illuminated with
circularly distributed LEDs, greatly simplifying the system
configuration, easing the sample installation, and avoiding the
cell contamination caused by the water-immersed condenser
objective lens. CF-QPCM has a very high spatial resolution of
231 nm (lateral) and a temporal resolution of 250 Hz for 2D
imaging, and it can capture the dynamics of organelles inside live
cells under normal survival conditions (37°C and 5% CO2)
without fluorescent labeling. In the future, if higher spatial
resolution is required, oblique illumination with an even larger
angle could be used, although this may reduce the space between
the sample and illuminator. CF-QPCM can be combined with
various fluorescence microscopies to form the multi-modality
imaging system. Due to its common path interference
configuration, CF-QPCM has a strong immunity to external
disturbances, which is very suitable for long-term observation
of live samples. And in the proposed CF-QPCM, the annular
illumination angle of LEDs can be expediently adjusted through
electrical control according to different applications, providing
complementary information for the same sample. Of note, the
application of CF-QPCM to organelle-specific phase-contrast
image can be enhanced by using a neural network, trained
with phase and fluorescence image pairs of the same
organelles [27]. There are also many label-free QPCM method
to provide phase-contrast images for visualizing organelles inside
live cells, such as optical diffraction tomography (ODT) with
annular quasi-2π illumination [13, 14]. While, CF-QPCM only
needs three or four phase-shifted raw images to reconstruct a
quantitative phase image and hence has a much faster imaging
speed, more suitable for observing the dynamics and interactions
of live organelles. Meanwhile, a circularly distributed LEDs
illuminator provides a superior spatial resolution to visualize

tiny structures of organelles. The quantitative phase imaging
capability of CF-QPCM also opens a gate for inspection of
industrial devices, like MEMS or microlens arrays. Compared
with the traditional approaches, such as digital holographic
microscopy (DHM), CF-QPCM has a superior phase stability
and sensibility due to its common-path configuration. CF-QPCM
can also be applied to chemistry field, for example, to sense the
composition of different solvents or to discriminate different
substrate materials since different chemical constituent have
different refractive index. We believe such a simple and
versatile apparatus will be widely applied for biomedical fields
and life science.
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Holographic Imaging Using an
Imperfect Plane Wave Illumination
With a Background Phase
Rujia Li, Feng Yang and Liangcai Cao*

State Key Laboratory of Precision Measurement Technology and Instruments, Department of Precision Instruments, Tsinghua
University, Beijing, China

Aberrations in the optical components and misalignments in the optical system cause a
background phase in the coherent illumination. To reconstruct the object phase, the
background phase illuminating the object must be measured and subtracted. For
diffraction imaging and in-line holography, the traditional phase retrieval method
reconstructs the phase diffracting from clear edges. However, it falls into stagnation
when solving a background phase slowly varying in the spatial domain. In this study, we
propose to solve the background phase using a modulation-based phase retrieval
method. Alternative structured phase modulation (ASPM) can be the phase constraint
to avoid stagnation when solving the background phase without clear edges. With ASPM,
the background phase in the experiment can be efficiently retrieved when 16 phase
patterns are employed. The ASPM acts as a phase grating to concentrate the intensities
and provides robustness to noise. Compared to the conventional random phase
modulations, the ASPM method had a smaller error value in the reconstruction
iterations, which leads to a better reconstruction quality. After measuring and
subtracting the background phase, the object phase was retrieved using a coherent
diffraction imaging system. A phase plate can be accurately reconstructed under three
different background phases.

Keywords: phase retrieval, holography, background subtraction, phase modulation, spatial light modulator

INTRODUCTION

Aberrations and misalignments are inevitable in the optical setups of various phase imaging
techniques, including interferometric methods [1–5] and diffraction-based methods [6–9]. To
measure the complex amplitude, an object is illuminated with a coherent wave. The plane wave
[10] or quasi-plane [11, 12] wave is widely used for illumination.With ideal plane-wave illumination,
the transmitted wavefront represents the complex amplitude of the object. Typically, in the
experiments, there are unavoidable aberrations and misalignments [13–15]. The illumination on
the object has an undesirable background phase slowly varying in the spatial domain. The
transmitted wavefront is the complex amplitude product of the object and illumination. To
acquire the object phase, the background phase must be measured and subtracted.

Various methods have been proposed for the background phase compensation in the
interferometric methods, such as off-axis holography techniques [16]. The compensation can be
executed numerically during the reconstruction. The background phase can be compensated by
generating a virtual phase from the hologram [17, 18] or using polynomial fitting [19, 20]. The
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aberration compensation can also be mimicked by the
computation of a numerical parametric lens [21]. Apart from
the numerical method, measuring and subtracting the
background phase is a straightforward approach [22].
Complete information on system aberration is calculated from
three laterally shifted phase images using spiral phase integration
[23]. In angular scanning digital holography setup, pupil
aberrations are recovered by utilizing the cross-spectral density
between optical fields at various incident angles [24]. For off-axis
digital holography, the background phase can be measured
directly. The phase of an object is acquired after background
elimination [25]. In phase-shifting methods, the background
phase is measured directly [26] or eliminated by numerical
methods [27]. The aberrations can also be compensated using
Zernike polynomials [28].

In diffraction imaging methods, iterative phase retrieval
methods are used to retrieve the phase [29, 30]. The basic
procedure of the algorithm is the alternating propagation of
the estimated wavefront between the planes of interest and the
recorded intensity. There is conjugated noise while propagating
the intensity. Traditional phase retrieval methods used
constraints to eliminate the conjugated noise. The Gerchberg-
Saxton (GS) algorithm [31] used the amplitude of the wavefront
of interest to be a strong constraint. Then, Fienup modified the
GS algorithm by using a loose non-negative constraint [32] or
support constraint [33]. A support constraint was widely used as a
priori information for phase retrieval [34, 35]. The support region
was artificially created by coherently illuminating a finite region
of an extended object or a large scene [36]. The wavefront inside
the support region was reconstructed iteratively. The noise
outside the support region was weakened or abandoned [37].

In a diffraction imaging setup, there is no reference beamwhile
recording the diffracted hologram. The background phase
compensation is hard to execute using the aforementioned
numerical methods. The background phase needs to be
measured. The traditional phase retrieval method performs
well when solving the phase diffracting from clear edges.
Using simulated data, the phase inside the support region can
be rapidly reconstructed [37]. When solving the background
phase without clear edges, the reconstruction algorithm
stagnates [36]. In the experiment, the intensity data was with
environmental noise. The background phase is unsolvable based
on its intensity pattern with noise using traditional phase-
retrieval methods. Diversities in the diffraction intensities need
to be detected adequately for retrieving a smooth background
phase [38, 39].

Modulations can also be used as modulation constraints to
achieve successful phase retrieval. With multiple phase
modulations, the wavefront can be fully reconstructed without
finite support constraints [40]. Using shifting illumination, a large
area of the specimen can be reconstructed at high resolution
[41–43]. A novel topological modulation provides an effective
dynamic range in the recorded intensities [44]. The two-
dimensional circular grating array is designed for the
simultaneous acquisition of scattering images in all possible
directions using a single shot [45]. With a phase-stepping
process, phase retrieval can be made with a high signal-to-noise

ratio (SNR) with a low dose x-ray illumination [46]. Progress in
holographic imaging ismade with randomphasemodulation using
metasurface. A reference-free holographic image sensor can be
made with a random diffuser [47]. High-precision quantitative
phase gradient imaging can be made with a single shot using two
coded metasurface layers [48]. With phase modulations, phase
retrieval methods can be applied to building a novel wavefront
sensor. Traditional wavefront sensor such as the Shack-Hartmann
wavefront sensor has a lateral resolution limited by the size of
micro-lens [49]. The wavefront sensing is made with a 10-
megapixel lateral resolution using random phase modulations
(RPM) on a spatial light modulator (SLM) [50]. To reduce the
modulation defects on an SLM [51], the alternative structured
phase modulations (ASPM) were designed for providing a reliable
phase modulation on the SLM and increasing the robustness of
data acquisition [52]. The structured phase modulation can also be
used to shift the high spatial frequency terms into the diffraction-
limited imaging setup, which is an effective approach to enhance
the resolution of holographicmicroscopy [53, 54] or phase-shifting
interferometry [55, 56].

In this study, we propose to solve the background phase using
a modulation-based phase retrieval method. The ASPM can be
the phase constraint to avoid stagnation when solving the
background phase slowly varying in the spatial domain. The
structured phase modulation patterns consisted of periodic phase
bars. Two adjacent patterns were orthogonally placed to form one
pair of ASPM patterns. The measured wavefront was perturbed
by the ASPM patterns, and the modulated intensities were
recorded correspondingly. Then, a modified GS algorithm was
performed for reconstruction. The modulated intensities are
concentrated by the phase gratings, which makes the method
robust to noise. The algorithm rapidly converged in 100 iterations
when solving the background phase in an experimental setup.
After background phase subtraction, the object phase can be
reconstructed accurately. A phase plate was experimentally
studied and reconstructed using illumination with three
background phases. The RPM patterns in ref. 39 [50] were
also evaluated by measuring a phase object in the same
experimental setup. The root means square error (RMSE)
curves showed that the ASPM method had a smaller
error value in the reconstruction iterations, which leads
to a better reconstruction quality. The ASPM method is
reliable for background subtraction and measuring an
object’s phase.

RETRIEVE THE OBJECT PHASE IN A
DIFFRACTION IMAGING SYSTEM

A schematic of the diffraction imaging setup used to measure the
phase object is shown in Figure 1A. The investigated object had a
complex amplitude, whereAo and ϕo represent the amplitude and
phase component of the object, respectively, xo, yo represent the
Cartesian coordinates on the object plane and represent the
complex function. When the illumination on the object is a
coherent plane wave, it can be expressed as ~b � 1. The
wavefront emitted from the object is ~uo � ~b · ~o � ~o.
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The illumination has a phase distribution, especially when
there are some misalignments and aberrations in the setup. As
shown in Figure 1A, the illumination on the object plane is
~b � Ab(xo, yo)eiϕb(xo, yo) where Ab and represents the amplitude
and phase components of illumination, respectively. The
wavefront emitted from the object is ~uo � ~b · ~o. After freely
propagating at a distance of z1, the complex wavefront ~u1
arriving at the modulation plane can be calculated based on the
angular spectrum method (ASM) as follows:

~uo(x1, y1) � Prop{~uo(x0, y0)}z1
� F −1{F {~uo(x0, y0)}exp[ikz

�����������������
1 − (λfx)2 − (λfy)2

√
]} (1)

where Prop{·} represents the propagation calculator, F {·}
represents the Fourier transform x1, y1 represents the
coordinates on the modulation plane, and λ represents the
wavelength of the illumination. On the modulation plane,
modulation or support constraints were applied on ~u1, which is

~u1 · ~m. Then, the constrained wavefront was propagated to the
recording plane at a distance of z2. The intensity of the propagated
wavefront ~u2 was recorded as the intensity constraint. Note that z2
must be larger than zero and the phase terms can be coded into the
diffraction intensity [57, 58].

A schematic of the retrieval of the object phase is shown in
Figure 1A. In the reconstruction process, the phase-retrieval
algorithm proceeded between the modulation plane and the
recording plane. Using the support or modulation constraint
and the recorded intensity constraint |~u2|2, the wavefront ~u1 was
iteratively reconstructed using phase retrieval algorithms. Then,
~uo was retrieved by numerically propagating ~u1 back to the
object plane.

The background phase must be measured and subtracted from
~uo and the object phase can be reconstructed. In diffraction
imaging, ~u1 was retrieved from |~u2|2. After propagating ~uo to
~u1 and ~u2, the object ~o and illumination ~b terms were convoluted
with the additional terms, as shown in Eq. 1. ~b could not be
eliminated using a linear operation on |~u2|2. The operation

FIGURE 1 | Schematic of the diffraction imaging technique when recording and retrieving. (A)Measuring and reconstructing the object phase with the background
phase. (B) Measuring and reconstructing the background phase. ~m: modulation or support constraint. (C) Acquiring the object phase with background subtraction.
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commonly used in in-line holography is |~u2|2/|Prop{~b}z1+z2|2.
With the linear operation on the diffraction intensity,
the reconstruction was performed with an enhancement of
the object outline, instead of acquiring the object phase. The
same is true for diffraction imaging. For proper

reconstruction of ~o, the background ~b also must be
measured and reconstructed, as shown in Figure 1B. The
investigated object can then be calculated as ~o � ~uo/~b. In this
study, the illumination background ~bwas reconstructed using
the ASPM method.

FIGURE 2 | (A) Schematic of diffraction imaging using the ASPMmethod. (B)Uploaded ASPM patterns on the LCoS and correspondingmodulated intensities. (C)
Flowchart of the iterations using ASPM method. ~m1: the first ASPM modulation pattern. I1 : the first modulated intensity; k: number of iterations; p: number of
modulations; M: total number of the constraints; mod{·} is the operator to calculate the remainder after division; t: the preferable value of the calculation error; K: a set
maximum number of iterations.
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RETRIEVING A BACKGROUND PHASE
USING THE ALTERNATIVE STRUCTURED
PHASE MODULATION METHOD

Reconstruct a Complex Wavefront Using
the Alternative Structured Phase
Modulation Method
A schematic of the ASPMmethod is shown in Figure 2A. A phase
object was illuminated as ~b. Then, the emitted complex wavefront
was freely propagated to a liquid crystal on silicon (LCoS), which
is a reflective phase-only spatial light modulator. The ASPM
patterns were uploaded to the LCoS for phase modulation. The
intensities of the modulated wavefronts were recorded using a
CMOS sensor. Multiple modulations and intensities were the
modulation and intensity constraints for the reconstruction
iterations. A modified GS algorithm was used for phase retrieval.

As shown in Figure 2(and, an ASPM pattern is composed of
bars and forms a structured phase modulation ~m when uploaded
on a phase-only LCOS. The modulated phase with phase bars is a
binary-phase grating. For the ASPM in the x-direction, the
normalized transmission function of the modulation is
expressed as follows:

~mx(x, y) � [eiϕg − 1] · rect(2xΔ ) ⊗ comb(x + s

Δ ) + 1, (2)

where ϕg represents the modulated phase, Δ represents the
period of the phase grating, ⊗ represents the convolution
operation, and s represents the shift factor after one
modulation. For the ASPM in the x-direction, the amplitude
and phase terms of the object were modulated in the x-direction.
The modulation constraints were applied in the x-direction. To
measure an object that covers the x- and y-directions, structured
phase modulation was alternatively applied in both directions.
After one modulation, the modulated wavefront ~um � ~u1 · ~m was
propagated to the camera plane at a distance of z2. The modulated
wavefront after propagation is as follows:

~u2(x2, y2) � Prop{ ~m(x1, y1) · ~u1(x1, y1)}z2, (3)
The intensity |~u2|2 is the intensity constraint recorded by the

camera. As the modulation is a phase grating, the modulated
wavefront is transmitted on the diffraction orders of the grating.
Based on the principle of diffraction gratings, the diffraction angle
α can be calculated from the period of the grating Δ, which is
sinα � mλ/Δ, where m is an integer representing the diffraction
orders. The first order containing most of the diffraction energy is
considered, and m is set to one. If the physical size of ~u1 isX1 · Y1,
the size of ~u1 after propagation is diffracted as
(X1 + z2tanα) · (Y1 + z2tanα). The physical size of the camera
Xc · Yc should be sufficiently large to capture the modulated
intensity.

Xc ≥ (X1 + z2tanα), Yc ≥ (Y1 + z2tanα), (4)
A modified GS algorithm was used for the ASPM method. A

flowchart of the algorithm is presented in Figure 2C. The
algorithm alternately propagates the estimated wavefront

between the modulation and intensity planes. Conjugate noise
was eliminated by the constraints on the two planes. An initial
random estimate of the measured wavefront ~u01 was first
modulated by the ASPM ~m0. The modulation-constrained
wavefront, ~u0m � ~u01 · ~m0, was propagated to the intensity plane.
Then, the propagated wavefront ~u02 was intensity-constrained by
replacing its amplitude with the recorded intensity I0. The
intensity-constrained wavefront ~u′02 was back-propagated to
the modulation plane and refresh the modulation-constrained
wavefront ~u′0m. Demodulation was applied as ~u11 � ~u′0m/ ~mk to
acquire the estimated wavefront ~u11, which is the input for the next
iteration and correction. M pairs of modulations and intensity
constraints were sequentially applied to the estimates. In the kth
iteration, the pth pair of constraints were applied. p is decided as
p � mod{k,M}, where mod{·} calculates the remainder after
division.

After one iteration, the conjugated terms were suppressed with
constraints. After k iterations, the refreshed estimated wavefront
~uk1 was closer to the ground truth of the ~u1. The iterations could be
terminated if the calculation error between two iterations is
preferable or the maximum number of iterations is achieved.
The error evaluation is performed on the phase component using
the root mean square error (RMSE):

RMSE �
�������������������������������
1

X1Y1
∑

x,y

∣∣∣∣ϕk+1
1 (x1, y1) − ϕk

1(x1, y1)∣∣∣∣2
√

. (5)

In the ASPM method, the multiple phase modulations are
made by shifting and rotating the phase grating perpendicular to
the optical axis. There is significant variance in the captured
intensities from the modulations. The diversities in the multiple
intensities provide sufficient constraints for good convergence of
iterations. More constraints result in a solution closer to the
ground truth.

Simulation of Retrieving a Background
Phase Using the Alternative Structured
Phase Modulation Method
A simulation was performed for retrieving a background phase
using the ASPM method. A 200×200-pixel concave wavefront
was measured as the ground truth, as shown in Figure 3A. The
phase component had a maximum value of 0.5 π rad, and the
amplitude component had a uniform value of one. The
illuminating wavelength was 532 nm. The measured wavefront
was modulated using the ASPM method and then numerically
propagated at a distance of 20mm. The numerical propagation
was calculated using the angular spectrum method (ASM) in the
discrete form:

Prop{u[α, β]}ASM � DFT

⎧⎪⎪⎨⎪⎪⎩IDFT{u[α, β]} · exp⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− iz
2π
λ

�������������������
1 − ( λξ

δXα
)2

− ( λη

δXβ
)2

√√ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, (6)
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where α, β and ξ, η are the indices of the samples in spatial
domain and Fourier domain. Xα and Xβ are the size of the
wavefront,Xα, Xβ � 200. δ represents the sampling period of the
numerical calculation, δ � 3.8μm. DFT{·} and IDFT{·} are the
two-dimensional discrete Fourier transform and inverse discrete
Fourier transform.

The concave smooth wavefront in Figure 3A was modulated
with eight groups of ASPM patterns. The period of each group of
the ASPM patterns was from 2 to 16 pixels, with a duty ratio of
50%. After the modulation in both the x- and y- directions, the
pattern was shifted with one pixel. A modified GS algorithm was
then used to work with the constraints for reconstruction. The
logarithm of the RMSE between the ground truth and the
calculated phase during the iterations is shown in Figure 4. A

total of 1000 iterations were performed during the reconstruction
process. When there are 2 or 4 modulations, the reconstruction
cannot be made. There are three unknowns in the phase
retrieval problem, which are the phase of the diffracted
wavefront, phase and amplitude of the measured wavefront.
At least three pairs of modulations in x- and y- directions are
needed for reconstruction. As the number of modulations
increases from 6, the concave smooth phase can be
reconstructed successfully. Structured phase patterns are
modulation constraints. The corresponding recorded
modulated intensities were the intensity constraints. Multiple
modulations provide sufficient constraints for noise
elimination. The convergence of the iterations and the
accuracy of the reconstruction are increased with the number

FIGURE 3 | (A) Ground truth of the wavefront and reconstructed phase and amplitude components using the ASPM, HIO, and GS methods. (B) The logarithm of
the RMSE of the ASPM, GS, and HIO methods with 1000 iterations. log(RMSE): logarithm of the RMSE of the calculated phase and the ground truth.
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of modulations. In the following simulations and experiments,
16 modulations are used for a good result.

With 16 modulations, The ASPM pattern was shifted eight
times in both the x- and y-directions. As shown in Figure 3B,
during the first 100 iterations, the algorithm converges rapidly,
which shows the efficiency of the ASPM method for error
elimination. After 300 iterations, the algorithm converges to
the final result. Compared to the ground truth, the RM phase
component reached approximately 0.84 × 10−6 after 300
iterations. The RMSE on the amplitude component is
approximately 0.65 × 10−5. In Figure 3B, the RMSE value of
the ASPM is oscillatory. There are some residual errors in
different iterations or using different constraints. As 16
modulations are sequentially used for reconstruction, the
RMSE values oscillate at a period of 16.

The classical GS and hybrid-input-output (HIO) [13]
algorithms were also used to measure the concave wavefront.
The measured wavefront was the same as that in the ASPM
method. To apply the GS and HIO method, the wavefront was
constrained with a support region, which was a round central pass
filter with a radius of 80 pixels. In the GS algorithm, the wavefront
inside the support region was completely passed, and outside the
region was blocked. In the HIO algorithm, the wavefront inside
the support region was completely passed and outside the region
was suppressed by a factor of 0.07 in every iteration. Both the GS
and HIO algorithms failed to solve the background phase arg{~b}.
Compared to the efficient ASPM method, the convergence of the
GS and HIO algorithms was marginal in this simulation, as
shown in Figure 3B. The HIO algorithms performed better
than the GS algorithm on the simulated intensity data.
However, in the experiment, the intensity data were recorded
with inevitable noise, which may lead to a failure when using the
classical method for reconstructing the background wavefront.

In the classical GS and HIO method, the recording and
retrieving can be described by Eqs. 7, 8. There is a support
region C on the measured complex wavefront ~u. P is the
propagation operator. After free propagation, one intensity
pattern I is recorded. The retrieval is made by solving the
optimization problem and searching for an optimal solution

~up that minimize the error, as shown in Eq. 8. The GS
method is based on alternatively propagating the estimation ~u’

between the support C and intensity plane I. For a rough
measured phase, there is effective diversity in the diffraction
intensity during propagation. The conjugated noise falls out of
the support region. In every propagation, the estimation is closer
to the optimal solution with an effective support constraint. For a
smooth background phase, there is insufficient diversity during
the propagation. Support C fails to constrain the estimation in the
iterations, which leads to low convergence or stagnation.

I � |PC~u|2, (7)
~up � argmin~u′

$$$$I − ∣∣∣∣PC~u′∣∣∣∣2‖2. (8)
In the ASPM method, the recording and retrieving can be

described by Eqs. 9, 10. The measured complex wavefront ~u is
modulated by Mn and then be recorded as In after propagation.
Multiple modulations and recordings provide redundant
constraints to solve the optimization problem. As the recorded
intensities vary with modulations, there is sufficient diversity for
reconstruction. The smooth background phase can be retrieved
with good convergence.

In � |PMn~u|2, n � 1, 2, 3 . . . , (9)
~up � argmin~u′ ∑n

‖In −
∣∣∣∣PMn~u′

∣∣∣∣2‖2 , n � 1, 2, 3 . . . . (10)

EXPERIMENTS ON RECONSTRUCTING AN
OBJECT PHASE USING THE ALTERNATIVE
STRUCTURED PHASE MODULATION

Calibrating the Phase Modulation of a
Spatial Light Modulator
In the ASPM method, the designed phase patterns are the
modulation constraints in the reconstruction iterations. The
modulated phase is a priori information for eliminating
conjugated terms. Quantitative phase modulation is required
for successful reconstruction. In addition, the ASPM method
requires multiple modulations and measurements to guarantee
the convergence of the algorithm and robustness to noise. Phase
calibration of the LCoS modulation benefits the acquisition of
good experimental results.

In this study, phase modulations were made using an LCoS
(Holoeye GAEA-2-vis). LCoS is a pixelated digital device that can
quantitatively modulate the phase. Owing to the limited
manufacturing process and nonlinear optical response of the
liquid crystal [59], the LCoS must be calibrated before being used.
Many calibration methods have been proposed [60–62]. In this
study, the LCoS was calibrated using an efficient and convenient
self-referenced calibration method [63, 64]. Using a blazed-
grating pattern [65], the phase modulation was measured with
an accuracy of 0.06 π in the setup of diffraction imaging. The
modulation curves before and after calibration are shown in
Figure 5A. Using the cubic polynomial fitting method, the
phase modulation of the LCoS can be predicted with an error
less than the measurement error, as shown in Figure 5B. The

FIGURE 4 | The logarithm of the RMSE of the ASPM method using 2 to
16 modulations.
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FIGURE 5 | (A) Modulation curves of the LCoS before and after calibration and curve using the cubic polynomial fitting method. (B) Residuals of the fitted curve.

FIGURE 6 |Measuring a phase object using illumination with background phase. (A) The fringe pattern on a shearing interferometer (Thorlabs SI254) for measuring
the background wavefront. (B) Schematic of the illumination with a background phase. (C) Schematic of a coherent diffraction imaging setup. (D) Picture of the object, a
phase plate. (E) Diffraction pattern of the measured object. (F,H): Two of the ASPM patterns in x- and y- direction. (G,F): Captured intensities of the modulated
wavefront. (J) The curve of the RMSE between the calculated wavefronts of adjacent iterations. (K) The reconstructed phase of the object with distortion in the
illumination.
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modulated phase ϕg related to the uploaded grayscale g can be
predicted using cubic polynomial fitting as follows:

ϕg � ( − 1.75 × 10−8g3 + 1.24 × 10−5g2 + 5.32 × 10−3g

− 1.66 × 10−2) × π. (11)

Measuring the object phase with background
subtraction.
A phase plate was experimentally studied using the ASPM
method. The setup was illuminated at 532 nm wavelength. The
polarization of the laser was adjusted by a λ⁄ 2 wave plate. The
illumination was experimentally adjusted to be collimated but it
was still not a perfect plane wave. The interferogram of the
illumination was measured using a shear interferometer
(Thorlabs, SI254), as shown in Figure 6A. The fringe pattern
shows that the illumination ~b had a background phase. A phase
plate was measured as the object. The intensity pattern of the
diffracted wavefront from the object is shown in Figure 6E. The
diffracted wavefront was modulated using the ASPM method to
reconstruct the phase of the object. The ASPM patterns were
uploaded to the calibrated LCoS (Holoeye GAEA-2, 3.a 8 μm) at
60 Hz refreshing rate. As the LCoS is a birefringent device and the
polarization of the incident beam has a great impact on the

modulation [66, 67]. The illumination was filtered by a linear
polarizer to match the long display axis of the LCoS. The
intensities of the modulated wavefront were captured with a
CMOS camera (QHY 163, pixel size 3.8 μm) with 0.01 s exposure
time. The period of the ASPM patterns was set to 40 pixels, and
the modulated phase was π. After modulation in both directions,
the pattern was shifted by five pixels for the next modulation.
Sixteen modulations and captures were made for measuring a
wavefront. Sixteen modulations and captures can be made in
0.27 s. Two of the modulation patterns and captured intensities
are shown in Figures 6F–I.

The complex wavefront ~u1 on the modulation plane was
reconstructed using the ASPM method. The RMSEs of the
adjacent iterations are shown in Figure 6J. The algorithm
converged rapidly in 400 iterations and reached the final result
after approximately 800 iterations. The complex wavefront ~uo
emitted from the phase object was calculated by back-
propagating ~u1 to the object plane. As shown in Figure 6K,
the phase can be distinguished as a character of ‘1911’, which is
the founding year of Tsinghua University. However, the
wavefront ~uo is the multiple products of ~o and ~b,
~uo � ~b · ~o.The phase of ~uo does not represent the object phase.
The phase term of illumination ~b must be measured and
subtracted.

FIGURE 7 | (A) Reconstructed phase of the illumination in the experiment using the ASPMmethod. (B) RMSE during reconstruction. (C) The reconstructed phase
of the object with an illumination background. (D) Object phase with background subtraction.
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FIGURE 8 |Measuring the phase object using three sections of the illumination. (A) Schematic of the illumination in the experiment. (B) The reconstructed phase of
different sections of the illumination. (C)Reconstructed object phase without background subtraction. (D)Reconstructed object phase with background subtraction. (E)
Reconstructed object amplitude with background subtraction.

FIGURE 9 | (A) Measured phase along the line of the object without background subtraction. (B) Measured phase along the line with background subtraction.
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Using the ASPM method, illumination ~b was measured
individually during the experiment. As shown in Figure 7A,
the phase of ~b indicates that the illumination on the object was
slightly oblique and nonuniform in the experiment. The RMSE
values during the reconstruction iterations are shown in
Figure 7B. The ASPM method has good convergence in
solving the background phase using the experimental data
with noise. To calculate ~o, the illumination ~b must be
subtracted from the measured ~uo. The phase of the object after
subtraction is shown in Figure 7D. The average phase difference
of the character was measured to be approximately 2.9 rad, which
matched the designed value of the phase plate.

In the experiment, the illumination was expanded, and a
schematic of the phase profile of the illumination is shown in
Figure 8A. The phase plate was measured experimentally using
three sections of illumination. After modulations and captures
using the central section of the illumination, the next sections

at an interval of 250 pixels were used to illuminate the object.
Using the ASPM method, the wavefronts of the three
illumination sections were reconstructed. The background
phases of the illumination sections are shown in Figure 8B.
After subtracting the phase under illumination, the phase of
the object was measured under the three illumination
sections. The phase profiles before and after subtraction
are shown in Figures 8C, D. The phase values along the
dotted line in Figures 8C, D are plotted in Figures 9A, B.
Before the subtraction, the phase was visually distinguished,
but difficult to evaluate quantitatively. The strong
background phases destroyed the investigated phase from
the object. The phase profile of the reconstructed wavefront
could not represent the object phase. After subtraction, the
phase values along the line were quantitatively evaluated. The
measured phase values under different illuminations
matched well.

FIGURE 10 | Evaluation of the ASPM and RPM methods. (A) One of the sixteen RPM patterns. (B) One of the sixteen ASPM patterns. (C–E) Reconstructed
background phase, object phase without background subtraction, and object phase with background subtraction using RPM method. (F–H) Reconstructed
background phase, object phase without background subtraction, and object phase with background subtraction using the ASPMmethod. (I) RMSE in the background
reconstruction using the ASPM and RPM methods. (J) RMSE in the object phase reconstruction using the ASPM and RPM methods.
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Evaluation of the Alternative Structured Phase
Modulation and RPM Methods
The ASPM and RPM methods were experimentally evaluated.
Sixteen ASPM patterns with a period of 40 pixels were used for
modulation. For comparison, sixteen RPM patterns with a pitch size
of 40 pixels were used for modulation. One of the RPM and ASPM
patterns is shown in Figures 10A, B. Using the setup in Figures 6A,
C phase object illuminated with a background phase was studied
using the ASPM and RPM methods, respectively. Using the two
methods, the phase of the background and object can be iteratively
reconstructed, as shown in Figures 10C–H. The RMSEs curves of
the two methods during iterations are shown in Figures 10I, J,
which shows that the ASPM method has a smaller error during the
reconstruction for a background phase and object phase. Compared
to the RPM method, the ASPM method has a better reconstruction
quality for the background phase and object phase.

In the proposed method, the spatial light modulator is used for
phase modulation. SLM is a digitalized device and has a limited
modulation bandwidth. The phases in the RPM are randomly
distributed in a high spatial complexity, which makes the RPM
hard to be accurately modulated using an available SLM. The phases
in the ASPM are the same in one direction and vary periodically in
the other direction. Compared to the RPM, the ASPM have lower
complexity and is friendly for SLM modulation. Besides, there us
environmental noise during the experiment. The ASPM patterns act
as the phase gratings and concentrate the modulated intensities,
which provides robustness to noise.

CONCLUSION

In this study, the ASPM method was used to retrieve the
background phase in the illumination. Three statics
background phases were reconstructed in a diffraction imaging

setup, which is difficult to use in traditional phase-retrieval
methods. A phase plate was investigated under three
background illuminations, and the object phase was
reconstructed. The ASPM method can retrieve the complex
wavefront gathered from a lens set. With the ASPM method,
various wavefront sensing techniques can be used for quantitative
phase imaging. The method is also capable of measuring an object
with a phase slowly varying in the spatial domain. The
background phases in various types of imaging setups, such as
in-line holography, can be retrieved and compensated using the
ASPMmethod. In this work, the modulations were made with an
SLM working at a 60 Hz refreshing rate. Sixteen acquisitions for
measuring a background phase can be made in 0.27 s. The
acquisition time can be reduced by using a faster modulation
device, such as ferroelectric SLM.
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Coherent noise suppression in
digital holographic microscopy
based on label-free deep
learning
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Provincial Key Laboratory of Information Photonics Technology, Guangdong University of
Technology, Guangzhou, China, 2MOE Key Laboratory of Material Physics and Chemistry Under
Extraordinary Conditions, and Shaanxi Key Laboratory of Optical Information Technology, School of
Physical Science and Technology, Northwestern Polytechnical University, Xi’an, China

Deep learning techniques can be introduced into the digital holography to

suppress the coherent noise. It is often necessary to first make a dataset of noisy

and noise-free phase images to train the network. However, noise-free images

are often difficult to obtain in practical holographic applications. Here we

propose a label-free training algorithms based on self-supervised learning. A

dilated blind spot network is built to learn from the real noisy phase images and a

noise level function network to estimate a noise level function. Then they are

trained together via maximizing the constrained negative log-likelihood and

Bayes’ rule to generate a denoising phase image. The experimental results

demonstrate that our method outperforms standard smoothing algorithms in

accurately reconstructing the true phase image in digital holographic

microscopy.

KEYWORDS

digital holography, noise suppression, self-supervised learning, label-free, digital
holographic microscopy (DHM)

Introduction

Digital holographic microscopy (DHM) is a non-invasive, highly precise and real-

time quantitative phase measurement technology, and it has important applications in the

fields of microsurface topography measurement, flow field measurement, biological cell

measurement, and so on [1–4]. However, under high coherent illumination, uneven

surfaces such as dust and scratches on the specimen will introduce random amplitude and

phase fluctuations, and finally form speckle noise in the reconstructed holographic image

[5]. And furthermore, the undesired diffraction and multiple reflections include the phase

noise. They are all coherent noise because of the high coherence of optical field. Thus, the

suppression of coherent noise is a key research subject, which is of great significance to

improve the measurement accuracy and resolution of DHM.

The coherent noise suppression technologies can be classified into the optical

approach and the digital image processing method. A light source with a low

OPEN ACCESS

EDITED BY

Xinping Zhang,
Beijing University of Technology, China

REVIEWED BY

Lu Rong,
Beijing University of Technology, China
Feng Pan,
Beihang University, China

*CORRESPONDENCE

Jianglei Di,
jiangleidi@gdut.edu.cn

SPECIALTY SECTION

This article was submitted to Optics and
Photonics,
a section of the journal
Frontiers in Physics

RECEIVED 21 February 2022
ACCEPTED 04 July 2022
PUBLISHED 22 July 2022

CITATION

Wu J, Tang J, Zhang J and Di J (2022),
Coherent noise suppression in digital
holographic microscopy based on
label-free deep learning.
Front. Phys. 10:880403.
doi: 10.3389/fphy.2022.880403

COPYRIGHT

© 2022 Wu, Tang, Zhang and Di. This is
an open-access article distributed
under the terms of the Creative
Commons Attribution License (CC BY).
The use, distribution or reproduction in
other forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permittedwhich does
not comply with these terms.

Frontiers in Physics frontiersin.org

TYPE Brief Research Report
PUBLISHED 22 July 2022
DOI 10.3389/fphy.2022.880403

130

https://www.frontiersin.org/articles/10.3389/fphy.2022.880403/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.880403/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.880403/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.880403/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2022.880403&domain=pdf&date_stamp=2022-07-22
mailto:jiangleidi@gdut.edu.cn
https://doi.org/10.3389/fphy.2022.880403
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2022.880403


coherence length can prevent noise outside the coherence length

from being imaged on the hologram, thus lowering the coherent

noise [6, 7]. Multiple holograms with different incident angles [8,

9], polarization states [10] or wavelengths [11] can be collected

and then superimposed to average the speckle noise. However,

this increases the complexity of optical system, and can’t process

holograms offline. In digital image processing, the median

filtering and mean filtering are usually used for speckle noise

suppressing, but high frequency details will inevitably be lost. The

wiener filtering, blind convolution method and Block-matching

and 3D filtering (BM3D) can also be used with the disadvantage

that the parameter selection is difficult to determine [12]. The

frequency-domain denoising assumes that the noise belongs to

high-frequency information, so the denoising is accomplished by

suppressing high-frequency information, such as windowed

Fourier transform, wavelet transform, and so on [13]. The

third type of digital image processing methods convert the

denoising problem into an unconstrained optimization

problem by building an optimization function such as a

convex optimization form [14].

In recent years, the deep learning-based denoising methods

have emerged. The work of Wang et al. demonstrated that the

neural network can adapt to coherent noise on its own [15]. In

most deep learning based coherent noise suppression methods,

the training data pairs of noisy and noise-free phase images are

first constructed using the noise model. The training data pairs

are utilized to train a neural network capable mapping both the

noisy and noise-free phase images [16–20]. However, these

methods require paired data to train the neural network,

which is difficult in practical holographic applications. Yin

et al. used neural networks to learn common information

from paired noisy phase images without noise-free data and

achieved neural network denoising for noisy phase images [21].

However, this method still needs to obtain multiple noisy phase

images while ensuring the consistency of the underlying sample.

We propose a label-free coherent noise suppression method

based on deep learning, which realizes the self-supervised

learning between the noise generation and suppression models

by establishing the negative log-likelihood function of noise. The

noise-free phase images are not necessary as labels, only the noisy

phase images are needed to complete the network training. The

trained network can achieve noise suppression for various noisy

phase images, and the algorithm has remarkable generalization

ability, which is of great significance for dynamic holographic

imaging.

Methods

Physical generation of speckle noise

Assuming that the coordinates of the holographic recording

plane is (x, y), the off-axis digital holographic intensity I (x, y) is

expressed as [22].

I(x, y) � ∣∣∣∣O(x, y)∣∣∣∣2 + ∣∣∣∣R(x, y)∣∣∣∣2 + O(x, y)R*(x, y)
+ O*(x, y)R(x, y) + n(x, y) (1)

Where, O (x, y) and R (x, y) are the object wavefront and

reference wavefronts at the recording plane, respectively. The

third and fourth terms can be used to reconstruct the amplitude

and phase of object wavefront, and the fifth term is speckle noise.

For any scattering point source p of the imaging system, the

coherent noise n (x, y) can be expressed as [5].

n(x, y) �
∣∣∣∣∣∣∣∣∣∑
N

1

a(xp, yp) exp[jφ(xp, yp)] exp[jφ(x, y)]
∣∣∣∣∣∣∣∣∣
2

(2)

Where, a (xp, yp) is the random intensity fluctuation, φ(xp, yp) is

the random phase fluctuation, and φ(x,y) is the propagation

phase of the light.

In the numerical reconstruction of the digital hologram, the

reconstructed complex amplitude U (ξ, η) can be obtained by

using the angular spectrum method [23]. Then, the phase of the

sample can be calculated through

FIGURE 1
The schematic diagram for the label-free coherent noise suppression in digital holographic microscopy.
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φ(ξ, η) � arctan
Im[U(ξ, η)]
Re[U(ξ, η)] (mod 2π) (3)

Where, Im ( ) and Re ( ) represent the operations of taking the

complex imaginary part and the real part, respectively. Then the

real phase of the sample can be obtained through the unwrapping

operation. However, the obtained phase image will inevitably

contain noise. Assuming that the noisy phase image can be

expressed as

φ(ξ, η) � ~φ(ξ, η) + n(ξ, η) (4)

Where, n (ξ, η) denotes the noise in φ(ξ, η), ~φ(ξ, η) is the

underlying noise-free phase image [24]. Assuming that the

phase φ(ξ, η) is spatially correlated, the noise n (ξ, η) is a

pixel-independent and signal-dependent Gaussian noise [25].

And then, the noise variance of pixel i var (ni) is only determined

by the underlying noise-free pixel value ~φi of pixel i. The noise

variance var (ni) can be regarded as a noise level function (NLF)

g(~φi), which can be expressed as

var(ni) � g(~φi). (5)

Label-free coherent noise suppression

The label-free coherent noise suppression method is

composed of two steps, shown in Figure 1. In the first step,

the object beam passes through the sample and the simulated

coherent noise screen successively, and then interferes with the

reference beam after the beam splitting prism (BS) to form the

digital hologram. In this step, the coherent noise is introduced

and a real holographic recording system is simulated. In the

simulation process, the model of speckle-noise involves only

phase distribution of object waves. The simulated coherent noise

screen modulates the object beam in the form of an exponential

term to simulate the random phase fluctuation of digital

holography. In the second step, the noisy phase images will be

processed by the trained neural network to reconstruct the clean

phase images.

DBSN and NLFN

As shown in Figure 2A, the main structure is composed of the

dilated blind spot network (DBSN) and the noise level function

network (NLFN) [26]. Then, a self-supervised loss function is

introduced to jointly train DBSN and NLFN by maximizing the

constrained log-likelihood. For a given noisy phase image, DBSN

and NLFN cooperate to produce a clean denoising phase image

under a Bayes’ rules.

The structure of DBSN in Figure 2B is based on the blind spot

network. DBSN starts with a 1 × 1 convolutional layer followed

by two network branches. A 3 × 3 center-masked convolutional

layer and six multi-dilated convolutional (MDC) modules make

up each branch. The feature maps of the two branches are then

concatenated, followed by the deployment of four 1 ×

1 convolutional layers to yield the network output. The MDC

module in Figure 2B utilizes a residual structure involving three

sub-branches. In these branches, zero, one, and two 3 × 3 dilated

convolutional layers are stacked on top of 1 × 1 convolutional

FIGURE 2
The framework for the label-free holographic phase noise suppression.
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layers, respectively. These branches’ outputs are then

concatenated, followed by another 1 × 1 convolutional layer,

and summed with the input of theMDCmodule. Finally, four 1 ×

1 convolutional layers are further applied to produce the DBSN

output by concatenating the feature maps from the two network

branches.

To enhance the model’s flexibility, the noise is assumed as a

signal-dependent multivariate Gaussian noise [25], with each

noisy phase image being NLF-specific. The noise level will always

be determined by input values at the same location. In the self-

supervised learning, only noisy reconstructed phase images can

be utilized. So NLFN learns NLF to approximate g(~φi) from the

noisy phase image. The NLFN comprises five 1 × 1 convolutional

FIGURE 3
Neural network coherent noise suppression results on simulation data. (A) The noise-free phase images; (B) The noisy phase images
reconstructed by a DHM; (C) The network denoising phase images; (D) The profile map along with the red lines.

FIGURE 4
Comparison of noise suppression results on cell phase. The upper and lower rows are different cells. (A) The phase images of the resolution
board, HT22 cell and line board; (B) The noise suppression phase by the network; (C) The noise suppression phase by median filter in a 6-by-
6 neighborhood; (D) The noise suppression phase by BM3D with noise variance of 0.02; (E) The profile map along with the red at the red arrow.
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layers with 16 channels, as shown in Figure 2C. Except for the

final layer, the activation function ReLU applies to all

convolutional layers.

In the proposed unpaired learning algorithms, the underlying

noise-free image φ̃ and the NLF are not available. Therefore, self-

supervised learning is used to train DBSN and NLFN. For a given

position i, μ is set to be the clean image predicted directly by

DBSN, which is closer to ~φi than φi. Then the assumption can be

expressed as

⎧⎪⎪⎪⎨⎪⎪⎪⎩
φi � ~φi + ni, ni ~ N(0,∑n

i
)

µi � ~φi + nµi , n
µ
i ~ N(0,∑u

i
)∣∣∣∣∣∑n

i

∣∣∣∣∣≫ ∣∣∣∣∣∑u

i

∣∣∣∣∣ ≈ 0

(6)

Among them, φi, ~φi, ni is constant. And further assume

that ni and µi are independent. Considering that ~φi is not

available, the self-supervised loss function employs the

negative log-likelihood of φi − ui, which can be written

as [26]

L(φi − ui) � ∑
i

1
2
(φi − ui)T(∑n

i
+∑u

i
)−1(φi − ui) + log

∣∣∣∣∣∑n

i

∣∣∣∣∣
+ tr((∑n

i
)−1∑u

i
)

(7)
where, ui, ∑u

i can be estimated from the output of the DBSN at

location i, and∑n
i can be estimated from the output of the NLFN

network at location i. After self-supervised learning, the

denoising phase image can be obtained using the Bayes’ rule

for each pixel

ϕi � (∑n

i
+∑u

i
)−1(∑n

i
ui +∑u

i
φi) (8)

The following are the specifics of DBSN and NLFN self-

supervised training. Noise-free phase images were obtained

via using the power spectrum inversion method [27] to

generate 10,000 images with 256 × 256 pixels. The

holographic phase noise model in Figure 1 is used to

generate noisy phase images. The test dataset consists of

actual noisy phase images reconstructed from a DHM. The

network is initialized with pre-trained parameters [26]

throughout training and terminated after 100 epochs.

DBSN and NLFN are trained using the Adam optimizer

with a learning rate of 3 × 10–4. The underlying noise-free

image is first computed using DBSN, and then its noise level is

estimated by NLF. Then, the loss function is calculated using

Eq. 7, and then the parameters of DBSN and NLF are updated

sequentially using the optimizer. The network is implemented

by Pytorch 1.7 based on Python 3.7.1, which is performed on a

PC with an Intel Core i7-10700K CPU, 32 GB of RAM, using

NVIDIA GeForce GTX 2080Ti GPU.

Results and conclusion

The test dataset consists of 1,000 phase images from the real-

world dataset [28] and 1,000 phase images simulated by the power

spectrum inversion method [27]. Noisy phase images with

atmospheric turbulence, fish and airplane patterns are shown in

Figure 3A. The phase variation varies from 0 to 8 rad. The noisy

phase images in Figure 3B are generated by the simulationmethod in

Figure 1, simulating the phase reconstruction results of a DHM. It is

worth emphasizing that the ground truth doesn’t participate in the

network’s training process. It is simply utilized for comparing

outcomes. A total of three sets of findings are shown in Figure 3.

The mean relative phase error between denoising results and the real

phase is 2.08%, which shows the self-supervised learning neural

network can effectively suppress the noise of noisy phase images. The

exact phase distribution at the red line on the left is shown in

Figure 3D. The profile of network denoising result is shown by the

red curve, while the profile of noise-free phase is represented by the

blue curve. The two curves have amean deviation error of 0.2838 rad,

less than 0.1 wavelength. It demonstrates that the network denoising

results accurately portray the samples’ real phase distribution.

The noise suppression test is conducted on the testing sample

once finishing the network training. A series of digital holograms

were recorded by using a DHM with a common-path and a

wavelength of 532 nm [29, 30]. The phase images of the

resolution board, HT22 cell and line board are numerically

reconstructed in Figure 4A. Here, it is evident for the impact

of coherent noise on quantitative phase measurements. To

compare the noise suppression effect, median filter in a 6-by-

6 neighborhood and BM3D with noise variance of 0.02 are

employed. As shown in Figure 4, the proposed label-free self-

supervised learning technique produces a smoother phase image

with superior noise suppression than the BM3D and median

filtering methods. Furthermore, the robustness of the proposed

method may be proved since the feature space of phase images

from a DHM and simulated turbulent phase images, which is the

train dataset differ from each other significantly.

In summary, we propose a label-free coherent noise suppression

method based on self-supervised learning. The proposed method

has excellent coherent noise suppression performance and good

robustness. By constructing a negative log-likelihood loss function,

we can complete the training of the denoising network without

noise-free phase data. The mean relative phase error between

denoising results and the real phase is 2.08%.
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Radiotherapy is an effective treatment for certain patients with muscle-invasive

bladder cancer and radio-sensitivity detection plays a vital role during bladder

cancer radio treatment because radiotherapy responses have profound influences

on apatient’s prognosis. Although several potential biomarkerswere investigated to

assess the radio-response of bladder cancer, studies on detecting radio-sensitivity

based on morphological characteristics of cancer cells at the single-cell level are

rare. In fact, morphological parameters are vital characteristics of cells that could

provide direct information to infer the physiological statuses of cells and evaluate

the response of cells to the external stimulations. In this study, digital holographic

microscopy was applied to quantify morphological parameters of bladder cancer

cells (HT-1376) at the single-cell level and their alterations after exposure to four

different radiation doses, i.e., 0 Gy (control), 4, 8, and 12 Gy. Based on the

reconstructed phase images, four morphological parameters of cells, namely,

cell phase volume (CPV), cell projected area (CPA), cell average phase height

(CAPH), and cell maximum phase height (CMPH), were quantitatively calculated.

The results show that the change rates of CPV, CAPH, and CMPH were increased

with the radiation dose rising, while the change rate of CPAwas decreasedwith the

radiation dose increasing. Moreover, the change rates of CPV, CPA, CAPH, and

CMPH were different between control group and 12 Gy treated group. The results

demonstrate that morphological characteristics have the potential to be utilized to

estimate the radio-sensitivity of bladder cancer cells, and it may provide new

perspectives to establishing label-free methods to detect radio-sensitivity and

guide radiotherapy in bladder cancer.

KEYWORDS

bladder cancer cell, cell morphology alteration by radiation, quantitative phase
imaging, digital holography, radio-sensitivity
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1 Introduction

Bladder cancer (BC) is the 10th most common cancer

worldwide, with an estimated 200,000 deaths in

2018 GLOBOCAN statistics [1]. For muscle-invasive BC

(MIBC), which occupies approximately 25% of all cases,

radiotherapy is an alternative treatment for patients who

demand bladder preservation or with unresectable lesions [2].

However, the heterogeneity of BC response to radiotherapy results

in inconsistent treatment outcomes. Exploiting a predictive

strategy to improve the accuracy of radiotherapy delivery is an

urgent clinical problem to be solved. Several potential biomarkers

were studied to access the radio-response of BC, but all failed to

guide clinical decision-making due to unrevealed clinical

validation and correlation [3]. At present, the choice of

radiotherapy still depends on the preference of patients and the

clinical experience of radiologists. Therefore, prospectively and

precisely predicting the radio-response of BC to assist clinical

decision-making is a practical issue the clinician faced.

Ionizing radiation, as well as some other chemical drugs, could

largely influence the cellular status and biological function.

Meanwhile, comprehensive studies verified that the changes in

biological alternation, including cell growth [4], intercellular

communication [5], transcriptome, and proteome [6], were

associated with cellular morphological phenotypes. Some specific

morphological manifestations were even coordinated with the cell

fate decisions [7]. These indicate that the response of cells to radiation

may be evaluated via quantitative morphological observation.

Digital holographic microscopy (DHM) is a novel optical

microscopic imaging technique that combined qualities found in

optical microscopy and digital holography with the capability of

quantitative phase microscopic imaging [8]. As a quantitative

phase imaging method, DHM images the sample by measuring

the optical path length delays introduced by the sample. Thus, no

labeling or staining is necessary for living cell observation. This

also means that the three-dimensional morphology of a living cell

could be objectively quantified using optical path length, and thus

multiple morphological parameters could be deduced based on

the phase image of the living cell to describe its morphology

quantitatively. As the optical path length delays introduced by

the living cell is the product of the geometric length of the living

cell and the refractive index difference between the sample and

the medium, the phase image encodes the refractive index

information of the living cell. Also, the refractive index of a

living cell is linearly proportional to dry mass density [9].

Therefore, the biochemical parameters of a living cell could be

inferred from the phase image, such as cellular dry mass and

cellular dry mass density. Furthermore, DHM arranged in an off-

axis configuration is capable of recording the phase image of the

living cell in a single exposure with nanoscale sensitivity. Due to

great advantages in living cell measurement, DHM has been

widely applied in biomedical research, especially for measuring

on morphological parameter changes in living cells [10].

In this study, we aimed to establish a method based on DHM

to detect the radio-response of bladder cancer cells. DHM was

applied to obtain the phase images of the cells and to retrieve the

changes in cell morphological parameters, which were used to

evaluate the radio-response of cells irradiated by different radiation

dose. Cell morphological parameters including CPV, CPA, CAPH,

and CMPH were quantitatively calculated from the reconstructed

phase images. The change rates of morphological parameters

manifest a closed relationship with radiation doses, where the

change rates of CPV, CAPH, and CMPH were increased with the

radiation doses rising, while the change rates of CPA were

decreased with the radiation doses increasing. Moreover, the

change rates of CPV, CPA, CAPH, and CMPH were different

between control group and 12Gy treated group.

2 Methods

2.1 Cell culture and treatments

The human urothelial bladder cancer cell line HT-1376 (CRL-

1472) was purchased and validated from Beijing Biotides

Biotechnology Co., Ltd. Cells were grown in Eagle’s Minimum

Essential (EME) Medium (Gibco, #11095080) supplemented with

10% fetal bovine serum (FBS) (Gibco, #10099141) and 1% penicillin

streptomycin (Gibco, #15140122) at 37°C in 5% CO2 humidified

incubator (Thermo HERAcell150i). Monthly, mycoplasma tests

ensured Mycoplasma-negative cultures (TransDetect, FM311-01).

The Automated Cell Counter named Countess™ II FL (Invitrogen,

#AMQAF1000) was used for live-cell counting. Cells (1.5−3×106/

dish) were seeded in 30-mm glass-bottom cell culture dishes (NEST

Scientific #801001) and incubated for 12 h, followed by radiation

using a Varian Trilogy (SSD = 100 cm). For the treatment group, the

cells were exposed to different dose of 6-MV X-rays at a dose rate of

300 cGy/min. The irradiated cells were then used for further DH

microscope or biology analyses.

2.2 Biological characteristics of HT-1376
bladder cancer cell lines irradiated by
different doses

2.2.1 Determining the viability of HT-1376
bladder cancer cell lines treated with different
radiation doses

The HT-1376 cells were cultured and irradiated as

mentioned above, followed by the cell viability detection using

the cell counting kit (CCK-8 kit). Three doses of irradiation (4, 8,

and 12 Gy) and a control group were included in this experiment.

After irradiation, cells should be cultured for 48-h and reseeded

in clear bottom 96-well plates at the optimum concentration,

followed by culturing again for 12-h till they grow adhering. All

the steps were performed according to the manufacturer’s
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instructions (CCK8 Dojindo CK04-05) and finally quantified on

the microplate reader.

2.2.2 Determining proliferation ability of HT-
1376 bladder cancer cell lines treated with
different radiation doses

The HT-1376 cells were seeded and incubated in 6-well plates

until adherent. After 8 Gy of X-ray radiation treatment, as described

before, the cells were trypsinized to single-cell suspensions and

seeded into 6-well plates in triplicate. At 14 days after seeding,

colonies were stained with 0.5% crystal violet (Solarbio, #G1062),

and the colonies with >50 cells were counted.

2.2.3 Determining migration ability of HT-1376
bladder cancer cell lines treated with different
radiation doses

The HT-1376 cells were also seeded and incubated in 6-well

plates. After 8 Gy of X-ray radiation treatment as described

before, a 10 µl pipette tip was used to scrape a wound on the

cell monolayers, images of the wound region were taken, and

distance was measured by ImageJ software.

2.3 Digital holographic microscopy setup
and data processing

2.3.1 Digital holographic microscopy setup
In this study, holograms of HT-1376 cells were recorded by the

DHmicroscope setup sketched in Figure 1A. This setup is built in an

afocal configuration, where the back focal plane of the microscope

objective (MO) coincides with the front focal plane of the tube lens

(TL), with the object placed at the front focal plane of the MO. A

solid-state laser (532 nm, 100 mW, single-mode fiber output) is

adopted and emits a coherent light that propagates through a

collimating lens (L) to produce a plane wave. The polarizing

beam splitter (PBS) splits this wave into two beams, one beam

acts as the reference beam R, and the other beam is used as an

illumination beam. In the object arm, the object beam O is formed

after the illumination beam transmits through the condenser lens

(CL), the object, the MO (Olympus UPLFLN, 20X, NA = 0.50), and

the TL sequentially. A half-wave plate (HPW1) is positioned in front

of the PBS to adjust the intensity ratio between R and O. Another

half-wave plate (HPW2) is placed in the reference arm to make the

polarization direction of O and R consistent. In the reference arm, a

variable optical delay line (DL) is adopted to match both arms of the

optical path precisely. After passing through the DL and being

reflected by the mirror (M6) and the beam splitter (BS), R interferes

with O with a small tile angle set by the M6. Thus, an off-axis

hologram is formed and recorded by a charge-coupled device (CCD,

1024 × 1024 pixels, 5.86 μm, PointGrey, Canada). Figure 1B presents

a hologram of HT-1376 cells captured by the DH microscope of

Figure 1A, where high contrast interference fringes were observed.

Figure 1C shows the reconstructed pseudo-three-dimensional phase

maps of Figure 1B, it can be seen that CAPH varies in a very large

range of about a few to dozen rad, manifesting the high

heterogeneity of morphology of HT-1376 cells.

2.3.2 Hologram recording and phase
reconstruction

To reveal the morphological alteration of HT-1376 cells

introduced by different Ionizing radiation doses, i.e., 0 Gy

(control), 4, 8, and 12 Gy, each group was observed once

before and after radiation. Each group was first observed

using a DH microscope and then taken to the radiation

FIGURE 1
(A) Schematic of the DH microscope; (B) a single hologram with a dimension of 1024 × 1024 pixels captured by (A); and (C) a reconstructed
pseudo-three-dimensional phase map from (B).
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instrument to receive Ionizing radiation. After radiating, each

group was brought back and placed under DH microscope to

perform the second observation. The time interval of each group

from the first observation to receive Ionizing radiation was about

30 min, and it also took about 30 min to bring back each group to

perform the second observation. All observations were

performed in cell culture dishes (NEST Scientific #801001).

In the hologram reconstruction process, the hologram’s zero-

order and twin term was eliminated by the spatial-frequency

domain filtering method [11], and the refocusing distance was

automatically detected by the Tamura criterion [12]. The phase

images were then reconstructed by the angular spectrummethod,

and the phase aberrations introduced by the off-axis geometry

and optical elements were removed by the background phase

fitting method [13]. After phase unwrapping, a phase offset

operation was finally performed on the obtained phase images

to make the average background phase value near the zero lines.

The single-cell was extracted from the reconstructed phase

images by the Otsu threshold segmentation algorithm [14],

and the marker-based watershed segmentation algorithm was

further applied when cells adhered together.

2.4 Calculation and analysis of cellular
morphological parameters

2.4.1 Calculation of morphological parameters
To quantitatively describe the change in cell morphology,

four parameters were taken into consideration and calculated

from the reconstructed phase images, including CPV, CPA,

CAPH, and CMPH.

DHM is a powerful quantitative phase imaging method that

measures the optical phase delays to describe the sample

quantitatively. In DHM, the sample is expressed by phase

shift and could be written as:

Δφ(x, y) � 2π
λ
[nc(x, y) − nm]h(x, y) (1)

where λ is the wavelength of the laser source, nc(x, y) is the

average cellular refractive index in the spatial position (x, y), nm is

the refractive index of the cellular culture medium, and h(x, y) is

cell height along observation direction. Phase shift at (x, y) is

referred to as cell phase height at (x, y). It can be seen that cell

phase height at (x, y) is determined by both the average cellular

refractive index at (x, y) and the cell height at (x, y). Usually, the

cellular refractive index changes slightly so that the change of cell

phase height could reliably reflect the change of cell height. Since

the phase shift of several nanometers could be sensed by

interference, DHM could provide a highly precise way to

detect the change along observation direction, that is, not

achievable for traditional optical microscopes. Based on the

phase image of cells, the four parameters, i.e., CPV, CPA,

CAPH, and CMPH could be deduced as follows:

CPV � ∑
(x,y)∈sc

Δφ(x, y) (2)

CPA � Sp × N (3)
CAPH � CPV

CPA
(4)

CMPH � 1
50

∑ Select{Sort(Δφ(x, y)), 50} (5)

In these four equations, Sc denotes the occupied region of the cell

in the phase image, Sp denotes the real area of one pixel of the

CCD camera, N denotes the total number of pixels in Sc, Sort(·)
denotes the sort operation and Select{·} denotes the operation of

selecting the top 50 largest numbers of a sequence. CPV, CPA,

and CAPH could reflect the 3D, transverse and vertical

morphology of living cell, respectively, while CMPH could

reflect the vertical morphology of the cellular nucleus.

2.4.2 Change rate calculation
To quantitatively compare the morphological changes

among different radiation doses, the change rates of CPV,

CPA, CAPH, and CMPH of every cell are calculated. The

change rate of the parameter is defined as the ratio of the

change of the parameter before and after radiation to the

parameter before radiation, which are expressed as:

CRCPV � CPVA − CPVB

CPVB
(6)

CRCPA � CPAA − CPAB

CPAB
(7)

CRCAPH � CAPHA − CAPHB

CAPHB
(8)

CRCMPH � CMPHA − CMPHB

CMPHB
(9)

In these four equations, CR denotes change rate, subscript A

denotes the parameter calculated after radiation, and subscript B

denotes the parameter measured before radiation.

2.4.3 Statistical analysis
Data were analyzed by GraphPad Prism 8 (GraphPad

Software, Califnia, LLC) and displayed as a mean ± 95%

confidence interval. The comparisons between the two groups

were analyzed by Student’s t-test. The level of significant

difference was set as two-tailed p < 0.05 (**p < 0.01, *p < 0.05).

3 Results

3.1 Changes of the viability of HT-1376
bladder cancer cell lines treated with
different radiation doses

To establish the optimal radiation dose-response for the

urothelial bladder carcinoma cell line, HT-1376 was treated
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with different doses of radiation. The cell viability was

determined 48 h later by CCK8 assay. Radiation significantly

inhibited the viability of HT-1376 in a dose-dependent manner,

as the cell number strongly decreased (Figure 2).

3.2 Changes of proliferation ability of HT-
1376 bladder cancer cell lines treated with
different radiation doses

Moreover, as the cytotoxic effect of radiation was the DNA-

double strand breakage, we investigated the alteration of cancer

stem cell features via colony formation. The irradiated cells had a

dramatically low colony-forming capacity when compared to the

untreated group (p < 0.01) (Figure 3).

3.3 Changes of migration ability of HT-
1376 bladder cancer cell lines treated with
different radiation doses

As we had captured the phenomenon of cell movement under

the DH microscope, we thus examined the migration ability of

irradiated cells by wound-healing assay. The mean width of the

wound remained unchanged in the radiation group after 24 h, while

significantly decreased in the untreated group (p = 0.05) (Figure 4).

3.4 Changes in morphological parameters
of HT-1376 bladder cancer cell lines
treated with different radiation doses

HT-1376 cells were individually exposed to 0, 4, 8, and 12 Gy,

where 0 Gy group acted as the control. All groups were measured

once under the same environmental condition before and after

radiation. As shown in Figure 5, a set of holographic phase

images and their pseudo-three-dimensional images before and

after radiation for 0, 4, 8, and 12 Gy were displayed in the first

two columns and later two columns, respectively. Phase images

before and after radiation of each group were displayed with a

unified color map, and color bars of each group were located on

the right. The white line in Figure 5B indicates the scale of the

phase images. According to Figure 5, no obvious change in phase

height and cellular shape was observed in 0 Gy group, while

phase height increase could be seen in 4, 8, and 12 Gy groups.

The distributions of CPV, CPA, CAPH, and CMPH of each

group before and after radiation were first qualitatively compared.

Figure 6 presents the histograms of CPV, CPA, CAPH, and CMPH

of each group before and after radiation. The number of cells in 0Gy

group, 4Gy group, 8Gy group, and 12Gy group are 94, 93, 67, 79,

respectively. The histograms indicated by the blue color show the

distributions of parameters before radiation, while the histograms

indicated by the green color show the distributions of parameters

after radiation. As can be seen in Figures 6C,D, the histograms of

CPV, CAPH, and CMPH after radiation seen slightly shift right

compared with those before radiation, while the histograms of CPA

slightly shift left compared with those before radiation, which

indicates that the morphology of cells is changed after radiation.

The changes in CPV, CPA, CAPH, and CMPH of each group

were quantitatively examined. Since higher radiation dose carries

larger energy and would cause more severe damage to cells,

increased changes in CPV, CPA, CAPH, and CMPH were

expected with the rise of radiation doses. The change rates of

these four parameters of each group were presented in Figure 7.

FIGURE 2
Cell viability was tested by CCK8 assay in untreated HT-1376
cells or different doses of irradiation.

FIGURE 3
The irradiated cells were reseeded at a low density (400 cells/
well) in a petri dish (D = 3 cm). The Coomassie-staining and
colonies (≥50 cells) counting were performed after 2 weeks.
Representative photographs of colonies and the colony
fraction were shown.
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As can be seen, the change rates of CPV, CAPH, and CMPH

show increased trends with the radiation dose rising, while the

change rate of CPA was decreased with the radiation increase. As

shown in Figure 7A, the change rate of the CPV of 12 Gy group

increased significantly (4.49% vs. 2.28%, p = 0.0079) compared to

the 0 Gy group, while 4 Gy group and 8 Gy group did not show a

significant increase (3.08% vs. 2.28%, p = 0.3447 and 3.19% vs.

2.28%, p = 0.3178, respectively). As shown in Figure 7B, the

change rate of the CPA of 12 Gy group decreased significantly (‒

1.92% vs. 0.98%, p = 0.0378) compared to the 0 Gy group, while

4 Gy group and 8 Gy group did not show a significant decrease

(0.86% vs. 0.98%, p = 0.9222 and ‒0.21% vs. 0.98%, p = 0.3598,

respectively). As shown in Figure 7C, the change rate of the

CAPH of 12 Gy group and 8 Gy group increased significantly

(4.74% vs. 0.95%, p = 0.0007 and 3.17% vs. 0.95%, p = 0.0239,

respectively) compared to the 0 Gy group, while 4 Gy group did

not show a significant increase (1.96% vs. 0.95%, p = 0.2767).

Moreover, the change rate of the CAPH of 12 Gy group increased

FIGURE 4
The irradiated cells were recultured to 90% confluence with adherence status, followed by a scratching assay. Closure of the wounded region
was evaluated by light-microscopy every 3 h. The percentage of the healing area was evaluated via ImageJ software and displayed as a diagram.

FIGURE 5
Phase images and corresponding pseudo-three-dimensional images of HT-1376 cells before and after radiation for 0, 4, 8, and 12 Gy.
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significantly (4.74% vs. 1.96%, p = 0.0168) compared to the 4 Gy

group. As shown in Figure 7D, the change rate of CMPH in 12 Gy

group increased significantly (6.60% vs. 3.22%, p = 0.0390)

compared to the 0 Gy group, while 4 Gy group and 8 Gy

group did not show significant (0.86% vs. 2.89%, p =

0.8407 and 5.43% vs. 2.89%, p = 0.1080, respectively) decrease.

4 Discussion

Radiotherapy is one of the routine methods for tumor

treatment. However, research on the relationship between

radiation and cell morphology is rare, especially the dynamic

and quantitative morphological changes after radiation. This

study, to our knowledge, is the first record that observes and

characterizes the cancer cell’s morphological changes after

radiation based on phase imaging strategy via DH microscope.

In experiments, bladder cancer cells were treated with three

doses of radiation and imaged by the DH microscope. We have

demonstrated that radiation could impair the growth and

migration of cancer cells and thus cause remarkable

morphological changes. Meanwhile, irradiation could not only

attack the cell itself but also break the intercellular junctions and

destroy cell communication. (PMID: 30570385, 34688032,

FIGURE 6
The distributions of CPV, CPA, CAPH, and CMPH of each group before and after radiation.
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11149936, 33416428) In our experiment, we observed those two

types of morphological phenomena for irradiated cells, which are

cellular regulation and intercellular regulation. Single-cell

response to radio-stimulation by self-alteration was defined as

cellular regulation, including cell division, cell death, and the

disappearance of cytoplasmic vacuolization. The cell-to-cell

interaction response to radio-stimulation was defined as

intercellular regulation, including cell communication, cell

migration, endocytosis, and exocytosis. Notably, intercellular

junctions are highly sensitive to ionizing radiation, and

previous studies observed the irradiated cells increasing in size

and cellular roundness due to cell-to-cell adhesion loss. (PMID:

30570385) This phenomenon is consistent with what we

observed, that some cells separated quickly from a tight

touched status and changed in shape after irradiation, as

shown in Figure 5C. Although those phenomena we observed

might not all be radio-specific, we noticed tremendous shape

changes of cells in a short period leading to a rapid increase in

phase height and, ultimately, cell death.

Moreover, we obtained several parameters of irradiated cells,

including phase height, cluster shade, and phase variance based on

refractive index measurements. The average phase height for the

confluentmonolayer cells after gradient radiation presented a good

steady rising trend, which can be attributed to the shortage of

pseudopodium and damage to adhesion ability. Correspondingly,

the change rate of cell cluster shade rose over gradient radiation,

indicating that the surface of cells bends and folds after radiation.

Unfortunately, we only observed the radiological dose-dependent

manner of cell viability and cell morphological change but not a

time-dependent manner. Therefore, contrary to some studies

before [15–17], there was no unique parameter under the DH

microscope that could stand for post-radiation morphological

features. However, despite the nonspecific morphological

parameter, the DH microscope has several advantages over the

light microscopes, including the collection of informative 3D-

morphology data, observation with nondestructive addition, and

most importantly, tracing cells with the dynamic real-time view.

To our knowledge, morphology data describing treatment for

cancer cells is limited. Kemper et al. reported the first case of drug

influence on the morphology changes of pancreatic cancer cells

viaDHmicroscope. They treated the pancreatic cancer cells with

Latrunculin B, which led to a decrease in their phase values and

cell thickness [15]. Yunxin et al. identified that the low

concentration of methanol (12%–25%) reduced the optical

stickiness of cervical cancer cells, while the high concentration

(50%) of methanol fixed the cells immediately with tiny shape

change [18]. Furthermore, chemotherapy etoposide improved

the cell volume of prostate cancer cells [16], while cisplatin was

unable to alter the cell volume of endometrial cancer cells [17].

As a result, the effect of chemical or physical interventions on the

cell morphological change might depend on the treatment-

specific properties and the cytotoxic sensitivity of cells.

FIGURE 7
The change rates in CPV, CPA, CAPH and CMPH of each group.
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Therefore, the DH microscope parameter alone might not be

sufficient enough to distinguish the type of treatment.

Our observation has some limitations. Firstly, no radiation-

related morphological parameter of cells was obtained due to the

nonspecific shape alteration was captured. Secondly, only one

type of cancer cell line was tested. Despite the limitations, our

research has a specific significance for the single irradiated-cell

continuous monitoring and their 3D shape data obtaining.

5 Conclusion

In conclusion, our study is the first observation that deeply

investigated the irradiated cancer cells based on the quantitative

phase imaging strategy using a quantitative tool, i.e., DH

microscopy. We not only verified that the irradiated-related

biological phenomena can be captured and identified via DH

microscopy but also obtained the pattern of cell morphological

change in a radiological dose-dependent manner. More

importantly, our results open the way for further studies

focused on exploring the treatment-specific cell morphology

or distinguishing the cell response via the previously

discovered or reported quantitative morphology biomarkers.
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