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We present a theoretical framework for immiscible incompressible two-phase flow in homogeneous porous media that connects the distribution of local fluid velocities to the average seepage velocities. By dividing the pore area along a cut transversal to the average flow direction up into differential areas associated with the local flow velocities, we construct a distribution function that allows us to not only re-establish existing relationships of between the seepage velocities of the immiscible fluids, but also to find new relations between their higher moments. We support and demonstrate the formalism through numerical simulations using a dynamic pore-network model for immiscible two-phase flow with two- and three-dimensional pore networks. Our numerical results are in agreement with the theoretical considerations.
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1. INTRODUCTION

When two immiscible fluids compete for the same pore space, we are dealing with immiscible two-phase flow in porous media [1]. A holy grail in porous media research is to find a proper description of immiscible two-phase flow at the continuum level, i.e., at scales where the porous medium may be treated as a continuum. Our understanding of immiscible two-phase flow at the pore level is increasing at a very high rate due to advances in experimental techniques combined with an explosive growth in computer power [2]. Still, the gap in scales between the physics at the pore level and a continuum description remains huge and the bridges that have been built so far across this gap are either complex to cross or rather rickety. To the latter class, we find the still dominating theory, first proposed by Wyckoff and Botset [3] and with an essential amendment by Leverett [4], namely relative permeability theory. The basic idea behind this theory is the following: Put yourself in the place of one of the two immiscible fluids. What does this fluid see? It sees a space in which it can flow limited by the solid matrix of the porous medium, but also by the other fluid. This reduces its mobility in the porous medium by a factor known as the relative permeability, which is a function of the how much space there is left for it. And here is the rickety part: this reduction of available space—expressed through the saturation—is the only parameter affecting the reduction factor or relative permeability. This is a very strong statement and clearly does not take into account that the distribution of immiscible fluid clusters will depend on how fast the fluids are flowing. Still, in the range of flow rates relevant for many industrial applications, this assumption works pretty well. It therefore, remains the essential work horse for practical applications.

Thermodynamically Constrained Averaging Theory (TCAT) [5–9] is built on the framework of relative permeability. However, it is based on a full analysis based on mechanical conservation laws, constitutive laws, e.g., for the motion of interfaces and contact lines, and on thermodynamics at the pore level. These are then scaled up using averaging theorems, which, loosely explained, consist of replacing derivatives of averages by averages of derivatives. In principle, this approach solves the up-scaling problem. However, as Gray and Miller point out in their book [9], each component of TCAT involves significant mathematical manipulations. The internal energy has contributions from the bulk liquids, the fluid-fluid and fluid-matrix interfaces at the pore level. The averaging process redefines the variables describing these contributions, but does not reduce their number. This accounts for a high level of complexity.

A further development somewhat along the same lines, based on non-equilibrium thermodynamics uses Euler homogeneity, more about this later, to define the up-scaled pressure. From this, Kjelstrup et al. derive constitutive equations for the flow [10, 11].

Another class of theories is based on detailed and specific assumptions concerning the physics involved. An example is Local Porosity Theory [12–17]. Another is DeProf theory which is a mechanical model combined with non-equilibrium statistical mechanics based on a classification scheme of fluid configurations at the pore level [18–20].

A recent work [21] has explored a new approach to immiscible two-phase flow in porous media based on elements borrowed from thermodynamics. That is, it is using the framework of thermodynamics, but without connecting it to processes involving heat. The spirit behind this approach is like that taken in Edwards and Oakshot's pseudo-thermodynamic theory of powders [22]. The approach consists in looking for general relations that transcends details of the physical processes involved. An example of such an approach in the field if immiscible two-phase flow in porous media is found in the Buckley-Leverett theory of invasion fronts [23]. The Buckley-Leverett equation is based solely on the principle of mass conservation and on the fractional flow rate being a function of the saturation. In the approach of Hansen et al.[21], equations are derived that originate from Euler homogeneity as in ordinary thermodynamics. These equations transcend the details of the physics involved in the same way that the equations of thermodynamics are universally applicable if a set of simple underlying conditions are met.

Thermodynamics is a theory that is valid on scales large enough so that the system it refers to may be regarded as a continuum. Statistical mechanics is then the theory that makes the connection between thermodynamics and the underlying atomistic picture.

It is the aim of this paper to formulate a description of immiscible two-phase flow in porous media that may form a link between the continuum-level approach of Hansen et al.[21] and the pore-level description of the problem—a sort of “statistical mechanics” from which the pseudo-thermodynamics may be derived, but which also describes the flow problem at the pore level.

After defining the system and the variables involved in section 2, we will in section 3 review the pseudo-thermodynamic approach [21]. The next section 4 we introduce the central object in the paper, the differential transversal area distribution which corresponds to the Boltzmann distribution in ordinary statistical mechanics, and relate it to the pseudo-thermodynamics relations. Then follows section 5 which then moves beyond the results of the pseudo-thermodynamics by focusing on fluctuations. In section 6 we use the dynamic network simulator [24] first introduced by Aker et al.[25] and then later refined [26–28] to verify the relations derived in the earlier sections. There is also a second goal behind this numerical work: the dynamic network model is a model at pore level and by its use, we show how the formalism developed here connect to the flow patterns at the pore level. Finally, we draw our conclusions in section 7.



2. SYSTEM DEFINITION

In two-phase flow, the steady state [29–31] is characterized by potentially strong fluctuations at the pore scale, but steady averages at the REV (Representative Elementary Volume) scale. As such they differ fundamentally from stationary states that are static at the pore scale as well. Steady states have much in common with ensembles in equilibrium statistical mechanics. They are also by implication assumed in the conventional descriptions of porous media flows that take the existence of an REV for granted.

Our REV is a block of homogeneous porous material of length L and area A. We prevent flow through the surfaces that are parallel to the L-direction which is the flow direction. The two remaining surfaces, each having an area A, act as inlet and outlet for the incompressible fluids that are injected and extracted from the REV. The porosity of the material is defined as

[image: image]

where Vp is the pore volume and V = AL is the volume of the REV. Due to the homogeneity of the porous medium, any cross section orthogonal to the axis along the L-direction will have a pore area that fluctuates around the value

[image: image]

There is also a solid matrix area fluctuating around

[image: image]

The homogeneity assumption consists in the fluctuations being so small that they can be ignored.

There is a time averaged volumetric flow rate Q through the REV. The volumetric flow rate consists of two components, Qw and Qn, which are the volumetric flow rates of the more wetting (w for “wetting”) and the less wetting (n for “non-wetting”) fluids with respect to the porous medium. They are related through

[image: image]

In the porous medium, there is a volume Vw of the wetting fluid and a volume Vn of the non-wetting fluid so that Vp = Vw + Vn. We define the wetting and non-wetting saturations Sw = Vw/Vp and Sn = Vn/Vp, so that Sw + Sn = 1.

We define the wetting and non-wetting transversal pore areas Aw and An as the parts of the transversal pore area Ap which occupied by the wetting or the non-wetting fluids, respectively. We have that

[image: image]

As the porous medium is homogeneous, we will find the same averages Aw and An in any cross section through the porous medium orthogonal to the flow direction. We have therefore Aw/Ap = (AwL)/(ApL) = Vw/Vp = Sw, so that

[image: image]

Likewise,

[image: image]

We define the seepage velocities, i.e., the average flow velocities in the pores, for the two immiscible fluids, vw and vn as

[image: image]

and

[image: image]

The seepage velocity associated with the total flow rate Q is defined as

[image: image]

We may express Equation (4) in terms of the seepage velocities,

[image: image]



3. PSEUDO-THERMODYNAMIC RELATIONS

Hansen et al.[21] derived a number of relations between the seepage velocities defined in (8)–(10) based on the volumetric flow rate being an Euler homogeneous function of order one with respect to the wetting and non-wetting transversal pore areas Aw and An. We present here a short review of the main results in that paper for completeness. The meaning of the statement that the volumetric flow rate is an Euler homogeneous function of order one is that it obeys the scaling relation

[image: image]

where λ is a scale factor. By taking the derivative of this equation with respect to λ and then setting λ = 1, we find

[image: image]

By dividing this expression by the transversal pore area Ap and using Equations (5)–(7), we may write this equation as

[image: image]

The two partial derivatives have the units of velocity, and Hansen et al.[21] name these velocity functions the thermodynamic velocities,

[image: image]

and

[image: image]

We use Equations (6) and (7) and the chain rule to derive

[image: image]

Likewise, we find

[image: image]

We now combine these two equations with the definitions (15) and (16), and use that Q = Apvp, i.e., Equation (10), to find

[image: image]

and

[image: image]

Combining the definitions (15) and (16) with Equation (14) gives

[image: image]

which should be compared to Equation (11). We see that

[image: image]

The seepage and thermodynamic velocities are related through a transformation [image: image] defining the co-moving velocity vm,

[image: image]

and

[image: image]

We now calculate

[image: image]

Using Equations (6) and (7) together with Equations (19) and (20), we transform this equation into

[image: image]

where we have used that vp = Q/Ap, i.e., Equation (10). We now use Equation (21) to calculate

[image: image]

Compare this equation to Equation (26) and we get an analog to the Gibbs-Duhem equation,

[image: image]

Using Equations (23) and (24), we find that the seepage velocities obey

[image: image]

and

[image: image]

where we have combined Equations (23) and (24) with Equation (28).

By combining Equations (15), (16), (23), and (24), one finds

[image: image]

and

[image: image]

These two equations, (31) and (32), may be seen as a transformation (vp, vm) → (vw, vn). The inverse of this transformation, i.e., (vw, vn) → (vp, vm) are given by Equations (11) and (29), i.e.,

[image: image]

where [image: image] and [image: image].

But, what is the co-moving velocity vm physically? We first need to understand the thermodynamic velocities [image: image] and [image: image]. These are the velocities the two fluids would have had if they were miscible. Equation (26) then tells us that a change in the saturation Sw leads to a change in the average seepage velocity vp which is the difference in seepage velocities of the two fluids. However, the two fluids are not miscible and they do get in each other's way. How much is dictated by the co-moving velocity through Equation (29).

From Equation (26) onwards to the end of this sections, none of the equations contain the size of the REV. If we now imagine a REV associated with each point in the porous medium, we have a continuum description. We may then add equations that transport the fluids between these points. Assuming that the fluids are incompressible, these equations are [1]

[image: image]

where t is the time coordinate and x is the spatial coordinate, and

[image: image]

We add the two equations and get

[image: image]

The generalization to three dimensions is straight forward.

In order to connect the equations that now have been derived to a given porous medium, constitutive equations for vp and vm need to be supplied, linking the flow to the driving forces. These may in the simplest case be pressure gradient and saturation gradient.



4. DIFFERENTIAL TRANSVERSAL AREA DISTRIBUTIONS

In this section, we connect the pseudo-thermodynamic results of section 3 to the properties of an underlying ensemble distribution. This concept in the context of immiscible two-phase flow was first considered by Savani et al.[32]. Here we generalize this concept. In some sense, we introduce here a statistical mechanics from which the pseudo-thermodynamics ensue.

We define a differential transversal pore area ap = ap(Sw, v) where v is a velocity such that apdv is the pore area covered by fluid, wetting or non-wetting, that has a velocity in the range [v, v + dv]. Hence, ap—and the other differential transversal pore areas that we will proceed to construct—are statistical distributions of the pore level velocities. The new idea we are introducing is that the velocity distribution is measured in terms of transversal pore areas. This makes it possible to make the connection between the flow at the pore level and the pseudo-thermodynamic theory reviewed in the previous section.

We must have that

[image: image]

where the integral runs over the entire range of negative and positive velocities since there may be local areas where the flow direction is opposite to the global flow. The total flow rate Q is given by

[image: image]

and the see page velocity defined in Equation (10) is then given by

[image: image]

Likewise, we define a wetting differential pore area aw and a non-wetting differential pore area an. They have the same properties except that they are restricted to the wetting or the non-wetting fluids only. That is, we have

[image: image]

and

[image: image]

They relate to the wetting and non-wetting seepage velocities defined in Equations (8) and (9) as

[image: image]

and

[image: image]

We have that

[image: image]

We now combine this equation with Equation (39) to find

[image: image]

which is Equation (11). We have here used Equations (6) and (7).

We may associate a differential area am to the co-moving velocity vm defined in Equation (29). By using Equations (39), (42), and (43) in combination with Equation (29), we find

[image: image]

so that

[image: image]

where we have used Equation (44). Equation (47) may be rewritten as

[image: image]

Averaging this equation over v and using Equations (42), (43), and (46) recovers Equation (30). Hence, we note that Equations (47) and (48) are the generalizations of Equations (29) and (30) to the differential transversal areas.

It follows that

[image: image]

where Am is the pore area associated with co-moving velocity vm. This is to expected as the areas Aw, An, Ap and Am are ways to partition the transversal pore area Ap; and we have that Aw + An = Ap + 0. This implies that there is no volumetric flow rate associated with the co-moving velocity since

[image: image]

Lastly, we may associate differential transversal areas to the thermodynamic velocities defined in Equations (19) and (20). We use Equations (23) and (24) to find

[image: image]

and

[image: image]

where am is given in Equation (48). The thermodynamic velocities are then given by

[image: image]

and

[image: image]

We find as expected that

[image: image]

and

[image: image]

Summing the two differential transversal areas for the thermodynamic areas gives

[image: image]

This leads us to an important remark. The differential transversal areas are statistical velocity distributions at the pore level. We see that the differential transversal areas that are associated with the thermodynamic velocities are different from those associated with the seepage velocities. However, Equation (57) shows that the combined differential transversal area based upon the thermodynamic velocity distributions is the same as that based upon the distributions giving the seepage velocities. Hence, the two types of differential transversal areas represent a redistribution of the pore level velocities, but in such a way that Aw and An are preserved. We see the same from Equation (49) showing that Am is zero and combining this Equations (51) and (52).

We see from Equation (47) that am is only zero if aw and an are linear in Sw and Sn, respectively, i.e., aw = Swbw where bw is independent of Sw and an = Snbn where bn is independent of Sn. Hence, this is the condition for the thermodynamic velocities to be equal to the seepage velocities.



5. MOMENTS AND FLUCTUATIONS

We define the qth moment of the seepage velocity distribution as

[image: image]

By using Equation (44) we find immediately

[image: image]

where we have defined

[image: image]

and

[image: image]

We may work out the moments of the co-moving velocity are given by

[image: image]

where we have used (47).

The thermodynamic velocity moments may be defined as in a similar manner as the moments of the seepage velocities, (60) and (61),

[image: image]

and

[image: image]

and we find

[image: image]

where we have used Equations (52) and (55).

We may Fourier transform ap, aw, and an,

[image: image]

[image: image]

and

[image: image]

From Equation (44) we find

[image: image]

and

[image: image]

We write 〈exp(ivω)〉p as a cumulant expansion,

[image: image]

where [image: image] is the kth cumulant. We define the wetting and non-wetting velocity cumulants [image: image] and [image: image] in the same way. We also write 〈exp(ivω)〉p as a moment expansion

[image: image]

By expanding the cumulant expression in Equation (71) and equating each power in iω with the corresponding one in Equation (72), then repeating this for the wetting and non-wetting cumulants, and lastly combining them through Equation (70), we find for the term proportional to (iω)2,

[image: image]

Noting that [image: image], [image: image], and [image: image] and using that [image: image], [image: image], and [image: image], we find from this equation

[image: image]

We may follow this procedure for any of the cumulants.

The corresponding equation between the second cumulants of the thermodynamic velocities is

[image: image]



6. NUMERICAL OBSERVATIONS

The relations presented in sections 4, 5 provide the bridge between the velocity distributions at the pore level and the pseudo-thermodynamic theory outlined in section 3. In order to test these relations, and to show how they may be used, we use a dynamic pore network simulator [24].

In pore network modeling, the porous medium is represented by a network of pores which transport two immiscible fluids. The pore-network model we consider here can be applied to regular networks such as a regular lattice with an artificial disorder as well as to irregular networks such as a reconstructed network from real samples. The flow of the two immiscible fluids is described in this model by keeping the track of all interface positions with time. This approach of pore network modeling was first introduced by Aker et al.[25] for drainage displacements in a regular network. Over the last two decades, new mechanisms have been developed to extend the model for the steady-state flow as well as for irregular networks. A detailed description of this model in its most recent form can be found in Gjennestad et al. [26, 27] and Sinha et al. [28] and we therefore describe it here only briefly.

The porous medium is represented by a network of links that are connected at nodes. All the pore space in this model is assigned to the links and, hence, the nodes do not contain any volume, they only represent the positions where the links meet. The flow rate qj inside any link j of the network at any instant of time for fully developed viscous flow is obtained by [33, 34],

[image: image]

where Δpj is the pressure drop across link, lj is the link length and gj is the link mobility which depends on the cross section of the link. The viscosity term μj is the saturation-weighted viscosity of the fluids inside the link given by μj = sj,wμw + sj,nμn where μw and μn are the wetting and non-wetting viscosities and sj,w and sj,n are the wetting and non-wetting fluid saturations inside the link, respectively. The term ∑pc,j corresponds to the sum of all the interfacial pressures inside the jth link. A pore typically consists of two wider pore bodies connected by a narrow pore throat. We model this by using hour-glass shaped links. The variation of the interfacial pressure with the interface position for such a link is modeled by [34],

[image: image]

where rj is the average radius of the link and x ∈ [0, lj] is the position of the interface inside the link. Here γ is the surface tension between the fluids and θ is the contact angle between the interface and the pore wall. These two Equations (77) and (76), together with the Kirchhoff relations, that is, the sum of the net volume flux at every node at each time step will be zero, provide a set of linear equations. We solve these equations with conjugate gradient solver [35] to calculate the local flow rates. All the interfaces are then advanced accordingly with small time steps. In order to achieve steady-state flow, we apply periodic boundary conditions in the direction of flow.

We construct a diamond lattice with 64 × 64 links in two dimensions (2D) with link lengths lj = 1 mm for each link. Disorder is introduced by choosing the link radii rj randomly from a uniform distribution in the range 0.1 mm and 0.4 mm. We use 10 different realizations of such network for our simulations in 2D. In three dimensions (3D), we use a network reconstructed from a 1.8 × 1.8 × 1.8 mm3 sample of Berea sandstone that contains 2, 274 links and 1, 163 nodes [36]. Simulations are performed under constant pressure drop ΔP across the network. For 2D, we have considered 3 different values for pressure drop such that, ΔP/L = 0.5, 1.0, and 1.5 MPa/m. For the 3D network, values of ΔP/L are chosen as, 10, 20, 40, and 80 MPa/m. The values for surface tension γ are chosen to be 0.02, 0.03, and 0.04N/m for both 2D and 3D. Three different values of viscosity ratios M(= μn/μw) = 0.5, 1.0, and 2.0 are considered. These values are chosen in such a way that the capillary number, defined as

[image: image]

falls in a range of around 10−3 to 10−1. Here μe is the saturation weighted effective viscosity of the system given by μe = Swμw + Snμn. Specifically, we find Ca in the range of 0.004–0.074 for 2D and 0.001–0.271 for 3D in the steady state. As the simulations are performed under constant pressure drop, the capillary number fluctuates. Ca is therefore calculated as functions of time by measuring the total flow rate Q along any cross section of the network perpendicular to the applied pressure drop. For any set of parameters, saturations are varied in the steps of 0.05 from 0 to 1 which correspond to 21 saturation values.

The simulations are continued to the steady state which is defined by the global measurable quantities, such as the fractional flow or the total flow rate Q fluctuate around a steady average. In the steady state, we calculate the seepage velocities averaged over time. First we use direct measurements, where we measure the global flow rates (Q, Qw, and Qn) and the pore areas (Ap, Aw, and An) through any cross section orthogonal to the applied pressure drop and then use Equations (8)–(10) to calculate the seepage velocities. Next, we perform the measurements using the differential pore areas (ap, aw, and an) and calculate the seepage velocities using description given in section 4. We then compare the results from the two measurements and calculate the co-moving velocities. We then verify the relation between the seepage velocities and their higher moments.

For the direct measurements, imagine a cross section at any place of the network orthogonal to the overall direction of flow. For the regular diamond lattice in 2D, all the links have the same length. Different moments of the seepage velocities can therefore be calculated by

[image: image]
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and

[image: image]

where aj is the projection of the pore area of the jth link on the cross sectional plane. Here, all links have the same angle α = 45° with the direction of the overall flow. However, in case of the irregular network in 3D, Equations (79)–(81) need to be modified as the links have different lengths and orientations. In such case, the one can calculate the seepage velocities by [28],

[image: image]
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and
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where lx,j = lj cos αj is the projection of the link length (lj) to the direction of the overall flow.

If we consider every link having the same length lj = l and same orientations αj = α in these equations, we retrieve the Equations (79)–(81). For the first moment (q = 1), the velocities [image: image], [image: image] and [image: image] are equivalent to Q/Ap, Q/Aw, and Q/An, respectively, in both 2D and 3D.

For the second approach, we construct the distribution of differential transversal pore areas ap, aw, and an such that apdv, awdv, and andv express the transversal pore areas for the total, wetting and non-wetting fluids within the velocity range from v to v + dv, so that they satisfy Equations (38), (40), and (41). We therefore have,

[image: image]

where j runs over all the sites satisfying the condition: v < vj < v + dv, vj being the local velocity of link j. In case of the 2D lattice, lx,js are same for any j and given by [image: image]. With these, different moments of the seepage velocities are then calculated using Equations (58), (60), and (61), respectively.

For any saturation, the seepage velocities and their higher moments should follow the relations (11), (45), and (59). We plot our numerical measurements in Figures 1, 2 for 2D and 3D, respectively. The upper row in each figure corresponds to the direct measurements and the lower row correspond to the measurements from the differential area distribution. A good agreement with the relations can be observed for first as well as for the higher moments for both the networks.


[image: Figure 1]
FIGURE 1. Verification of the relations (11), (45), and (59) between the steady-state seepage velocities vp, vw, and vn, and their higher moments for the 2D regular network. The top row represents the direct approach of measurements using Equations (79), (80), and (81). The bottom row corresponds to the velocities measured from the differential area distributions defined in Equations (58), (60), and (61). vp has a unit mm/s. Subsequently, for q = 2 and 3, the units for [image: image] will be mm2/s and mm3/s, respectively.



[image: Figure 2]
FIGURE 2. Verification of the relations (11), (45), and (59) between the steady-state seepage velocities vp, vw, and vn, and their higher moments for the 3D Berea network. The direct approach of measurements using Equations (82)–(84) are presented in the top row. The measurements using the differential area distributions defined in Equations (58), (60), and (61) are presented in the bottom row. vp has a unit mm/s. Subsequently, for q = 2 and 3, the units for [image: image] will be mm2/s and mm3/s, respectively.


Next we measure the fluctuations in the seepage velocities which obey Equation (74). Numerically, [image: image], [image: image], and [image: image] are calculated from the knowledge of the 1st and 2nd moments by,

[image: image]

In Figure 3, we plot these fluctuations for the two networks to compare with Equation (74) and good agreements is observed. There are some deviations in the results for the Berea network, since the results in 3D is based on only one network configuration whereas the results for 2D are averaged over 10 different configurations.


[image: Figure 3]
FIGURE 3. Numerical verification of Equation (74) between the fluctuations in the seepage velocities. [image: image] has a unit mm2/s.


Finally, we verify the relations between seepage velocities and their higher moments while varying the fluid saturation as given by the Equations (29), (30), and (62). For this, we first calculated the co-moving velocity (vm) and its higher moments from Equations (29) and (30) where we used the values of the seepage velocities measured with the direct approach. This is shown in the top rows of Figures 4, 5 for 2D and 3D, respectively, which show good agreements with Equations (29) and (30). We then compare these values of [image: image] with the measurements from the differential transversal areas using Equation (46). For this, we first constructed the histogram for the differential pore area am corresponding to the co-moving velocity from Equation (47) where we have used the variations of ap, aw, and an with the saturation Sw. For this purpose, we have considered 21 different values of saturations within 0 and 1 with an interval of 0.05. We then integrate am from −∞ to ∞, weighted by the velocity and normalized by the total pore area to obtain the desired co-moving velocity with Equation (46). These results are plotted in the bottom row of Figures 4, 5 where they are compared with the results from direct measurements. The data points roughly follow the diagonal straight line showing satisfactory agreement with the theoretical formulations. However, we observe deviations in the results that is higher compared to the direct measurements. We believe this is due to the numerical errors that added up from several steps in the calculation such as the binning techniques while measuring the distributions, taking the derivatives and calculating the integrals. Moreover, the fluctuations for 3D are much higher compared to 2D, which is due to the lack of averaging over different samples as we have already mentioned earlier.


[image: Figure 4]
FIGURE 4. Measurement of the co-moving velocity (vm) and its higher moments for the 2D network. The top row corresponds to the calculations using Equations (29) and (30) with the direct measurements. The bottom row shows the measurements of [image: image] using the differential area distributions with Equation (46) and compared with the direct measurements where higher fluctuations are observed. vm has a unit mm/s. Subsequently, for q = 2 and 3, the units for [image: image] will be mm2/s and mm3/s, respectively.



[image: Figure 5]
FIGURE 5. Measurements of [image: image] for the 3D Berea network where the top row corresponds to the direct measurements using Equations (29) and (30), and the bottom row corresponds to the measurement from the differential area distributions using Equation (46). Here, larger fluctuations in the results calculated with the differential pore area are observed compared to the 2D network. vm has a unit mm/s. Subsequently, for q = 2 and 3, the units for [image: image] will be mm2/s and mm3/s, respectively.




7. SUMMARY

The aim of this paper is to provide the link between the pseudo-thermodynamic theory at the continuum level developed in Hansen et al. [21] (see section 3) and the velocities occurring at the pore level during immiscible two-phase flow in porous media. This link is provided by defining the differential transversal pore areas defined in section 4, which essentially correspond to the statistical distributions of velocities at the pore level. The central quantities are the velocity differential transversal pore area ap, the wetting fluid differential velocity transversal pore area aw, the non-wetting fluid velocity differential transversal pore area an, and the co-moving velocity differential transversal pore area am. We also consider the thermodynamic velocity differential transversal pore areas âw and ân. The relations found by Hansen et al.[21] for the average seepage velocities, the co-moving velocity and the thermodynamic velocities are generalized to the differential transversal areas here. In the following section 5, the relations are generalized to higher moments of the velocity distributions.

The theoretical derivations are then in section 6 validated by numerical simulations. We used dynamic pore-network modeling where an interface-tracking model is used to simulate steady-state two-phase flow. We used both regular pore networks and an irregular pore network reconstructed from a Berea sandstone for our simulations. By measuring the seepage velocities from the differential area distributions and comparing them with the direct measurements, we validated the essential predictions from the earlier theoretical sections.

Both Hansen et al.[21] and the present paper are to be seen as installments toward a theory for immiscible flow in porous media at the continuum scale. The structure of this theory reflects that found in thermodynamics: A set of general relations between the macroscopic variables based on energy conservation (i.e., the Gibbs relation) and Euler homogeneity. These general equations then have to be complemented by an equation of state which introduces the specifics of the system at hand. In the immiscible two-phase flow theory we are presenting here, Euler homogeneity and mass conservation provide the general equations that transcend the specifics of the porous medium. These general equations then have to be complemented by the constitutive equations for vp and vm, which provide the specifics of the porous medium.

The resulting set of equations may then be solved for structured porous media where the structure are associated with length scales larger than that set by the REV. This is e.g., seen in the explicit appearance of the porosity ϕ in Equations (34)–(36).

An open question, though, is what happens when there is non-trivial structure in the porous medium all the way from the pore scale to the continuum scale, see [37] and [38]—or when the saturation of the system is at a critical value, see [36]. The fundamental Euler scaling assumption (12) would then need to be modified, and with it, all the ensuing equations.
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The realism of Discrete Fracture Network (DFN) models relies on the spatial organization of fractures, which is not issued by purely stochastic DFN models. In this study, we introduce correlations between fractures by enhancing the genetic model (UFM) of Davy et al. [1] based on simplified concepts of nucleation, growth and arrest with hierarchical rules. To do so, the nucleation of new fractures is correlated with the elastic strain energy of distortion stored in the matrix, which is a function of preexisting fractures. Discrete Fracture Networks so generated show multi-scale clustering effects with fractal dimensions below the topological dimension over a broad range of scales. The fractal dimension depends on the way one correlates the nucleation occurrence to the strain energy. Fracture clustering entails a spatial variability of the fracture density, which increases with the intensity of the coupling between stress and nucleation. The analysis of connected clusters density and of fracture intersections also highlights the differences between the UFM models and its equivalent Poisson model. We show that our stress-dependent nucleation model introduces some new fracture size-positions correlations, with small fractures tending to connect to the largest ones.

Keywords: discrete fracture networks (DFNs), nucleation, clustering, connectivity, topology


INTRODUCTION

Fractures are ubiquitous structures controlling both flows and rock mechanical strength in geological environments. Modeling the fracture network is thus a key prerequisite of forecasting modeling in many industrial applications such as managing groundwater/petroleum resources, assessing risks associated with geotechnical constructions or deep waste disposal, among others. In most of the cases, fractures cannot be modeled deterministically, because they cannot be observed in three-dimensions with sufficient resolution at all scales. Hence, the modeling must be stochastic, which consists of generating a 3D fractured medium statistically equivalent to measures and observations. Discrete Fracture Network modeling is one of the most convenient and used of the stochastic methods; it describes fractured rocks as a population of individual fractures, whose parameters (size, shape, orientation, aperture, and position) are drawn from statistical probability distributions derived from observation maps (mainly 2D outcrop and tunnels, 1D fracture intensity along wells, or 3D geophysics imagery) and models [see [2, 3] for reviews]. In its simplest form, the model (which we will refer as the Poisson model) consists of positioning fractures at random in the generation volume with a given density, and of assigning other fracture parameters independently by bootstrapping the parameter distributions of observations [4–9]. The method is easy to implement, but it neglects most of the complexity of the underlying fracturing process, in particular the correlations induced by fracture-to-fracture mechanical interaction [10–12]. This so-called Poisson model is thus a crude representation of geological fractures that can lead to large discrepancy between modeled and natural network in terms of network topology [13, 14], having dramatical impact on the estimated hydrological and mechanical behavior of the fractured rock mass [15–17]. A way to improve the realism of DFN models is the use of genetic models, in which the fracture hierarchy reproduce correlations between their different geometrical attributes. Nevertheless, a full mechanical description of the fracturing process [18–20] is not feasible when dealing with dense networks made of fractures having sizes from centimeter to tens of kilometers. The broad range of natural fracture size distributions and their power-law nature [11, 21–23] suggest that all scales matters. This is even more important for industries such as nuclear deep waste disposal where small fractures may have an important role at the nearfield of the repository, whose footprint extends to several kilometers. Recent papers [1, 24] have proposed a genetic model of DFN, called “Universal Fracture Model” (UFM model), using simplified fracturing-relevant rules for nucleation, growth and arrest of fractures to draw complex and dense networks. With simple kinematic rules that mimic the main mechanical processes, the model produces fracture size distributions and fracture intersections that are consistent with observations [24]. It results in less connected networks than the Poisson model and changes in the network topology [25], which has been proven to have an impact on flow properties, particularly decreasing effective permeability and increasing flow channeling [26]. Nonetheless, the random positioning of new fractures (nuclei) in this model is still too simplified to reproduce spatial variability and clustering effect observed in natural fracture network patterns [11, 23]. Indeed, nucleation is a complex process both controlled by the repartition of flaws in the rock matrix such as grain boundaries, pores or cleavage plans [27–29] and the stress distributions that make nuclei active or not [30–32]. This problem can be addressed as a quenched disordered process where flaws are initially present in the system and activate as the system evolves [33, 34], or as an annealed disorder where nuclei positioning is directly a function of the system evolution [35]. In this paper, we aim to improve the UFM model by better reproducing the complex feedback-loop process between the propagation of fractures and the emergence of new ones. Our model is also based on the nucleation, growth, and arrest scheme, but we propose to condition the positioning of new nuclei to the mechanical perturbation induced by existing fractures in a timewise manner. This perturbation is modeled as the superposition of stress redistributions induced by each fracture loaded by an allegedly known remote stress field. Such a pseudo-mechanical model does not aim to catch all the complexity of fracture mechanical processes, but this first order approximation of fracture interactions at the network scale may already change dramatically the topology and connectivity of the DFN models. Since larger stress perturbations are expected in the vicinity of fractures, with an intensity that depends on fracture size, we expect the stress-driven nucleation in the timewise process of the UFM model to increase fracture spatial correlations. In order to highlight spatial correlations of the DFNs so generated, we compute fracture positions correlation dimension, fracture density variability, and fractures intersection matrix, and compare results with equivalent Poisson model.



THE MODEL

The Discrete Fracture Network approach for modeling fractured rock masses refers to numerical models explicitly representing the geometry of each fractures forming the network. Generally, this geometry (positions, orientations, size…) is generated stochastically from data statistics. The simplest model considers fractures independent of each other; it will be referred to as the Poisson DFN model. The DFN model developed by Davy et al. [1] is based on basic mechanical concepts described in Davy et al. [24]. The fracturing process is divided in three main stages in a time-wise approach: nucleation, propagation and arrest of fractures. We first develop the model and how in its simplest form—i.e., with a Poisson distribution of nuclei—it controls the network size and intersection distributions. Then, we introduce a more complex nucleation model based on the stress perturbation of pre-existing fractures.


The Stress-Independent UFM Model

Nucleation is the fracture birth process, which is here defined by a nuclei size distribution pN(l) (that can be a power-law, exponential, etc…) and a rate ṅN = dnN/dt (with nN the number of nuclei introduced in the system). Nuclei positions are assumed to be uniformly distributed in space here, we will refer to this model as the stress-independent UFM model.

Once created, fractures grow following a power law relationship to describe the crack tip velocity in the subcritical regime [36]:

[image: image]

with l the fracture length, C the growth rate and a the growth exponent. If not arrested, nuclei size increases non-linearly with time and becomes infinite for a finite time t∞ dependent on the initial nuclei size and the parameters C and a. For constant nucleation rate and no fracture arrest, even if fractures grow, there is a stationary solution for the fracture size distribution [1]:

[image: image]

The arrest rule is assumed to reflect the mechanical interaction between fractures. In this model, we consider these interactions as a binary law where fractures can only abut on larger ones, but the reverse is not likely to occur. It results in a large proportion of T-shape intersections that are consistent with field observation, and in a quasi-universal self-similar fracture size distribution:

[image: image]

with D the topological dimension associated to fracture centers, and γ a geometrical parameter dependent on fracture orientations. Small fractures are statistically freely growing with the size distribution nG(l), while large fractures are statistically arrested and described by nA(l). The model thus results in a two-power-law size distribution, where the transition size between nG and nA is both the scale at which the network is connected and the average size of fracture blocks. The two power-law distribution is obtained for modeling time t∞, when first fractures become infinite. For larger times, the number of arrested fractures increases, and the transition size decreases. We refer the reader to Davy et al. [1] for further information.



Stress-Driven Nucleation

In this section, we further develop the stress-independent UFM model by making nucleation dependent on stress redistributions caused by existing fractures. For this, we introduce a stress field based probabilistic sampling of nuclei locations. The stress field evolves over the whole domain as the fracturing process. Considering the system to be linear elastic, which may not be the case for highly damaged materials, we define the stress field [image: image] at any position [image: image] in the domain at time t as the superposition of the remote stress field [image: image] plus the contribution of every fracture [image: image]:

[image: image]

New nuclei are progressively introduced in the system following a probability field [image: image] derived of this stress field:

[image: image]

where [image: image] is the Von Mises stress [37] and m a parameter that quantifies the coupling between nucleation occurrence and stress (thereafter called the selectivity parameter). The Von Mises stress is a scalar invariant measure of the deviatoric stress intensity and a measure of the elastic strain energy of distortion stored in the matrix. We then generate a scalar stress-intensity field that will serve as a basis to construct a discrete probability distribution for nuclei position sampling, without using any strength criteria. This stress-driven nucleation process is thus defined as an annealed disorder process [35] where nuclei positioning is directly a function of the system evolution. The model then needs two more parameters: the remote stress field tensor [image: image] and the selectivity parameter m. The latter quantifies the influence of the stress field heterogeneity on nucleation. For large m, nuclei tend to concentrate in regions with high stress intensity. In the following, we will refer to this model as the stress-driven UFM model. The case m = 0, where the nucleation is uniformly distributed in space, corresponds to the stress-independent UFM model.

For numerical implementation of the model, we use the same basic assumptions as Davy et al. [1]: fractures are modeled as interacting growing disks in a time-wise process. At each time step Δt, [image: image] nuclei are introduced in the cubic system. Those who are not intersecting any existing fractures are kept in the system and grow following equation [1], until they cross a larger fracture or reach an infinite size, that we set to be twice the system size. Nuclei are not allowed to intersect pre-existing fractures so that the available space for new nuclei and the effective nucleation rate decrease with simulation time. The stress perturbation associated to each fracture can be approximated using the 3D tensorial analytical solutions of Fabrikant [38] for uniformly loaded freely-slipping penny-shaped cracks, considering traction and/or shearing. If the system is under compression, then only the shearing part is considered. Each fracture is assumed to be uniformly loaded by the remote stress field and generate a stress perturbation that depends on the fracture size, the input remote stress field intensity, and their relative orientations. To fasten calculations, we do not calculate the interaction terms between fractures and set them to zero. Although these terms may be non-negligible when fractures get close with each other [39–41], in particular when the fracture density increases, we have estimated that this approximation is consistent with the degree of simplification used for the different stages of the model. A more elaborate version is under development.

The stress field is computed over the whole domain, on a regular cartesian stress grid Sg of resolution rstress. In order to obtain a dimensionless stress-intensity scalar field (Figure 1), each cell value is divided by the remote stress Von Mises value.


[image: Figure 1]
FIGURE 1. Stress-intensity field generated on a regular grid of size L = 1 and resolution r = 0.01.


For each nucleation step, a cell is chosen from a discrete probability sampling over the whole stress grid Sg, where the probability for each cell c is defined by:

[image: image]

Once the nucleus cell has been determined, the nucleus center position is randomly taken inside this cell. The number of computations is directly related to the nucleation rate, the stress grid resolution, and the increasing number of fractures already present in the medium, which can be large. Since the addition of a single small nucleus does not affect the stress field at the system size, a single stress grid can be used for several nucleation steps nstep in order to accelerate computations. This heterogeneous probabilistic point process of nuclei positions constitutes an improvement of the stress-independent UFM model, while keeping constant nucleation rate.




RESULTS

In this section, we focus on the spatial and topological analysis of fracture networks generated by this stress-driven UFM model. We analyze the evolution of the pattern complexity of this model with the selectivity parameter m, and compare the results with the stress-independent UFM (m = 0) and equivalent Poisson model (i.e., same population of fractures with random positions in the domain).


Numerical Simulations

For all models, we seed and let fractures grow in a domain of size L = 1 with a growth exponent a = 3, so that the power-law exponent of the dilute regime is −3, which is consistent with field data [24]. Nuclei appears in the system with a constant nucleation rate ṅ = 20, growth rate C = 1, and a size drawn from a narrow-ranged power-law distribution:

[image: image]

lN is the minimum nuclei size; its value has been set at 0.01 in order to cover two orders of magnitude in the resulting fracture size distribution. For each timestep Δt, we introduce nstep = 200 new nuclei. Nuclei intersecting existing fractures are rejected, the effective nucleation rate is thus decreasing with time, since the available space for new fractures to form is also decreasing. We stop simulations when the time is close to the t∞(lN), i.e., the time necessary for the smallest nuclei to become infinite [1]. Networks are generated for different values of selectivity parameters m = {0, 1, 2, 3, 4, 5} in order to quantify its impact on fracture clustering. The equivalent Poisson model is obtained by moving the fracture centers randomly in space, so that the size distribution remain identical but the correlations between fracture size and position are destroyed. We only show the Poisson model derived from the stress-independent UFM (m = 0). All stress-driven UFM are generated from the same constant and compressive remote stress field σ∞, so that σ1 = σxx = −4, σ2 = σyy = −2, σ3 = σzz = −1, and σxy = σxz = σyz = 0. The intensity and orientations of the principal stress components do not matter in this set of simulations since we consider that, for all generated DFNs, the orientation distribution is stress-decorrelated and is assumed uniform in order to minimize asymmetry due to the remote stress field. By doing so, we aim at focusing on the consequences of the stress field heterogeneity on spatial correlations only, but not on its spatialization. For this set of parameters, the simulation time for a stress-driven UFM model is about 60 times larger than for the stress-independent UFM model for which there is no stress. For all the models, we perform 50 realizations of each model for statistical analysis.

Figures 2A–C show 2D slices of generated three-dimensional Poisson, stress-independent UFM and stress-driven UFM (m = 3), respectively. Visually, the stress-driven nucleation process seems to increase the clustering effect of fractures positions. Simulations are stopped when t = t∞(lN), so that both the dilute and dense regime can be observed on the fracture size distribution (Figure 2D) and are consistent with equations [2] and [3], with a transitional length lc = 0.15:

[image: image]

For all models, fracture size distributions are almost the same.


[image: Figure 2]
FIGURE 2. 2D slices of three-dimensional (A) Poisson, (B) stress-independent UFM (m = 0), and (C) stress-driven UFM (m = 3) models, and (D) associated size distributions (m ∈ [ 0, 5]).


When increasing the selectivity parameter, new nuclei to form should be attracted to the tip of the largest existing fractures since the stress is high here, increasing the probability of rejection. Hence, for the same simulation time, the fracture density should decrease when increasing selectivity parameter m. We consider three-dimensional fracture densities here, such as defined by Dershowitz and Herda [42]: fracture number density p30 (number of fractures per unit volume), fracture intensity p32 (total fracture surface per unit volume), and percolation parameter p (total excluded volume around fractures per unit volume) that quantifies the network connectivity [43]. Considering the disk-shape assumption we made in our DFN models, we define these densities as:

[image: image]

Π(l, L) is surface ratio of the fracture l included in the domain of size L. Figure 3 summarize the density statistics of the generated networks.


[image: Figure 3]
FIGURE 3. Fracture density statistics of generated networks in cubic systems of volume V = 1.


One can notice a decreasing of both p30, p32, and p with selectivity parameter m due the increasing number of rejected nuclei. Moreover, the fracture density of the stress-independent UFM model is slightly slower than its equivalent Poisson model, because both models are subjected to different finite size effects.



Impact on Clustering

The spatial organization and topology of fractures in a network may have dramatical impact on its connectivity and hydraulic behavior. Quantifying the fractures organization in DFN models and comparing with natural networks is a key challenge to qualify the relevance of simplified models. Natural fracture networks have shown complex clustered patterns [11, 44] that has consequences on connectivity [21, 45, 46].

Considering the multiscale nature of fractures, and thus of the subsequent stress fluctuations, we expect fractal correlations to develop in our model. The full multifractal spectrum of fracture organization may be quantified using the box-counting method [47], computing the number of boxes to cover the network at different scales. Nevertheless, this technique has be shown to be strongly affected by finite size effects [11, 23, 48]. We then compute the 2-point correlation integral (or correlation pair function) to describe the spatial correlations of fractures positions. This method gives the probability for two fractures to belong to the same cluster. For a population of Nf fractures, the associated correlation pair function is defined by:

[image: image]

with N(r) the number of points whose mutual distance is less than r [47]. For a large population of points, this quantity tends to scale a power-law [image: image], where D2 is the correlation dimension of fracture centers. The correlation dimension can thus be obtained by computing the slope of the correlation pair function in a log-log plot. Figure 4A shows the evolution of the correlation pair function and its derivative with scale r. This function is affected by finite-size and resolution effects when the mutual distance r tends to domain finite size and nuclei size, respectively. We calculate a correlation dimension D2 in the interval [0.03, 0.08] that is not affected by size effects. Indeed, below the lower bound, the derivative of the correlation pair function increases dramatically because few fractures are so close to each other. This resolution effect is related to the no-intersecting assumption when introducing new nuclei in the UFM model. On the other hand, finite size effect due to the system size are already dramatic below the upper bound, as we should obtain a correlation dimension D2 = 3, for the Poisson model. As expected, the correlation dimension of the 3D Poisson and stress-independent UFM models is D2~3, which is consistent with a uniform distribution of fracture centers in space for both models. D2 is smaller than 3 for the stress-driven UFM model and decreases when increasing the selectivity parameter m. For large values of m, nuclei concentrate in zones of high stress, mainly near the tips of the largest fractures, leading to a clustering of fractures. Figure 4B shows that correlations exist even at early simulation times. For large m values, the correlation dimension increases slightly with time, as the available space around fractures tips decreases.


[image: Figure 4]
FIGURE 4. (A) Correlation pair function, and (B) correlation dimension analysis for the Poisson, stress-independent UFM, and stress-driven UFM models.


The correlation dimension of fracture centers indicates how much a fracture network occupies its underlying metric space. Nevertheless, two networks can have the same correlation dimension but very different patterns. In order to describe the texture associated to a network, we use the concept of lacunarity [49]. Fundamentally, lacunarity is a dimensionless representation of the variance to mean ratio [50] defined here as:

[image: image]

with σM(s) and μM(s) the standard deviation and mean of a measure M at scale s. For any density measure M, if λM(s) → 0, the pattern is perfectly homogeneous at scale s. Lacunarity is a scale dependent measure, whose analysis quantify the degree of clustering and anti-clustering [51], and potentially on different regimes [50, 52, 53], when analyzing lacunarity curves, showing λM(s) evolution with scale s. Lacunarity analysis can then be used to analyze textural heterogeneity of fracture densities [54]. For three-dimensional fracture networks, we can define various measures M quantifying fracture density as defined by Dershowitz and Herda [42], or in section Numerical Simulations.

Figure 5 shows the lacunarity curves of the three-dimensional fracture densities defined in section Numerical Simulations. As expected, the p30 lacunarity curve is the same for the stress-independent UFM model and its equivalent Poisson model (because both follow a homogeneous Poisson point process) and scales ~ s−3. The p30 lacunarity of the stress-driven UFM models are much larger and evolves differently with scale, which emphasizes that fracture center positions are correlated. They all follow a scaling As−α, with A and α constant factors increasing with m. For fracture intensity p32, the lacunarity of the stress-independent UFM model is smaller at all scales than that of the Poisson model. The p32 lacunarity decreases faster with scale for the stress-independent UFM model than for Poisson model. This reflects a fracture density much more homogeneous in space at all scales for the stress-independent UFM than for the Poisson case. Indeed, the UFM rule (a fracture cannot cross a larger one) tends to produce an interconnected network of blocks of size of the order the transition scale lc [1]. The p32 lacunarity here quantifies the fracture position-size correlation induced by the UFM rule. The p32 lacunarity increases at all scales with the selectivity parameter m for the stress-driven UFM models,. Even for small values of m, the shift in lacunarity with the stress-independent UFM case is important, which points out the impact of the clustering of fracture positions on density variability. The lacunarity associated to the percolation parameter is smaller for all UFM models than for Poisson model, meaning that the connectivity of the network is more homogeneous for UFM models. All percolation lacunarity curves are similar whatever the value of m, suggesting that the percolation parameter is more sensitive to the fracture position-size correlations induced by the UFM rule, than the fracture centers correlations.


[image: Figure 5]
FIGURE 5. Fracture density lacunarity curves for (A) p30, (B) p32, and (C) percolation parameters.




Consequences on Connectivity and Topology

Fracture correlation is likely changing the connectivity of the overall network. Maillot et al. [26] show that stress-independent UFM networks (which they refer as a “kinematic” model) have permeabilities 1.5–10 times smaller than the equivalent Poisson model, and a higher channeling (a higher portion of the total fracture surface where the flow is significant). Some studies [46, 55] show that, for networks with a power-law size distribution, the evolution of connectivity with scale is strongly dependent on the power-law exponent a and on the fractal dimension of fracture centers D2. In our case, because fracture centers tend to concentrate in clusters around large fracture tips, the fracture interconnectivity may also increase. Increasing the connectivity between fractures should increase the backbone density, defined as the structure carrying flow in the network [56]. We here define the backbone by removing iteratively fractures having only one connection with the network or the boundary, keeping only the connected clusters without flow dead-ends. Figure 6 shows that the percentage of fractures in number and in total area (p30 and p32) involved in the backbone is smaller for any kind of UFM model (stress-independent or stress-driven) than for corresponding Poisson model. Moreover, for the UFM models, even if < 25% of fractures are part of the backbone, this represents more than 65% of the backbone surface, which shows that connectivity is mostly ensured by large structures [21, 45]. Finally, as the number of fractures involved in the backbone structure increases more than the total area with m, we can conclude that we tend to connect mostly small fractures to the backbone with this stress-driven nucleation process.


[image: Figure 6]
FIGURE 6. Evolution of backbone percentage with selectivity parameter m (m = Poisson refers to Poisson model).


The number of intersections per fracture is a good indicator of fracture connectivity. Maillot et al. [26] showed that the number of intersections per fracture is a function of fracture size for both Poisson and UFM models. Moreover, they showed that whatever the fracture size, the number of intersections is about two times lower for UFM model than for equivalent Poisson model. We here push further this topological analysis computing the fracture intersection matrix PI so that for ni and nj fractures of size li and lj, respectively, PI[i, j] gives the number of fractures of size li intersecting fractures of size lj, divided by ninj. Figures 7A–C show the mean intersection matrix for all generated Poisson, stress-independent UFM (m = 0), and stress-driven UFM (m = 5) models, respectively. As expected, in any case, the probability of intersection increases with fractures sizes. Figures 7D,E show the mean intersection matrix for stress-independent UFM (m = 0), and stress-driven UFM (m = 5) models, normalized by the mean equivalent Poisson's model intersection matrix, in order to highlight differences between UFM and Poisson models. Our analysis shows that the number of fractures intersections is smaller for UFM models than their equivalent Poisson. We can also notice that this number is much smaller for fractures of the same size, which is a consequence of the UFM rule assuming that a fracture cannot cross a larger one. Finally, Figure 7F shows the stress-dependent UFM (m = 5) model intersection matrix, normalized by the one of the stress-independent UFM (m = 0) model, showing that our stress-driven nucleation process tend to increase the connectivity of small fractures with the smallest and the largest fractures. Indeed, new fractures tend to develop at the tip of the largest existing fractures, increasing connectivity between both.


[image: Figure 7]
FIGURE 7. Intersection matrix for (A) Poisson, (B) stress-independent UFM, and (C) stress-driven UFM models. (D) Normalized intersection matrix [image: image] for the stress-independent UFM models, (E) Normalized intersection matrix [image: image] for the stress-driven UFM (m = 5) models, (F) Intersection matrix ratio [image: image].





CONCLUSION

The genetic UFM model developed by Davy et al. [1], describing the fracturing process as a combination of simplified nucleation, growth and arrest laws, introduces a fracture size-position correlation in DFN modeling, that does not exist in equivalent Poisson model. It results in two distinct power-law fracture size distributions and a number of T-intersections that are consistent with field data [24]. Nevertheless, the model does not take into account the mechanical feedback loop between fracture growth and birth, therefore neglecting fracture-to-fracture positioning correlations. In this paper, we pushed further the model by improving the nucleation process, conditioning the position of newly created fractures by the stress perturbation induced by preexisting ones, in a timewise process. This stress perturbation is a function of fractures geometry (size and orientation), and the applied remote stress (orientation and intensity). This results in more correlated networks, showing fractal positioning, and a higher variability of fracture densities. We introduce a selectivity parameter m that quantifies the dependency of nucleation with the stress field. When nucleation is stress-independent (m = 0, uniform positions), we show that fracture density variability associated to UFM networks is much smaller than equivalent Poisson model. This means that the UFM rule, imposing that a fracture cannot cross a larger one, tends to organize networks into more homogeneous patterns than if fractures were positioned at random. Nonetheless, when nucleation is stress-driven (m ≠ 0), the higher m, the lower the correlation dimension of fracture positions, and the higher the spatial variability of fracture densities. This effect is dependent on the density measure, i.e., on the dependency of the density with fracture size. It is higher for the number of fractures per unit volume than for the percolation parameter. Moreover, our connectivity analysis brings up that the UFM rule tends to create a hierarchy between fractures, so that fractures of the same size order are less likely to cross one each other. The stress-driven nucleation process we propose tends to connect small fractures all together with the largest ones, that are responsible for the main stress perturbations. We also show that UFM models have lower percentage of fractures involved in the backbone than their equivalent Poisson model [26], whatever the selectivity parameter.

Finally, constraining fractures orientation according to the computed local stress field, in order to account for fracture position-orientation correlations, would constitute a huge improvement of the model. Once a full simplified mechanical description of the fracturing process is performed, this would allow us to perform real case studies, and compare our analysis results (clustering, connectivity…) between 2D numerical outcrops from generated DFNs, with real ones.
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The study and control of resonant instabilities in magnetized plasmas is of fundamental interest over a wide range of applications from industrially relevant plasmas to plasma sources for spacecraft propulsion. In this work electrostatic probes were employed to measure a 4–20 kHz instability in the ion saturation current downstream of an electric double layer (DL) in an expanding helicon plasma source. The amplitude and frequency of the instability were found to vary in inverse proportion to the operating argon gas pressure (0.2–0.6 mTorr) and in direct proportion to the applied rf power (100–600 W) and applied solenoid current (3–8 A). A spatially resolved characterization of the maximum instability amplitude determined two radial maxima, corresponding to the locations of most positive radial ion density gradient. Control and inhibition of the instability were achieved through the application of a kHz voltage amplitude modulation to the 13.56 MHz radio-frequency (rf) power supplied to the helicon antenna. Through the application of voltage amplitude modulations in the frequency range 2–12 kHz the instability was reduced by up to 65%, exhibiting a greater reduction at higher applied modulation frequencies. This effect is described through a variation in the radial ion density gradient via asymmetrically attenuated ion acoustic density perturbations induced by the applied voltage modulation. The application of voltage amplitude modulations has been demonstrated as a potential control mechanism for density gradient driven instabilities in magnetized plasmas.
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1. INTRODUCTION

Electromagnetic propulsion devices present a growing alternative to chemical propulsion sources as they are capable of providing higher specific impulses and employ less volatile propellants [1–4]. Within this catagory, radio-frequency (rf), electrodeless plasma thrusters are of particular interest as they could provide extended operational lifetimes as compared to more commonly employed Hall and gridded ion thrusters. The Helicon Double Layer Thruster (HDLT) is an example of a rf, electrodeless, neutraliser-free plasma thruster and employs a current-free double layer (CFDL) to accelerate an ion beam to velocities beyond the local ion sound speed, producing variable thrust in the mN range [5–9].

Over the last two decades, a number of expanding plasma devices have been used to explore the physics of low pressure plasmas flowing through diverging magnetic nozzles for conditions relevant to HDLT-type thrusters. These devices typically consist of a rf plasma source surrounded by a set of solenoids and contiguously attached to a larger radius expansion chamber. Much of the previous work conducted in these devices has focused on characterizing the axial DL [9–13] and subsequent ion beam [14–16] as well as a region of high density plasma located off-axis in the expansion chamber known as the high-density conics [17–22]. The conics are ionized locally by hot electron populations, which stream along the most radial magnetic field lines to escape the source region, and result in a hollow radial plasma density profile in the expansion region. The downstream region of these expanding plasma devices can therefore be described by an axial supersonic ion beam radially surrounded by the stationary high density conics.

Strong gradients in magnetic field strength, plasma potential, density, and electron temperature are inherent to the expanding plasma devices in which DLs, ion beams and conics have been observed [23, 24]. Ion acoustic instabilities generated by strong gradients in these plasma properties have been the subject of investigation for many years [25–28], and extensive work has been preformed on density gradient driven, kHz range, drift wave instabilities in helicon sources [29–34] and turbulent or anomalous transport in other types of electric propulsion devices, e.g., spoke instabilities in Hall thrusters [35–37].

In an experimental study on the HDLT, Aanesland et al. showed the presence of a 10–20 kHz upstream ionization instability in the source region of the Chi Kung reactor at the Australian National University (ANU) and investigated its source [38, 39]. The authors of that study theorized that the instability was an ionization instability caused by an energetic electron population accelerated into the plasma source from the expansion region by the CFDL. However, measurements of the axial upstream Electron energy probability function (EEPF) taken by Takahashi et al. in the same reactor did not show the presence of an accelerated electron beam in the source region [40]. The source of the instability presented in the previous work is yet to be fully understood and further investigation is necessary to understand the particle dynamics in these expanding plasma devices.

In this work, an instability found at similar frequencies to that presented in the previous work by Aanesland et al. is detected in the downstream region of the Chi Kung reactor. Control of the instability is achieved via the application of variable frequency voltage amplitude modulations to the rf power supplied to the rf antenna surrounding the source region. Here, ion acoustic waves, i.e., ion density perturbations, are employed to control and reduce the instability via modification of the radial ion density gradient. An overview of the Chi-Kung reactor and the electrostatic diagnostics employed is given in section 2. The instability amplitude and frequency are spatially characterized in section 3, revealing the apparent source of the instability and the dependence on operating pressure, applied rf antenna power and solenoid current. The voltage amplitude modulation technique is detailed in section 4.1 and control of the instability is demonstrated for varying voltage amplitude modulation frequencies in section 4.2 including a mathematical description of the proposed control mechanism.



2. DESCRIPTION OF THE EXPERIMENTAL SETUP

The measurements presented in this study were taken in the Chi-Kung helicon plasma reactor, shown in Figure 1. The operation of Chi Kung is described in detail in Charles and Boswell [8] and is briefly outlined here for completeness. The Chi Kung plasma reactor source chamber consists of a 31 cm long, 0.65 cm thick, 13.7 cm inner diameter cylindrical Pyrex tube, contiguously connected to a 30 cm long, 32 cm inner diameter grounded aluminum expansion chamber. The axial coordinate system Z is zeroed at the interface between the source chamber and the expansion region, as shown in Figure 1. To compare with previous measurements of the instability in Aanesland et al. [39], an insulating glass plate is positioned on the upstream side of the source chamber, illustrated in Figure 1 by a light blue section at Z = −31 cm. The presence of an insulating backplate ensures that all walls in the source region are floating, enforcing an insulated boundary condition upstream [41, 42] leading to enhanced electron fluxes downstream. A pumping system consisting of a turbomolecular and rotary pump is used to maintain a base chamber pressure of 5 × 10−6 Torr. Argon gas is introduced into the system through a vacuum feedthrough at Z = −31 cm and is regulated using a mass flow controller. Experiments in this study are conducted at operating argon gas pressures between 0.2 and 0.6 mTorr, as measured by an MDC P/N 432025 pressure gauge. Two solenoids in a Helmholtz pair configuration, positioned at Z = –28.6 cm, and Z = –9 cm, provide a near-parallel magnetic field in the source region and a diverging magnetic field in the downstream expansion chamber. A 3–8 A DC current is supplied to both solenoids, resulting in an on-axis magnetic field strength of between ~48 and 193 G. Power is coupled to the plasma at 13.56 MHz through an 18 cm long double saddle antenna, centered on Z = −20 cm, and supplied by an ENI OEM-25, 3 kW solid state power supply via an impedance matching network.


[image: Figure 1]
FIGURE 1. Schematic of the Chi Kung reactor showing the locations of the solenoids, RF antenna, gas inlet, insulating glass plate in the source region and diagnostic probes. The magnetic field lines generated by the solenoids are pictured as blue lines. The Langmuir probe (LP) and retarding field energy analyzer (RFEA) possessed an axial range of −20 ≤ Z ≤ 30 cm and a radial range of −14 ≤ R ≤ 14 cm.


A Langmuir probe (LP) was used to measure the ion saturation current (probe biased to –67 V) downstream of the double layer, located just upstream of the source aperture between –9 and 0 cm. The probe consisted of a one-sided 1.5 mm radius nickel disk installed at the end of a 5 cm long piece of alumina tube, itself fixed to a grounded probe shaft. The probe was free to move both axially and radially without breaking vacuum, allowing for an axial range of −20 ≤ Z ≤ 30 cm and a radial range of −14 ≤ R ≤ 14 cm. Ion saturation currents were acquired and fast Fourier transformed by a National Instruments NI PXI-5122 high-speed digitizer (100 MHz sampling rate), prior to further analysis.

Ion densities downstream of the double layer were obtained employing a retarding field energy analyser (RFEA) operating in ion collection mode. The RFEA follows a design published previously in Charles and Boswell [8] and consists of a stack of biased nickel grids positioned in front of a nickel collector plate. The grids act as a directional energy filter for ions accelerated by the grounded sheath surrounding the RFEA and entering the probe orifice. In ion mode operation, the RFEA repeller grid is aligned perpendicular to the ion beam and biased to –80 V and the applied discriminator voltage Vd is scanned between 0 and 80 V. Those ions with sufficient kinetic energy to overcome the potential barrier provided by the discriminator grid are measured as an integrated ion current at the collecting electrode, Ic(Vd).

As Vd is swept from 0 to 80 V, the increasing potential barrier between the discriminator grid and the collecting plate results in a decrease in the current incident upon the collector plate. Eventually, Vd becomes too large and no ions are detected at the collecting electrode. The total stationary ion current can then be extracted by applying a Gaussian fit to the first derivative of RFEA I-V trace, and converted into the stationary ion density via comparison to the stationary ion current measured via a Langmuir probe, as performed and described in Bennet et al. [22].



3. IDENTIFICATION AND CHARACTERIZATION OF A kHz INSTABILITY

An instability in the ion saturation current has been observed in the expansion chamber of the Chi Kung reactor under conditions known to support an ion beam [21]. A representative example of the instability measured in a 13.56 MHz, 300 W, 0.25 mTorr argon discharge is shown in Figure 2A, indicating the maximum amplitude ξ and central frequency νξ. The radial distribution in the maximum instability amplitude and the radial ion density gradient [image: image] are shown in Figure 2B, as measured downstream of the DL (Z = 2 cm) for the same operating conditions. Ion density measurements were obtained between 0 ≤ R ≤ 10 cm employing identical conditions for a 0.30 mTorr operating pressure.


[image: Figure 2]
FIGURE 2. Representative examples of (A) the fourier transformed ion saturation current measured off-axis (R, Z = –6 cm, 2 cm) downstream of the DL, exhibiting an anomalous instability centered on νξ = 13.4 kHz with a 2 kHz FWHM bandwidth and (B) the radial distribution (at Z = 2 cm) in the maximum instability amplitude ξ, the ion density ni and the radial ion density gradient [image: image]. Solid lines added to guide the eye. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.25–0.30 mTorr argon with I1,2 = 6 A solenoid current.


The instability shown in Figure 2A represents an ion acoustic wave at νξ = 13.4 kHz propagating downstream of the DL (R, Z = –6 cm, 2 cm). Notably, this frequency does not correspond to any harmonic or alias of the driving 13.56 MHz frequency nor to the ion cyclotron resonance frequency, instead arising from anomalous periodic interactions within the plasma. The relative amplitude and frequency range of the instability agree with previously measured anomalous signals observed under similar operating conditions, presented in Aanesland et al. [39].

The spatial distribution in the amplitude of the instability, shown in Figure 2B for −10 ≤ R ≤ 10 cm at Z = 2 cm, exhibits two approximately symmetric maxima located R~5–6 cm off-axis, reducing on-axis and adjacent to the expansion chamber walls. Additionally Figure 2B contains the normalized radial ion density profile measured between 0 ≤ R ≤ 10 cm employing an axially aligned RFEA positioned at the same axial location, where ion density data is obtained from Bennet et al. [22]. The radial density profile shows the high-density conics as locations of increased ion density off axis centered around R ~7–8 cm [15, 22]. The amplitude of the instability drops rapidly toward the regions of peak ion density, limiting its radial extent to within the conics. In fact, the radial distribution of the instability demonstrates maxima corresponding with the regions of highest increasing radial ion density gradient. To illustrate this, the radial ion density gradient [image: image], obtained from a differentiated smoothing spline fit of the radial ion density, has been plotted on Figure 2B, where [image: image] features two peaks located off-axis which align closely with the peaks of the instability amplitude. This indicates that the observed instability could be caused by the radial density gradient in the downstream generated by the conics. Note that the ion density in Figure 2B was measured only on the +R side, with the ion density and density gradient for the –R side presented as a symmetric mapping.

To further investigate the dependencies between the spatial distribution of the instability and the radial ion density gradients, LP measurements of the instability magnitude and central frequency were performed with a 1 cm radial and axial resolution across the mid-plane downstream of the Chi-Kung source. The central frequency of the instability downstream of the DL was found to be approximately spatially invariant, however the amplitude of the instability exhibited both a radial and axial spatial variation. A 2D map of the maximum amplitude of the instability is shown in Figure 3A for a 13.56 MHz, 300 W, argon discharge at 0.25 mTorr. Figure 3B shows a 2D map of the normalized radial ion density gradient, again employing smoothing splines allowing for calculation of [image: image] throughout the measured area.


[image: Figure 3]
FIGURE 3. Normalized (A) maximum instability amplitude ξ and (B) radial ion density gradient [image: image] downstream of the DL between 1 ≤ Z ≤ 10 cm and −10 ≤ R ≤ 10 cm. White dashed lines denote the approximate location of beam-conic interface. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.25 mTorr argon with I1,2 = 6 A solenoid current.


As observed previously in Figure 2, a similarity exists between the topography of the instability amplitude and the most positive [image: image], exhibited in Figures 3A,B. Both the amplitude of the instability and the radial ion density gradient exhibit maxima coinciding with the beam-conic interface, denoted by the white dashed lines. The beam-conic interface marks the transition from the low density, high ion energy conditions on-axis into the high density, low ion energy conics.

In addition, there exists a “global” radial asymmetry in the topology of the instability, with the highest instability amplitudes measured for the –R side of the Chi-Kung reactor. This global asymmetry likely arises from the rf antenna geometry, where higher average instability amplitudes coincide with the “hot” –R (R < 0 cm) side of the antenna, while the lower average instability amplitudes align with the “cold” +R (R > 0 cm) grounded end of the antenna. Note that due to the radial mirroring of the ion density measurements, performed on the “cold” +R side of the source, this asymmetry is not observed in Figure 3B. Previous work employing similar operational conditions have observed an asymmetric ion density distribution about the central axis, with the higher ion density localized to the –R side of the reactor [22]. From the topological comparisons of the instability to the ion density gradients presented in Figures 2B, 3 it is likely that the instability forms either as a result of ion acoustic interactions across the beam-conic interface [23, 24], or as a density gradient driven drift wave instability [32, 33].

Before attempting to modulate the radial ion density gradients via the introduction of a voltage waveform amplitude modulation, the behavior of the instability was first investigated with respect to the applied rf power Prf, the DC solenoid current I1,2 and the operating argon pressure. These findings are presented in section 3.1, where measurements of the ion saturation current were performed as described previously with reference to Figure 3, employing a radial scan across −10 ≤ R ≤ 10 cm at Z = 2 cm downstream of the DL.


3.1. Power, Operating Pressure, and Solenoid Current Dependence

The instability amplitude and central frequency are shown with respect to varying applied power for a 0.25 mTorr pressure, 6 A solenoid current discharge in Figures 4A,D, respectively, with respect to varying solenoid current for a 300 W, 13.56 MHz, 0.25 mTorr pressure discharge in Figures 4B,E, respectively and with respect to varying operating pressure for a 300 W, 6 A solenoid current discharge in Figures 4C,F, respectively. Measurements were taken by employing a LP downstream (Z - 2 cm) of the Chi-Kung source, positioned on-axis (R = 0.0 cm) and at the radial beam-conic interfaces (R = ±5 cm).


[image: Figure 4]
FIGURE 4. Normalized instability amplitude and frequency with respect to (A,D) rf power Prf, (B,E) solenoid current I1,2 and (C,F) operating argon pressure respectively, as measured on-axis (R = 0.0 cm) and off-axis (R = ±5 cm), Z = 2 cm downstream of the DL. Off-axis measurements correspond to the beam-conic interface, correlating with the region of highest radial ion density gradient. The horizontal gray shaded regions in (A–C) denote the background noise level, while the vertical gray shaded regions in (E–F) denote measurements for which SNR ≤ 2. Solid lines added to guide the eye. Operating conditions: helicon antenna supplied Prf = 100 − 600 W at νrf = 13.56 MHz employing 0.2–0.6 mTorr argon with I1,2 = 4 − 8 A solenoid current.


Increasing the applied antenna power results in a proportional increase in the amplitude of the instability, shown in Figure 4A, where the constant of proportionality varies with radial location. Generally however, a factor of three increase in the rf power relates to an order of magnitude increase in the amplitude of the instability. The spatial distribution continues to exhibit two maxima coinciding with the ±R beam-conic interfaces, as observed previously for Figure 3A. Note that the ratio between the maximum amplitude measured at the “hot” –R and “cold” +R sides of the chamber increases with increasing applied rf power. While this is likely due to an increasing asymmetry between the –R and +R ion density gradients, it should be noted that other plasma conditions, such as the localized electric field adjacent to the antenna, may have an influence on the plasma stability. Note however, in contrast to the instability amplitude, the frequency of the instability in Figure 4D remains spatially invariant and exhibits a linear dependence on the applied rf power, increasing at a rate of 17.5 kHz kW−1, corresponding to a doubling in central frequency for a factor three increase in rf power.

Previous studies of the Chi-Kung reactor and similar inductively coupled rf coupled plasma sources observed an approximately linear relationship between the applied power and the maximum plasma density [5, 21, 43]. This increase is typically not spatially homogeneous, but instead the maximum density increase is localized on-axis, leading to enhanced radial density gradients [22]. The observed correlation between these proportionalities with the topological similarities observed previously between Figures 3A,C supports the hypothesis that the instability is indeed primarily influenced by the ion density distribution across the beam-conic interface.

The axial magnetic field strength was controlled by altering the DC current supplied to the solenoids, where a symmetrical current I1,2 = I1 = I2 was supplied for all cases in Figure 4. The instability is first observed above background noise in Figure 4B for I1,2 ≥ 5 A (≈ 125 G on-axis) agreeing with previously determined minimum solenoid currents required for ion beam formation [44]. The amplitude and frequency of the instability increase in proportion to the solenoid current, shown in Figures 4B,E, exhibiting an order of magnitude increase in the maximum amplitude for a doubling of the applied solenoid current. Such behavior is to be expected due to the increased radial confinement giving rise to enhanced axial and radial ion density gradients within the source [11, 22]. Increasing the radial confinement also amplifies any inherent radial asymmetry in the ion density arising from the antenna geometry, again resulting in higher maximum instability amplitudes on the “hot” –R side of the chamber as compared to the “cold” +R side.

The central frequency of the instability exhibits an approximately linear 3.1 kHz A−1 proportionality to the applied solenoid current, shown in Figure 4E, and remains spatially invariant for currents known to produce an ion beam. Here, a doubling of the solenoid current exhibits a factor of four increase in the frequency of the instability. Note also that reversing the orientation of the magnetic field had no effect on the frequency, amplitude or radial asymmetry of the instability.

Both the amplitude and frequency of the instability exhibited the greatest response to variations in the operating pressure, shown in Figures 4C,F, respectively. Here, the instability is observed for pressures between 0.25 and 0.50 mTorr, agreeing with the measured range in Aanesland et al. [38], and the lower limit of which corresponds to the minimum pressure for ion beam formation [8, 15, 21]. The rapid growth in the amplitude of the instability (off-axis) for increasing pressure between 0.20 and 0.30 mTorr suggests that the presence of an ion beam may be necessary for the formation of the instability. Beyond 0.30 mTorr the amplitude of the instability exhibits an inversely proportional relationship to the operating pressure, falling below the background noise for pressures above 0.50 mTorr. Note that the global asymmetry in the amplitude of the instability between the “hot” –R and “cold” +R sides of the reactor is less pronounced with changes in operating pressure than with power or solenoid current.

The frequency of the instability, shown in Figure 4F, exhibits an inversely proportional relationship with the operating pressure, varying by –33.8 kHz mTorr−1 between 0.25 and 0.50 mTorr, or a factor three reduction in the central frequency for a doubling of the pressure. Increasing the operating pressure results in an increased ionization rate, reducing the on-axis confinement, potentially leading to reduced radial ion density gradients. In addition to altering the radial ion density gradient, previous work has shown that the potential drop across the DL, and hence the ion beam energy and flux, reduces with increasing operating pressure [21]. Therefore, a reduction in the ion beam energy, coupled with the reduced radial ion density gradient, reduces the instability amplitude and frequency, as observed in Figures 4C,F, resulting in a greater influence than that exerted by varying the applied power or solenoid current.




4. CONTROL OF kHz INSTABILITY VIA AN IMPOSED VOLTAGE AMPLITUDE MODULATION

The characterization performed in section 3 indicates a relationship between the radial ion density gradient and the amplitude and frequency of the instability. Further, the appearance of the instability at operating pressures corresponding to the limiting conditions for ion beam formation suggest a link between the two phenomena. Control and reduction of the instability may therefore impact the ion beam parameters. Such control may be achieved through altering the radial ion density gradient, implemented in this work through the application of voltage waveform amplitude modulations.


4.1. Voltage Waveform Amplitude Modulation Technique

Voltage waveform amplitude modulation was employed to produce variable frequency and amplitude ion acoustic waves, i.e., time varying ion density fluctuations, within the Chi-Kung source. Voltage waveform amplitude modulation involves the superposition of two non-harmonic sinusoidal voltage waveforms; consisting of a high frequency “carrier” waveform, facilitating power coupling to the plasma, and a low frequency “envelope” waveform, introducing the desired ion acoustic wave but otherwise not significantly affecting the average power deposition. The resulting voltage waveform ϕrf(t) is described by Equation (1):

[image: image]

where, Vrf and Vmod are the carrier and modulation voltage amplitudes, respectively and νrf and νmod represent the carrier and modulation frequencies, respectively. As the modulation voltage is applied symmetrically about the mean carrier voltage, the power deposited into the source remains approximately constant so long as Vmod ≤ Vrf. Modulation frequencies in the range 1 ≤ νmod ≤ 12000 Hz were employed, while the carrier frequency was maintained at νrf = 13.56 MHz. For ease of discussion, the extent to which the carrier waveform is modulated is discussed in terms of the modulation fraction ϕmod, defined as the fraction of the modulation amplitude with respect to the carrier waveform ϕrf within a single modulation phase cycle τmod.

In practice, voltage amplitude modulation was achieved through applying a seed envelope voltage waveform, supplied by a Siglent SDG 5162 waveform generator, to the “volume” input on the ENI OEM-25 power supply, directly varying Vmod. An example of a modulated voltage waveform generated in this way is shown in Figure 5.


[image: Figure 5]
FIGURE 5. Example of rf amplitude modulation where the base frequency of νrf = 13.56 MHz is modulated at νmod = 8 kHz by a modulation fraction of ϕmod = 0.16. For clarity the 13.56 MHz signal is plotted at [image: image] temporal scale.


The voltage waveform in Figure 5 consists of a base 13.56 MHz voltage frequency, modulated at νmod = 8 kHz by a modulation fraction of ϕmod = 0.16 ϕrf. Ions within the source chamber, being heavier and less mobile than the electrons, will respond preferentially to the low-frequency component of the modulated waveform. Ion acoustic waves induced by the kHz modulation voltage are then free to propagate through the source chamber and into the downstream region. Altering the modulation amplitude and frequency therefore provides a means of selectively influencing the ion dynamics, providing a control mechanism for the ion density gradients across the ion beam-conic interface. The application of voltage amplitude modulation can therefore be used to investigate and control the instability characterized in section 3.



4.2. Control of Instability Frequency and Amplitude

As an initial proof of concept, a voltage waveform amplitude modulation of frequency νmod = 1 Hz and modulation fraction ϕmod = 0.5 ϕrf was applied to the 13.56 MHz carrier waveform, as described in section 4.1, for a Prf = 300 W, I1,2 = 6 A, 0.25 mTorr argon discharge. The resulting temporally-averaged and temporally-resolved LP ion saturation current measurements of the instability amplitudes measured off-axis downstream of the DL (R, Z = –6 cm, 2 cm) are shown in Figures 6A,B, respectively.


[image: Figure 6]
FIGURE 6. Normalized (A) time-integrated instability amplitude profiles with (red curve) and without (black curve) a νmod = 1 Hz, ϕmod = 0.5ϕrf voltage amplitude modulation and (B) time-resolved instability profiles employing the same voltage amplitude modulation. Instability measured at the beam-conic interface (R = –6 cm) downstream of the DL (Z = 2 cm). Solid lines in (A) were smoothed employing a SavitzkyGolay filter. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.25 mTorr argon with I1,2 = 6 A solenoid current.


Figure 6A indicates that, in the absence of an applied amplitude modulation, the instability exhibits an approximately Gaussian frequency space profile centered at 14.2 kHz, agreeing with previous observations. Upon application of a 1 Hz voltage modulation the instability profile splits into a bi-modal distribution, consisting of a low amplitude, low frequency (≈ 12.6 kHz) component and a high amplitude, high frequency (≈ 15.7 kHz) component. This “smearing” of the instability over a wider frequency range arises due to the periodic alteration in the applied rf power, following the proportionalities exhibited in Figures 4A,B. Varying the power sinusoidally therefore produces a low amplitude, low frequency peak corresponding to the minima of the envelope waveform and a high amplitude, high frequency peak corresponding to the maxima of the envelope waveform. This is more clearly visualized in the temporally resolved instability amplitude, shown in Figure 6B, illustrating approximately 12 voltage amplitude modulation cycles. Note that the LP measurement timescale and the νmod = 1 Hz amplitude modulation timescale are not synchronized, resulting in a beat-effect where the instability is measured at different phases of the amplitude modulation.

Recalling that the amplitude of the instability varies with respect to the radial ion density gradient across the beam-conic interface, see Figures 3A,B, it is plausible that effects arising from the voltage amplitude modulation in this “low-frequency” regime are influenced not only by the ion acoustic wave density perturbations δni(τmod), but also by variations in the stationary ion density gradients [image: image], the latter of which follow trends observed in Figures 4A,B described by Equation (2):

[image: image]

Such behavior is indicative of a modulation timescale [image: image] low enough such that the stationary ion density is capable of responding. Increasing the applied modulation frequency results in a reduced “frequency smearing” effect, previously observed in Figure 6B, indicating a decreasing temporal variation in the stationary ion density gradient. For modulation frequencies in excess of νmod ≥ 2 kHz the instability exhibits no evidence of a frequency smearing effect, indicating a constant stationary radial ion density gradient. The time-resolved radial ion density gradient, described by Equation (3), can therefore be expected to consist of a time-invariant stationary density [image: image] superimposed with a time-varying ion density perturbation, induced by the modulation voltage:

[image: image]

This “high-frequency” regime presents the capability to influence the instability through specifically varying the amplitude and frequency of the ion density perturbations. The remainder of this study addresses the degree to which the instability can be controlled within the high-frequency modulation regime.

The frequency distribution of the instability for three applied νmod = 2 kHz voltage amplitude modulations in a Prf = 300 W, I1,2 = 6 A, νrf = 13.56 MHz, 0.42 mTorr discharge are shown in Figure 7A, with the corresponding maximum instability amplitude shown with respect to varying amplitude modulation fraction between 0.0 ϕrf ≤ ϕmod ≤ 0.74 ϕrf presented in Figure 7B.


[image: Figure 7]
FIGURE 7. Normalized instability amplitude profiles as measured at the beam-conic interface downstream of the DL (R, Z = –6 cm, 2 cm) with a νmod = 2 kHz voltage amplitude modulation for (A) ϕmod = 0.0 ϕrf, ϕmod = 0.38 ϕrf and ϕmod = 0.67 ϕrf and (B) the variation in peak instability amplitude with respect to increasing ϕmod. Solid lines in (A) were smoothed employing a SavitzkyGolay filter and included in (B) to guide the eye. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.42 mTorr argon with I1,2 = 6 A solenoid current.


The unmodulated (ϕmod = 0.0) instability in Figure 7A exhibits an approximately Gaussian frequency distribution with a central frequency of 9.2 kHz, lower than that observed in Figure 2A, due to the increased operating pressure. Applying a νmod = 2 kHz, ϕmod = 0.38 ϕrf voltage amplitude modulation has no significant affect on the instability, altering neither the amplitude nor the central frequency. The preservation of a Gaussian frequency profile differs from that observed previously at νmod = 1 Hz in Figure 6A demonstrating independence from the time-varying rf power indicating a high-frequency modulation regime. It should be noted that the transition between the low-frequency to high-frequency regimes is relatively gradual with increasing modulation frequency. As such νmod = 2 kHz represents an empirically chosen frequency marking this transition as it is the lowest modulation frequency for which evidence of a bi-modal distribution is on-par with the background noise level. Increasing the modulation fraction beyond ϕmod ≥ 0.4 ϕrf results in a significant reduction in both the amplitude and central frequency of the instability, albeit also extending the frequency range. The spreading of the instability in frequency space may arise from non-linear coupling between the instability and the modulation frequency [29]. Evidence of this may be observed from a comparison of Figures 6, 7, where for a νmod = 1 Hz modulation, the highest amplitude component of the instability is up-modulated from 14.2 to 15.7 kHz. In comparison, for a νmod = 2 kHz modulation, the central frequency of the instability is down-modulated from 9.2 to 8.1 kHz. While these demonstrate the potential for coupling between the modulation frequency and the instability frequency, a full analysis of this phenomena is beyond the scope of this work.

The amplitude of the instability is shown with respect to applied modulation fraction in Figure 7B, exhibiting a limited variation in the amplitude of the instability between 0.0 ϕrf ≤ ϕmod ≤ 0.4 ϕrf, followed by a significant reduction beyond ϕmod ≈ 0.4 ϕrf. The inversely proportional relationship follows an approximately linear trend between 0.4 ϕrf ≤ ϕmod ≤ 0.74 ϕrf, with ξ reducing by 50%, at which point the voltage amplitude modulation fraction was limited by the internal response time of the rf power supply.

The observed variation in the amplitude of the instability with respect to increasing modulation fraction suggests that the ion acoustic waves are altering the time-averaged radial ion density gradient across the beam-conic interface. Assuming a time-invariant stationary ion density and time-varying ion density perturbation from Equation (3), the resulting time-averaged radial ion density gradient can be described by Equation (4).
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Here, the ion density perturbation varies in proportion to the applied modulation voltage waveform δni(τmod) ∝ sin(2πνmodt), via Equation (1). Ignoring wave damping and assuming a homogeneous stationary ion density, this would result in a temporally symmetric modification of the radial density gradient, leading to a zero time-averaged contribution from the perturbation.

[image: image]

However for ion acoustic waves traveling through an inhomogeneous medium, as is the case here, the amplitude of the acoustic wave is attenuated with respect to the density of the background medium. Notably, ion acoustic waves propagating radially within the downstream region experience an increasing stationary ion density, see Figure 3B. The positive amplitude (compressive) phase of the wave is therefore likely to experience a higher energy loss than the negative amplitude (rarefaction) phase leading to an asymmetric attenuation of the ion acoustic waveform. The resulting ion density perturbation would therefore be expected to exhibit an amplitude asymmetry, represented in Figure 8.


[image: Figure 8]
FIGURE 8. Representative ion acoustic waveforms exhibiting symmetric αs and asymmetric αa amplitude attenuations. The time-averaged values and positive amplitudes of the waveforms are denoted by the dashed and dotted lines, respectively.


The symmetrically attenuated waveform in Figure 8 exhibits a zero time-averaged value, agreeing with Equation (5). In contrast, the asymmetrically attenuated ion acoustic wave exhibits a non-zero time-averaged ion density perturbation, such that:

[image: image]

Ion acoustic waves possessing a negative amplitude asymmetry, such as those shown in Figure 8 where the negative amplitude of the wave exceeds the positive amplitude, are therefore expected to reduce the time-averaged ion density gradient, via Equation (4), leading to a reduction in the amplitude of the instability. These expected outcomes concur with the measured direction of the ion density gradient in Figure 2B and the associated reduction in the amplitude of the instability in Figures 7A,B. In addition, note that the magnitude of the time-averaged asymmetry increases with the number of ion acoustic phase cycles, i.e., for a fixed source dimension the attenuation of an sub-cyclotronic ion acoustic wave increases in proportion to the applied frequency [45]. Therefore, increasing the voltage modulation frequency would be expected to enhance the effects observed for νmod = 2 kHz, further reducing the magnitude of the instability.

To investigate the effects of increasing the applied modulation frequency, Figure 9 shows the maximum instability amplitude with respect to modulation fraction for modulation frequencies in the range 2 ≤ νmod ≤ 12 kHz for a 300 W, 13.56 MHz, I1,2 = 6 A, 0.42 mTorr discharge. The instability amplitudes are measured R = –6 cm off-axis, Z = 2 cm downstream of the DL corresponding to the location of peak instability amplitude, see Figure 3A.


[image: Figure 9]
FIGURE 9. Normalized instability amplitude profiles as measured at the beam-conic interface downstream of the DL (R, Z = –6 cm, 2 cm) with respect to voltage amplitude modulation frequency 2 kHz ≤ νmod ≤ 12 kHz and modulation fraction 0.0 ≤ ϕmod ≤ 0.74. Solid lines added to guide the eye. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.42 mTorr argon with I1,2 = 6 A solenoid current.


The instability amplitudes in Figure 9 were found to be inversely proportional to the frequency of the voltage amplitude modulation, i.e., increasing the modulation frequency results in a substantial reduction in the amplitude of the instability for the same modulation fraction. Quantifying this observation employing a least-squares exponential fit yields that for a fixed reduction in instability amplitude, the required modulation fraction varies as: [image: image]. This effect saturates as the modulation frequency is increased, trending toward a minimum required modulation fraction of ϕmod ≈ 0.1ϕrf. These findings are concurrent with the hypothesis that asymmetrically attenuated ion acoustic waves are responsible for a reduction in the radial ion density gradient, via Equation (4), and subsequently also the amplitude of the instability.

Employing a νmod = 12 kHz, ϕmod = 0.11 ϕrf voltage amplitude modulation, the maximum amplitude of the instability was reduced by up to 65%. The central frequency of the instability (not shown) remained approximately independent of the applied modulation frequency, varying by at most 13% (1.2 kHz) over the range 0.0 ≤ ϕmod ≤ 0.74 for the νmod = 2 kHz modulation case. It should be noted that these trends are representative of the behavior of the instability obtained from a single spatial location (R, Z = –6 cm, 2 cm) downstream of the DL. However, as the induced ion density perturbations are not limited to any particular region of the source or expansion region, reduction of the instability amplitude is expected to be observed over the full downstream region.

Figure 10 shows the radially resolved maximum instability amplitudes as measured Z = 2 cm downstream of the DL between −10 cm ≤ R ≤ 10 cm, for a 300 W, 13.56 MHz, I1,2 = 6 A, 0.42 mTorr argon discharge employing a νmod = 12 kHz voltage amplitude modulation where ϕmod = 0.0ϕrf (i.e. no modulation) and ϕmod = 0.11ϕrf.


[image: Figure 10]
FIGURE 10. Radially resolved (−10 cm ≤ R ≤ 10 cm) instability amplitude downstream of DL (Z = 2 cm) employing a with a variable 12 kHz voltage amplitude modulation fraction. Solid lines added to guide the eye. Operating conditions: helicon antenna supplied Prf = 300 W at νrf = 13.56 MHz employing 0.42 mTorr argon with I1,2 = 6 A solenoid current.


In the absence of an applied voltage amplitude modulation the spatial distribution of the instability in Figure 10 agrees with that previously measured in Figure 3A. The application of a νmod = 12 kHz, ϕmod = 0.11 ϕrf voltage amplitude modulation results in reduced instability amplitudes at all radii. The effect is most pronounced at the beam-conic interfaces (R = –5 cm, R = +6 cm), reducing on-axis and toward the downstream chamber walls. Greater inhibition of the instability adjacent to the beam-conic interface suggests a spatially varying modification of the radial ion density gradient arising from the voltage amplitude modulation. While this may arise from a number of effects, it is consistent with an increasing δni contribution arising from increasingly asymmetric ion acoustic waves attenuated through a radially varying ion density gradient. The trends presented in Figures 7, 9, 10, supported by the mathematical framework introduced in section 4.2, demonstrate voltage amplitude modulation as an effective technique for the reduction of ion density driven instabilities in magnetized plasmas.




5. CONCLUSIONS

A kHz instability in the ion saturation current downstream of a current free double layer has been spatially characterized with respect to the operating pressure, applied rf power and on-axis magnetic field strength. The amplitude of the instability was found to vary in proportion to the radial ion density gradient across the ion beam-conic interface. Reduction of the instability was achieved through the application of a kHz frequency voltage amplitude modulation νmod to the “carrier” 13.56 MHz voltage waveform ϕrf. Two amplitude modulation regimes were identified: a “low-frequency” regime (1 Hz ≤ νmod ≤ 2 kHz), characterized by a temporal “smearing” effect, where the instability is primarily influenced through variations in the time-averaged stationary ion density and a ‘high-frequency’ regime (νmod ≥ 2 kHz) where the instability is primarily influenced via induced ion acoustic wave density perturbations. Employing a νmod = 12 kHz, ϕmod = 0.11 ϕrf voltage amplitude modulation, the amplitude of the instability was reduced by up to 65%. Measurements of the ion energy distribution downstream of the double layer indicated an increased proportion of high energy ions within the ion beam, coinciding with a reduction in the instability amplitude. The application of voltage amplitude modulation has the potential to be employed as an effective technique for the reduction of ion density driven instabilities in magnetized plasmas.
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A terahertz sensor structure is proposed that can sense any variations in analyte permittivity. The sensor essentially works according to the shifts in the resonance frequencies of its propagated spoof surface plasmonic modes. The proposed structure shows great support for surface plasmon oscillations, which is proved by the calculated dispersion diagram. To achieve this in terahertz frequencies, a metamaterial structure is presented in the form of a structure with two-dimensional periodic elements. Afterward, it is shown that the performance of the sensor can be affected by different parameters such as metal stripe thickness, length of metal stripe, and width of metal stripe as the most influential parameters. Each of the parameters mentioned can directly influence on the electric field confinement in the metal structure as well as the strength of propagation modes. Therefore, two propagation modes are compared, and the stronger mode is chosen for sensing purposes. The primary results proved that the quality factors of the resonances are substantially dependent on certain physical parameters. To illustrate this, a numerical parametric sweep on the thickness of the metal stripe is performed, and the output shows that only for some specific dimensions the electromagnetic local field binds strongly with the metal part. In a similar way, a sweeping analysis is run to reveal the outcome of the variation in analyte permittivity. In this section, the sensor demonstrates an average sensitivity value, ~1,550 GHz/Permittivity unit, for a permittivity range between 1 and 2.2, which includes the permittivity of many biological tissues in the terahertz spectrum. Following this, an analysis is presented, in the form of two contour plots, for two electrical parameters, maximum electric field and maximum surface current, based on 24 different paired values of metal thickness and metal width as the two most critical physical parameters. Using the plotted contour diagrams, which are estimated using the bi-harmonic fitting function, the best physical dimension for the maximum capability of the proposed sensor is achieved. As mentioned previously, the proposed sensor can be applied for biological sensing due to the simplicity of its fabrication and its performance.

Keywords: terahertz spectroscopy, terahertz sensing, Terahertz resonance sensor, metamaterial, spoof surface plasmon, surface wave


INTRODUCTION

Terahertz science has shown great potential in different applications such as security, medical imaging, and communications [1–6]. One of the main reasons for such interest in this field is the exclusive interaction of terahertz waves with some specific molecules [7–9]. Additionally, due to the low photon energy of terahertz radiation, it is a good candidate for non-destructive test (NDT) applications. Based on these interesting features of terahertz wave, many types of research have been done in the field of terahertz spectroscopy [10–15]. Due to the special and safe interaction of THz wave with biomolecules, THz spectroscopy for biomedical applications has become a rapidly evolving research area [16, 17]. Therefore, many researchers have presented various spectroscopy techniques in the THz regime. Terahertz spectroscopy methods are based on both time domain and frequency domain data acquisition [18]. Resonance Terahertz sensors work according to the high-quality resonance frequencies of a structure that occur in response to an incident THz wave. The Q-factor is one of the parameters that can be used for the evaluation of a resonance sensor. Terahertz resonance sensors can distinguish any changes in the refractive index of an analyte that is put on the surface of the sensor. However, the minimum detectable amount of variation in the refractive index of an analyte depends on the sensitivity parameters of the structure. Accordingly, having sharp resonances in terahertz frequencies can be regarded as a merit for a sensor structure. However, in THz frequencies, the loss of such structures is significant. To address this issue, different metal structures have been proposed to enhance the field confinement in the THz spectrum [19–21]. By increasing the confinement of the electromagnetic field in the structure, sharper resonances occur. One of the best solutions for this problem is using surface plasmon polaritons (SPPs) for better local electric field confinement. Although, in a normal state, sensing with SPPs is not possible in the THz spectrum because of the higher plasmonic frequencies of metals, which reach at least to the visible frequencies. However, some studies have proved that some specific forms of metal structures can bind the electromagnetic field in their surface to act like surface plasmon waves in higher frequencies. This confined surface wave that mimics the SPPs is called a Spoof Surface Plasmon (SSP) and can be generated in THz frequency range [22–25]. This type of THz sensor, which supports SSPs, employs corrugated metal structures in a two-dimensional metamaterial lattice. The metal structures can support surface waves in the THz spectrum using metamaterial techniques. The metamaterial structure can be manipulated to the extent that it gives the desired characteristics in a specific frequency. Thanks to the advantageous features of metamaterial techniques, THz sensors can be stimulated for very sharp resonances that can cause high Q-factor structures. Sensing with a THz resonance sensor can be achieved by the observation of any change in resonance frequency, phase, amplitude, etc. Among these parameters, interpreting the shifted resonances is a powerful tool for sensing purposes when a change occurs in the refractive index (Permittivity) of an analyte. Specifically, any variation in the Permittivity of the superimposed sample causes a redshift in the resonance frequency of the structure. In this paper, a metamaterial THz sensor is proposed and analyzed for its sensitivity parameters, and its ability to perform THz spectroscopy is then investigated. The results show that the structure can support the spoof surface wave in the THz frequency range. Additionally, the sensitivity of the structure is improved in comparison to previous works with lower manufacturing complexity. It is worth noting that the proposed structure is designed in a simple form that lessens the manufacturing difficulties substantially.



MATERIALS AND METHODS

As can be seen in Figure 1, the metamaterial structure consists of 2-D periodic metallic elements with periodicity Tx and Ty in the two directions of x and y. To measure the resonance frequencies of the structure, a transmission diagram should be calculated. Hence, a plane wave is illuminated from above the structure, the analyte is laid over the sensor, and afterward, the transmitted wave should be compared with the illuminated plane wave. Moreover, a substrate of polyimide is placed beneath the metal part. In terahertz frequencies, the polyimide has a very low absorption coefficient and, as a result, it can be assumed to be transparent for THz radiation. Besides, it has good mechanical properties as a substrate material for such structures. A dispersion diagram analysis has been run on CST Studio Suite 2018 to investigate the relationship between frequency (f) and wave number (K) [26]. To plot the dispersion curve, the boundary condition in the x and y directions is considered as periodic, and the electric boundary condition (Et = 0) is applied on the z-direction. The phase variation in the x-direction is then swept from 0 to 180 degrees, based on the Brillouin zone definition of a 2D-periodic structure. The output of the CST simulation gives the relation between frequency and phase, which is converted to an f-k dispersion diagram. The asymptotic behavior of the dispersion diagram proofs the support of the surface wave in the proposed metallic structure. Following this, the transmission curves are obtained from the response of the structure to an illuminated electromagnetic plane wave while the excitation wave is considered as Floquet port mode with two essential propagation modes. As is depicted, the transmitted THz wave must be measured for any shift in its resonance frequencies. In Figure 1C, it is presented that the structure can support surface waves in different and tunable frequencies according to the size of the structure. The most important parameter of the unit cell, which can affect the resonance frequency of the surface plasmon, is dy, the length of the metal stripe. The value of dy is equal to 26 μm through this work, but, for different values, there are different resonance frequencies. In Figure 1C, it can be clearly seen that for dy= 20 μm, the resonance frequency is just above 3.5 THz, for dy= 26 μm, it is about 3 THz, and when dy= 30 μm, the resonance frequency is almost 2.2 THz. Actually, the frequency should be designed with respect to the application and the target analyte. Besides, the parameter dx has a value of 10 μm as the best value for the width of the metal structure, which will be discussed later. Additional physical parameters are listed in Table 1. Parameters such as Px, Py, and Pz are the dimensions of the substrate of the unit cell and have been defined as equal to the periodicity of the unit cells in such a way that no gap exists between the unit cells. It should be added that the parameters of Px and Py are optimized for the best characteristics of the metamaterial structure. In this paper, gold is considered as the material for the metal stripe because of its high conductivity in this range of frequency.


[image: Figure 1]
FIGURE 1. The structure of the proposed THz sensor. A THz wave must be illuminated directly and transmits through the analyte and sensor structure. (A) Structure and the configuration of metal elements in the terahertz metamaterial structure. (B) Unit cell of the metamaterial periodic structure. A layer of polyimide is laid under the metal stripe. (C) Dispersion diagram of the structure. According to the dispersion relation between frequency and wave number, the graph illustrates that the surface plasmon is supported by the structure. There are two main propagation modes in this structure with different plasmon frequencies. The variation in the length of the metal (dy) can tune the resonance frequency for the desired value. It can be clearly seen that for dy= 20 μm, the resonance frequency is just above 3.5 THz, for dy = 26 μm, it is about 3 THz, and when dy = 30 μm, the resonance frequency is almost 2.2 THz.



Table 1. The optimized physical dimensions of the proposed structure and the periodicity of the periodic elements.
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RESULTS AND DISCUSSION

The structure, as described in the previous section, can support spoof surface plasmon oscillations, which can produce strong confinement for the local electric field on the boundary of the metal-dielectric intersection. In this way, SSP modes can oscillate in a subwavelength scale in the THz frequency range, similar to what occurs at visible light frequencies. Based on these oscillations, multiple resonance frequencies are activated, which are very sensitive to any change in the permittivity of the analyte above the metal structure. It should be noted that, in this paper, only the redshifts due to change in the dielectric constant of the analyte are considered, but there may be other alterations such as the amplitude, phase, etc. of the resonance frequencies.

The main resonance frequencies can be determined using the simulation of the unit cell. As depicted in Figure 2, multiple resonances are activated for different propagation modes of the structure. In Figure 2, one of the resonance frequencies corresponds to mode TM00 and the other denotes TE00. As can be clearly seen, the resonances for mode TM00 show smaller Q-factors than the activated resonances for mode TE00. The diagram illustrates that mode TE00 is more reliable for sensing purposes because of its higher Q-factor and sharper dip. Both of the resonances of TE00 mode have a perfect Fabry-Perot resonance form, which is very applicable for practical spectroscopy. Looking at mode TE00, there are two strongly activated resonances with Q-factors of 110 and 296 at frequencies 5.28 THz and 7.696 THz, respectively. The calculated Q-factors demonstrate very strong local plasmonic oscillations, which bring about strong sensing capabilities. In fact, such characteristics ensure that the structure can be used for spectrometry and for sensing the variations in the permittivity of an analyte that is laid over the sensor structure. It is worth noting that the resonances could be changed due to different parameter values in the structure. The thickness of the metal stripe is one of the important parameters and can influence the sharpness of the resonance dips. For this purpose, the best thickness for the metal part is calculated and depicted in Figure 3. In the figure, it is obvious that for different thicknesses of the metal stripe, there are multiple resonances with different Q-factors as well as different frequencies. For the proposed structure, the thickness of 2 μm has the highest QF of the thicknesses considered, reaching 296 at 7.696 THz. Interestingly, for a metal stripe thickness of 8 μm, the second resonance of the TE00 mode has a much lower resonance value of transmission spectra, below −50 dB, than the second resonance of the metal stripe thickness of 2 μm. However, this resonance cannot be applied for sensing due to its partially Fabry-Perot form. Comparing the forms of these resonances, it can be seen that the transmission diagram for the thickness of 8 μm does not have a perfect Fabry-Perot resonance shape, and the simulation results proved that there would be no frequency shift for any change in the permittivity of the analyte. Hence, the resonances of the transmission diagram for the metal stripe with a thickness of 2 μm are considered to be the best achievable results.


[image: Figure 2]
FIGURE 2. Comparison between two dominant resonances for different propagation modes. Mode 1, which corresponds to the lower propagation mode, shows greater Q-factors than second resonance mode. Multiple resonances are activated for different propagation modes of the structure. One of the resonance frequencies corresponds to mode TM00, and the other one denotes TE00. This diagram depicts that the resonances for mode TE00 are more suitable for the sensing purpose thanks to the higher Q-factor of just above −40 dB.



[image: Figure 3]
FIGURE 3. Different resonances calculated by variation in the thickness of the metal structure. The plotted curves reveal the best value of the metal thickness for the highest Q-factor.


The sensing abilities of the proposed THz sensor were investigated by carrying out a simulation study for an analyte with different permittivities with the frequency-domain solver of CST Suite Studio. In this calculation, an analyte layer is superimposed on the sensor structure. Afterward, the dielectric constant (εr = eps) of the analyte is swept between 1 and 2.4. Actually, this range of permittivity includes the permittivities of most biological tissues and is therefore very important for medical sensing applications [27–29]. Figure 4 is plotted based on these calculations and is investigated for frequency shifts due to variations in the dielectric constant of the analyte. The main resonance curve is obtained for εr = 1 as the reference for other values of permittivity. Thus, the solid blue line is used as the reference resonance for the resonance shifts. It should be noted that each resonance curve has two Fabry-Perot form resonances, as previously pointed out, and that the second resonance is chosen for sensing purposes. As Figure 4 shows, the first resonance does not have sensing capability because it does not experience any redshifts when there is a change in the permittivity of the analyte. On the other hand, the second resonance reacts properly by significant redshifts according to any variation in the dielectric constant of the analyte. By increasing the permittivity of the analyte, the redshifts approach a saturation state. Here, the saturation permittivity is defined as a value at which, for higher values, any change in the permittivity of the analyte cannot cause a shift in the resonance frequency. According to the simulation results, these redshifts reach the saturation state with eps = 2.4, which means that this is the maximum sensible permittivity for the dielectric constant of an analyte with this sensor. As can be calculated, the maximum achievable sensitivity for this sensor is 1.705 THz/Permittivity unit, which is obtained based on a 0.8-unit change in the permittivity of the analyte and corresponding 1.364 THz frequency shifts at the resonance frequency. The achieved sensitivity is very comparable with previous works [30, 31]. The results clearly prove that the proposed THz sensor can resonate in specified and tunable THz frequencies that can be applied for medical diagnostic applications. Many malignant biological tissues show variations in their permittivities in the range of frequencies investigated in this paper.


[image: Figure 4]
FIGURE 4. Shifted resonances according to the change in the dielectric constant of the analyte. The range of investigated permittivities is between 1 and 2.2 for the analyte. The permittivity of εr = 1 is considered as the reference resonance curve. For εr = 2.4, the resonances reach their saturation state, and there are no further resonance frequency shifts for higher permittivity.


To take a closer look at the resonance quality of the proposed sensor, the electric field and the surface current of the structure are investigated numerically. As pointed out earlier, the length of the metal structure (dy) can determine the resonance frequency of the sensor, but the results show that parameters such as the width of the metal structure (dx) and metal stripe thickness can strongly affect the strength of the resonances. To make this clearer, numerical analyses of these two parameters have been done. In the first analysis, the maximum electric field of the structure has been calculated for different combinations of the two mentioned parameters. Accordingly, a 2-D contour plot of the maximum electric field has been estimated by a biharmonic interpolation function, as shown in Figure 5. The red stars in the figure are obtained from several simulations for the electric field of the structure and are used as inputs for the biharmonic surface fitting function. As the figure shows, it is possible to pinpoint the best values for the two physical parameters of dx and metal stripe thickness. Based on the generated plot, a stripe thickness of 2 μm and dx= 8, 10 μm are the best choices for the proposed structure. For these values, the maximum electric field can have the best state, and therefore the structure can experience the maximum field confinement.


[image: Figure 5]
FIGURE 5. Maximum electric field of the structure. This parameter is an indicator of the field confinement in the metal stripe. A fitting tool is applied to estimate the best physical dimensions for the highest possible electric field. Therefore, for 24 different combinations of metal thickness and dx (red stars), the electric field is calculated, and then, using a biharmonic fitting function, a 2-D contour plot is generated. According to the plot, the highest electric field confinement can be achieved at metal stripe thickness= 2 μm and dx= 8, 10 μm.


In a similar way, another contour plot is produced for the maximum surface current on the metal stripe. The surface current distribution on the structure is shown in Figure 6. The red arrows on the structure demonstrate that the surface currents on each side of the structure have opposite directions. Due to this, the resonances form sharper dips and have stronger sensing capabilities thanks to the dipole-dipole resonance mode. The contour plot in Figure 6 can be easily used for better prediction of the best dimensional values of the structure. Very similar to the previous contour plot, the surface current contour plot also proves that a metal stripe with a thickness of 2 μm and dx= 8, 10 μm can have approximately the best electromagnetic field confinement and consequently better sensing strength. To summarize, the proposed terahertz sensor works as a resonance-based structure and, in this paper, is analyzed numerically in terms of physical dimensions and electric parameters. The designed structure benefits from a very simple designation, which reduces the complexity of fabrication in this range of wavelengths. Moreover, this sensor can be applied for medical sensing purposes for different biological tissues.


[image: Figure 6]
FIGURE 6. Maximum surface current of the structure. In a similar way, a higher surface current can cause a sharper resonance dip. Consequently, investigating the best possible physical dimensions can increase the sensing capabilities. Similar to what has been done for the maximum electric field, 24 simulated data points are used for the estimation of all possible combinations. Thus, a biharmonic function is considered as a fitting tool to estimate the surface current for all combinations. As can be predicted, the same dimension values are obtained for the maximum surface current as have been calculated for the electric field.
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The “cubesat” form factor has been adopted as the defacto standard for a cost effective and modular, nano-satellite platform. Many commercial options exist for nearly all components required to build such satellite; however, there is a limited range of thruster options that suit the power and size restrictions of a cubesat. Based on the prior work on the “Pocket Rocket” electro-thermal capacitively-coupled radiofrequency (RF) plasma thruster operating at 13.56 MHz, a new design is proposed which is based on an inductively-coupled radiofrequency plasma system operating at 40.68 MHz. The new thruster design, including a compact and efficient radiofrequency matching network adjacent to the plasma cavity, is presented, together with the first direct thrust measurements using argon as the propellant with the thruster immersed in vacuum and attached to a calibrated thrust balance. These initial results of the unoptimized first proof of concept indicate an up to 40% instantaneous thrust gain from the plasma compared to the cold gas thrust: typical total thrust at 100 SCCM of argon and 50 W RF power is ~1.1 mN.

Keywords: cubesat propulsion, electrothermal thruster, inductively coupled plasma thruster, cubesat thruster, direct thrust measurement


1. INTRODUCTION

Electric propulsion has been used by satellite operators for station keeping and orbit modification since the 1960's [1]. There are many thruster designs such as gridded ion thrusters and Hall effect thrusters with a proven track record. These systems are complex and are generally designed for larger satellites with the ability to carry large thruster and propellant mass and use high power in the order of kilowatts to achieve their orbit modification goals. In the recent years, there has been a disruption in satellite design by the creation of the cubesat form factor unit with 10 × 10 × 10 cm3 dimensions and up to 1.33 kg of mass [2]. At the time of writing, the online Nanosat database [3] reports over 1,300 nanosats and cubesats that have already been placed in orbit. The majority do not have a propulsion system. There have been many proposed propulsion system designs for this type of satellite [4–11] but most are laboratory designs and very little has been demonstrated or reported in “real” space missions. One reason for this is the many restrictions imposed on the thruster designer by the small satellite form factor with the most important ones being size (~1/3 of the satellite volume and mass) and average power available to the payload (~1 W).

The original Pocket Rocket was proposed in 2012 [12] as a thruster candidate that suits the requirements of a propulsion system of a small satellite. It is an asymmetric, capacitively-coupled, collisional (~1 Torr) RF plasma device and falls under the electrothermal thruster category, together with resistojets and arcjets [13]. The inductive Pocket Rocket (PR) described in this paper is derived from the original capacitive PR, in an attempt to improve its performance and gain further insight into the gas heating and thrust mechanism. In a capacitively coupled plasma system, energy is transferred to the electrons by the electric component of the RF field while in an inductively coupled plasma system it is the magnetic component that serves this role. The switch from a capacitive to an inductive system has potential advantages in both performance by producing an increased ion density [14] and consequently increased propellant heating, and engineering by allowing a simpler, capacitor-only, RF matching network [15].

In order to accommodate the low average power available for the generation of RF, a thruster of the PR type is envisaged to be operated in a low duty cycle. An example of this type of operation is a Hohmann transfer consisting of two, 1-min burns per orbit. In the typical LEO 90-min period orbit, this allows enough time to recharge the batteries between thruster operations. Using this operation scheme and the performance obtained by the inductive PR proof of concept presented in this study, a 2 kg cubesat in a circular 400 km orbit will gain roughly 100 m of altitude per orbit using the thruster at 100 SCCM and 50 W of RF. This can be repeated over a number of orbits in order to achieve the desirable altitude. In terms of power requirement to operate the thruster, two 1-min burns at 50 W RF power need 1.67 Wh of energy. This energy needs to be collected from the solar panels in a period of 90 min (400 km orbit), implying a requirement of approximately 1.11 W of average power, probably closer to 1.5 W if RF amplifier and charging efficiencies are taken into account. This is within the capabilities of a 2-U satellite with extendable solar panels or larger cubesat.

The plasma coupling mode best suited to thrust generation in the capacitive PR is the Gamma mode [16] and not the very low plasma density alpha mode [17, 18]. In the Gamma mode, the electron density increases linearly with RF power and is a result of ion-induced secondary electron emission from the plasma cavity walls surrounded by the RF annulus electrode; in such capacitively coupled thruster, a self-bias generates as a result of the asymmetry between the small powered electrode and the large grounded walls/electrodes. The plasma thrust gain results from two terms, a bulk plasma propellant heating thrust term (resulting from ion-neutral charge exchange collisions) which immediately takes place at turn on (first 100 ms) and a wall propellant heating thrust term (resistojet effect) which increases with burn time as a result of ion bombardment of the radial plasma cavity walls. These two thrust terms have never been directly demonstrated and quantified experimentally. They have been indirectly deduced via gas temperature measurements [19]. Due to the small aperture area and large neutral density compared to the ion density, any thrust term from ion acceleration would remain small.

In terms of power coupling to the plasma, the inductive PR resembles the well documented low pressure (~ mTorr) Helicon/inductive plasma sources and thrusters [20] which exhibit a capacitive coupling mode at low RF power and an inductive mode at higher power. For the mm size (diameter) and cm size (length) inductive PR it is necessary to operate at pressures around a few Torr to couple the plasma and the capacitive-inductive transition occurs at about 20 W. The present study focuses on the inductive mode obtained in the 20 W to 50 W power range. In terms of thrust generation, the main source of thrust expected from the inductive PR should be similar to that of the capacitive PR due to the plasma source scaling, operating pressure range and input power range or a few tens of watts. Basic thrust measurements have been previously performed for a larger inductively coupled thruster (i.e., 5 cm diameter) operating with input power ranges of a few hundred watts [21, 22] and at operating pressures of a few mTorr. It was shown that a typical power input of 100 W would result in about 1 mN of thrust, the maximum electron pressure in the plasma cavity (experimentally measured and also the result of a basic global model including particle balance and power balance, as described in chapter 10 of [14]) is converted into ion momentum along the expanding plasma as predicted by Fruchtman [23]. Fruchtman [24] also discussed the complexity of thrust imparted by low pressure and high pressure expanding plasma sources. For capacitive PR, the basic understanding of the plasma-generated thrust increase at 13.56 MHz from the cold gas thrust has been validated using CFD Ace+ [25] and HEMP fluid-plasma transient simulations [21]. In the present study, we demonstrate direct thrust measurement of a mm size inductively coupled plasma source using a vacuum compatible miniaturized impedance matching system at 40.68 MHz. Since this is simply a proof of concept, it is premature to directly compare with other technologies. Instead we provide additional references cases of a cold gas system and of a filament heated resistojet system and some comparative discussion with larger low pressure inductively coupled thruster.



2. PHYSICAL DESCRIPTION


2.1. First Experimental Configuration

Two experimental configurations are used to develop and characterize the inductive PR: a first configuration where the prototype is directly mounted onto a small size vacuum chamber (“Chi-Kung”) and a second configuration where the prototype is immersed in a much larger vacuum chamber (“Wombat”). A photo of the inductive PR mounted onto the previously described Chi-Kung vacuum chamber [26] is shown in Figure 1 and a simplified schematic is shown in Figure 2. The inductive PR consists of a plenum (a grounded cylindrical cavity into which gas is introduced) contiguously connected to a 5.5 mm outer diameter and 4.0 mm inner diameter ceramic (alumina) tube which forms the plasma cavity. The length of the alumina tube is approximately 6 cm. The ceramic tube is surrounded by a multiple turn RF loop antenna. The plenum (left exit of the plasma cavity on Figure 1) is made with aluminum and has a cylindrical shape with 25 mm diameter and 15 mm depth resulting in ~7 cm3 of volume. Viton o-rings are used to ensure a good vacuum seal between the ceramic and the aluminum. The o-rings are compressed with aluminum clamps which are tightened in place with screws. The exhaust end of the ceramic tube is connected via an appropriate aluminum flange to the 30 cm long 15 cm diameter pyrex tube of the Chi-Kung vacuum system, simulating the vacuum conditions of space.


[image: Figure 1]
FIGURE 1. Photo of the inductive PR (center left) connected to the Chi-Kung vacuum chamber (right). The baratron vacuum gauge is connected to the top of the plenum and the gas supply to the bottom. The inductive PR is operating with argon at 100 SCCM and 30 W of RF power at 40.68 MHz. Part of the RF matching network is also visible, in this instance consisting of silver mica capacitors and a variable capacitor which was used for fine tuning.



[image: Figure 2]
FIGURE 2. A simplified sketch of the inductive PR, shown here connected to the Chi-Kung expansion chamber at lower pressure (as seen in Figure 1). The Pyrex glass inside the chamber is part of a different experiment also run on Chi-Kung and bears no significance in the experiments described in this paper.


Gas is injected to the plenum via 1/4″ flexible hose (Figure 1). For the Chi-Kung testing configuration, an MKS 626B Baratron pressure sensor is connected to the plenum via a short, rigid 1/4″ pipe and KF25 vacuum fittings in order to provide pressure measurements with the plasma “off” or “on,” a parameter previously identified as a measure of neutral gas heating [16, 27]. The gas supply consists of a centrally located argon cylinder at high pressure, a ~60 PSI regulator and an MKS Type 247 display and MKS Mass-Flo gas flow controller which allows an accurate selection of gas flow up to 140 SCCM. The plenum pressure varies with the cold gas flow rate from a fraction of a Torr at a few SCCM of gas flow to ~3 Torr, at 140 SCCM. The Chi-Kung expansion chamber is pumped by a rotary vacuum pump and a secondary turbomolecular pump. The vacuum base pressure in the chamber is typically ~8 × 10−4 Torr when the gas supply is off and rises up to ~10−2 Torr with the gas supply at the maximum setting of 140 SCCM. The pressure in the plenum and plasma cavity is greater by a factor of >100 to that in the vacuum chamber, ensuring the system is operating in choked flow conditions [25, 28]. This is checked by confirming that the plenum pressure is not affected by the downstream pressure.

A 10-turn, 1 mm diameter, ~15 mm long along the thruster main axis, copper wire inductor forming the RF antenna is wound on the ceramic tube as seen in Figure 2. It is not in contact with the plasma making this system an electrodeless thruster. The plenum end of the inductor is grounded and the exhaust end is connected to the RF matching circuit (described in detail in section RF Circuit Description). The matching circuit matches the inductive load formed by the antenna and the plasma system to 50 Ω to allow easy connection via any length 50 Ω coaxial cable to a laboratory grade wideband RF amplifier (Mini Circuits ZHL-100W-GAN+). The amplifier is driven by a 40.68 MHz sine wave signal from a Keysight 33600A arbitrary waveform generator which is used to control the output power and, when pulsed, the duty cycle of the RF supplied to the thruster (a feature not used in the present study). The RF circuit also includes a cross-needle Daiwa CN-801 SWR meter which is used to confirm power and matching quality. A high-flow cooling fan can be used to cool the inductor to ensure the Viton o-rings do not overheat when operated at high power and for long duration. With the cooling supplied from the external fan, the prototype can run continuously at 40 W reaching a maximum temperature near the center of the coil not exceeding 200°C. In these conditions, thermal equilibrium is achieved within a minute of RF being switched on. The inductive PR Chi-Kung setup can be used not only to test and optimize the RF circuitry but also the RF power transfer into the plasma by allowing plenum pressure measurements.



2.2. Second Experimental Configuration

The main aim of this study is to demonstrate thrust gain from gas heating during plasma operation with the newly designed 40.68 MHz compact impedance matching system. To this effect a second configuration is used where the inductive PR with matching network is attached to a thrust balance and fully immersed within the previously described, larger Wombat vacuum chamber [15, 29]. Major components of this assembly are shown in Figure 3; a photo of the prototype operating in the Wombat chamber is shown in Figure 4. In this set up the RF antenna is located at a distance of ~8 mm from the exhaust plane of the plasma cavity. The length of the ceramic tube is reduced to a length of ~4 cm compared to the Chi-Kung setup. Similar measurements have been conducted in this chamber in the past for the capacitive PR mounted on the large, four-arm, thrust balance [29]. Here essential improvements to the thrust measurement procedure have been carried out as follows: the propellant is supplied via a flexible PTFE hose with an outer diameter of 1.5 mm and inner diameter of 0.8 mm, and RF power is supplied via a flexible RF cable (RG316). Both lines are attached to suitable vacuum feed through connectors to allow connection with the gas controller (Alicat scientific) and RF power supply (Oregon Physics VRG1000A), both located outside the chamber. Care has been taken to ensure both gas line and RF cable are mounted in a way that is not influencing the measurements. The lack of influence in the displacement from the gas line and RF cable was confirmed by the repeatability of the results in a large number of cold gas operations and by the observation that there is no displacement change when RF was switched on with no gas. When the thruster operates, either in cold gas or plasma mode, the balance moves in reaction to the applied force and the displacement D is measured with a previously described laser-sensor system [29]. This system is based on a laser triangulation displacement sensor (ILD1700) and has a resolution of 0.1 μm. The thrust to displacement calibration factor is 0.044 mN/μm and is obtained by using a calibration system consisting of a set of well known weights on a string connected via a pulley to the balance. The application of the weights is controlled by a stepper motor, installed in the chamber. Vacuum in the chamber is produced by three pumps: a Neovac SS120W roughing pump achieves ~ 10−2 Torr with no gas flow and a large Varian V1800A turbomolecular pump with a pumping speed of 1600 l/s (N2) improves the vacuum to ~10−6 Torr. A cryopump is also available but was not used in these measurements.


[image: Figure 3]
FIGURE 3. A simplified sketch of the inductive PR, shown here installed in the Wombat vacuum chamber equipped with a thrust balance.



[image: Figure 4]
FIGURE 4. Photo of the inductive PR mounted on the thrust balance and shown operating inside the Wombat chamber. The magnetic damper consisting of a copper tube attached to the chamber and a set of permanent magnets attached to the thruster can be seen below the thruster, to the left hand side. The RF matching network can also be seen, in this instance consisting of fixed value silver mica capacitors only.


To avoid putting the balance in an undamped oscillation every time there is a thrust change or external stimulus (mechanical vibration) and to quickly return to a baseline position, a custom-made magnetic damper is installed. The damper, seen in Figure 4, uses permanent magnets attached to the balance and inserted into a copper tube which is attached to the chamber. The eddy currents produced in the copper by the movement of the magnets result in a force opposing the movement and as a result have a damping effect. The time constant of this damping mechanism is in the order of a few seconds. This damping effect is further augmented by filtering done at the raw data level resulting in an improved sensitivity system. The thrust measurement campaign aims at assessing the cold gas thrust and the thrust gain when the plasma is turned on for varying gas flow rate and varying RF power. There is presently no cooling system and plasma runs (burns) are kept to a minute or less to avoid overheating damage to the Viton o-ring. No thermal drift of the balance was observed due to the short plasma burns.



2.3. RF Circuit Description
 
2.3.1. Frequency Selection of 40.68 MHz

The selection of frequency of operation for the inductive PR is based on two distinct requirements. The first one is the requirement to operate on a frequency that is not likely to cause interference to any other user of the radio spectrum. This requirement must be satisfied for all areas the satellite will be flying over, as determined by its orbit. The second one is to select a frequency which provides optimal performance of the thruster and is compatible with the cubesat architecture restrictions stated earlier in this paper.

To facilitate the operation of RF systems of Industrial, Scientific and Medical (ISM) nature (such as the cubesat thruster), the International Telecommunications Union (ITU) has determined a number of bands which are agreed by all member states to be used for such applications in a global scale. These bands are listed in the 2016 edition of the ITU Radio Regulations document (footnote 5.150) and are 13.56 MHz, 27.12 MHz and 40.68 MHz in the HF/VHF part of the spectrum, followed by 2.4 GHz, 5.8 GHz, and 24 GHz in the microwave part of the spectrum. There are other bands between VHF and microwaves allocated for similar applications by local administrations in many countries, however they do not enjoy the same global recognition as the ISM bands do. The technology to build suitable RF sources for the three lower ISM bands has been demonstrated and includes novel amplifier designs such as the Class-E [30]. Class-E amplifiers for the HF/VHF part of the spectrum have been constructed with 90% efficiency or better [31, 32]. While the inductive PR thruster could in theory be designed to be powered by a microwave source, the strict restrictions of the cubesat platform make this choice a more challenging one due to generally lower efficiency achievable on these frequencies. A typical efficiency value of high-efficiency RF sources for 2.4 GHz systems is ~50% which indicates not only a higher input power requirement for a given RF output power, but also an exacerbated semiconductor heat dissipation problem.

In order to select one of the three lower ISM bands, it is important to explore the impedance characteristics of an inductively coupled plasma device like the inductive PR. The impedance Z at the antenna with the plasma ignited can be represented as

[image: image]

where Rp is the resistance component and ωL is the inductive reactance of the antenna. The angular frequency, ω, relates to the RF frequency, f, according to the formula ω = 2πf. The inductance, L, is mostly dependent on the antenna length, diameter and number of turns. The Rp component of the impedance is due to the plasma absorbing energy and is not dependent on frequency. The power deposited in the plasma is [image: image] where I is the antenna current. For a given current (or plasma deposited power), the voltage across the antenna Vant is determined by the reactance and not the resistance as, for the typical inductive PR operating conditions, R ≪ ωL and is Vant ≈ ωLI. The higher voltage offered by the higher frequency is an important advantage to consider in the thruster design as it facilitates a quicker and more predictable striking of the plasma. Rl represents the loss component and is mostly due to the skin effect influenced AC resistance of the copper wire. In the case of the inductive PR, Rl ≪ Rp for all three ISM bands. Typical values at room temperature for the highest frequency of 40.68 MHz and copper conductors are Rl = ~0.1 Ω and Rp = ~3.1 Ω. Rl increases with frequency but Rl ≪ Rp still holds at the expected operating frequencies of the prototype. The losses can be further improved by using silver plated conductors instead of copper. Based on the above the frequency of operation chosen for the present development of the prototype is the ISM band of 40.68 MHz, a change from the 13.56 MHz previously used for the capacitive PR [12].



2.3.2. Impedance Matching Network

The plasma producing inductor appears as an impedance of ~3.2 + j56 Ω (at 40.68 MHz), obtained by direct voltage and current measurements and calculations based on the matching network component values. Small variations in this impedance may be observed and are due to parasitic impedances in the space immediately around the inductor as well as the gas flow rate and copper temperature, with the last two affecting the real part of the impedance. There are multiple circuits that will match the ignited plasma impedance to 50 Ω (the output impedance of commercial RF sources used in the laboratory) consisting of inductors and capacitors. In general, inductors introduce added losses due to ohmic heating, can be affected by objects in their surrounding and take more space. While innovative solutions for manufacturing inductors have been proposed [33], a capacitor-only matching network is preferred if possible [15]. The two simplest capacitor-only networks are shown in Figure 5, together with the Smith chart solutions.


[image: Figure 5]
FIGURE 5. Two capacitor-only matching networks that are suitable for the inductive PR impedance matching system. L1 indicates the plasma antenna, shown in Figures 1, 2. The Smith charts on top of each circuit show the intermediate steps in the impedance transformation.


Out of these two matching circuits, the one using C1/C2 was selected because it results in lower value capacitors which are generally easier to obtain with very low or zero temperature coefficient (C0G/NP0 types). In the prototype C1 is implemented with a fixed capacitor network resulting in a total capacitance of ~53 pF and C2 is a fixed ~18 pF capacitor. Another advantage of the C1/C2 matching circuit over the C3/C4 one is avoiding the relatively high current that will flow on C4.

Before plasma ignition, the matching network does not provide a good match to 50 Ω due to the lack of the plasma resistance. In this case, circuit simulations show that there is a higher current I flowing on the inductor, which results in a higher voltage V across it. This is beneficial for the successful ignition of the plasma. If the RF power is decreased below the design range of 20 W to 50 W, the plasma switches to a capacitive mode. This is visually observed from the brightness of the plasma being asymmetric and much brighter at the “hot” (not grounded) end of the inductor. If the power is increased to the design range, the discharge becomes inductively coupled and the brightest spot moves to the center of the coil. The voltage across the inductor is ~250Vpeak for 40 W RF power.

It is convenient to have a 50 Ω system in the laboratory. However, this is not a requirement for the final design that will operate on a cubesat. In this case, the amplifier can be designed with an output impedance of 3.2 Ω and the matching network can be reduced to a single capacitor with enough capacitive reactance to tune out the +j56 Ω inductive reactance of the load. The impedance was found not to vary significantly when the thruster is operated within its design range of power (20 W to 50 W) and argon gas flow (20 SCCM to 100 SCCM) At 40.68 MHz, this results in a ~70 pF capacitor. Such direct impedance match has been successfully demonstrated for capacitive PR [31].





3. EXPERIMENTAL RESULTS


3.1. Direct Thrust Measurements: Cold Gas Thrust

In an electrothermal RF plasma thruster the total thrust (FT) consists of two main components, the cold gas thrust (Fcg) and the plasma thrust (Fp):

[image: image]

Figure 6 shows the raw displacement D (from the thrust balance laser-sensor system) over time in cold gas operation for increasing argon flow rate (0 SCCM to 200 SCCM in 20 SCCM incremental steps) and decreasing flow rate (200 SCCM to 0 SCCM in 50 SCCM incremental steps). Each step is ~20 s long. The data sampling rate is 312.5 Hz with a moving average of 256 applied. The data is then reduced by taking the mean every 16 measurements. The result is a measurement clear of frequencies >1 Hz which are most likely noise. This measurement was repeated 4 times to obtain the Fcg results shown by green crosses on Figure 7. Plenum pressure Pplenum, shown in the figure as blue stars, varies from 0 Torr to ~3 Torr when the argon flow rate increases from 0 SCCM to 200 SCCM.


[image: Figure 6]
FIGURE 6. Raw data from thrust balance showing balance displacement D over time. In this sequence, the thruster was operated with cold gas starting at 0 to 200 SCCM in steps of 20 SCCM, then return back to 0 SCCM in steps of 50 SCCM. Each step lasts for 20 s. The data sampling rate is 312.5 Hz with a moving average of 256 applied. It is then reduced by taking the mean of every 16 measurements. The basic calibration is measured to be approximately 0.044 mN/μm.



[image: Figure 7]
FIGURE 7. Calculated cold gas thrust Fcg (solid purple line), measured thrust Fcg (green crosses) in the Wombat chamber (Figure 3) and plenum pressure Pplenum (blue stars) measured in the Chi-Kung chamber (Figure 2), vs. argon flow rate.


On first approximation, neglecting the neutral gas pressure term, the axial thrust force generated by the cold gas can be approximated for an isentropic, choked flow (Mach number M = 1) regime by the momentum term [27]

[image: image]

where ṁ is the argon mass flow rate and [image: image] is the argon gas sound speed (Ts is the static temperature at the exit of the tube, R = 8.314 J.mol−1K−1 is the universal gas constant, γAr is the specific heat capacity ratio for argon and mAr is the argon molar mass). At Ttotal ~ 300 K, Ts given by the formula [image: image] is about 225 K, cs is about 279.2 m/s and the calculated Fcgcalc shown by the purple solid line on Figure 7 increases up to ~1.7 mN for 200 SCCM of argon. Agreement between Fcgcalc and Fcgmeas is very good at flow rates below ~80 SCCM giving confidence that the experimental system is appropriate. The measured thrust Fcgmeas is somewhat lower than the calculated thrust at high flow which indicates that some unaccounted loss is occurring in the system. This loss is likely due to the boundary layer friction force acting upon the inner wall of the ceramic tube, as described in detail by Ho et al. [25].



3.2. Direct Thrust Measurements: Plasma Thrust

The next step in the characterization of the inductive PR is the measurement of the thrust increase Fp when the plasma is ignited (as shown in Figure 4). For the thrust measurement procedure, the prototype is fed with a constant gas flow rate, the balance is allowed a few seconds to settle and the RF is subsequently switched on. A typical measurement of the balance displacement D at plasma ignition and thereafter is shown by a solid purple line in Figure 8. D exhibits a rapid increase due to the volumetric gas heating directly by the RF power, followed by a slower increase due to the ceramic wall heating up via ion bombardment and exchanging heat with the propellant as described in detail in Greig et al. [19]. In this figure the effect of the magnetic damper can be observed with the ~2 s period oscillations in the displacement being damped effectively within a few seconds.


[image: Figure 8]
FIGURE 8. Balance displacement D (solid purple line) measured in the Wombat chamber and plenum pressure Pplenum (solid green line) measured in the Chi-Kung chamber, over time for 100 SCCM of argon and 50 W of RF. The RF is switched on at t = 0 s. The RF current flowing on the antenna when the RF is switched on is ~4 A RMS.


A useful qualitative diagnostic indicative of thrust from the plasma is the plenum pressure Pplenum, measured with the inductive PR mounted onto the Chi-Kung chamber (first configuration), and shown by the solid green line on Figure 8 for the same flow rate and RF power. The displacement and plenum pressure plots are synchronized to the time the RF is switched on (t = 0s). The variation in Pplenum vs. time strongly matches that of the balance displacement. The thrust increase due to the wall heating up can be compared to the resistojet thruster principle and it is found to be a function of gas flow rate, RF power and heat dissipation mechanism. For the present study we only focus on plasma thrust gain at plasma ignition vs. the two main parameters, RF power and argon gas flow rate.

The effect of RF power in the plasma thrust (Fp) for a fixed 100 SCCM argon flow rate is presented in Figure 9. The data points in this plot are the average of 8 measurements of 20 s burns for each power and the error bars reflect the distribution of these measurements. The reported thrust does not include the slow resistojet increase which can be seen in Figure 8. Fp increases quasi-linearly from 0.14 mN at 20 W to 0.3 mN at 50 W. Since the pressure is of the order of one Torr in the plasma cavity (same as capacitive PR), it is expected that the source of thrust will be mostly from heated neutrals [16]. Previous thrust measurements have been reported for inductive RF sources [21]: for a 6.5 cm-diameter, 9.5 cm-long plasma cavity in which the operating pressure was of the order of a mTorr (~55 SCCM of argon), the source of thrust was shown to be mostly a result of the maximum electron pressure converted into ion momentum and about 0.5 mN at 100 W.


[image: Figure 9]
FIGURE 9. Plasma thrust Fp vs. absorbed RF power for fixed 100 SCCM argon flow (solid line, crosses). The reported thrust in this plot does not include the cold gas Fcg component which is ~0.8 mN, as seen in Figure 7.


It is of interest to carry out a basic estimate of the thrust from ions for the mm scale inductive PR inductive RF source for comparison. This was done using a global plasma model (comprising a particle balance and power balance) described in detail by Lieberman and Lichtenberg [14] and previously applied to low pressure RF sources [20] to determine a maximum electron density subsequently used in a plasma thrust model described in detail by Fruchtman [23], and successfully applied to inductively coupled RF thrusters [21, 34]. In the latter, ion-neutral collisions are ignored and the thrust from accelerated ions is given by the maximum electron pressure within the plasma source region, Fion = qneATe, where q is the electron charge magnitude, ne is the maximum radially averaged density within the source region, A is the cross-sectional area of the source tube, and Te is the electron temperature. A thrust reduction factor of 0.6 [21] to 0.82 [34] to account for the radial density profile in a cylindrical source is typically used.

A particle balance for a cylindrical plasma which consists in equating the total surface particle loss to the total ionization [14, 20] was initially carried out to determine the electron temperature (assuming a Maxwellian distribution) and the ion Bohm velocity: ignoring the presence of the plenum cavity and using a plasma cavity radius of 2 mm and length of 15 mm, approximately corresponding to the antenna footprint shown in Figure 4, and a mid-cavity pressure of 1.1 Torr corresponding to half the plenum pressure measured for 100 SCCM gas flow (Figure 8), the electron temperature is about 2.0 eV and the Bohm velocity [image: image] m/s. The input gas temperature was assumed to be 300 K in first approximation. Such procedure was also carried out in the capacitive PR as described in Charles and Boswell [12] yielding similar output due to the similar geometry and operating gas pressure. These capacitive PR results were later confirmed with direct electrostatic probe measurements and computer simulations [28, 35].

Based on the derivation of the electron temperature with the particle balance, a power balance was subsequently used to estimate the maximum plasma density (nemax = nimax) as described in Lafleur et al. [21], Lieberman and Lichtenberg [14], Lieberman et al. [20] and determine the thrust from the electron pressure neTe (which is converted into axial ion momentum as previously detailed in Lafleur et al. [21] and Fruchtman [23], here a thrust factor of 0.6 is used for the radially averaged plasma density, i.e., ne = 0.6nemax). An approximate power input reduction factor of 0.9 was used to account for the electrical power transfer inefficiency of the matching circuit. This model yields a thrust from ions of 25 μN at 20 W to 63 μN at 50 W of RF power which is between 18% (at 20 W) and 21% (at 50 W) of the measured values. These values are significantly lower than the respective measured thrust values shown in Figure 9 (140 μN and 300 μN for 20 W and 50 W, respectively). This is an indication that like its predecessor the capacitive PR, the inductive PR behaves like an electrothermal thruster (thrust gain from heated neutrals) rather than a plasma or ion thruster when operated in the configuration of geometry, power and gas flow rate described in this paper.

Having confirmed that the main thrust generation mechanism is neutral gas heating (rapid increase reported in Figure 9 due to the volumetric gas heating directly by the RF power, followed by a slower increase due to the ceramic wall heating up via ion bombardment and shown in Figure 8, the variation in thrust from the ions was investigated as a function of the gas temperature since we initially assumed a gas temperature of 300 K. Assuming a gas temperature increase of a factor of 2 from 300 K to 600 K for 20 W power input gives an electron temperature of 2.3 eV and an ion thrust of 19 μN (down from 25 μN). This simple estimate shows the interplay between thrust generation from heating neutrals and accelerated ions. Global models provide no spatial information and should be complemented by future dedicated computer simulations for further investigation.

Figure 10 shows the effect in Fp of flow rate change when keeping the RF power constant. The knee point seen at about 60 SCCM in this plot is likely to be related to the physical dimensions of the tube and will be the topic of future work. In summary, the comparison between Fp at ignition for this unoptimized thruster and Fcg shows a total thrust increase of up to 40%.


[image: Figure 10]
FIGURE 10. Plasma thrust Fp vs. flow rate for fixed 30 W RF power. The reported thrust in this plot is the thrust due to the RF and does not include the cold gas component.


The thrust reported so far does not include the slow increase of thrust over time shown in Figure 8 which is attributed to the ceramic wall heating. This increase however has an important role in the overall performance of the system. To understand better this effect, a simple resistojet experiment was performed using a constant 100 SCCM argon flow into a same dimensions plenum and ceramic tube system. In this experiment, the RF antenna was replaced by a tungsten wire which is placed inside the tube and was heated up to glowing temperatures by 20 W of DC power. The heating element had a diameter of 2 mm and length of ~1 cm and was placed at a distance L from the exhaust end of the tube. Thrust measurements were made on the Wombat balance by setting up a constant 100 SCCM flow, then turning on the heating element for 20 s and recording the thrust at the end of that period. At L = 0 mm, the thrust gain over the cold gas thrust, FT/Fcg, was 1.99 dropping to 1.65 at L = 5 mm, 1.34 at L = 10 mm, 1.22 at L = 15 mm and 1.08 at L = 20 mm. The gradual decrease in thrust can be attributed to the cooling down of the gas while traversing the final length of the tube which did not have enough time to reach a temperature equilibrium. An attempt was made to shift the RF antenna of the inductive pocket rocket closer to the exhaust end of the tube to confirm this observation with an RF plasma but the RF matching was affected possibly due to the pressure change near the exhaust end and was impossible to get reliable data. This observation is going to be an important focus on future optimizations of this thruster.

Another point of interest to future optimizations is the formation of parasitic plasma outside the ceramic tube. This is due to the pressure in the vacuum chamber increasing from 10−6 Torr to ~10−3 Torr when the thruster is operational which resulted in enough gas density to ignite and sustain a weak plasma outside the ceramic tube. The effect of this is that a percentage of the injected power is lost to that parasitic plasma which contributes to the lower performance of the thruster. In space, this is less likely to be a problem however it is possible to mitigate it the impact by increasing the vacuum pumping speed and protecting the area directly over the antenna by some inert material to discourage the formation of plasma.




4. CONCLUSIONS

The present study demonstrates total thrust gain at plasma ignition in a small size inductively coupled Pocket Rocket, operating as an electrothermal plasma thruster. A small foot print impedance matching network operating at 40.68 MHz and mounted directly onto the plasma cavity allows reliable measurements of direct thrust with inductive PR immersed in vacuum and attached to an optimized thrust balance. A magnetic damper facilitates the measurement procedure by limiting thermal effects during plasma burns which allows reliable and repeatable measurements. The measured thrust is found to be comparable with the predecessor capacitive PR, however, absolute comparisons are not easy to make due to the unknown losses in the matching network of the capacitive PR vs. and the differently configured thruster balance used for those early experiments. The direct thrust measurements of the inductive PR have confirmed the production of thrust and have highlighted a couple of areas of improvement which will be considered in future work. Based on the reported results, future studies are justified and are expected to incrementally improve the performance of the presented proof of concept.
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In complex systems like financial market, risk tolerance of individuals is crucial for system resilience. The single-security price limit, designed as risk tolerance to protect investors by avoiding sharp price fluctuation, is blamed for feeding market panic in times of crash. The relationship between the critical market confidence which stabilizes the whole system and the price limit is therefore an important aspect of system resilience. Using a simplified dynamic model on networks of investors and stocks, an unexpected linear association between price limit and critical market confidence is theoretically derived and empirically verified in this paper. Our results highlight the importance of relatively “small” but critical stocks that drive the system to collapse by passing the failure from periphery to core. These small stocks, largely originating from homogeneous investment strategies across the market, has unintentionally suppressed system resilience with the exclusive increment of individual risk tolerance. Imposing random investment requirements to mitigate herding behavior can thus improve the market resilience.

Keywords: network science, financial system, risk contagion, market resilience, market crash


1. INTRODUCTION

Financial markets are characterized by complex systems which give rise to emergent phenomena such as bubbles and crashes occasionally [1]. The price limit for single-security, which usually regards as part of a broader effort to mitigate extreme risk in stock market, has been widely used in China, the US, Japan and Canada, etc. It forbids traders trading stocks at any price above or below a predefined level for the remainder of the day. In Chinese A-share market, for instance, the absolute return permitted is 10% for every regular stock. Though the single-security price limit is designed to be equal for all securities, it functions as a stock-specified tolerance, and helps protect investors by avoiding sharp price declining or jumping. Conversely, price limit critics claim that price limit may be ineffective [2, 3] or even feed panic selling in times of market crash [4]. As the traders are in fear of the potential illiquidity when price limit locks their positions [2], they will collectively sell stocks to seek for liquidity or reduce risk exposure, which in turn smashes market confidence and leads to further downward depression on a wider range of stock prices. For instance, in the 2015–2016 stock market crash in China, such global sell-off has spread so widely that more than 1,000 stocks prices declining to the daily price limit has become nearly normal for investors. From the complex system perspective, if the market confidence is sufficient enough to withstand illiquidity shocks caused by the price limits, a system collapse can be avoided. How the critical market confidence that keeps the market away from collapse reacts to price limits therefore determines the market resilience, which usually described as the ability of a system to adjust its activities to retain stable when shocks arrive [5]. In the context, a clear feature of interest is the presence of single-stock price limits' effects on the critical market confidence and system disruption.

An important depression contagion channel for price limits and market panic is the overlapping portfolios when investors invest in the same equities. As mentioned above, this might be the case if investors sought to hedge their exposure to potential illiquidity of the security that had reached the price limit by trading other stocks in their portfolios. A similar effect might arise if traders who have incurred mark-to-market losses in stocks of price limits face margin calls or are required to reduce their positions to meet the obligation of leverage ratio [6–8]. Additionally, investors may be unwilling to hold securities in fear of that the price limit is driven by information that will affect the value of a wide range of stocks, e.g., the systemic risk [9]. This kind of “loss of market confidence,” in particular, plays a non-negligible role in market crisis [10, 11]. Thus, it is worth exploring the exact knowledge of the relationship between the designed price limit that cause liquidity shocks and the more general “loss of confidence” that can provoke throughout the system. It is also of great importance to probe how the investment behavior and market network structure link together as well as how they influence the association between price limit and critical market confidence, from both theoretical and practical perspectives.

We explore these by constructing a bipartite stock network. While previous work heavily depends on numerical simulations of networks that are often assumed to be random [12–14], we use the bipartite network constructed by mutual fund share holding data in the real world. Furthermore, we validate our theoretical analysis with the real world market crash events through dense computing of price information in minute-granularity. By doing so, we are able to understand and explain the market crash in a data-driven way, aiming for better understanding of financial system in practice. It is also worth mentioning that the method of network modeling in our paper provides a feasible way to study stock market in addition to existing studies.

We also introduce a contagion mechanism and its analytical explanation on the network for capturing how the market confidence and price limits may contribute to market collapse in times of crisis. In the contagion model, we regard overlapping portfolio as risk contagion channel and consider price limit, liquidity shocks and loss of confidence as key interactive factors in market crash. While liquidity shocks and loss of confidence are already known as vital ingredients in market crisis as mentioned before, our study extends existing studies by integrating price limit, a factor of individual tolerance, into the contagion process. Thus, the contagion model also distinguishes our work from previous studies.

From the theoretical point of view, our approach recognizes some important differences with other complex systems and inherently challenges existing understandings. While previous models have underlined the importance of “superspreader” in ecosystem stability [11, 15, 16], our results adversely demonstrate the importance of relatively “small,” totally “nested” stocks that drives the system to collapse. Those small stocks, largely originating from homogeneous risk-minimizing investment strategy across the market, determine how the critical market confidence reacts to the price limit. In this study, we call these stocks “critical stocks” in the context of stock market crash or “driving nodes” in the context of stock market network.

The word “critical” is borrowed from the terminology “critical points” in system science. As far as we are concerned, critical points of complex dynamical systems are defined as the explosion to infinity of a normally well-behaved quantity [14]. In particular, Sornette et al. [14] suggests that a stock market would crash when the strength of herding behavior increases up to a certain point called the “critical” point. The term “critical” in our study, however, has two meanings. The first meaning involves with “critical market confidence,” which shares the same concept with previous studies, indicating that if the market confidence reaches the critical point, the stock market would switch from stable to unstable. The second meaning belongs to “critical stocks,” also called “driven nodes” in this study, because they play the decisive roles in the exact values of critical market confidence under the predetermined price limits. While the “critical market confidence” refers to critical points for the system at the macro-level, the “critical stocks” relates to the components of the system at the micro-level that determine the critical points of the whole system.

Unlike other studies in econophysics in which prices or returns are the main focuses to observe market crash [14, 17], we zoom in the determinants of critical points and the procedure of market crash. In particular, although both Sornette et al. [14] and our work are trying to explain the financial market crash from the perspective of complex system and we both agree that herding behavior is the source of market crash, the fundamental ideas of our work are different from theirs. Sornette et al. [14] argues that the herding behavior of the traders who may drastically revise their decision would abruptly produce a sudden unbalance between supply and demand. When the strength of herding behavior reaches to the critical point, a crash happens. In our study, we point out that the herding behavior unintentionally breeds a network with small but critical stocks, who play decisive roles in regulating the relationship between price limit and critical points of market confidence.

We further capture that the order of stocks reaching their limit down prices in the real world is similar to that found in our model: from periphery to core, then from core to the whole system. During this process, the small but critical stocks located on the periphery are essential, as they firstly pass on the failures to the core nodes inside the network, that lead the system reach global failure eventually. In a word, the small stocks are vulnerable to the first-round of failure and are critical to the further rounds of price limits implements and illiquidity propagation, which makes them crucial for system resilience. Note that previous studies have not underlined the importance of small nodes in the systems, our findings inject new and counterintuitive insights into the market supervision and suggest authorities watch the critical small stocks instead of fully attracted by some systemically important ones in practice.



2. MATERIALS AND METHODS


2.1. Model

Here we build a bipartite stock-investor network (see Figure 1). While similar networks have been used to study the financial system stability [18–20], the present paper would mainly focus on the stock market crash and how the network structure determines the association between downward price limit and critical market confidence, which features the market resilience.


[image: Figure 1]
FIGURE 1. The stock-investor network illustration. (A) Shows the network compositions, where the gray squares are investors and the red circles are stocks. Edges exist only from one kind of nodes to the other and edge weights represent how much the investors invest on the corresponding stocks with respect to market values. It is an undirected weighted network. (B) Shows the contagion procedure. The initial shock is stock S1 reaching its price limit and losing c proportions of its market value. The lack of liquidity results from this leads to investor C2 faces a proportion of share holdings being locked. This further makes C2 sell other stocks in hand at τ = 1, i.e., S2, which then conveys the depression to C1, and so on and forth. (C,D) Shows the examples of “nestedness” and “branching” that defined in section 2.2.


Define the absolute value of price limit down as c, where c ∈ (0, 1). The market value of stock i at time τ is Si, τ. For stock i, if

[image: image]

stock i reaches its limit down price, what we called it “failed.” A high absolute value of limit down allows a stock to withstand larger shocks before it is pushed to suffer the lack of liquidity. We study the consequences of shock initially hitting any single stock at τ = 0, with the shock taking the form of wiping out a fraction c of its initial values. While c is the limit down threshold, this equals to evoking the stock's failure. An initial failure of a stock that reduces the market values of the investors' liquidation ability will elicit the panic selling on other stocks. If the market's demand is less than perfectly elastic, such disposals will result in a short run change in stock price [21, 22]. Subsequently, the externally imposed price limits may dictate additional panic selling which will have a further impact on market prices. See Figure 1B for an illustration.

Following the outlined cascading procedure, we integrate the interaction of market confidence into the model as a scaling effect on the liquidity shock. Specifically, the τ = 0 failure by a single stock results in each of its investors' holding portfolio experiencing a τ = 1 shock of magnitude
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where α is the market confidence, α ∈ [0, 1], and Am, τ is the total stocks' market value held by investor m at time τ. The term [image: image] defines the degree of illiquidity results from the price limits of failed stocks, by which we assume that a depreciating investor may depress the prices of other stocks in holding portfolio according to the relative illiquidity. The market confidence α adjusts the illiquidity magnitude by multiplying [image: image] and regulates the market resilience accordingly. Market illiquidity is linked directly to confidence effects by formula (2). The assumption is that investors who hold the failed stocks could dispose other stocks in their portfolios at lower prices that related to both their liquidity pressure and market confidence. This process causes the capital position of other investors holding these same stocks to be eroded.

We will now have further, τ = 1, failures of the stocks connected to the initially infected investors if formula (1) is realized. This, in turn, may generate τ = 2 failures of stocks when these τ = 1 failures of stocks convey the price downward pressure to their investors through formula (2). And so on for τ = 3 and further. The details of the contagion model with market confidence α ∈ [0, 1] and price limit c ∈ (0, 1) are as follows:

Step: 1. τ = 0, we initially shock a single stock i, wiping out c of its market value and it is then considered as failed. We have Sm, τ = 1 = (1 − c)Sm, τ = 0, wi, m, τ = 1 = (1 − c)wi, m, τ = 0.

Step: 2. Update the stocks' market value ∀i, [image: image].

Step: 3. If ∀i, [image: image], no further failures, the algorithm ends. If ∃i, [image: image], we call these stocks failed and add them into the stocks list Fτ. The set of neighbors of stocks belong to Fτ is denoted as Lτ.

Step: 4. Delete the stocks in Fτ as they reach their down limit prices and are regarded as completely illiquid. Update the investors holding market value, [image: image].

Step: 5. τ = τ + 1, update the investors holding values, i.e., ∀m ∈ Lτ, ∀i, [image: image]. The term [image: image] defines the degree of illiquidity results from the price limits of failed stocks in which we assume that the illiquidity of holding portfolio, a depreciating investor may depress the price of those stocks in the market. The confidence effects on stock prices depression are mild or negligible when α = 1, but become more severe as α decrease.

Step: 6. Return to Step 2.

The deficiency in the outlined model is that we assume the confidence level remain fixed to be α as the cascade surges through the system. Nevertheless, we believe that it is useful to have a clear understanding of the dynamics of potential system disruption by assuming the confidence level remains universal [23, 24]. Our model captures how the interplay of market confidence and price limits can generate a downward spiral during market crash. More broadly, the critical market confidence that maintains the stability of the system is of primary interest in the presence of risk tolerance of individuals. By unveiling the connection of the two, we obtain the gauging of market resilience in section 2.2 from theoretical perspective and section 3.1 from empirical perspective.



2.2. Theoretical Analysis

By mapping our model onto a generalized process, we show analytically here that there is a region in parameter space where further cascades of failures occur. Denote the market value of investor m holding stock i as wi, m, τ, i.e., the edge weight from node m to node i. The original market value of stock i is [image: image]. The original market value of investor is [image: image]. Denote the stocks fail at τ as Fτ. Denote the investors holding stocks that fail at τ as Lτ. Considering the devaluation in formula (2), the stocks' failure boundary in formula (1) could be written as
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where m belongs to the investors stock i connects. Following formula (1) and (2), for every initially shocked stock, the market confidence needed to avoid its neighboring stock i's failure at τ+1 could be calculated as
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Consider τ = 0, we assume that [image: image] is rather small because the investors have a wide range of portfolios and one of them would not be comparable with the investors' total holding values. See Figure S3D for evidence in the Chinese case. Formula (3) would then be simplified as
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The intuition behind the numerator is that the market value of stock i consists of two parts: one part held by investors connect to the failed stocks, the other part held by investors do not connect to the failed stocks. Apparently, the ratios of the two are critical in the network cascading. Inspired by this, two indicators for stocks are raised: nestedness and branching.

The nestedness of stock i on stock j is the degree of how stock i would be influenced by stock j's failure, which could be defined as
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Nestedness basically measures the severity of portfolio overlapping. Note that the nestedness of stock i on stock j is not equal to the nestedness of stock j on stock i. For instance, suppose stock i is held by few investors while these investors hold the other stock j, then the nestedness of stock i on stock j would be one (see Figure 1C). But if the stock j has more investors, the nestedness of stock j on stock i would be small. A higher value of nestedness implies a higher value of [image: image] in formula (5) if edge weights are really close to each other, which means the stocks with higher nestedness have greater potential to get infected by other stocks' failures and their failures will drive further rounds of risk contagion (see Figure 1).

The branching for stock i is defined as
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Branching takes account of the number of neighbors stock i have by definition and thus reveals the probability of stock i's exposure to other stocks' failures. Remember in each step of contagion, it is only the stocks which share common neighbors with failed stocks that are taken account into the devaluation and have the potential to reach price limits, i.e., formula (3). Therefore, branching unfolds the overall extent of stock i's exposure to random shocks. Additionally, branching also depicts the capacity of spreading risk because it correlates to the number of stocks that one failed stocks could pass the depression to others through common neighbors (see Figure 1D). A high level of branching is basically an outcome of investors' highly diversified portfolios. Nestedness and branching altogether govern the potential for the spread of shocks through the network and it is shown that they help provide effective information into the causes of the potential dynamical behavior as well as influence system resilience. The results section will present empirical evidence of the analysis and more insights on the two new indicators.



2.3. Data

In this paper, we consider using mutual funds as proxy of market investors. The dataset of mutual funds stock holdings in China are downloaded from Wind Information, containing the market value of shares held by mutual fund for listed stocks on June 30 2015, around the period that the severe Chinese stock market crash happened. It covers 1,512 mutual funds and 2,709 stocks listed on either Shanghai Stock Exchange or Shenzhen Stock Exchange that are the two main stock exchanges in China A-shares market. Existing study has pointed out that though the ownership data is taken at one particular time of the year, it represents noisy yet unbiased estimate of mutual funds investment preferences in that year or at least the days around the reporting date [25]. We group ownership records by mutual fund management companies as we assume that mutual funds under the same management company could have collective actions on an individual stock.

There are 87 mutual fund companies and 2,709 stocks included in the study. To be more specific, the 87 mutual fund companies are nodes of investors, and while the 2,709 stocks listed in the market are nodes of stocks. The edge weights are equal to the sum of market value hold by mutual funds under the same management institutes. Additionally, we deploy the proposed model into the mutual fund and stock network, in which the 1,512 mutual funds are used as in the investor entities in Figure 1 instead of the 87 mutual fund companies. The network is less denser and the results could be found in Figures S8, S9, which are consistent with those from the network of mutual fund companies and stocks.

The timing of stocks reaching their limit down prices are obtained by integrating two sources of information: the statuses of stocks and the stocks' intraday prices. The statuses of stocks acknowledge us whether the stocks reach their limit down prices or not during the trading day. If they did, we pick out the time that the stocks first reached their lowest prices of the day, i.e., their limit down prices, as their moments of failures. The datasets analyzed during the current study are available in the figshare.com repository, https://doi.org/10.6084/m9.figshare.8216582.v2.




3. RESULTS


3.1. Price Limits and Critical Market Confidence: The Undesirable Relationship

The relevant parameters in the model design are the price limit c and market confidence α. The prior interest is the minimum market confidence to guarantee the robustness of the system, or say the critical α, given a fixed price limit. Denote it as αc. Here we use dataset of Chinese mutual company's holding positions to establish the bipartite network and use numerical simulations on the real world network to illustrate and clarify the intuition underpinning our model.

To make the result independent on the initial shock, we apply a shock to the stocks one at a time and iterate over the stocks set to obtain the averaged outcomes, see Figure 2A. The initial shock could, in principle, cause crash of the entire system if α ≤ 1 − c. The system can switch between stable and unstable, which means that the stock market can either survive and be healthy or completely collapse. More importantly, the phase transition boundary is αc = 1 − c, indicating that the critical market confidence does decrease with the deepening of down price limit. In other words, the system tends to be more resilient to shocks when the individual risk tolerance is higher. However, as the slope of their relationship is not steep enough as expected, the critical market confidence could not be effectively curtailed with respect to the increase of absolute value of downward price limit. Note that the downward price limit is set as −10% in the Chinese stock market, where the critical market confidence is still high according to our model. The micro-level market structure that leads to such association has to be further examined, and it is also necessary to investigate the possibility of proper structures in which the critical market confidence can be more efficiently reduced by rising the absolute value of price limits, or the market resilience is to be enhanced.
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FIGURE 2. The relationship between critical market confidence and price limit down. (A) Shows the phase transition boundary as αc = 1 − c, from which the system switches from stable to unstable. (B) Shows the ratios of initially shocked stock whose neighbors' maximum αci lie in the relative intervals with respect to c ranging from 0.1 to 0.9. The darker the higher of the ratios. The grids on diagnose are the darkest ones, indicating the majority of initial shocked stocks have at least one neighbor with αci = 1 − c.




3.2. Driving Nodes: The Critical Ones That Prompt System to Collapse

As the market confidence α is felt by every investor holding the initially shocked stock and then deliveries the ‘loss of market confidence' depression to portfolios, it would be stocks with the largest critical market confidence that determined the system-wide critical market confidence, i.e., αc. For every initially shocked stock, denote αci as the market confidence needed to avoid its neighboring stock i's failure (neighboring stock i refers to a stock denoted as i that shares at least one common investor with initially shocked stock), whose value at τ could be accordingly derived, as mentioned in section 2.2. Define “driving nodes” as stocks that have common investors with the initially shocked stocks and their αci are the largest among others at τ = 1 for the initially shocked stocks. One would expect that these driving nodes play the critical roles in regulating system resilience, i.e., the interconnection between the minimum market confidence that needed to keep system stable and the predetermined price limit.

From the empirical perspective, Figure 2B illustrates the proportions of initial shocks on behalf of their neighboring stocks' maximum αci at τ = 1. The highest proportions lie on the diagnose of the matrix, demonstrating that it is because the majority of initial shocked stocks connected to at least one of the stocks with αci = 1 − c at τ = 1 that drives the system phase transition boundary to be αc = 1 − c that shown in Figure 2A.

Note that the driving nodes are arose from the micro-level network structure, one stock is the driving node of another stock doesn't mean it would be driving node for other stocks. Denote the probability for the stocks to be driving nodes as PD, calculated as the ratio of the stocks' αci equal to 1 − c at τ = 1 to all possible initial shocks. Figure 3A exhibits that those of high chances being driving nodes are indeed the ones that fail at the early stage. This coincides with the argument that the success of passing the depression at the start-up phase is the crucial component in cascading failures. Additionally, the inset in Figure 3A indicates that the probabilities of being driving nodes are low for most stocks while a few have high probabilities of being driving nodes. In spite of this, the initial shocks would cascade and cause the stock network collapses provided that there is at least one driving node for any initial attack. Therefore, the nodes with high likelihoods of being driving nodes are critical in determining the system resilience at macroscopic scale.
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FIGURE 3. (A) The relationship between [image: image] and PD. [image: image] is the average cascading steps. PD is the probability of being driving nodes. The Pearson correlation coefficient and p-value annotated in the plots are for the main axes. The inset in (A) describes the distribution of PD. (B) The relationship between the time to the peak moments for stocks reaching price limits and the maximum PD of failed stocks in every minute. We consider four trading days when market crashes, including June 26, June 29, July 2 and July 3 in 2015, as they considerably speak for the 2015 Chinese market crash and these four days are around the mutual fund ownership data's disclosure date [25]. We first divide each trading day into a couple of non-overlapping time intervals where in each time interval there are stocks reaching down price limits continuously in minute-granularity (see Figure S1). These time intervals are called “waves,” as they possibly incorporate cascading failure of stocks, respectively. We also detect the peak minute(s) in every wave where the number of failed stocks hits the local maximum, indicating a wide range of stocks' failures is happening. The gray dotted line indicates where the peak moments are and the results before or after the peaks are in different colors. The Pearson correlation coefficients and p-values annotated are for the points separated by the gray dotted line.


On top of the cascading simulation in the bipartite network, the real-cases of market crash also approve the idea that the driving nodes have far-reaching effects on depression contagion. While the contagion model has considered only the case in which there is only one stock failed at the beginning, the initial shock in real market collapse is hard to specify and a more realistic scenario is one in which a network is subjected to simultaneous initial shocks. In fact, when probing the number of newly failed stocks in a minute-granularity manner during market crash, we always find appearance of local peaks (see Figure S1). This scenario can be modeled as a sequence of “waves” of newly failed stocks that reaching price limits [26]. And the probabilities of being driving nodes in the bipartite network, i.e., PD, is referred to as the stocks' capability for driving other stocks reaching price limits down in reality. Besides, the contagion model has implied that market collapse would occur in the presence of at least one driving node. Thus we only use the maximum PD among the failed stocks in each time slot, denoted as max (PD), to qualify the overall driving ability of these failed stocks. Interestingly, as shown in Figure 3B, the closer to the moment where a wide range of stocks failed, the bigger the max (PD) is. This suggests that failures of stocks with high probabilities of being driving nodes in the established network are indeed capable of leading the market destruction. On the one hand, the results coincide with the simulation results in Figure 3A to certain degree. On the other hand, the results again empahsis the significant influence of these driving nodes to the stability of market, making further examinations of their roles in structure necessary.



3.3. Structural Roles: Small Nodes Take Over and Pass on Risk

In knowledge of the importance of driving nodes, how they emerge from the investing activities is the major concern. From the theoretical perspective, the driving nodes, or say, stocks with αci = 1 − c in the present real data case, originates from completely sharing neighbors with initially shocked stocks (recall formula 4). And the probability of being driving nodes are further determined by the exposure to connections with initially shocked stocks. Thus we define nestedness as the ratio of overlapping investors and branching as the degree of a stock relative to its largest investor's degree, as shown in Figure 1. In general, the nestedness of one stock on a specific initially shocked stock measures how likely it gets infected by the initial shock and reluctantly becomes driving node to pass on depression contagion. The branching of a stock unfolds the balance between its variety in terms of number of neighbors and the diversity of its largest neighbor' investment portfolio. Therefore, branching measures the potential of a stock for being driving node if other stocks among its neighbors' portfolios got shocked.

Matching the driving nodes' probability PD with nestedness and branching, we find that the odds of being driving nodes are positively correlated with the other two, see Figure 4. On one hand, the stocks which have high nestedness are doomed to have high probability of being driving nodes. On the other hand, the stocks which are of high nestedness tend to possess high level of branching. The PD of stocks that nestedness equal to 1, in particular, are strictly proportional to their branching. Note that nestedness equal to 1 indicates that all of the stocks' nearest neighboring stocks share completely same neighbor(s) with them but have more neighbors than them. Thus the perfect linearity in the inset of Figure 4 reveals that the probability for these stocks to be driving nodes depends on their branching, that is, how their investors diversified portfolios. In particular, those of high probabilities of being driving nodes are connected to investors holding a wide range of equities. By being so, the highly nested stocks are the most likely to absorb the depression risk from their influential neighbors at the early stage and broadcast shocks to other branches of the system.
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FIGURE 4. The relationship between average nestedness and PD. PD is the probability of being driving nodes. The definitions of nestedness and branching could be found in section 2.2. The correlations annotated in the plots are for the main axes. The inset illustrates the relationship between PD and branching for stocks with the average nestedness equal to 1.


Moreover, we find that those driving nodes are mainly small-cap stocks, with low degrees but high branching and nestedness (see Figure S2). The larger-cap stocks, on the contrary, connect to more mutual fund companies, and thus have lower nestedness and branching than the smaller-cap ones. The large gap in average degrees between the large-cap and small-cap stocks implies that while the large-cap stocks are popular among all the mutual fund companies, the small-cap ones could only attract a few mutual fund companies. Additionally, Figure S3A shows that a large proportion of stocks are of small degrees whereas a few stocks are held by almost everyone of the mutual fund companies. Unlike the stock degree distribution, the mutual fund companies overall have high degrees, in particular a few mutual fund companies hold nearly two thirds of the listed stocks. Therefore, aiming at minimizing the investment risk, investors like the mutual fund companies who hold large numbers of stocks tend to invest on the popular stocks (large-cap) and the unpopular ones (small-cap). The popular ones become severely overlapped but the unpopular ones do not. This leads to the small-cap stocks become the nodes of high nestedness and branching in the network, making them relatively “small” when compared with their neighboring stocks but become the driving nodes that could turn over the system.

Different from previous studies in which the importance of “super-spreader” in network is emphasized [11, 15], the present fact that driving nodes could largely be recognized by nestedness and branching prompts the idea of nodes with few neighbors but having one important neighbor would play essential part in our story. In other words, the connections to investors that having exposures across a wider set of stocks make the small stocks possess higher risk on taking-over the depression. Stocks that are nested too much on others should be protected first for the sake of the whole system. And the reason behind this is the homogenous investment strategy that seek for not only wide diversity but also preference on some particular stocks for their safety (see Figure S4).

Many different mechanisms have been suggested in the literature to account for such a high degree of similarity across portfolios including connections between mutual fund managers and corporate board members, herding behavior and imitation of successful diversification strategies [27, 28]. Another potential reason behinds the similarity of investing pattern is the investing concentration on a range of stocks with high social trust in Chinese stock market as it is believed that stocks with high social trust have smaller crash risks [29]. These prudential investment strategies are designed to enhance the market resilience for shocks. However, they lead to a more densely connected heterogeneous financial market and the emergence of small but critical stocks that take over initial shocks and drive further depression, thus undermine system resilience.



3.4. Risk Contagion: Cascading Patterns Due to Driving Nodes

Considering the particularity of driving nodes in the microstructure and their critical roles in the acceptance and diffusion of depression, they may lead to a formation of stable macroscopic cascading patterns. Understanding such patterns not only helps to recognize the systemic impact of driving nodes, but also offers references for precautionary actions of collapse prevention and even brings about the power of prediction. Given the fact that the stocks of high probabilities of being driving nodes are those of high nestedness, a reasonable path for risk contagion would be from the network periphery to the core and then spread to the entire system. Here we use k-core index as the description of the nodes' locations in network for its effectiveness in detecting cores and peripheries [30]. The left panel in Figure 5 clearly demonstrates that the initial attack toward the system first hit the periphery, where the driving nodes locate, and then spreads to the inside. By then, a wide range of failures emerges, propagates to the whole network and results in the system collapse. Note that the contagion dynamics are not long-lived, as the simulation always terminates within a few steps, due to the fact that our network is a rather small one (see Figures S5, S6 for how the cascading proceeds).
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FIGURE 5. The k-core index of stocks reaching the limit down prices. The left panel presents the averaged k-core index at each τ in the simulation course from the proposed contagion model. The boxes show the distribution of the averaged k-core index at τ. The smooth line (orange) shows the trend of the mean of the averaged k-core index at each τ. The right panel which contains four subplots shows the k-core indexes of stocks reaching the limit down prices in four market crashing days. The smooth lines (red) depict the trend of the mean of the stocks' k-core indexes. The gray dotted lines imply the lunch breaks. For the purpose of clearly visualizing data, outliers have been dropped.


We also probe the k-core index distribution using the real-world stocks' failing procedure and find great similarity, see right panel of Figure 5. A similar trend of the contagion procedure is found in these four market crashing days, separating by the lunch breaks. To be specific, the order of stocks reaching their limit down prices in the real world is similar: from outside to inside, then from inside to outside (see also for Figure S7). Note that the financial crash is extremely rare and the past sample size cannot be large. The statistics based on observations of large population are accordingly restricted. Still, the success in fitting stocks failures within a few representative crashing days validates that our model approximation gives agreement similar to that seen in real market crash.

More importantly, one insight in addition to a previous study, that the root case of the system collapse is the extinction of nodes located in the maximum k-core of the network [16], has emerged. We argue that the driving nodes on the periphery are essential, as they firstly pass on the failures to the core nodes inside the network, that lead the system reach global failure eventually.

Admittedly, the results could only provide slim prediction power of stocks failures due to the fact that the network is built on the mutual funds investors while the individual investors are the majority traders in Chinese stock markets. However, the network is still of valuable representation for the whole market considering that individual investors are easily allured by mutual fund institutions' holding positions and investment trending and that mutual funds occupy a large fraction of overall trading value in mature markets like US, Japan and Hongkong [25]. More importantly, the success on approximating the real-world stocks' failing process at the macro-level endows the contagion model with an early warning capability. And the results also suggest that the small stocks, which play the roles of driving nodes on the network periphery, should be protected or isolated for precautionary purposes. Overall, the contagion model would be good a resemblance to the actual market crash.




4. DISCUSSION

Though the single-security price limit is widely used in stock markets of different counties, the exact knowledge of its influence on market resilience is still unknown. In the proposed bipartite network based on common asset exposure in stock market, we specifically study the relationship between the critical market confidence αc that could maintain system stability and single-security limit down c in a risk contagion model design. The linear relationship between the two, which signals the verge of the financial system becoming unstable, implies that αc cannot be reduced significantly when rising the absolute value of c. The fine-tuned price limit, in essence, cannot drastically alter the critical market confidence as expected. From this perspective, the slope of αc and c would be a new indicator to reflect the system resilience. The results are similar if we use mutual funds as the investors in the network instead of mutual fund companies with respect to network structure and the embedded relationship between critical parameters (see Figures S8, S9). This sheds lights on the counterproductive of the accordant single price limit setting in the circumstance of investment behavior pattern like China.

Essentially, the verge of the system stability is awarded by the overall similarity among investments. Even though fund managers are professional investors whose diversification strategies cannot be reduced to random selection of assets, several studies have mentioned that the investing behavior among mutual funds is similar [19, 22, 25]. The herding behavior is more severe in Chinese stock market where we find that similar heterogeneity characterizes the stocks: most stocks are found in the portfolios of a few funds, but some stocks enjoy huge popularity and are held by almost every fund. Stocks with investments from few mutual fund companies are mostly held by those who tend to over-diversify their portfolios. Therefore, they enjoy high nestedness and branching, indicating that they are relatively small in terms of number of investors but have severe portfolio overlapping with other stocks and are able to link the initially shocked stock with other stocks through these investors. On the one hand, they can quickly fail in reaction to the losses of the initially shocked stock's illiquidity even with considerable level of price limit. On the other hand, they increase the chances that other stocks will be exposed to investors who experiencing panic selling in the first round of depression contagion, acting like driving nodes for further system collapse. That is to say, when the failure of such a stock triggers contagious illiquidity because of price limit, a large number of its investors' linkages also increases the potential for contagion to be extremely widespread. In conclusion, the small stocks are vulnerable to the first-round of failure and are critical to the further rounds of price limits implements and illiquidity propagation. Additionally, knowing that these small stocks are usually blind spots for regulators, our results highlight their critical roles in determining the system resilience in reaction to individual risk tolerance. And it is the herding behavior on diversification strategies that leads to the dominance of small but critical stocks in the system.

One of the possible ways to augment system resilience is to adjust the investing pattern on the whole to avoid the dominance of small but critical stocks. To achieve this, we conduct a series of straightforward random experiments, see Figure 6. When we completely randomize the original network, the linearity between αc and c has become steeper, i.e., αc = 1 − 2c, which is good as the critical market confidence is lower at a certain level of price limit as compared to the original case. In fact, even with randomizing of a part of the original network, the linearity of αc = 1 − c would be successfully adjusted. This implies that the system resilience could be improved by regulating the whole picture of investment pattern whereas retaining part of the original investment structure. In essence, the randomizations have successfully modify the distribution of both nestedness and branching (see Figure S10). The nodes with high nestedness are gradually eliminated with the increase of randomization, indicating the extent of portfolio overlapping has been reduced. As a result, it would be more difficult for the driving nodes to take over failures and the system resilience would then be promoted. Similarly, the number of nodes with high branching have been significantly curtailed, implying the risk broadcasting power and the exposure to risk of driving nodes will be lowered accordingly. The adaption of the exact relationship between αc and c through randomizing the network in Figure 6, in turn, highlights the importance of nestedness and branching in terms of system resilience. The exploratory experiments show that imposing the variated investment strategy on the whole or partly can thus enhance the resilience of the system. More broadly, if market participants could make a compromise between individual profit maximization and system stability enhancement, weakening the herding behavior and rethinking the over-diversified investment strategy simultaneously, the market structure will be reformed as the nestedness and branching are redistributed. As a result, the system resilience would be boosted and the price limit will work better for stabilizing the market.
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FIGURE 6. The relationship between αc and c when randomizing the stock-investor network. p denotes the proportion of which the edges in the original network are randomized. The results for different p are shown in different colors and marker shapes, along with lines of best fit (results with αc ≈ 0 are neglected in the lines of best fit). For each p, we delete a proportion of p edges in the original network and generate the same amount of edges apart from the 1 − p edges that have been kept in the network. Thus, p indicates the extent of randomization. When p = 1, for example, random bipartite networks that possess the same amounts of nodes and edges with the real network are generated. On the contrary, when p = 0, there is no randomization and the original network is completely kept, which will give us the results in Figure 2A. All the edge weights are set to be equal in the randomization experiments for simplicity. The initial attacked stocks are also randomly selected to initiate the contagion procedures and the procedures are repeated 600 times for each p. Note that the slope of the linearity between αc and c is −2 in the most random design. The reasons are that, first, under the circumstance of a dense network, the market value of the failed stock is extremely small compared to the market value of all stocks one investors hold, so [image: image] in formula (3) is still small (recall that it is the τ = 0 that matters). Second, the scheme of randomly linking investor nodes and stock nodes makes the probabilities same for investors holding the failed stocks or not holding the failed stocks, i.e., [image: image] in formula (5), which gives αc = 1−2c.


The unexpected side effect of the principle of profit maximization and risk minimization in the individual level of investors is inherently missed in existing understandings of portfolios. While our results both theoretically and empirically suggest that from the view of system resilience, overlapping portfolios due to herding investments derived from this principle unintentionally forge the emergence of small yet critical stocks that drive the market to collapse. In terms of networking investors and stocks, ideas from system science can help manifest the market crash and inject new insights to the practice of market supervision. And to obtain these insights might be challenging for the classical approaches in finance. Even more importantly, the crash of stock market also offers a new testbed to examine the previous understandings of system science and surprisingly, small nodes, which are conventionally thought to be trivial in risk contagion, emerge to be the most critical parts that reignite the failure cascading and determine the system behavior at the critical phase. By lowering the disassortativeness of the system, the entanglement between small but critical parts and instability of the whole system can be effectively weakened, thus leading to enhancement of system resilience. Our results may be of interest to policy markers tasked with developing regulation to promote market-wide stability and venue operators interested in designing effective trading strategies.



5. CONCLUSION

From the perspective of system science, this paper both theoretically and empirically shows the small stocks, which are conventionally thought to be trivial in risk contagion, surprisingly emerge to be the most critical parts that reignite the failure cascading from periphery to core. These stocks also result in the inefficiency of enhancing system resilience with the exclusive increment of price limit. As the emergence of these small but critical stocks stems from herding behavior of investment, imposing random investment strategy in portfolio diversification can lead to improvement of system resilience.

The paper inevitably has limits. While the contagion model provides insightful findings and well-explains market crashes in real world, how to empirically quantify the confidence factor in contagion model is a key challenge for future work. In addition, the current study has only focused on the Chinese stock market. Stock markets in other countries would also be brought into consideration in the future.
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The authors investigate, using both analytical and numerical methods, the entropy associated with a diffusion process inside frictional finger patterns. The entropy obtained from simulations of diffusion inside the pattern is compared to analytical predictions based on an effective continuum description. The analytical result predicts that the entropy depends in a particular way on the path dimension of the system, which governs the scaling of simple paths in the system. The findings indicates that there is a close analogy between the frictional fingers in the continuum and minimum spaning trees on the lattice, as the path dimension is found, through studies of the entropy, to be close to the defining value for the minimum spanning tree universality class.
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1. INTRODUCTION

Patterns with complex geometry and topology are ubiquitous in Nature. When transport processes take place inside such patterns, their dynamical properties are typically anomalous due to the non-trivial geometry. The case of anomalous diffusive transport, where the mean-square displacement scales non-linearly with time, has been studied in some detail since the 1980s and remains a popular topic to this day [1–9]. While many of the systems studied in this context are idealized and synthetic, like that of hierarchical fractals, real systems are noisy and often have a geometry that is too complex to be exactly captured by the simplified models. In order to utilize the simplified models, one has to identify the right set of relevant geometric properties when a scaled-up effective continuum description is used. These coarser geometric properties then determine the long-time dynamical properties of diffusing particles in the geometry, like the mean square displacement and the entropy. The entropy associated with anomalous diffusion processes has been studied in some detail in the framework of fractional diffusion equations [10–13]. We here instead consider diffusion with spatially dependent diffusivity, where the analytical form of the diffusivity is linked to the systems geometry. It is the aim of this paper to investigate the entropy for such an effective continuum description of diffusion in frictional finger patterns, and the associated insight it brings into the systems coarser geometric properties.

Fricitonal patterns are space-filling bifurcating two-dimensional geometries that arise due to instabilities in frictional fluids. Experimentally, the frictional finger patterns are produced by preparing a mixture of glass beads and liquid in a Hele-Shaw cell before pumping out of liquid from the center of the cell. When the cell has open ends, this forces air into the glass bead / liquid mixture resulting in a deformation of the boundary of the mixture [14, 15]. The deformation takes place where the energy needed to move the boundary is the smallest. A simulated version of the pattern is shown in Figure 1A, based on the algorithms discussed in Olsen et al. [16].


[image: Figure 1]
FIGURE 1. Figure showing a frictional finger pattern (A) together with the one-dimensional skeletonized tree-structure obtained by contracting the finger widths to zero (B). The skeletonized pattern is pixelized before random walkers are released as discussed in section 3.


It was recently hypothesized by the authors that since the frictional finger patterns are formed through a optimal path-finding process it may belong to the geometric universality class of minimum spanning trees (MST)[16]. These are tree-structures constructed on a lattice by assigning a random energy to every lattice link and finding the loopless configuration of links that globally minimizes the total system energy [17]. Universality in this context refers to the exponents reflecting geometric properties of a pattern, like the fractal dimensions df or minimum path dimension dm, the latter being the scaling exponent connecting Euclidean and intrinsic distance measures. Since on loopless structures there is an unique path connecting any two points we will simply refer to dm as the path dimension. The 2D MST class has df = 2 and dm = 1.22 ± 0.01 [17]. Direct measurements of the path dimension in the frictional fingers have proven to be difficult, due to the noisy and complex nature of the patterns. In particular, the path dimension can be estimated locally by fixing a sample point in the system and considering the average length [image: image] of paths out to a radius of Euclidean length r. To obtain a global "coarse-grained" estimate [image: image] for the path dimension of the system this local path dimension should be averaged over many sample points. This gives a path dimension of [image: image] [16]. The path dimension can also be estimated by treating the pattern as a tree structure and using branching statistics, similar to the study of river networks. This method in stead gives [image: image] [16]. While both of these measurements are consistent with the MST class, they are inconsistent with each other. Rather that directly measuring the path dimension we will here use the diffusing particles as a probe of the system geometry. In particular, since the entropy is a measure of how fast the diffusion process is relaxing toward equilibrium, the entropy will be a function of the systems geometry and will therefore give us some insight into the value of [image: image].

The rest of this paper is outlined as follows. Section 2 discusses the diffusion entropy associated with the effective continuum description, which is based on a simple power-law scaling of the diffusivity. The entropy associated with the corresponding Fokker-Planck equation is calculated analytically and compared to results obtained using fractional diffusion equations. Section 3 discusses a new numerical implementation of random walkers in frictional finger patterns that is expected to increase both efficiency and accuracy. The entropy is calculated, and compared to analytical predictions. Finding the best fit of the analytical prediction as system parameters are varied gives a value for the path dimension. Concluding remarks are offered in section 4.



2. ENTROPY OF THE EFFECTIVE CONTINUUM DESCRIPTION

To study the diffusion process in the frictional finger patterns on a large length scale we use state-dependent diffusion equations where the diffusivity can depend of the particle position. Microscopically, Brownian particles move throughout the pattern with a constant diffusivity. However, the collisions with the walls of the confining geometry affects the macroscopic transport properties. We imagine that after a sort of coarse-graining or homogenization procedure the diffusion process can be described by an overdamped Langevin equation of the form

[image: image]

where a is the spatial component of the vector and η is a delta-correlated white noise with [image: image]. The diffusivity is here assumed to be isotropic but inhomogeneous. When going from a Langevin description on the microscopic scale to an evolution equation for the particle density on the macroscopic scale one has to decide on which stochastic calculus to be used, as discussed in the classical books by Risken [18] and Van Kampen [19]. This problem, known as the Itô-Stratonovich dilemma, results in different forms of the macroscopic equations that differ in the presence of an additional drift term proportional to the gradient of the diffusivity. Recently it has also been showed that these different form of the density evolution equation can be obtained as scaling limits of a random walk on a lattice where inhomogeneities are associated with bonds and/or vertices of the lattice [20].

In the case of diffusion in frictional finger patterns we chose the diffusion law associated with the Hänggi-Klimontovich convention, where no drift term associated with diffusivity gradients are present. This choice of diffusion law together with the Einstein relation was recently used to identify the form of the spatially dependent diffusivity for transport in the frictional fingers, where under an isotropy assumption one has [image: image] [16]. As is the case for perfectly hierarchical fractals, the exponent ξ is related to the fractal dimensions of the pattern as ξ = df − 2 + dm = dm, where we used the space-filling property of the finger pattern [1, 16].

The corresponding density evolution equation in the Hänggi-Klimontovich interpretation takes the following form

[image: image]

This generalized Ficks equation has a well-known solution for radial power-law diffusivity, taking the form [6]

[image: image]

where dS = 4/(2 + ξ) is the spectral dimension and the normalization used is ∫ dr(2πr)ρ = 1. This solution is typically thought of as a smoothened out envelope of the discrete set of probabilities associated with the vertices of a fractal, as discussed in the original paper [6]. There are several properties of this solution that are only approximately shared with the actual frictional finger system. For example, the solution is completely isotropic ∂θρ(r, t) = 0. Since diffusing particles will be forces to move along fingers in our pattern, we know that locally the system is very anisotropic. However, on large time and length scales, the different anisotropies are expected to cancel to produce an approximately isotropic behavior. Furthermore, the solution assumed a single globally well-defined path dimension dm, while it is known that in noisy real systems this dimension can vary locally. Again we expect that on large space and time scales the inhomogeneities average out, producing a single global path dimension [image: image] as discussed in the introduction. The predicted second moment of the solution Equation (3) was tested against the mean-square displacement of random walk simulations in the pattern with reflecting boundary conditions in previous work and was seen to agree well with the simulations, adding to its validity as an effective model [16].

Given the above solution Equation (3) the entropy of the diffusion process can be calculated analytically. What type of entropy we consider is not of great importance here, as long as it is the same entropy that is calculated later in section 3 in the numerical methods. This is because at the end of the day, we are interested in using the numerical measurements of the entropy as an indirect measurement of the path dimension for the frictional fingers. From an information theoretic perspective there are dozens of entropies that could be considered, most of which can be thought of as an analytical continuation of the Shannon-Gibbs entropy which is recovered as some entropic parameter is tuned correctly [21]. We here consider the Shannon-Gibbs formula as it is not only readily calculated but also closer connected to the entropy familiar in extensive thermodynamics.

The Shannon-Gibbs entropy for the particle density takes the form [22]

[image: image]

We will write Equation (3) in the form ρ(r, t) = A(t, ξ) exp (−r2+ξ/a(t, ξ)) for notational simplicity. According to Equation (4) we then have the entropy in terms of a non-integer moment:

[image: image]

Since our distribution is a simple shifted Gaussian a change of variables easily allows us to find this moment. Using the integral

[image: image]

With μ = 3 + ξ and ν = 2 + ξ, the entropy can be calculated as

[image: image]

where we used [image: image] based on the above discussion. Interestingly the associated entropy production [image: image] has also been obtained by using a two-dimensional diffusion equation with Caputo or Weyl fractional-time derivative [13].

In Equation (7) we see that the global path dimension [image: image] determines the temporal evolution of the entropy. As expected, a higher path dimension, meaning a more disordered system geometry, will give a lower entropy production since the diffusion process is more hindered. Using the same integral formula as above it is also easily shown from the solution Equation (3) that the mean-square displacement takes the form

[image: image]

where the diffusion exponent is given by [image: image]. Note that the diffusion exponent also governs the temporal scaling of the entropy H ~ α log t.



3. RESULTS FROM NUMERICAL SIMULATION

To calculate the numerical entropy we construct a simplified discrete random walk-based model for the diffusion process. To make these simulations more efficient, we make some simplifying assumptions. The biggest simplification comes from applying a topological contraction on the pattern so that the finger widths are set zero, effectively turning the problem into a one dimensional one. The resulting skeletonized version of the pattern, showed in Figure 1B, is what we will release random walkers on. This topological simplification will not change the main geometric features of the pattern, since the folding and connectedness of every branch is conserved.

When performing the numerical simulations the one-dimensional skeletonized pattern is discretized before a discrete random walk process is released. In the resulting discrete "morphological graph" of the pattern there are no additional inhomogeneities associated with transition probabilities over links as all the inhomogeneity we are interested in stems from the pattern itself. In practice, the discretization is obtained by pixelating the skeletonized pattern and treating the pixels as sites for the random walker. A cartoon of the pixels are shown in Figure 1B. A random walker jumps to one of its neighboring pixels, including diagonal neighbors, with equal probability. Since the code is ran with a very large number of particles, we estimate the number of particles that move to a given neighboring pixel according to a binomial distribution. Hence, at every time step we only need as many random numbers as there are neighbors for a given pixel rather than one number for every particle as in traditional random walk methods.

To calculate the entropy numerically we use the Gibbs-Shannon formula for the discrete random walk

[image: image]

where ρi(t) is the probability of finding a particle at pixel i at time t. This probability is straightforwardly calculated as the ratio of the number of particles at pixel i at time t to the total number of particles in the system

[image: image]

The system is initialized with all particles released at the same position, as the analytical solution assumes a Dirac delta-like initial condition. Figure 2 shows the entropy of the simulation for three different randomly chosen initial positions close to the center of the pattern. We see that while the temporal scaling agrees, they have different zero-point entropies. By inspection of Equation (7) we see that it is possible to have the same temporal scaling but a different zero-point entropy is the diffusion constant D0 is allowed to vary throughout the system. This may indicate that a more realistic diffusivity is [image: image] where D0 is a slowly varying function taking into account small inhomogeneities in the pattern not captured by the simplified power-law model.


[image: Figure 2]
FIGURE 2. The entropy associated with three randomly chosen initial positions inside the finger pattern. The point were chosen inside a circle of ~50% pattern radius in order to avoid the outer boundaries of the pattern. The dotted line is a reference line 0.62 log10(t).


Figure 3 shows the average entropy [image: image] where i runs over the three different initial positions. The entropy shows a very convincing growth proportional to log t over several decades. The best fit for the slopes of the entropies in Figure 2 is given by α = 0.62. This is consistent with the global estimate of the path dimension [image: image], which is exactly the path dimension of minimum spanning trees [17]. This value for the path dimension is consistent with the ones obtained in earlier work, although the value obtained through the entropy is much closer to the MST value [16]. This significantly strengthens our belief that the frictional finger pattern lies in the MST universality class and can be seen as a continuum analog of the lattice MST.


[image: Figure 3]
FIGURE 3. Averaged entropy [image: image] shown in semi-log scale. The entropy grows with a linear slope of α = 0.62. Since the entropy of the three different initial positions may vary at short times we have ignored the first 20% of the datapoints when performing the linear fit. The slope α = 0.62 is in good agreement with the expected minimum spanning tree value.




4. CONCLUSION

In this paper we have studied the entropy of diffusion in frictional finger patterns. In addition to being a measure of how fast the non-equilibrium process is evolving, the entropy is also considered as a tool for studying the systems coarser geometry as the diffusing particles explore the large-scale structure at late times. Our results show that the (coarse) path dimension takes a value close to [image: image] which is the defining value of the minimum spanning tree universality class. This strengthens the current hypothesis that the frictional fingers belong to this class.
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Non-linear Thermo-Optical Properties of MoS2 Nanoflakes by Means of the Z-Scan Technique
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The non-linear thermo-optical response of MoS2 nanoflakes was investigated using the Z-scan technique, employing TM00-mode with a CW-laser diode operating at a wavelength of 532 nm. The systems were found to display a strong non-linear response, dominated by non-linear refraction. The effect of the thickness of the MoS2 layer, deposited on a glass substrate, on the non-linear susceptibility was studied. Furthermore, in this study, the effects of modifying the thickness of the MoS2 nanoflakes on the non-linear optical phenomena, such as self-focusing and self-defocusing was investigated for the first time. In all cases, the non-linear absorption and refraction were determined. The corresponding third-order susceptibilities and second-order hyperpolarizability were calculated to be as large as 10–7 (esu) and 10–32 (esu), under laser excitation, respectively. Showing large third-order optical non-linearity suggests the potential of the MoS2 nanoflakes in photonics applications.

Keywords: Z-scan technique, non-linearity, refractive index, MoS2, non-linear susceptibility, hyperpolarizability


INTRODUCTION

For the past few decades, the subjects that have stolen the spotlight of the theoretical and experimental interests are the linear and non-linear optical response of semiconductors [1, 2]. Recently, among the novel two-dimensional (2D) materials, transition metal dichalcogenides (TMDCs) with the general formula MX2, where M refers to a transition metal and X refers to a chalcogen (S, Se, or Te), has shown particularly promising electronic and optoelectronic properties [3–5]. Molybdenum disulfide (MoS2) is one of the most typical TMDCs. A monolayer of MoS2 is a semiconductor with a direct bandgap of 1.8 eV [6]. This property of MoS2 can largely compensate for the weakness of the gapless graphene, which is an essential factor in making it possible to be used in the next-generation switching, optoelectronic and photonic devices, such as optical limiters, mode-lockers, and Q-switchers [7, 8]. A wide range of research has been conducted on the non-linear properties of few-layer MoS2 structures including saturable absorption, non-linear absorption and non-linear refraction [9–11].

However, realizing the photophysical properties and discovering the potential for usage of few-layer MoS2 compounds in optical applications come hand in hand with studying the non-linear optical properties of these structures. There are various techniques for measuring the non-linear refractive index. The Z-scan is a sensitive and standard technique that offers simplicity and high sensitivity and was the technique employed for measuring the sign and the magnitude of the non-linear refractive index, as well as the non-linear absorption coefficient [12–15].

A methodical first-principles study of the second-order non-linear optical properties of the MX2 (M =Mo, Wand X = S, Se) was carried out by Chung-Yu Wang et al. [16]. They demonstrated that the second-order non-linear optical susceptibility [χ(2)] of the MX2 monolayer, over the whole range of the optical photon energy, is large and comparable to that of GaAs. Zhang et al. [17] used the Z-scan technique at various wavelengths, with femtosecond pulses. They examined the layer number and the excitation wavelength effects on the optical non-linearity of mono- and few-layers of WS2 and MoS2, and discovered that the monolayer WS2 exhibited high optical non-linearities, having a two-photon absorption coefficient of ~1.0 × 104 cm/GW. Moreover, Nitesh Dhasmana et al. demonstrated a dual absorption characteristic of the exfoliated MoS2 dispersed in 1-Methyl-2-pyrrolidinone using an open aperture Z-scan technique [18]. They showed that, due to non-linear optical scattering, a saturable absorption in MoS2, at low fluences, and a deviation from this saturable absorption, at higher fluences, can be observed. Zhang et al. experimentally verified that MoS2 has a broadband saturable absorption response from visible to the near-infrared band [19]. They also demonstrated the first ultrafast photonics application of MoS2 saturable absorber for passive laser mode-locking operation, and experimentally, generated nanosecond pulses. They showed that, contrary to other saturable absorbers similar to graphene, the MoS2 saturable absorber has excellent mode-locking ability. Non-linear optical properties of WS2 and MoS2, obtained from both open and closed aperture Z-scan techniques using a picosecond mode-locked Nd: YAG laser operating at a wavelength of 1,064 nm, were investigated by Bikorimana et al. [20]. Both WS2 and MoS2 showed non-linear saturable absorption, whereas WSe2 and Mo0.5W0.5S2 exhibited non-linear two-photon absorption. A large two-photon absorption coefficient, β, as high as +1.91 × 10−8 cm/W was attained for Mo0.5W0.5S2, and a non-linear refractive index of n2 = −2.47 × 10−9 cm2/W was determined for the WSe2 sample.

In the previous works, the structural and optical properties of the MoS2 nanoflakes, grown on different substrates, such as silicon and quartz, by one-step thermal chemical vapor deposition were studied [21, 22]. In addition, the Z-scan technique was employed to study the non-linear optical properties of the obtained nanoflakes [22].

Here, the non-linear thermo-optical properties of MoS2 nanoflakes, deposited on a glass substrate with various layer thickness, using the Z-scan technique, employing CW-laser diodes operating at 532 nm wavelength, were investigated. From the open-aperture Z-scan data it was realized that these two-dimensional structures exhibit two-photon absorption. The sign and the magnitude of the third-order non-linearity, by the means of the closed aperture Z-scan, was estimated.



EXPERIMENTAL


Preparation of Materials

Thin films containing mono and few-layer MoS2 were synthesized by one-step thermal chemical vapor deposition on Si/SiO2 substrate. Details of the experimental procedures were described elsewhere [22]. First, in order to remove the native oxides from the silicon substrates, these substrates were soaked in hydrofluoric acid (HF) (10%). Then, by means of RF magnetron sputtering, 200 nm SiO2 was sputtered on the substrates. Afterward, the MoO3 powder (MERCK 99.5%, 50 mg) was collected in a ceramic boat and put in the highest-temperature thermal zone of the tube. The sulfur powder (TITRACHEM 99,0%, 500 mg) in another ceramic boat, near gas flow direction, was placed at the lower-temperature entrance of the tube (150–200°C). The substrate was placed face down on top of the boat containing MoO3 in the hot zone. The furnace was heated from the room temperature up to 900°C within 20 min (45°C/min), in Ar gas flow (400 sccm) for 30 min. In order to start the reaction of the precursors under the Ar gas flow of 200 sccm as the carrier gas, the final temperature was kept constant for 1 h, and finally, the furnace was cooled to room temperature.

For the Z-scan measurement and the subsequent investigation of the effect of the MoS2 layer's thickness on the non-linear optical properties, the following procedures were carried out. First, the prepared thin film was immersed in the solution of ethanol (64%) and DI water (36%) and treated by an ultrasonic homogenizer, with the power of 80 W for 15 min. The treated solution was drop cast on a glass substrate and dried in atmospheric condition. In principle, film thickness depends on the volume of the solution dispersed. In this work, films with thicknesses of 150, 230, and 420 nm (sample 1, sample 2, and sample 3, respectively) were achieved using different volumes of the solution.




CHARACTERIZATION TECHNIQUES

Structure and the Bragg reflections of the MoS2 nanoflake were characterized by X-ray diffraction (XRD) (Cu Kα X-ray radiation source, Ital structure model MPD 3000), with 2θ within the range of 2–70°. The scanning speed and step intervals were 1°/min and 0.02°, respectively. UV–visible diffuse reflectance spectra (UV–Vis DRS) were recorded on a Sinco S4100 spectrophotometer. The thickness of the thin films of the MoS2 structure was measured using Dektak XT Profilometer (Bruker). Scanning electron microscopy (SEM) (LEO 1430VP) and atomic force microscopy (AFM) (Nanosurf) were used to determine the morphology and roughness of the thin films of the MoS2 nanoflake, respectively.


Non-linear Optical Measurement

The third-order non-linear optical properties of the two-dimensional MoS2 structure were measured using the single-beam Z-scan technique. Briefly, the Z-scan technique depends on the evaluation of the transmission of a sample when it is irradiated by a focused Gaussian laser beam and its position is translated through the beam waist along the propagation direction. As the sample experiences different laser intensities at different positions, the recordings of the transmission, as a function of the Z coordinate, provide information about the third-order non-linear effects [12]. The two measurable quantities are non-linear absorption and non-linear refraction. The non-linear absorption is determined by the “open-aperture” Z-scan, while the non-linear refraction is measured using the “closed-aperture” Z-scan. Furthermore, this technique gives the real and the imaginary parts of the third-order susceptibility, χ(3), second-order hyperpolarizability, γ, and also provides important information regarding the non-linear optical properties of the materials [12]. A diode laser operating at a wavelength of 532 nm was used as the light source. The laser beam was focused using a 100 mm focal length lens onto the sample's surface. These experimental conditions produced an intensity of 1.236 × 103 Wcm−2 at the focal point. The laser beam radii at the focal point were measured using a CCD camera and were found to be ω0 = 39.3 μm. The Raleigh length, [image: image], was determined to be Z0 = 9.11 mm, i.e., a value much larger than the film's thickness, which is an essential prerequisite for the Z-scan experiments. The sample was moved along the Z-axis using a translation stage. An aperture with a diameter of 2 mm was located before the photodetector placed away from the beam's focus. The transmittance of the aperture, S, was determined to be ~0.54 by [image: image]. In this equation, ra is the radius of the aperture, and ωa is the beam waist on the aperture. Closed aperture data were obtained by measuring the transmitted beam intensity from the sample as a function of the sample's position along the propagation direction. The measurements were repeated after removing the aperture in order to obtain the open aperture data [12]. In this work, the third-order non-linear optical parameters of the MoS2 nanoflakes with different thicknesses were studied. In order to evaluate the effect of glass substrate to the Z-scan results, measuring the non-linearity of substrate without MoS2 nanoflakes is performed and results show that glass substrate couldn't show measurable effect on the Z-scan results.




RESULTS AND DISCUSSION


Structural Studies

The structural properties of the nanoflakes were investigated by XRD analysis. The X-ray diffraction pattern of the MoS2 nanoflakes is shown in Figure 1. The main peak at 2θ = 14.4° is attributed to the (003) plane of 3R-MoS2. The other corresponded peaks observed at 2θ = 44.2° and 58.2° are related to the (009) and (110) planes, respectively (RefCode: 01–077-0341). Furthermore, the peak at 2θ = 37.3° corresponds to the (200) plane of MoO2, while another peak at 2θ = 18.4° is attributed to the (100) plane of MoO2 (RefCode: 01–086-0135).


[image: Figure 1]
FIGURE 1. X-ray diffraction pattern of the MoS2 nanoflakes.


SEM micrographs of the MoS2 nanoflakes, with different magnifications, are shown in Figures 2A,B. These images show the nanoflakes are grown with sharp edges and are in great abundance. On the other hand, AFM is applied in order to characterize the topography and surface quality of the prepared samples. Figures 2C,D represent the phase profile of the MoS2 film and the corresponding height profile as typical. It indicates that the MoS2 film is continuous and the average roughness is about 80 nm. This sample's surface roughness or optical path is appropriate for z-scan measurement.”


[image: Figure 2]
Figure 2. (A,B) SEM micrographs of the MoS2 nanoflakes with different magnificence. (C) Phase profile of the MoS2 film and (D) the corresponding height profile as typical.


Furthermore, the optical diffuse reflectance spectra were used to calculate the values of the optical band gap energies for the MoS2 nanoflakes. Figure 3A presents the diffuse reflectance spectra of the MoS2 nanoflakes as a function of the wavelength. The results confirmed that the valence to conduction band transport of electrons, as a result of the absorption of the incident photon, leads to the reduction of the intensity of light at the relevant wavelength. Consequently, the relative percentage of the transmission to reflectance is diminished [23]. As it can be seen in Figure 3A, for the MoS2 nanoflakes, by reducing the wavelength of the incident photons from 493 to 354 nm, the reflectance is decreased.


[image: Figure 3]
FIGURE 3. (A) Diffuse reflectance spectra of the MoS2 nanoflakes. (B) Tauc's plot of (αhν)2 as a function of photon energy (hν) for the MoS2 nanoflakes.


The band gap energy was calculated using a reflectance technique by the Mott and Davis theory [24]. Experimental values for the bandgap were attained by extrapolating the linear region of the curves to the zero absorption at (αhν)2 = 0, for the direct allowed transitions [12, 23]. Figure 3B displays the plot of (αhν)2 as a function of the incident photon energy (hν), for the direct allowed transitions of the MoS2 nanoflakes. The optical band gap for the MoS2 nanoflakes is calculated to be 1.91 eV.



Non-linear Optical Studies

In Figure 4, the closed aperture Z-scan curves of the MoS2 nanoflakes are presented. In order to investigate the effect of samples' thickness on the non-linear optical properties, films with different thicknesses of 150, 230, and 420 nm (sample 1, sample 2, and sample 3, respectively) were used. As can be seen, both films of the MoS2 nanoflakes with thicknesses of 150 and 230 nm exhibit a pre-focal peak followed by a post-focal valley. Thus, inferring a negative value of the non-linear refractive index, indicating a self-defocusing behavior, for these samples [25, 26]. As the thickness of the film of the MoS2 nanoflakes reaches to 420 nm, a pre-focal valley and a post-focal peak represent a positive value for the non-linear refractive index that signifies a self-focusing behavior in this sample.


[image: Figure 4]
FIGURE 4. Closed aperture Z-scan traces of MoS2 nanoflakes with various thickness: 150 nm (sample 1), 230 nm (sample 2), and 420 nm (sample 3).


Using the theoretical fit, via the experimental data of the closed aperture Z-scan curve, ΔTP−V = TP − TV can be obtained. After the ΔTP−V is derived from the difference of the transmittance between the peak and valley, the magnitude of the phase shift |Δφ0| is given by:

[image: image]

Here, S is the fraction of the beam transmitted through the aperture [25]. The non-linear refractive index, n2, can be calculated as:

[image: image]

Where I0 is the peak on-axis irradiance at the focal point, and the effective thickness can be expressed by the following form:

[image: image]

Where the linear absorption coefficient is [image: image], in which l is the thickness of the thin film, I and I0 are the transmitted and the incident intensities, respectively [12, 25]. The results of the calculations are tabulated in Table 1. The linear absorption coefficient was measured through the conventional method, in the linear regime of the experiment. By changing the thickness of the film from 150 to 230 and 420 nm (sample 1, sample 2, and sample 3, respectively), the linear absorption coefficient varies from 9.51 × 104 cm−1 to 6.91 × 104 cm−1 and 4.21 × 104 cm−1, respectively. The closed aperture Z-scan results showed that the non-linear refractive index decreases substantially in the MoS2 nanoflakes as the thickness of the films is increased from 150 to 230 nm. By further increasing the thickness of the film up to 420 nm, the sign of the non-linear refractive index changes from negative to positive, and also the magnitude of the non-linear refractive index increases to 3.92 × 10−3 (cm2/W). It is worth mentioning that a CW laser was used and so a thermal effect is also accompanied by the non-linear optical properties. This fact induces an enhancement in the obtained non-linear refractive index. So obviously, the thermo-optical non-linear response of the nanoflakes was investigated.


Table 1. Non-linear optical parameters of the MoS2 layers with different thicknesses.

[image: Table 1]

Recently, Jiang et al. investigated the role of the dipole moment in characterizing the non-linear optical behavior of materials [27]. To better understand the relevance between the dipole moments and the NLO responses, a flexible dipole model was suggested. This model clearly confirmed that the induced dipole oscillations via the external field, rather than the intrinsic dipole moments, determine the NLO responses. Therefore, in order to attain a large SHG effect, the focus should be on the non-centrosymmetric crystals containing flexible chemical bonds and not merely on the crystals with large polarity, since for the non-centrosymmetric crystals, the microscopic second-order susceptibility of the relevant active groups is additively superposed. So, the large third-order non-linear optical susceptibility in the MoS2 nanoflakes could depend on the intrinsic dipole moments in the centrosymmetric crystal. On the other hand, the open-aperture Z-scan curves of the MoS2 nanoflakes, with three different thicknesses (150, 230, and 420 nm) in Figure 5, show a transmission minimum, when the samples reach the focal point. A normalized transmittance valley, indicating the existence of a two-photon absorption behavior, corresponding to positive sign non-linear absorption (β > 0).


[image: Figure 5]
FIGURE 5. Open aperture Z-scan traces of MoS2 nanoflakes with various thickness: 150 nm (sample 1), 230 nm (sample 2), and 420 nm (sample 3).


The saturable absorption coefficient, β, can be determined by:

[image: image]

q0 can be obtained by fitting the experimental plots with the theoretical plots, where, the normalized change in the transmitted intensity (ΔT(Z)= T(Z)-1) can be approximated by the following equation:

[image: image]

Van Stryland et al. [25] the obtained values of the non-linear absorption coefficient, β, for the MoS2 layers with different thicknesses are shown in Table 1.

Interestingly, the non-linear absorption coefficient increases substantially by augmenting the thickness of the MoS2 layers.

The real and the imaginary parts of the third-order susceptibility, χ(3), can be given in the following forms [28]:

[image: image]

and

[image: image]

Where, ε0 and c describe the vacuum permittivity and the speed of light in vacuum, respectively. Based on this theory, the results of the experiments are used to calculate the third-order susceptibility of the MoS2 layers with different thicknesses. The results of these calculations are also presented in Table 1.

Finally, the corresponding second-order hyperpolarizability, γ, (i.e., the polarizability per molecule) is defined as:

[image: image]

Where N is the number of molecules per unit volume, and the local field correction factor, L, can be given by [29].

[image: image]

The values of γ, for the MoS2 nanoflakes, are given in Table 1. The obtained values of χ(3) and γ show that these two-dimensional structures exhibit large second-order hyperpolarizability and signify their potential applications as NLO materials. Our study concluded that these two-dimensional materials are potential candidates for non-linear optical applications.




CONCLUSION

In conclusion, in this study, the non-linear thermo-optical response of the MoS2 nanoflakes was investigated by means of the Z-scan technique. It was found that by increasing the thickness of the MoS2 layers, the non-linear refractive index is increased, and the TPA process can occur with high probability, leading to the focusing of the Gaussian beam. Also, the MoS2 nanoflakes were found to exhibit very large values of third-order non-linear susceptibility. Furthermore, the MoS2 nanoflakes presented a self-defocusing behavior (i.e., negative non-linear refraction) in low thicknesses and a self-focusing behavior (positive non-linear refraction) in high thicknesses. Also, these nanoflakes showed two-photon absorption in all samples. Thus, the magnitude and the sign of the non-linear refractive index can be tuned by modifying the thickness of the MoS2 nanoflakes. Also, the strong non-linear optical properties observed in these samples can be attributed to the intrinsic dipole moments in the centrosymmetric crystal. It has been demonstrated that these two-dimensional MoS2 structures provide a suitable medium to observe and quantify two-photon absorption. It is concluded that the MoS2 nanoflakes development, as non-linear optical materials and devices, is a new and exciting opportunity.
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We compute the fluid flow time correlation functions of incompressible, immiscible two-phase flow in porous media using a 2D network model. Given a properly chosen representative elementary volume, the flow rate distributions are Gaussian, and the integrals of time correlation functions of the flows are found to converge to a finite value. The integrated cross-correlations become symmetric, obeying Onsager's reciprocal relations. These findings support the proposal of a non-equilibrium thermodynamic description for two-phase flow in porous media.
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1. INTRODUCTION

Athermal fluctuations occur in a number of phenomena in nature and are important to biology, chemistry, and physics [1–3]. Currently, an active effort is being made to better understand the statistical physics of such systems, and its use is realized in a growing number of research areas [1, 3–8]. A particular example is granular materials, the constituents of which are macroscopic. In the absence of an external driving force, the material will stay in its current configuration, sharing some properties with non-ergodic systems [3]. However, when a granular material is exposed to an external force, a great number of states may be visited, resulting in solid- or fluid-like behavior as a response to that force.

One area that seems not to have been analyzed in these terms is flow driven through porous media. Such flows are important for numerous geological and technical processes, for example, in oil production, CO2 sequestration, water transport in aquifers, or heterogeneous catalysis. An important class of porous media flows is the simultaneous flow of two immiscible fluids. In such a system, clusters of the two fluid phases, traveling through the porous medium, are constantly forced to split and recombine. Thus, the fluid configuration in the pore space changes, leading to fluctuations in the flow rate of each phase (fractional flow rate), as well as in the total flow rate. These fluctuations are of a mechanical nature and are different from but analogous to thermal fluctuations on the molecular level. The fluctuations appear on a mesoscopic scale much larger than the molecular scale of statistical thermodynamics, yet the mesoscopic scale that is defined by the pore sizes of the medium is very small compared to the overall system. In the most extreme cases, the pores can be in the nanosize regime, while the system of interest, for instance, in chalk oil reservoirs [9], has geological dimensions.

Our long-term aim is to find a non-equilibrium thermodynamic description for such flow systems. The challenge is then to define a suitable representative elementary volume (REV) where the essential assumption of local equilibrium, as expressed by the ergodic hypothesis, and microscopic reversibility hold. The statistical foundation of the theory was spelled out a long time ago [10]. Experimental [11] and computational [12, 13] evidence now exist that the ergodic hypothesis can be expected to hold for immiscible two-phase flow in two-dimensional porous media of a minimum number of links.

Here, the aim is to move one step forward and examine the idea of time-reversal invariance or the microscopic reversibility of fluctuations [10, 14]. Thus, our interest is in the time correlation functions of the flows. On the molecular scale, thermal fluctuations have correlation functions that are connected to transport coefficients. This is formulated in the Green–Kubo relations, which are frequently employed in molecular dynamic simulations. The method goes back to Onsager's regression hypothesis [15, 16], which says that the decay of molecular fluctuations is governed by the same laws as the relaxation of macroscopic non-equilibrium disturbances. For the Onsager reciprocal relations [15, 16] to apply, microscopic reversibility must hold. The idea of the present work is to apply Green–Kubo-like relations to the fluctuations in an REV of a network model. The Green–Kubo relations for the molecular level apply to global equilibrium. In the present approach, we will use similar expressions but for fluctuations on the mesoscale, thereby extending or expanding the Green–Kubo-scheme. We shall see that the system models a time reversal-invariant process and that the integrated flux correlations satisfy Onsager symmetry. A similar approach to fluctuations in hydrodynamic dispersion was taken by Flekkøy et al. [17].

In the present study, we use a dynamic pore network model to simulate immiscible two-phase flow in porous media. This model, introduced in the late nineties [18], was developed for and calibrated against the bead-filled Hele-Shaw cell used for experimentally studying such flow. For example, the pressure fluctuations in the dynamic network model were shown to match very well with those observed in the experimental system [19]. A recent comparison between model and experiment may be found in Zhao et al. [20]. In the present implementation of the model, we use a network based on a hexagonal lattice, where the links represent pore throats and have a spatially uncorrelated distribution of link radii. The steady flow of two incompressible and immiscible fluids is driven by a constant pressure difference across the network, leading to a steady state with fluctuating fluid flow. The flow properties fluctuate around well-defined values, and the system is in a non-equilibrium steady state on the network level of description. A correlation of the two flows is thus unavoidable. But what is the nature of this correlation? The answer will have an impact on how we may proceed with a theoretical description of the flows.

A crucial question that needs to be answered is whether the dynamic network model is ergodic or not. Flekkøy and Pride [21] argue that immiscible two-phase flow at the pore scale is only ergodic if the interfaces do not move or move very little. However, at the molecular scale, there is ergodicity. Hence, ergodicity may be lost through the way the system is described. When the pores are assembled into a porous medium so that the motion of the fluids is a collective phenomenon, Savani et al. argue and demonstrate, based on the dynamic pore network model, that ergodicity is restored [12, 13]. This was done by rewriting time averages for the dynamic network model as configurational averages and thereby constructing the ensemble probability function explicitly.

If one considers a steady state of immiscible two-phase flow, as we will in our model, we shall see that the fluctuations become Gaussian around a steady mean.

Hence, the concept of the REV at steady state is highly relevant and important for how we build a theory that can help us understand transport in porous media.



2. MODEL

The transport of the two immiscible fluids through a two-dimensional porous medium is represented by a dynamical pore network model [18, 22]. This model has been in development for over two decades and has a record of explaining experimental and theoretical results in steady and transient two-phase flow in porous media [11–13, 18, 20, 22–25]. In this model, the two fluids are separated by interfaces and are flowing in a network of links that are connected at nodes. The network has a honeycomb structure, as illustrated in Figure 1, with equally long links and a distribution of link radii. The radii are drawn from a uniform distribution in the interval 0.1 to 0.4 L, where L is the length of the links. The flow rate qij inside a link connecting nodes j and i is given by:

[image: image]


[image: Figure 1]
FIGURE 1. Illustration of the network model. The network is occupied by two immiscible fluids (blue and gray colors). The equally long links (pores) have an hourglass-shaped structure and a random distribution of diameters.


Here, pj and pi are the pressures at nodes j and i, cij is the capillary pressure, and gij is the conductivity of the link. The links have an hourglass shape, and thus the capillary pressure is a function of the interface positions, zij:

[image: image]

Here, γ is the surface tension, rij is the radius of link ij, and

[image: image]

The effect of the χ-function is to introduce zones of length βrij at each end of the links where the pressure discontinuity of any interface is zero. The conductivity of the link, gij, contains a geometrical factor and the effective viscosity of the link:

[image: image]

Here, rij is the radius of the link, and the viscosity is defined as

[image: image]

with Sw, ij being the saturation (i.e., the volume fraction) of the wetting phase in link ij. Simulations were carried out, applying a constant global pressure drop ΔP across the network. Periodic boundary conditions are used in all directions. The local pressures pi are determined by solving the Kirchhoff equations. Further details of the model and solution methods can be found in Sinha et al. [22] and Gjennestad et al. [24]. For each link, the flow rate qij is calculated using Equation (1), and the positions of the interfaces are advanced with an appropriately small, constant time step of 10−5 s. A constant time step is used to facilitate a convenient calculation of the time-correlation functions. The simulations were started with a random distribution of the two liquid phases and were propagated at least 300,000 time steps to allow the system to reach a steady state. Statistics for the time correlation functions were collected for 9.7 million time steps. The length of a link in the network was set to 1 mm. We report results for each set of parameters as averages of at least 30 runs using different starting configurations of the two fluids. Volume flow rates and velocities refer to network averages. The properties of the steady-state flow are determined by the pressure drop across the system, ΔP, the total wetting saturation of the network, the surface tension, γ, and the viscosity of the two fluids. We have ensured that the same steady-state flow averages are obtained from different initial distributions of the two fluids, including an initial configuration where the two phases are completely separated (i.e., each phase is in a single connected cluster). Furthermore, it has been tested that a different link radii configuration drawn from the same uniform distribution does not change the steady flow averages nor the appearance of the time correlation functions computed in this study.

We investigated time correlation functions and their long-time convergence for two choices of the parameter set μw, μn, and γ, which are viscosities of the wetting and the non-wetting phase and the surface tension, respectively.

Case (A) had viscosities [image: image] Pa·s and different choices for the pressure gradient (100–200 kPa/m) and the surface tension γ = 3–30 mN/m. At steady state, the capillary number was Ca ≈ 10−3 – 10−2. Here, the capillary number is defined as Ca = vμn/γ, with v being the seepage velocity. The case was chosen to represent flow where the two fluids are interchangeable with respect to their viscous dissipation.

Case (B) had μw = 5μn ([image: image] Pa·s) and γ = 0. This case is typical at high flow rates where the contribution from γ essentially can be neglected, and the capillary number goes to infinity. It can be considered as a limiting case, chosen to elucidate the behavior when viscous forces dominate and the surface tension is negligible. Data were collected for wetting phase saturation Sw = 0.25, 0.5, and 0.75. Here, Sw is the volume fraction of the wetting phase of the total pore volume in the network.



3. RESULTS AND DISCUSSION

We report first that the fluctuations in flow velocities are Gaussian when a suitable representative volume (REV) is chosen. We proceed to give the structure of the time correlation functions for the REV. The results for what we will call from now the Green–Kubo coefficients for the network follow from this.


3.1. Fluctuations

In case (A), the resistance is determined by the positions of the interfaces in the links only, as the two phases have the same viscosity. In case (B), the resistance to flow in link i is inversely proportional to the effective viscosity. The positions of the interfaces are then irrelevant, as there is no surface tension and hence, no capillary pressure.

A typical example of fluctuations in the total volume flow Q for case (A), with a pressure gradient ΔP/Δx of 100 kPa/m and surface tension 30 mN/m, is shown in Figure 2. By plotting the statistical frequency of the flow rate or the seepage velocity, we obtain a Gaussian distribution. This is shown in Figure 3, where we plot the statistical frequency of the fluid velocity (counts) on a logarithmic scale vs. [image: image]. In such a plot, a Gaussian distribution appears as a triangle, and this behavior is very well followed by the data. There is only a very small asymmetry in the distribution, which is to be expected as the fluid velocity cannot be less than zero. A regular plot of the distributions is presented for the seepage velocity and the velocities of the wetting and non-wetting phases in Figure 4. The distributions are shown for two network sizes of case (A), one with 30 × 20 links and one twice the size, with 60 × 40 links. The shown distributions are normalized to the area, and the variance of the larger network is half the width of that of the smaller network. So, in spite of the apparent noise seen in Figure 2, one obtains the distributions shown in Figure 4, which has its analog in molecular statistical thermodynamics, basic to thermodynamic equilibrium properties. This allows us to proceed with the next step and construct time correlation functions for the meso-level.


[image: Figure 2]
FIGURE 2. Fluctuations of the volumetric flow Q for case A (see text). The pressure gradient was 100 kPa/m. During the time span shown, 1.3 s, a volume twice the total volume of the network has passed. The inset shows the same quantity over a short time interval.



[image: Figure 3]
FIGURE 3. Distribution of network-averaged instantaneous total (wetting and non-wetting) fluid velocity for network size 30 x 20 (case A). v0 is the total average velocity and sgn is the sign function.



[image: Figure 4]
FIGURE 4. Distributions of network-averaged instantaneous fluid velocities for two network sizes (30 × 20, 60 × 40).




3.2. Network Size and Representative Volume

Ideally, the system size of the simulation is sufficiently large and representative of the statistical ensemble. In this, the entropy and other thermodynamic properties are proportional to the system size (i.e., they are extensive [26]). With the Gaussian nature, one may expect that the inverse variance 1/σ2 of the fluctuations is proportional to the system size, i.e., the area A. This relation is plotted in Figure 5 for network models of dimension 30 × 20, 60 × 40, and 120 × 60 links. It shows that this requirement is well met by a system with low Ca, but systems with higher Ca may be more susceptible to possible size effects. The size of the REV will be system-dependent; see Savani et al. [13]. But in the present cases, (A) and (B), an REV can be defined for a range of Ca. The results for the REV comply with the meso-level analog we are seeking.


[image: Figure 5]
FIGURE 5. Scaling of the variance σ2 of the flow velocity size distributions with system size.




3.3. Time Correlation Functions

With a well-defined REV, and with Gaussian fluctuations established, we can proceed to define the time correlation functions CRS for the fluctuating quantities R and S at the meso-level:

[image: image]

where the brackets 〈⋯ 〉 indicate ensemble averages.

The fluctuation from the mean, δR, is defined as

[image: image]

and

[image: image]

Figure 6 shows the time correlation functions of the total flow rate Q for different choices of the surface tension. After a rapid decay on a short timescale (below 10−3 s) there is a slower, logarithmic decay which is more pronounced for larger values of γ (between 1 and 100 ms). These two regimes are followed by a slow long-timescale decay. The rapid decay appears on the timescale that corresponds to the time necessary to evolve the flow by one average link volume. As shown in Figure 6, the decay is somewhat faster for smaller surface tensions as the total flow velocity is higher.


[image: Figure 6]
FIGURE 6. Dependence of (scaled) time correlation function 〈Q(τ)Q(0)〉 on the surface tension γ (case (A) with ΔP/Δx = 100 kPa/m and network size of 30 × 20 links).


The regime of the logarithmic decay is within the time of evolving the flow by the total volume of the network and is more pronounced for higher surface tensions and thus higher capillary pressures in the pores. Hence, the decay corresponds to parts of the flow that are slow-moving or frustrated. These are the regimes of interest here. They contain the relative movements of the two flows in terms of their mutual displacement.

It is interesting to note some similarities with time correlation functions of glass [27] or yield-stress fluids [28]. In these cases, the autocorrelation functions, like the self-scattering function, can be fitted to a function of the form:

[image: image]

We attempted a fit of F(t) to the autocorrelation functions of the total flow; see Figure 7. Satisfying fits could be obtained with the exception that the local minimum and maximum at around 10−3 s and in some cases the flat top (at times < 10−4 s) are not well-described. Fit parameters for the different choices of γ are summarized in Table 1.


[image: Figure 7]
FIGURE 7. Fit of function F(t) (Equation 9) to the autocorrelation function of the total volume flow for case (A) with γ = 25 mN/m (ΔP/Δx = 100 kPa/m and 30 × 20 links).



Table 1. Fitting parameters for F(t) (see Equation 9) to the autocorrelation functions of the total flow for different values of γ.

[image: Table 1]



3.4. Convergence and Symmetry

The Green–Kubo method employs integrals of suitable time correlation functions CRS (as defined in Equation 6) to compute coefficients, LRS:

[image: image]

The convergence of the integral over the time correlation function of the total flow is shown in Figure 8. As in molecular dynamics, where the Green–Kubo method is normally used, the convergence is slow, and statistics have to be collected over long timescales and/or multiple trajectories to achieve convergence of the integral when τ is approaching infinity.


[image: Figure 8]
FIGURE 8. Convergence of the integrated time correlation function [case (A), γ = 30 mN/m and 30 × 20 links]. The colored lines represent individual trajectories; the thicker black line is the average of all trajectories.


We computed the integrals for the autocorrelation and cross-correlation functions of the wetting and non-wetting phases,

[image: image]

with the indexes i, j = n, w referring to the non-wetting and wetting phase, respectively. The results are listed in Table 2 for case (A), where the surface tension is 30 mN/m and the fluids have the same viscosity, for three different choices of ΔP, the pressure difference across the network. Table 3 lists the corresponding flow properties for case (A). Table 4 summarizes results for infinite capillary numbers (case B), where the surface tension is zero but the fluids have different viscosities, for different choices of the saturation. Corresponding flow properties for case (B) are tabulated in Table 5.


Table 2. Integrated time correlation functions for case (A) and three different settings of the pressure drop across the network.

[image: Table 2]


Table 3. Volumetric flow rates Q and fluid velocities v for case (A) and three different settings of the pressure drop across the network.

[image: Table 3]


Table 4. Integrated time correlation functions for case (B) and three different choices for the saturation.

[image: Table 4]


Table 5. Volumetric flow rates Q and fluid velocities v for case (B) and three different choices for the saturation.

[image: Table 5]

In both cases (A) and (B), we find that the integral cross-correlations obey the Onsager reciprocal relation, Λij = Λji, within the statistical error in the simulations. This result is new for a meso-level description like the one used here and is encouraging for the overall aim; to create a non-equilibrium thermodynamic description for the macroscopic level. The finding applies to a well-defined REV, for which we have a Gaussian distribution of fluctuations, analogous to the corresponding distribution on the molecular level.

It is interesting that the cross coefficients are all negative. This makes sense for network flow, where one component cannot advance faster (on average) than the mean flow unless the other component advances slower (on average).

The Λijs for case (B), where the surface tension is zero, show an extreme limit property, because the cross-correlation functions obey ΛwwΛnn − ΛwnΛnw ≈ 0. A singular matrix of coefficients is the essence of complete coupling of the two fluids' flows; they are linearly dependent. For all choices of saturation, [image: image], where ζ is a constant [14]. On the other hand, for case (A), where the surface tension differs from zero, a deviation of this dependency is observed. The linear dependence of the fluxes in case (B) can thus be associated with a lack of capillary forces. This can be understood in the following way: in case (B), the variation of mobility in a given link is a function of the saturation in the link only. However, if the mobility in one link is increased, it has to decrease elsewhere. In contrast, for case (A), the variations in link mobility depend on the interface position, and a change in the link mobility can take place without affecting the mobilities of other links.

The value of ζ for case (B) can be deduced by looking at the coefficients in Table 4. Within the accuracy, we find ζ2 ≈ 20 or ζ = 4.5 ± 0.5 for all Sw. The value is close to the ratio of fluid viscosities, which will describe the dissipation.

All coefficients in Table 4 show a dependence on the saturation, decreasing in value as the saturation increases. Here, the wetting fluid is the more viscous fluid, and the increase in saturation reduces the effective permeability. The coefficients also show a dependence on the pressure drops across the network (see Table 2), increasing with higher pressure drops. This is consistent with a higher effective permeability at higher pressures. In fact, the dependence of the volumetric flow is non-linear, as can be seen in Table 3. A non-linear dependence of a flow rate on the pressure difference is a well-known phenomenon in immiscible two-phase flow[29].

To investigate the origin of the Onsager symmetry in more detail, we examined the cross-correlations in Figure 9. For molecular systems, one can find transport coefficients using the Green–Kubo method (see [30]), and Onsager reciprocal relations apply given time-reversal invariance. We have found that time-reversal invariance also applies on the mesoscopic level, as formulated by: CAB(τ) = CBA(τ). This equality is illustrated in Figure 9. There is agreement except for values at very short timescales, where the contribution to the integral is negligible. Moreover, for case (B), the deviation from symmetry at small time values is attributable to the finite system size. It vanishes for larger network sizes. This is shown in the upper three panels of Figure 9.


[image: Figure 9]
FIGURE 9. Cross-correlation functions of wetting (Qw) and non-wetting (Qn) flows. The upper panels (A–C) show the cross-correlations for case (B) with zero surface tension and increasing network size from (A) to (C). The lower panels (D–F) show the cross-correlations for case (A) with γ = 30 mN/m. The network size is increasing from left to right from 30 × 20 to 60 × 40 to 120 × 60 links.





4. CONCLUSIONS

Our investigation of time correlation functions has revealed interesting parallels between the time correlation functions of two immiscible fluids in a porous media, those observed for glass and stress-yield fluids, and those for molecular fluctuations. A network with incompressible fluids has been used as a model for the porous medium, but the findings should not be restricted to this. We have been able for the first time to find Onsager symmetry in athermal fluctuations on the meso level. The symmetry of the coefficients implies time-reversal invariance or microscopic reversibility of fluctuations also on the meso level, in agreement with recent experimental [11] and computational evidence [12, 13]. Time-reversal invariance is here understood as CAB(τ) = CBA(τ), holding for all timescales except very short timescales.

We found that the structure of the time correlation functions depends on the surface tension. Integrals over auto- and cross-correlation functions of an REV were found to converge, and the integrals of the cross-correlation functions essentially obeyed Onsager's symmetry. The coefficients obtained in this manner may have a relation to porous medium permeabilities. Further research on time correlation functions to compute the transport properties of immiscible-two phase flow is therefore encouraged.

One may ask whether the dynamic pore network model we have used really reflects the dynamics of real porous media or whether ergodicity has been built into it somehow, ergodicity that is not there in real porous media. Apart from doing experiments that will answer this question, one may repeat the measurements here but based on other models that differ substantially from ours, such as the Lattice Boltzmann Method.
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Within this work the utilization of nanostructured silicon as host material for filling with various magnetic nanostructures is reviewed whereas the magnetic and optical properties of the gained composite systems are elucidated. The metal filling of the pores is mainly performed by electroless deposition or by electrodeposition which is discussed by means of some examples. Furthermore, two different types of porous silicon (PSi) morphology are used for the deposition procedure. On the one hand microporous silicon offering luminescence in the visible range is utilized as template material. It offers a branched morphology with a structure size between 2 and 5 nm. In this case not only the magnetic response is investigated but also the influence of the metal filling on the optical properties. On the other hand mesoporous and macroporous silicon in it's low pore regime is employed which offers straight pores with diameters up to 90 nm. In this case the magnetic response strongly depends on the size, the geometry and the spatial distribution of the metal deposits within the pores. A crucial role plays also the morphology of the porous silicon, especially the distance between adjacent pores which is an important parameter regarding magnetic interactions.
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INTRODUCTION

Porous silicon can be fabricated by various methods such as anodization [1], stain etching [2], metal assisted etching [3], galvanic etching [4], reactive ion etching [5], or laser ablation [6]. The obtained morphology reaches from microporous silicon offering a structure size between 2 and 5 nm to mesoporous silicon with pore diameters up to 50 nm and further to macroporous silicon with pores up to a few micrometers [7]. A popular fabrication technique which allows the tuning of the porous morphology is anodization of the silicon wafer. In this case beside the doping concentration of the silicon wafer the resulting porous silicon morphology mainly depends on the applied current density and the HF concentration. An increase of the current density generally leads to an increase of the pore diameter and a concomitant decrease of the distance between the pores. A reduction of the HF concentration results in higher porosity which is related to the decrease of the pore diameter with increasing HF concentration [8].

Microporous silicon offers a branched morphology with interconnected channels leading to a huge surface area up to 1,000 m2/cm3 [9], depending on the porosity which is defined by the ratio of the pore diameter and the wall thickness but do not give information about the actual dimensions. Due to the small structure size entailing quantum confinement effects, light emission in the visible range is observed [10]. Quantum size effects are responsible not only for the photoluminescence but also for the porous silicon formation [11]. Light emission has been observed in various spectral ranges. The most intense and the most investigated luminescence band of PSi is in the red regime. In this case the photoluminescence peak offers a broad range from about 590 nm to about 950 nm [7] which can be influenced by e.g., etching conditions, oxidation of the PSi, temperature treatment, or hydrostatic pressure [12]. But also further photoluminescence bands in the infrared and in the green-blue region could be observed [13]. Considering the life time dependence of the different bands one can say that the red band, also named the slow band, offers decay times of a few microseconds, also does the infrared band, whereas the green-blue one shows a fast decay in the nanosecond regime [14–16]. The slow decay of the photoluminescence is attributed to carrier recombination through localized states offering an energy distribution and size disorder [17]. The lifetime of the fast band is explained by quasi direct recombination in the silicon crystallites or by oxide related effects [18, 19]. Generally of high interest is the increase of the quantum yield of the luminescence which recently has been reported to extend 32% at room temperature due to supercritical drying. The porous structure and the silicon grains are better retained by this drying process and the formation of non-radiative defects occurring during usual drying in air is reduced [20]. An increase of the quantum yield to 53–61% can be obtained by Si/SiO2 core/shell nanoparticles which emit at 1.5 eV (~826 nm). The oxidation of the silicon nanocrystals was carried out by high pressure water vapor annealing. In the case of silicon powder, obtained by the same method, which emits at 1.9 eV (~652 nm), a quantum yield of about 30% could be reached [21].

Beside photoluminescence also electroluminescence of porous silicon has been intensely investigated. The setup is arranged as semitransparent metal/PSi/c-silicon/Al-electrode and it shows a rectifying junction behavior. This behavior is explained by radiative transition due to electron and hole injection in quantized states in porous silicon [22]. The quantum efficiency of the luminescence of such arrangements is quite low. Since porous silicon offers a high resistivity caused by the pore formation process [23] efforts have been made to improve the conductivity e.g., by metal filling of the pores [24]. A further approach is to use the metal filling of microporous silicon to enhance the intensity of the photoluminescence. Metals such as iron, nickel or cobalt are employed and they lead to an enhancement of the photoluminescence of porous silicon due to the passivation of the silicon dangling bonds formed after the anodization process [25–27]. Gold and silver nanoparticles placed on porous silicon feature the localized surface plasmon resonance whereas the porous silicon as dielectric spacing layer enhances the plasmon resonance [28]. The metal filling procedure can be carried out either electroless or by electrodeposition.

Mesoporous silicon fabricated by anodization offers dendritic straight pores which are separated from each other. Using highly doped n-silicon the pore formation is due to electrical breakdown dominated by tunneling [29]. The pore diameter as well as the porosity increase with increasing current density and it decreases with increasing HF concentration [7]. In a pore diameter regime between 25 and 100 nm the morphology can be tuned quite accurately by varying the applied current density obtaining a quasi-regular pore arrangement [30]. Filling of such pores with magnetic metals results in a magnetic response dependent on the size, geometry, and arrangement of the deposits. The coercivity decreases with increasing elongation of the deposits, the magnetic anisotropy between easy and hard axis magnetization increases with increasing structure length. The morphology of the template, especially the degree of dendritic growth also plays a crucial role which influences the magnetic crosstalk between neighboring pores [31].



MICROPOROUS SILICON

Porous silicon has been produced in the 1950's by Uhlir [32] coincidentally as byproduct of electropolishing experiments. After a long silence, in 1990 Canham and Lehmann discovered the light emitting properties of this material and ascribed it to quantum confinement effects [1]. Thereafter microporous silicon has been under intense investigation. Beside photo- and electroluminescence also electrical- [33] and thermal [34] conductivity as well as optical [35, 36] and mechanical [37] properties have been examined. In the middle of the 1990's V. Lehmann showed that not only microporous but also meso- and macroporous silicon can be produced by anodization [29, 38, 39]. The resulting morphology depends on the electrochemical parameters and the doping concentration of the silicon wafer. To obtain microporous morphology low and medium doped silicon (1014-1018 cm−3) is used, mesoporous structures are achieved in using highly doped silicon (>1017 cm−3) and macropores are formed in low/medium doped silicon (1014-1017 cm−3) [29].


Fabrication and Metal Filling of Microporous Silicon

The most common fabrication process is anodization of c-silicon in aqueous hydrofluoric acid solution. As wetting agent ethanol is used which also influences the porosity, higher ethanol content leading to higher porosity [40]. The anodization process allows the tuning of the porous morphology quite easily. A further porosification method is stain etching, which means electroless etching in hydrofluoric acid solution containing an oxidizing agent [41]. Using this electroless procedure the tunability of the porous structure can be reached less easily, mainly by varying the type and content of the oxidizing agent [42]. The most common method to determine the porosity and the size of the porous morphology is gas adsorption but also an indirect method, using the peak position of the photoluminescence spectra, can be used to estimate the structure size [43]. Microporous silicon with a structure size below 5 nm, offering light emitting properties, poses a high challenge for metal pore filling.

P-type silicon (100) with 10–20 Ωcm has been used to produce porous silicon with two morphologies. The porous silicon offers macropores which are covered by a microporous layer of about 2 μm thickness with pore diameters of about 3 nm. These small pores are filled with zinc from an aqueous ZnSO4 solution by electrodeposition. The results show that in the case of such confined nanopores electrodeposition is not diffusion limited [44]. Electrodeposition of platinum within hydrophobic and hydrophilic porous silicon was carried out using a solution consisting of 0.1 M K2PtCl4 and 0.5 M NaCl, Ag was deposited using a 0.1 M AgNO3 and 0.5 M KNO3 solution. It has been shown that Pt is deposited within the pores in using hydrophobic structures, whereas it is only deposited on the top surface in the case of hydrophilic porous silicon. Ag deposits for both chemically modified structures equally [45]. In Figure 1 Pt deposited within a porous silicon layer is depicted. Using hydrophobic porous structures the deposition reaction is enhanced and the diffusion limited condition, occurring in nanopores, is suppressed [46].


[image: Figure 1]
FIGURE 1. Cross-sectional SEM image of hydrophobic porous silicon filled with Pt. Fukami et al. [46], Elsevier by permission.


A further approach to fill porous structures is immersion plating. Immersion of as etched PSi into an 0.5 M CoCl2 solution for 120 min shows Co inside the pores with a concentration decrease toward the pore bottom [27]. Figure 2 shows the atomic percentage of Co in dependence on the porous layer thickness, obtained from EDX investigations.


[image: Figure 2]
FIGURE 2. Depth dependence of the atomic percentage of Co obtained from EDX measurements showing (a) sample before temperature treatment and (b) after annealing at 400°C. Bouzouraa et al. [27], Elsevier by permission.


Ni deposition within microporous silicon has been performed in utilizing an aqueous 0.1 M NiCl2 solution. First a current density of 0.6 mAcm−2 has ben applied before the electroless deposition. The duration of the electroless reaction process was varied between 0 and 11 min [26]. Pulsed electrodeposition is employed to deposit Ni from the so-called Watts electrolyte consisting of NiCl2 (45 g/l) and NiSO4 (300 g/l) within porous silicon. A current density of 10 mAcm−2 and a frequency of 2 Hz has been applied. The deposition time has been enhanced from 5 till 15 min leading to a filling of the porous layer down to the bottom, which was evidenced by EDX spectra [47]. Figure 3 depicts an EDX spectrum taken at the pore tips [47].


[image: Figure 3]
FIGURE 3. EDX-spectrum taken at the pore bottom of a cross-section of a Ni filled microporous silicon sample. Granitzer et al. [47], with permission.




Optical Properties of Microporous Silicon

Considering the photoluminescence of microporous silicon, the emission can be tuned due to the structure size in the region from the near-infrared to the ultraviolet in the case of a hydrogen passivated surface. Oxidation of the surface leads to a red shift of about 1 eV showing that quantum confinement and surface passivation, both determine the electronic states. This red-shift can be explained by recombination attendant to a trapped electron or exciton [48]. Since the quantum confinement model suggested by Canham [1] offers some deficiencies other models have been taken into account such as that the light emission comes from siloxane molecules formed on the surface [49] which could be disproved by thermal oxidation experiments [50]. A further approach to describe the luminescence is the surface states model, which involves the trapping and localization of photoexcited carriers in silicon related boundary states of the crystallites [51]. In the case of a structure size larger than 3 nm, offering a red/orange luminescence, the quantum confinement model is sufficient and surface passivation plays a minor role on the radiative recombination mechanism [48]. Radiative relaxation processes are influenced by quantum confinement and not affected by oxidation, whereas non-radiative relaxation processes are affected by the surface chemistry [52]. Continuous wavelength and time resolved photoluminescence of silicon nanocrystals embedded in a SiO2 matrix can be used to distinguish between microscopic and macroscopic characteristics of the decay [53]. Microscopic characteristics of the decay are attributed to quantum confinement effects and the macroscopic ones are affected by the environment of the silicon nanocrystal [53]. The decay results from two neighboring levels splitted in their energy and it has been found that the upper level decay is shorter (microseconds) than the lower level decay (milliseconds) [53]. Figure 4 depicts the slower triplet lifetimes which are due to the oxidation of the freshly prepared silicon and the faster singlet lifetimes which are not influenced by the surface chemistry as well as the energy splitting [52].


[image: Figure 4]
FIGURE 4. Comparison of hydrogen terminated and oxidized porous silicon, showing (A) upper singlet lifetimes, (B) excitonic energy splitting, and (C) lower triplet lifetimes. Arad-Vosk et al. [52], Springer with permission.


Metal filling of luminescent porous silicon can influence the optical properties of the material. The deposition of Au nanoparticles within the pores results in the excitation of surface plasmon polaritons and an increase of the photoluminescence intensity is observed [54]. Considering the interaction between porous silicon and Au nanoparticles on its surface, not only plasmon effects influence the optical properties but also the porosity and surface chemistry of the nanocomposite. The plasmonic behavior depends on the particle size and shape as well as on the refractive index of the surrounding medium. The latter one explains the dependence of the optical response on the porosity of the porous silicon [55]. The interaction of the plasmons of the Au nanoparticles with the excitons generated in the semiconductor result in a modification of the emission and absorption properties [56]. Considering the photoluminescence lifetime of an Au/PSi system, generally a decrease due to the plasmonic effects compared to plain PSi is expected. In [55] an increase of the decay times, which are determined by the fit of a stretched exponential, has been observed which could be explained by the surface chemistry of the samples. In the case of Au particles deposited on porous silicon nanowires an enhancement as well as a quenching of the photoluminescence intensity, depending on the deposition time and the solution concentration, has been reported [57]. An increase of the photoluminescence intensity and a blue shift of the spectrum has been reported in the case of silver nanoparticles positioned in the vicinity of silicon nanocrystals with a SiO2 spacer of a few nanometers in-between [58]. Figure 5 shows the comparison of the photoluminescence obtained from plain samples and samples containing Ag particles. The intensity increase can be explained by the coupling of the silicon nanocrystals to the surface plasmons of the Ag particles.


[image: Figure 5]
FIGURE 5. Photoluminescence spectra of only silicon nanocrystals (dashed line) and silicon nanocrystals with Ag particles deposited on the silicon surface (solid line). The latter case shows an increase of the luminescence intensity as well as a blue shift of the spectrum of about 100 nm. Gardelis et al. [58], Elsevier by permission.


An increase of the photoluminescence intensity could also be observed by electrodepositing Ag particles from an AgNO3 solution by varying the deposition time and the concentration of the electrolyte [59]. This behavior of the luminescence is furthermore shown after LiCl treatment of porous silicon as well as an enhancement of the minority carrier lifetime due to the passivation of the dangling bonds at the silicon surface [60].

The decay times obtained from time resolved measurements and fitting with a stretched exponential function show an increase of the recombination rate in the Ag particle loaded samples (Figure 6). Together with the enhanced photoluminescence, this is a hint that the Ag particles cause an increase of the emission rate of the silicon nanocrystals [58].


[image: Figure 6]
FIGURE 6. Comparison of the decay times of microporous samples containing Ag particles and samples without Ag. Gardelis et al. [58], Elsevier by permission.


The photoluminescence of porous silicon with incorporated Ni has been investigated with respect to the immersion time of the samples in an Ni-salt solution. An increase of the luminescence intensity has been observed with increasing immersion time from 1 to 7 min and a subsequent decrease of the intensity with further increasing immersion time. Furthermore, a blue shift of the spectrum has been measured [26]. Figure 7 depicts these findings. The photoluminescence intensity enhancement is explained by the reaction between the Ni ions and the porous silicon surface.


[image: Figure 7]
FIGURE 7. Photoluminescence spectra of Ni filled porous silicon in dependence on the immersion time. (A) Photoluminescence spectra for porous silicon and Ni/PSi for an immersion time from 1 to 11 min. (B) Normalized spectra showing the blue shift of Ni filled PSi (immersion time 7 min). Amdouni et al. [26], Elsevier by permission.


Stain etched porous silicon powder filled with Ni by electroless plating in a NiCl2 solution has been investigated concerning the photoluminescence of the composite system. The samples offer a dependence on the concentration of the NiCl2 solution (25–500 g/l). With increasing concentration the intensity decreases and increases again. The decreasing intensity behavior is explained by the increase of surface defects by the desorption of H-atoms forming a low quality oxide layer, the following increase of the intensity with higher concentration is due to the formation of a better quality oxide. The peak position of the photoluminescence spectrum also depends on the NiCl2 concentration. First a blue-shift is observed which could be caused by a reduction of the emitter size due to oxidation and with further increase of the concentration the wavelengths are red shifted [61].

In the case of using pulsed electrodeposition for the Ni filling of luminescent porous silicon the optical properties have been investigated in dependence on the deposition time, ranging from 5 to 15 min [47]. A small enhancement of the photoluminescence intensity and a blue-shift of the spectrum is observed with increasing deposition time. The decay times show a decrease from about 300 μs for bare porous silicon to about 100 μs for a metal filled sample (deposition time 15 min). This result can be interpreted by a decrease of the radiative lifetime. Generally radiative processes prevail the non-radiative processes at room temperature. The decay behavior of porous silicon can be explained by an excitonic two-level model with the upper excitonic singlet-triplet state and the ground state [52]. Coupling of the plasmonic modes of the Ni with the emitter (silicon) can occur due to the direct vicinity of the emitter and the deposited Ni, only separated by a native oxide layer, and lead to the increase of the photoluminescence intensity [47].

In contrast to the findings above, quenching of the photoluminescence has been reported after Co electrodeposition within porous silicon due to oxidation of the emitting centers. An additional blue emission band around 490 nm occurs due to silanol formation at the surface [62].




MAGNETIC RESPONSE OF METAL FILLED MICROPOROUS SILICON

Filling of porous silicon with magnetic materials allows to tune the magnetic properties of the composite by the electrochemical deposition parameters as well as by the morphology of the porous silicon matrices. Considering luminescent porous silicon, due to the branched morphology also the metal deposits offer an interconnnected structure. Due to the pore-size (a few nanometers) the metal structures are in the superparamagnetic range but because of the interconnection between them ferromagnetic behavior is observed [47]. Microporous silicon filled with a magnetic material renders a system offering both, light emitting and magnetic properties and thus the nanocomposite is promising for magneto-optical on-chip devices. Temperature dependent magnetization measurement do not give any hint of superparamagnetism. In the case of isolated nanoparticles a clear peak showing the transition temperature between superparamagnetic behavior and blocked state would be observed. The investigated magnetic response strongly depends on the metal deposition time, which means the amount of metal inside the pores. An increase of the coercivity HC from 150 to 450 Oe with increasing deposition time from 5 to 15 min is observed (Figure 8A). In this case the magnetic field was applied parallel to the surface. Furthermore, the magnetic anisotropy between easy axis and hard axis magnetization shows a dependence on the filling time (Figure 8B). This anisotropic behavior is film-like and becomes more pronounced with increasing metal filling and thus more interconnections between the metal deposits. The magnetic easy axis corresponds to an external magnetic field applied parallel to the surface, which is in contrast to mesoporous silicon (see in section Optical Properties of Metal Filled Mesoporous Silicon). Two hysteresis curves, one measured with an applied field parallel and the other one with an applied field perpendicular to the sample surface are depicted in Figure 9.


[image: Figure 8]
FIGURE 8. (A) Coercivity of microPSi/Ni in dependence on the deposition time. (B) Magnetic anisotropy (Hc, paral/Hc, perp) vs. filling time. Granitzer et al. [47], with permission.



[image: Figure 9]
FIGURE 9. Field dependent magnetization curves measured with an applied field parallel (dotted line) and perpendicular (solid line) to the sample surface showing that the magnetic easy axis is parallel to the surface. Granitzer et al. [47], with permission.


The magnetic response of Ni deposited within porous silicon powder has been investigated with respect to the plating time and the concentration of the solution. The results show a superparamagnetic behavior, except for a plating time of 15 min. The measured magnetization increases with the plating time till a value of 360 min and afterwards decreases again [61]. Figure 10 shows the hysteresis for various plating times (a) and the normalized saturated magnetization in dependence on the deposition time (b) [61].


[image: Figure 10]
FIGURE 10. Field dependent magnetization curves of Ni/Psi in dependence on the deposition time (A) and normalized saturation magnetization in dependence on the deposition time (B). The inset in (A) shows the saturated magnetization vs. time. Reproduced from Nakamura et al. [61], with permission of AIP Publishing.


Also a non-superparamagnetic behavior has been observed for Co deposited within porous silicon particles, but all samples show a low coercivity [62] which indicates a low dispersion of Co within the porous structure offering only weak magnetic crosstalk.



MESOPOROUS SILICON

Mesoporous silicon offers in contrast to microporous silicon straight pores with more or less dendritic growth. The dendritic grows mainly depends on the electrochemical etching parameters such as applied current density, bath temperature and electrolyte concentration. Keeping the temperature and electrolyte concentration constant the regularity of the pore arrangement increases with increasing current density [63]. The dendrite-size and especially their length is determined by the distance between the pores. If this inter-pore distance exceeds twice the thickness of the space charge region the silicon skeleton is not any longer free of charge carriers which favors the formation of side pores [7]. The growth direction depends on the crystal orientation and this feature increases when the applied current density comes close to the critical current density at the pore tips. The fastest growth rate is along the (100) direction [7].


Fabrication and Metal Filling of Mesoporous Silicon

Mesoporous and macroporous silicon with pore diameters in the lower regime is generally fabricated in using a highly n- or p- doped silicon wafer. A standard formation procedure is anodic dissolution of bulk crystalline silicon in an aqueous hydrofluoric acid solution. In applying a high current density the breakthrough regime is enabled. In this case illumination of n-type silicon to generate holes for the silicon dissolution is not necessary. In the mesoporous regime straight self-organized nanoholes are formed. The pore diameter and the concomitant pore distance can be adjusted quite accurately by the electrochemical parameters.

A further common technique is stain etching, which means electroless etching of silicon in the presence of a solution generally containing acidic fluoride and an oxidant which injects holes into the valence band [64]. Using this electroless formation process it is more difficult to adjust the porous silicon morphology and the obtained porous layers are quite thin (few micrometers). In adding Fe3+, VO[image: image], or Ce4+ as oxidizing agent, thicker (>10 μm), more homogeneously and reproducible porous layers can be formed than with standard solutions [65].

Beside its large surface area, low electrical and thermal conductivity, mesoporous silicon can also offer photoluminescence in the visible range for structure sizes small enough for quantum confinement effects. Mesoporous silicon powder has been produced by anodization technique, subsequent detaching of the porous layer by applying a high current to exceed the critical current density, and finally hand milling of the detached porous layer. The samples were then treated by high pressure water vapor annealing for stabilization and to enhance the luminescence of the material [66].

In the following discussion porous silicon samples produced by anodization are considered. Since the morphology of the material can be tuned by the formation process, porous silicon is an adequate host material for pore filling. Beside attaching molecules to the surface for biomedical [67–69] or sensor [70–72] applications, the loading of the pores with metals has been investigated intensely. Requirements for this purpose are straight and separated pores to guarantee an arrangement of metal nanostructure arrays. The filling mechanism of different metals has been examined with the goal to control the metal deposition to produce tailored metal nanorods within the pores.

It has been reported that Fe deposition in low doped n-type silicon starts at the pore tips and grows along the walls. Mass transport limited conduction which accumulates electrons at the sample surface has been avoided in applying a low current density and in using a porous silicon morphology with wide pore opening [73]. Fe electrodeposition on p-type porous silicon is performed under cathodic conditions and under illumination, using n-type porous silicon, illumination can be omitted. Electron transfer reaction via the conduction band occurs in n-type porous silicon but in the case of p-type porous silicon electrons are generated by illumination [74]. Fe incorporated by electrodeposition within mesoporous silicon nucleates on the walls of the pores and on the surface. Generally the metal formation depends on the applied current density, pH of the electrolyte and the surface chemistry of the pore walls. Performing the deposition on an H-terminated porous silicon surface, Fe forms clusters at the surface. In using porous silicon with a native oxide layer Fe is deposited as randomly distributed particles within the pores [75]. Beside electrodeposition the Fe incorporation can also be performed by electroless deposition from the Fe salt solution [76].

Ni deposition can also be performed either electroless or electrochemically. In the case of immersion plating an aqueous ammonium fluoride solution containing NiSO4 is employed. Performing the deposition under room temperature metallic Ni is observed at the surface, whereas SiO2 is not detected [77]. Displacement deposition of Ni from an NiSO4, NH4F solution carried out at 60°C starts to grow at the pore walls rather than on the surface due to the Ni atoms mass transport toward the pore tips [78]. Displacement deposition of Ni produces a non-uniform deposition in high aspect ratio pores (~200) at the beginning of the reaction process due to a dominance of the mass transport. With increasing deposition time the Ni distribution along the pores becomes more uniform because the deposition rate decreases and the process is dominated by interfacial reaction [79].

In using electrodeposition for the metal filling of the pores, either dc or pulsed deposition can be employed. Pulsed electrodeposition under constant current density and applying rectangular pulses with a pulse duration of 1 s and a pulse delay time of 25 s is shown for different porous silicon porosities in Figure 11 [80]. The pulsed current deposition leads to nucleation of metal nanoparticles within the pores. A crucial parameter is the pulse delay time which can be estimated from the dynamics of the voltage vs. time graphs [81].


[image: Figure 11]
FIGURE 11. Cross-sectional scanning electron micrographs of porous silicon offering different morphologies with infiltrated Ni structures. The Ni deposition depends on the porous silicon porosity and it can be seen that for lower porosity the Ni particles are smaller than in the case of higher porosity. This behavior is due to faster exhaustion of the electrolyte and thus a longer growth time. Michelakaki et al. [80], Springer Nature with permission. In (a,b), the samples offer a porosity of about 70% and the Ni nanoparticle size is ~23 nm. With increasing porosity to 86% and 88% shown in (c,d), the Ni particle size increases to about 33 nm.


The shape of the metal deposits can be adjusted by the pulse-frequency and the applied current density. A variation of the frequency between 0.025 and 0.2 Hz results in a shape modification from spherical particles to elongated structures with an aspect ratio of about 100 [82]. In Figure 12 the dependence of the elongation of Ni structures on the pulse duration is depicted [83]. The spatial distribution of the deposits within the pores can be modified by the current density. Applying a current density between 5 and 25 mA/cm2, the packing density of the metal deposits within the pores can be modified by the pulse frequency. In the case of densely packed particles the time between the pulses is 5 s and for loosely packed particles it is 20 s [82].


[image: Figure 12]
FIGURE 12. Pulse frequency vs. elongation of Ni deposits. With increasing pulse frequency the length of the Ni structures is increased. Granitzer et al. [83], ECS with permission.


In applying a current density of 25 mAcm−2 and a pulse frequency of 0.025 Hz more or less homogeneous deposition of spherical Ni particles with a moderate packing density is achieved and can be seen in Figure 13 [82].


[image: Figure 13]
FIGURE 13. Cross-sectional back scattered electron micrograph (BSE) showing the distribution of sphere-like Ni deposits within porous silicon. Rumpf et al. [82], IOP with permission.




Optical Properties of Metal Filled Mesoporous Silicon

Not only from microporous but also from mesoporous silicon in the lowermost size regime luminescence can be observed. Furthermore, it can be utilized as template for metal particle deposition on the surface and act as SERS sensitive material. Mesoporous silicon produced by a standard chemical route, offering pore diameters of about 15 nm, and subsequent Ag particle deposition on its surface is shown to be Surface Enhanced Raman Scattering (SERS) active for rhodamine 6G and crystal violet. In using an excitation wavelength of 514.5 nm the rhodamine 6G and the silver plasmons are in resonance with the excitation light resulting in a large surface enhancement [84]. Ag nanoparticles deposited on porous silicon by immersing the sample into an AgNO3 solution are used for single molecule detection by SERS. The Raman response is investigated in employing Cyanine and Rhodamine 6G. If the particle plasmon resonance coincides with the molecule electronic resonance strong Raman enhancement is observed [85]. The utilization of mesoporous silicon as template material in comparison to microporous silicon for Ag particle deposition shows a broader particle size distribution as well as a localized surface plasmon resonance closer to the excitation wavelength. Due to the high SERS sensitivity ultralow concentrations of dye molecules can be detected [86]. Furthermore, Ag nanostructures in SiO2/p-silicon is found as SERS active substrate in a broad spectral range [87]. Au nanoparticles modified porous silicon shows a strong fluorescence enhancement due to plasmon resonance which is used for highly sensitive DNA detection [88]. Porous silicon with a Au nanoparticle layer on top offers light absorption by the Au particles leading to localized surface plasmon resonance. The wavelength of the plasmon resonance depends not only on the Au nanostructures but also on the refractive index of the surrounding medium. Plasmon resonance is sensitive to changes in the refractive index only close to the dielectric/metal interface [89]. Metal decorated porous silicon structures are feasible as sensors, especially to detect molecules.



Magnetic Response of Metal Filled Mesoporous Silicon

Mesoporous silicon with its tunable morphology by the formation parameters, its straight pores and its quasi regular pore arrangement is an adequate system to embedded magnetic nanostructures and to adjust the resulting magnetic properties. On the one hand the magnetic response strongly depends on the size, shape and distribution of the metal deposits and on the other hand the morphology of the porous silicon plays a crucial role, especially with respect to magnetic interactions between deposits of adjacent pores. The magnetic response of the nanocomposite samples allows to draw conclusions from the shape of the deposits. The coercivity HC decreases with the elongation of the embedded metal structures whereas the reduced remanence (magnetic remanence MR/saturation magnetization MS) increases with increasing elongation approaching a wire-like behavior [90], summarized in Table 1.


Table 1. Dependence of the coercivity HC on the particle elongation.

[image: Table 1]

Furthermore, the packing density of the metal deposits within the pores influences the magnetic characteristics. Densely packed metal particles magnetically interact within the pores leading to a wire like behavior and thus to a smaller coercivity compared to isolated particles with comparable size. Field dependent magnetization measurements performed at various temperatures ranging from 4 to 300 K shows that the coercivity decreases with increasing temperature [91]. Some values for T = 4,100, and 250 K are depicted in Table 2.


Table 2. Magnetic features measured at T = 4, 100 K and T = 250 K summarized for conventional etched samples and magnetic field assisted etched ones.
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The magnetic response is also strongly influenced by the morphology of the porous silicon template, especially regarding the dendritic pore growth [92]. A reduction of the side pore growth could be achieved by magnetic field assisted etching, in applying a magnetic field of 8 T perpendicular to the sample surface during the anodization process [93]. With increasing side pore length the effective mean distance between the pores decreases resulting in stronger magnetic cross talk between metal deposits within adjacent pores. A further important parameter is beside the dendritic pore growth, the roughness of the pores because the embedded metal deposits grow with concomitant morphology. In the case of occurrence of side pores the metal deposits offer strong roughness which results in magnetic stray fields, influencing the magnetic response and reducing the coercivity of the nanocomposite [92]. Performing magnetization measurements with an applied field parallel and perpendicular to the sample surface one sees that the magnetic easy axis corresponds to the pore direction. The magnetic anisotropy between these two magnetization directions increases with increasing length of the metal deposits and with decreasing magnetic interactions between structures of neighboring pores. Figure 14 shows the magnetic anisotropy for magnetic field assisted etched porous silicon with elongated Ni structures deposited within the pores.
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FIGURE 14. Magnetic field dependent measurements performed with an external field applied perpendicular (solid line) and parallel (dotted line) to the sample surface. Granitzer et al. [94], AIP with permission.


Considering Fe deposits within porous silicon, in and out of plane magnetization measurements show a magnetic anisotropy originating from the elongated shape of the deposits [75]. The easy axis corresponds to the pore direction with a reduced remanence (MR/MS) of 0.6 [75] which is a typical value for such nanocomposites including magnetic cross talk.

These investigations show that control of the porous silicon formation resulting in more or less ordered pores with a minimum on roughness are a precondition to suppress magnetic coupling between the deposited metal structures of adjacent pores. By adjusting the metal deposition parameters accurately desired size and shape of the deposited nanostructures can be obtained.




CONCLUSIONS

In this work the utilization of porous silicon in the microporous and mesoporous regime as template material for metal deposition has been discussed. The optical properties such as the luminescence and the associated decay times of microporous silicon have been addressed also with respect to metal filling of these templates which modifies and improves the light emission. The plasmon resonance of the deposited metal structures can be exploited to enhance the luminescence and in combination with dye molecules the system can act as active SERS material. Due to the employment of magnetic metals nanocomposites with adjusted magnetic features strongly correlated to the size, shape, and distribution of the deposits can be achieved. In the case of microporous silicon optical and magnetic properties are merged on one material level which makes the system interesting for magneto-optical applications. A further key parameter concerning the magnetic features is the morphology of the porous silicon, especially the distance between the pores which is strongly influenced by dendritic pore growth. A reduction of the side pore length results in a decrease of the magnetic crosstalk and thus approaches the magnetic characteristics of individual magnetic nanostructures. Since these nanocomposites offer a silicon substrate which is applicable in today's microtechnology the discussed systems are promising to act as component in on-chip devices.
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Multiphoton microscopy (MPM) is currently acknowledged as a very powerful method for the visualization and analysis of tissues in biomedicine. It allows high resolution, deep optical sectioning and reduced photodamage. MPM does not require labeling and is deployable both in-vivo and ex-vivo, which simplifies the diagnostic procedure compared to traditional histology approaches based on excisional biopsy, tissue fixation and staining. Among the important applications of MPM in medicine, differentiation of healthy from pathological tissues has gained massive interest over the past years, but MPM is also very useful for acquiring new insights on how various pathologies originate and progress. In this work we review the use of MPM in imaging assays focused on investigating unlabeled oral tissues (teeth and oral mucosa) and discuss a series of important results which hold potential for enabling a next generation of oral tissue characterization/diagnostic frameworks. The surveyed literature shows that non-linear optical imaging tools can significantly contribute to achieve a better understanding of oral cavity tissues, by allowing the accurate analysis of morphological structures and relevant biochemical processes.

Keywords: multiphoton microcopy, oral tissues, caries, enamel, dentine, squamous cell carcinoma


INTRODUCTION

The oral cavity represents the first part of the digestive tract, and the main entry for nutrients and different environmental components in the human body. Its main function is to begin the process of digestion by mastication, but speech or breathing are also important functions. Pathologies of the oral cavity can result from a wide range of causes, one of the main sources consisting in harmful components in ingested liquids or food. These may lead either to the genesis of oral diseases or, after being dissolved by saliva and ingested, may cause other minor to major health problems with respect to the gastrointestinal system, and not only. Besides toxic food, tobacco and alcohol, other environmental factors may also be responsible for the occurrence of various oral diseases, ranging from dental caries [1, 2] to oral squamous cell carcinoma [3–5]. In general, all the structures in the oral cavity, including teeth and soft tissues will be at some point affected during one's life by various types of pathologies, or by age related modifications.

Although teeth have a damage resistant structure, this might fail due to environmental factors, diseases or habits. The appearance of cavities may cause pain and other consequent oral problems. However, these are not the most severed pathologies the oral cavity is exposed to. According to current data, half of all cancers in humans appear in the squamous epithelium, which is also lining the soft surfaces in the oral cavity [6]. More specifically, oral squamous cell carcinoma (SCC) represents about 90% of the malignant lesions developed in the oral cavity [7].

At present, various complementary imaging techniques are being used for characterizing hard and soft tissues in the oral cavity, each exhibiting its own strengths and limitations. Since Rontgen discovered radiographs in the late 1800's, radiation was selectively used for the diagnostics and therapy of oral tissues [8]. Periapical and cephalometric radiographs have been used for detecting caries, analyzing bone structures and for planning implantological interventions. Their main disadvantages relate to the interposition of anatomic structures, and the potential harmful effects of the ionizing radiation [9]. Even in latest generation panoramic radiographs, direct ionizing damage and indirect damage from the free radicals created during the ionization of water molecules within cells is associated with a risk of cancer. Computed Tomography (CT), first reported experimentally in the 1970's, combines the concepts of x-ray imaging (performed under different angles) with the advantages of computer technology to provide cross-sectional images of the scanned tissue region, allowing its tomographic inspection [10]. A subsequent technology, Cone-Beam Computed Tomography (CBCT) [11] allows faster acquisition speed and lower radiation exposure, down to 10 times less compared to conventional CT. This diagnostic imaging technology is now widely popular for oral medicine being capable of providing three-dimensional representations of teeth and jaws. Besides limitations in resolution, its main shortcomings are exposure to ionizing radiation (which is reduced, but still exists), and inability to simultaneously image calcified and non-calcified dental tissues, particularly important in regenerative endodontics [12, 13]. Another medical-imaging technique that has been shown to be very valuable for imaging oral tissues is Magnetic Resonance Imaging (MRI), which uses non-ionizing radiation from the radiofrequency band of the electromagnetic spectrum, thus reducing the irradiation hazards that the patient needs to face. MRI can be used for imaging pulp attached to the periodontal membrane, and obviously other soft tissues in the oral cavity. However, it cannot easily visualize teeth because of their high mineral content. Sweep Imaging with Fourier Transformation (SWIFT) [14], an update to conventional MRI, overcomes these limitations, enabling the three-dimensional visualization of both soft and hard (enamel, denting, cortical bone) oral tissues, while also reducing acquisition time [15]. SWIFT-based MRI has the potential to precisely determine the extent of carious lesions and simultaneously assess pulpal tissue [15]. The usefulness of these aforementioned techniques is biased by their limited resolution (lying in the millimeter range). To address this, several safe and non-invasive optical techniques have been introduced to the field of oral tissue imaging over the past couple of decades. Among these, Optical Coherence Tomography (OCT) has successfully been used for the detection and microscale characterization of tooth and periodontal disorders. Applications such as root canal imaging, diagnosis of vertical root fractures, dental microstructure assessment, detection of recurrent caries and loss of marginal integrity of fixed restorations demonstrate its huge potential in dentistry [16–18]. Compared to conventional OCT, Polarization-Sensitive OCT (PS-OCT) [19] provides better resolution and can therefore image also early enamel lesions and secondary caries. It can also be used for the assessment of dentin and cement demineralization and remineralization, representing a useful diagnostic instrument for prevention and early intervention [20]. The resolution achievable with OCT is positioned between the resolution available with ultrasound-based techniques, and with point-scanning optical techniques, e.g., Confocal Laser Scanning Microscopy (CLSM). This latter technique, CLSM, is also well-suitable for in vivo clinical studies (in implementations for endomicroscopy), being able to non-invasively provide optical sections of both hard and soft tissues in the oral cavity [21–23]. Importantly, the current gold standard for the diagnostics of soft oral tissues remains the histopathological exam, consisting on brightfield microscopy of tissues that are excised, fixed and stained. However, this approach presents important disadvantages such as long diagnosis time, invasiveness, artifacts, sampling error, time consumption, high costs, and interpretive variability [24–26]. In Figure 1, we present a series of images that are representative for these techniques above discussed.


[image: Figure 1]
FIGURE 1. Hard and soft tissues of the oral cavity imaged with routinely used investigation techniques. (a) Panoramic dental radiograph. (b) Sagital section through MRI and (c) CBCT images of the lower jaw. (d) Time-series OCT images of a healthy tooth obtained before and after demineralization (e) gross observation, and brightfield microscopy images on hematoxylin and eosin (H&E) stained healthy and malignant tongue tissue. (f) Confocal laser endomicroscopy images collected on various oral tissues. Artwork reuse permissions: (a) adapted from Kim et al. [27], (b,c) adapted from Flügge et al. [28], (d) adapted from Tsai et al. [29], (e) adapted from Kosugi et al. [30], (f) adapted from Aubreville et al. [31], all under the Creative Commons CC BY license.


During the past couple of decades, Multiphoton Microscopy (MPM) has emerged as a powerful tool to explore the structure and function of biological samples, and especially of tissues. This is mainly because MPM techniques can non-invasively acquire optical sections (virtual biopsies) in unlabeled tissues, containing information that is very relevant for diagnostic purposes. These non-linear techniques are based on the theory of quantum transition through photons proposed by Nobel Laureate Maria Göppert-Mayer [32], and the first MPM experimental implementation was demonstrated by Denk, Strickler and Webb in Cornell University in 1990 [33]. During the non-linear processes that take place, the sample absorbs two or three infrared photons and emits a unique photon of shorter wavelength. This can occur via different physical processes, that may take place quasi-simultaneously, e.g., fluorescence or harmonic generation, which have been thoroughly discussed in previous reviews [34–36]. The MPM imaging modes are Two-Photon Excitation Fluorescence (2PEF), Three-Photon Excitation Fluorescence (3PEF), Second Harmonic Generation (SHG) and Third Harmonic Generation (THG), all of these being capable to image tissues in a label-free manner, based on their endogenous contrast. The use of infrared light sources allows deeper penetration into the tissues and reduced scattering [37, 38], with reduced photodamage compared to other optical sectioning techniques working in the visible range, such as CLSM [39].

The aforementioned MPM modalities are complementary and provide biological information that is relevant from different perspectives, including morphology, structural organization and cell metabolism. In brief, the energy (i.e., light) released by fluorophores during 2PEF allows the visualization of different biological components, such as elastin, keratin, melanin, nicotinamide adenine dinucleotide (NAD+/NADH) or flavin adenine dinucleotide (FAD). Selective probing of these autofluorescent tissue components by 2PEF followed by arithmetic operations for distinct signals enable the non-invasive assessment of important information such as cell morphology, size variation of cell nuclei, blood vessel hyperplasia, or inflammatory reaction related aspects [40–42]. 3PEF relies on the same principles as 2PEF, but usually uses longer laser wavelength to excite the fluorescent molecules, which translates to reduced out of focus light, less tissue scattering, and hence higher penetration [37, 43]. However, 3PEF on tissues is more difficult to achieve and collect, hence related studies are much scarcer compared to the studies that deal with 2PEF imaging of tissues.

We find important to mention here that the potential of 2PEF and 3PEF for probing unlabeled in-vivo, ex-vivo or fixed tissues can be further augmented by equipping such systems with time-correlated single photon counting options to enable Fluorescence Life-Time Imaging Microscopy (FLIM) measurements. In addition to the information gained from the intensity of a fluorescent signal, its lifetime provides information on the biophysical environment (e.g., ion and oxygen concentrations, temperature, or pH) of the respective fluorophore [44]. Furthermore, 2PEF/3PEF-FLIM can provide information on a fluorophore's conformational or molecular binding state, whose assessment is also relevant in the context of tissue characterization based on endogenous fluorescence. In a very insightful recent review [45], the authors discuss the importance of FLIM for evaluating cell metabolism.

SHG signals are exclusively originated by non-centrosymmetric structures (e.g., fibrillar collagen, microtubules and skeletal muscle) [35] and THG signal arises from interfaces within the specimen exhibiting a refractive index mismatch [46, 47]. The ability of SHG for probing at high spatial resolution the collagen distribution in tissues facilitates a precise and non-invasive assessment of extracellular matrix modifications specific to various pathologies, enabling consistent diagnostic possibilities [35]. As nicely demonstrated by Kuzmin et al. [48] THG complements SHG, as a result of its ability to image interfaces hosting lipid-rich molecules, allowing thus the visualization of cells and nuclei, or the investigation of vascularization related aspects.

Most MPM imaging studies performed to date on ex-vivo and fixed tissues have been performed with tabletop systems, either custom built/modified or commercialized. Such systems can operate in both upright or inverted configurations and require coupling with an appropriate laser source [49]. In-vivo imaging on animal models can be done with MPM systems adapted for intravital assays, which require that enough space is available under the objective for positioning the subject of investigation [50].

Most importantly, MPM imaging is also available at present in the form of clinically validated multiphoton tomographs, enabling in-vivo assessment of human skin [51]. In addition, a compact non-contact clinically-adapted MPM system has been recently used to image in-vivo the human eye [52]. This implementation offers real-time tissue visualization and the possibility to perform objective analyses of pathological or surgically modified ocular tissues [53–55]. Although, to the best of our knowledge, in-vivo imaging has not been yet demonstrated for organs positioned inside the human body (except for exposed brain [56]), recent progress in multiphoton endomicroscopy [57] suggests that such applications are within reach.

Given the advantages above discussed, MPM imaging is likely to become soon one of the default tools for tissue characterization. It can both augment conventional histopathology (e.g., by enabling lower sampling errors), or even replace it entirely in some scenarios. However, there are still challenges on the road to achieving this. For example, interpretation of MPM data can pose problems to histopathologists (who are trained on conventional modalities, e.g., brightfield microscopy of stained tissues). Collecting MPM datasets inside the human body is difficult due to intrinsic tissue movement that cannot be controlled. Non-invasive imaging of deep tissues with MPM is difficult due to light scattering and attenuation. However, despite of all these, there are still many applications where MPM imaging was demonstrated to be very useful. Therefore, MPM is currently regarded as a highly efficient tool for the study of pathological tissues, ranging from epithelial tissues [42], and internal organs [58] to ocular structures [54, 59] or brain tissue [43, 46, 60]. In this article, we review MPM applications focused on the study of oral tissues, addressing previous efforts dealing with visualization and analysis of different structures in the oral cavity, and objective diagnostic methods that were reported to detect and discriminate various oral diseases.



MULTIPHOTON MICROSCOPY OF THE TOOTH


Tooth Structure

Enamel, dentine, cementum and pulp represent the structural components of the tooth [61]. An example of a dental section is presented in Figure 2.
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FIGURE 2. Photo of a longitudinal dental section. Courtesy of Dr. Stephen Chin-Ying, Department of Preventive Dentistry, National University of Singapore. Image size ~4 × 4 mm2.


Enamel is the hard and highly mineralized cover of the tooth crown. It is the most mineralized tissue in the human body, mostly made up of apatite crystals. When the tooth emerges into the oral cavity, ameloblasts (cells that produce the enamel) disappear; for this reason, enamel can't be regenerated. The dentin-enamel junction separates enamel and dentin.

Dentine is also a mineralized tissue, but elastic, avascular, and composed of apatite and collagen. The dentine structure is formed by packed tubules along its entire thickness. Tubules are responsible for tooth hydration and transmission of the physical signals and they are found along the entire structure, running from the pulp to the enamel and cementum. The diameter and density of the tubules increases toward the pulp [61].

The innermost part of the tooth is the pulp, formed by connective tissue that feeds and regenerates the dentinal collagen through the cells called odontoblasts. Moreover, it is richly innervated with sensory afferents, mostly involved in pain mediation.

The root is the part of the tooth covered by gingival tissue. At this location, dentine is covered by a connective tissue, cementum [62], made of a hard bone-like connective tissue that grows in concentric bands, which increases in thickness throughout life. The cementum also joins the periodontal ligament to the tooth, fixing it to the alveolar bone.

The most common tooth disease is caries, which is characterized by demineralization and degeneration of the organic matrix (i.e., collagen denaturation) [1]. Microorganisms in dental plaque are mainly responsible for caries initiation, but caries have also been related to systemic diseases [63]. Caries affect both enamel (coronal caries) and cementum (root caries) and, in later stages, the dentine or even the pulp.



MPM of Tooth Components

Investigating at high resolution the highly mineralized composition of the tooth typically requires processes of decalcification and staining that may alter its natural structure. This can be avoided by employing MPM to characterize the structure of dental pieces, which has been demonstrated as an important alternative tool.

To our knowledge, Kao et al. in 2000 were the first to report that the tooth generates SHG signal in the back-scattered direction (or epi-illuminated mode), but the details provided for the employed samples were limited. Moreover, the quality of the SHG images presented in that study was low compared to current standards, and probably due to this, the SHG signal was (erroneously) attributed to the highly organized structures of the enamel that encapsulates the dentine [64]. Later, the same group showed SHG and THG images of the dentine in transmission (or forward-scattered) mode [65]. In this second effort the images were acquired in areas near the dentine-enamel junction of a dental section, which allowed observing that the enamel does not generate any of the two considered non-linear signals. Instead, THG images revealed the tubule structure of the dentine, since this kind of MPM signal is sensitive to interfaces and boundaries, while SHG images were found to simply exhibit dentinal collagen content. The absence of SHG in enamel was also confirmed by a wavelength-dependent study [66]. An example of SHG and THG images collected near the dentine-enamel junction are depicted in Figure 3.


[image: Figure 3]
FIGURE 3. SHG image (in the forward direction) from a location near the dentine-enamel junction (left). THG image from the same location clearly showing the dentinal tubules (center). Superposition of SHG and THG signals (right). It should be noted that the collected THG signals are much weaker compared to the SHG signals and consequently higher incident laser power or higher detector gain was required for image acquisition. Artwork: courtesy of Prof. Fu-Yen Kao (Institute of Biophotonics, National Yang Ming University, Taiwan), images were acquired during the experiment reported in [66].


Non-linear signals from dental structures have also been explored in additional efforts dealing with other MPM imaging approaches. For example, in Chen et al. [67, 68] the authors focused on collecting submicron epi-illuminated MPM images of the enamel, dentine and periodontal ligaments. It was found that enamel exhibits a strong 2PEF signal, revealing the structures of the enamel rods; the dentine presents not only 2PEF signal, but also SHG. It is important to highlight here that the contrast provided by SHG imaging was not only useful to analyze the peritubular dentine structure, but also to distinguish the less mineralized circumpulpal dentine areas that were found to generate only SHG signal, and no 2PEF. That is, the more mineralized the dentinal structure becomes, the higher the 2PEF emission. In addition, due to their dominant collagen-based composition, clear observation of periodontal ligaments was also possible with SHG. The complementarity of SHG and 2PEF signals with respect to imaging hard oral tissues is shown also in Figure 4 where we present a pair of SHG-2PEF images collected on the dentinal area of a tooth. For a direct comparison they are presented with the same color scale [69]. Noteworthy, the inherent confocality of MPM allows three-dimensional (3D) projections to be built, which facilitates the visualization of interesting features and their placement into a relevant topographic context. In Figure 5 a 3D reconstruction of the dentine from SHG imaging is shown, and tubules can clearly be observed [69].


[image: Figure 4]
FIGURE 4. SHG (left) and 2PEF (right) images recorded at the dentine. Since images share the color bar, it can directly be observed how the former is much dimmer compared to the latter. Adapted from Bueno et al. [69].



[image: Figure 5]
FIGURE 5. 3D projection of the dentinal area. Adapted from Bueno et al. [69].


Elbaum and colleagues also reported high-resolution 3D images of tooth dentine, but in their experiment this was achieved based on SHG and THG images [70] in the forward-scattered mode. In their quest to explore the architecture of the dentine tubules and the surrounding collagen distribution, they were able to image depth locations up to 200 microns into the sample. The processed 3D reconstructions enabled the visualization of individual tubules and the collagen fibrils mesh around them with an optical resolution of about 1 micron. An important conclusion of their work is that collagen fibrils are organized perpendicularly to the tubules, however close to the dentin-enamel junction they lie also along the long axis of the tubules.

Another experiment, this time dealing with back-scattered MPM, showed that no significant SHG signals can be collected in this configuration on enamel, but THG images successfully revealed its prism structure and distribution [71]. The employed imaging configuration showed stronger THG signal compared to those reported in previous studies performed in transmission [65, 66], allowing thus a penetration depth exceeding 300 μm below the natural tooth surface. It was useful to observe that at the superficial enamel layer, the prisms were found to be organized in a honeycomb structure perpendicular to the tooth surface, and that this direction becomes parallel to the surface as deeper enamel layers are imaged.

In another effort focused on studying the dentin-enamel junction with MPM [72], 2PEF and SHG signals were simultaneously acquired in back and forward directions, respectively. The superposition of image pairs allowed clearly visualizing the junction. It should be noted here that 2PEF images revealed the transitional zone of the enamel as a non-fluorescent irregular line corresponding to the interface between dentin and enamel. This line of dim intensity was associated with very low concentration of protein and hence the lack of endogenous fluorophores. Similar to previous studies, SHG signal was not present in enamel, suggesting an absence of non-centrosymmetric proteins. While enamel prisms were found to exhibit high 2PEF signals, the inner aprismatic enamel (located close to the junction) showed a homogeneous low 2PEF signal. In the same experiment, dentine was observed to provide both SHG and 2PEF signals. The latter was hypothesized to be related to the odontoblast process which involves fluorescent proteins. SHG signals were much weaker compared to 2PEF (see Figure 4), what might indicate a low amount of highly non-centrosymmetric molecular assemblies as collagen and microtubules. The dentinal SHG intensity was found however to increase from the junction toward the inner dentine.

The work by Pan et al. took MPM imaging of teeth one step further by addressing tooth morphogenesis [73]. MPM images were used to investigate the development of the tooth in neonate mice from birth to the seventh day after. Results showed that predentina emits solely SHG signal, but dentine structures were observed to provide both SHG and 2PEF. Enamel, odontoblast and ameloblast were also found to exhibit strong 2PEF signal.

Another component of the tooth, dental cementum, has also been analyzed through SHG microscopy by H. Aboulfadl et al. [74]. The work showed that collagen fibers are distributed along two directions: radial (i.e., pointing more or less perpendicularly to the root surface) and circumferential (perpendicular to the radial and oriented parallel to the surface), which we regard as an important finding.

Non-linear multimodal microscopy [75, 76] combining Coherent Anti-Stokes Raman Scattering (CARS) [77], SHG, THG, and 2PEF was able to provide information not only on the tooth structure, but also on biochemical and biomolecular aspects [75]. Multimodal imaging revealed the microtubule structure nearby the dentin-enamel junction, and although CARS did not add extra information to that showed by 2PEF in dentine, this experiment demonstrated that its enhanced optical sectioning capability makes it a useful alternative tool for tooth analysis.

In preparation of future dental tissue engineering, Traphagen et al. [78] demonstrated the ability of MPM microscopy to characterize decellularized and demineralized teeth (while preserving the natural extracellular matrix). 2PEF appeared to be distributed throughout both natural decellularized tissue samples, although it was more prominent in the former. In addition, compared to the decellularized tooth tissue, SHG showed (as objectively measured by means of parameters such orientation index, entropy, and collagen density) higher collagen fiber density, and lower degree of organization in the natural one. Work related to demineralized teeth was also reported by Atmeh et al. [79], where the authors employed 2PEF microscopy to investigate the remineralising potential of certain materials on totally demineralised dentine. Although the signal intensity depended on the sample, these showed microscopic features of matrix remineralisation (including front, intra and intertubular mineralisation).

Most of the previously discussed works propose MPM microscopy as a very valuable tool to characterize various aspects of extant teeth (i.e., extracted teeth from living humans or animals). However, this technique has also been reported to be very useful to explore the anatomy of dentinal tubules in ancient fossil teeth [80]. In particular, THG imaging yielded (unexpectedly) strong signals when dealing with submicrometer level anatomy. When compared to extant teeth, the visualization of fossilized dentine tubules revealed a strong morphological correlation, confirming that the dentinal tubule structures have remained relatively constant through time. This is illustrated in Figure 6, which also very nicely demonstrates the complementarity of the 2PEF, SHG, and THG signals for teeth imaging, in general.
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FIGURE 6. 2PEF, SHG, and THG imaging of extant and fossil teeth of crocodilians. (a–d) Images of an extant Alligator tooth acquired under (a) 2PEF, (b) SHG, (c) THG microscopies, and (d) overlay of three channels. (e–h) Images of a fossil Alligator (1.5 Ma) tooth under (e) 2PEF, (f) SHG, (g) THG microscopies, and (h) overlay of three channels. (i–l) Images of a fossil Kem Kem crocodilian (93 Ma) tooth under (i) 2PEF, (j) SHG), (k) THG microscopies, and (l) 2PEF, SHG and THG overlay. All scale bars, 40 μm. Ma, millions of years. Adapted with permission from Chen et al. [80] © The Optical Society.




MPM for the Analysis of Dental Diseases and Abnormalities

Enamel covers the tooth crown and protects the inner tissues from bacterial infection, as well as from mechanical, thermal, and chemical attacks. Any disorder of this most external dental structure may allow acids and bacteria to penetrate into the inner tissues, which can lead to dental diseases. In the previous section of the manuscript we reviewed published works that aimed to explore sources of non-linear optical contrast in the tooth and the way they can be used to document various properties of this structure. In this part, we review additional work that focused on analyzing dental abnormalities and diseases, such as caries.

Girkin et al. were among the first to report an MPM image showing early dental caries in an intact tooth and proposed MPM techniques as a diagnostic tool in dentistry [81, 82]. In a different effort, MPM microscopy allowed imaging the tooth from the outer part up to a depth of ~500 microns [83]. The imaged lesion depths compared well with the depths measured by physically sectioning the teeth. While healthy tooth tissue exhibits strong 2PEF signal, as discussed also in the previous section, this is available to a lesser extent in carious tooth tissue [84]. Caries appear as a dark spot within a brightly fluorescent tooth, so in a 2PEF inverted image these will appear bright within a dark background, hence the decayed tissue can be well-highlighted with this imaging modality.

In another interesting work, the surfaces of teeth with abnormal enamel were studied and compared to the surfaces of intact human teeth as a basis for future clinical applications [71]. The investigated samples included white spot lesions, cracks, and the artificially-lased (irradiated) enamel. Since prisms within dental enamel present a homogeneous structure of hydroxyapatite crystals, the detected THG signal was thought to originate from the organic-matrix-filled interprismatic space rather than from inorganic crystalline regions inside the prisms. In diseased enamel crystal inhomogeneity appears, and this abnormality reflects in THG signals generated inside the prism. It was hypothesized that white spot lesions are mainly caused by mineral loss (with presence of crystal inhomogeneity), and the THG images collected in this study were coherent with this assumption, depicting different degrees of mineral loss. Moreover, unlike in sound enamel, SHG signal was also found in teeth regions harboring white spot lesions, which is believed to occur due to a symmetry breakage taking place under certain strain. In general, natural cracks may be a result from mechanical damages, thermal stress, and the stress-strain around the cracks; the MPM images were in agreement with this hypothesis. As expected, SHG signals depicting strains originated at the sites of the cracks. In addition, THG images revealed both the cracks and the enamel prisms beside them. Finally, in irradiated human tooth enamel, THG images collected on superficial layers revealed heat-induced cracks. The THG signals originating from the interprismatic space were observed to drastically decrease due to the melting of this superficial layer that takes place during irradiation. The strain at the cracks was also present in SHG images, and both THG and SHG signals were observed around the heat-induced cracks. At deeper locations (with reduced energy absorption and lower prism melting effects) strain sensitive SHG signals were found to become weaker but THG generated from the interprismatic spaces recovered.

In other works, focused on investigating how MPM signals can be used to indicate the tooth's health state, Lin and colleagues confirmed previous results on dental MPM sources and used fluorescence lifetime analysis to differentiate normal dental tissues from caries [85]. The latter were found to present a noticeable decrease in the lifetime of present endogenous fluorophores in both enamel and dentin (Figure 7). These results suggest that 2PEF-FLIM's usefulness for identifying carious tissues based on their specific fluorescence lifetime signatures represents an important asset that can potentially augment the current ways of identifying and assessing early sub-surface lesions that can be linked to teeth degradation during carries development. Terrer et al. tackled a similar problem as well and demonstrated that SHG and 2PEF intensities of human dentine were strongly modified during the tooth caries process, as a result of the degradation of the dentinal organic matrix [86]. In addition, they proposed the SHG/2PEF ratio as a reliable parameter to follow dental caries. The usefulness of combining these two complementary MPM signals for detection and classification of carious stages has been recently demonstrated by Slimani et al. [87], who correlate the SHG/2PEF ratio (which they regard as an indicator of the organic matrix denaturation) with the International Caries Detection and Assessment System (ICDAS).


[image: Figure 7]
FIGURE 7. 2PEF-FLIM of dental tissues. (A) An epi-illuminated image of the investigated carious dental sample. (B) The corresponding 2PEF-FLIM image showing carious regions with greatly reduced lifetime (blue) compared to healthy regions. The scale bar is 200 μm. The intensity (black) and average lifetime (red) line profiles are obtained from the 2PEF-FLIM image depicted in (B), for (C) dentin and (D) enamel, respectively. Reprinted with permission from Lin et al. [85] © The Optical Society.


Other important MPM efforts were focused on addressing endodontic infections. The elimination of microbes from the infected root canal system is currently completed by specific medication, but the effectiveness of the disinfection may be limited by microorganisms present in the dentinal tubules. In this sense, ZnO and TiO2 nanoparticles represent relevant therapeutic agents, given their photoactive and bacterial inhibiting properties. Trunina et al. proposed to use MPM microscopy to visualize the penetration of these nanomaterials in the human tooth tissue [88, 89], in the frame of an in-vitro study. While ZnO nanoparticles produced SHG signal, TiO2 generated 2PEF. Using these two imaging modalities it was observed that ZnO particles penetrate up to 45 microns into the enamel and dentine, respectively, while TiO2 nanoparticles only penetrated 5 microns. This study suggested thus ZnO as a more promising material for penetration imaging, indicating also that dentinal permeability is one order of magnitude higher than that of enamel (for these types of particles).

Another aspect investigated with MPM was mineral density in the dentine collagen and enamel, which was shown to increase with age [61]. In light of this, a number of methods are emerging to estimate the age of an individual based on the tooth's composition [90]. Bueno et al. have recently reported results on this idea, by using MPM signals as an aging indicator [69]. The procedure relies on exploiting collagen denaturation with age and combines SHG and 2PEF images collected on dentine. The usefulness of such approaches is especially important in forensics, as they can characterize and help identify corpses that have been submerged in water or exposed to high temperatures as a consequence of natural disasters.




MULTIPHOTON MICROSCOPY OF THE ORAL MUCOSA


Oral Mucosa

The oral mucosa is formed by two layers, epithelium and connective tissue [7], and divided into three categories: masticatory (keratinized epithelium), lining (non-keratinized epithelium) and specialized mucosa. The mucosa surrounding the teeth (gingiva), due to its permeability, may be easily passed through by antigens.

One of the major diseases of the oral mucosa is cancer. The golden standard for the diagnostics of this pathology consist in biopsy under general anesthesia, combined with histopathological analysis of the excised tissue following fixation and staining. This method is very useful to evaluate histochemical and morphological changes in the tissue. However, it is subjected to the well-known disadvantages of traditional histopathology, which we discussed in the Introduction. These issues can be overcome or alleviated with the help of fluorescence spectroscopy [91] and MPM [6, 92–94], which have been demonstrated over the past years as very useful non-invasive tools to explore the oral mucosa.



Multiphoton Microscopy of the Oral Mucosa

One of the most important capabilities of MPM consists in its efficiency to characterize the structure and composition of tissues based on the fluorescence of endogenous fluorophores, which has also been demonstrated in the case of the oral mucosa. For example, Wu and collaborators found that 2PEF signals from NADH and FAD in the epithelium can be achieved with an excitation wavelength of 810 nm [95]. These autofluorescence signals are closely linked to cellular metabolism, and their ratio (known as the metabolic redox ratio) has been demonstrated in several landmark studies to reveal metabolism aspects unavailable with other techniques [41, 96]. The authors reported as well-significant SHG signals in the stroma, which were proposed as a sensitive indicator to separate the epithelial layer from underlying stroma. SHG intensity depends on the content and organization of the collagen fibers within the tissue [35, 40, 97], and in the case of the oral mucosa stroma these were highly organized, leading thus to consistent SHG signals. In a different study, Zhuo et al. used MPM to obtain images of the elastin fibers in the oral mucosa [98], and similar to the previous publication, they reported NADH and FAD autofluorescence in the epithelium under 810 nm excitation (however, the 2PEF signal corresponding to NADH was found to be higher at 730 nm). They also found significant SHG signals arising from the stroma and took SHG image analysis one step forward by quantitatively studying the distribution of the collagen (based on both number of fibers and inter-space measurements). In addition, they were able to acquire images and study the morphology of salivary glands, which are surrounded by collagen. MPM signals achieved from NADH, FAD, and collagen were also found to be important in light of their potential utility as biomarkers in the precancerous development of the epithelium [95].

In vivo MPM (yielding virtual biopsies) has also been demonstrated in the human oral mucosa [99]. Images of the epithelium and the lamina propria (connective tissue lying beneath the epithelium) were recorded without producing any damage. The performed measurements lasted about 30 min and the deepest imaged plane was located at 280 μm, which proposes MPM as an important tool for diagnosing pathologies of the mucosa in vivo.

Other studies that we find important to mention were focused on characterizing the vocal folds, which are located inside of the vocal tract and vibrate due to the air exhaled by the lungs to originate one's voice. Any problem in the vocal folds might limit the phonation mechanism and hence the treatment of specific diseases, such as nodules and polyps, and requires thus immediate attention. Diagnosing such pathologies requires efficient detection, accurate location and, after surgery, reliable monitoring. In 2012, MPM was proposed as a tool for diagnosis and monitoring of diseases in the vocal folds [100]. Both the extracellular matrix and their overall morphological structure were studied by complementary MPM modalities. SHG and 2PEF images showed the geometry of the collagen and the elastin within the lamina propria, respectively. Two other MPM studies were focused on analyzing the healing process of the vocal folds [101, 102], and very recently, a system combining MPM and nanotomography has been successfully used for their 3D restoration [103].

In a different type of contribution compared to the rest discussed in this section, Sriram et al. [104] have recently introduced a step-by-step MPM imaging and sample preparation protocol for the non-invasive and label-free imaging of monolayer and three-dimensional organotypic cultures of the skin and oral mucosa.



Multiphoton Microscopy of Oral Mucosa Pathologies

Oral SCC originates from a mutation and an uncontrolled proliferation of keratocytes (located in the epithelium of the oral mucosa) [105]. Epithelial dysplasia precedes SCC and involves microscopic changes in the stratified squamous epithelium [106]. According to Vargas et al. [92], the stages of epithelial dysplasia are classified into: mid (dysplastic cells are found in the basal layer of the epithelium), moderate (dysplastic cells are extended through epithelium) and high dysplasia (where cell invasion occupies a large fraction of the epithelium). In carcinoma in situ the entire epithelium is covered with dysplasia. In oral SCC there is an alteration of the basement membrane due to invasive cells entering the collagen-based stroma. As an example, Figure 8 depicts representative MPM images of tissues diagnosed as normal and cancerous.


[image: Figure 8]
FIGURE 8. 2PEF images of normal (left) and cancerous (right) tissues. These MPM images are courtesy of Prof. Nirmala Ramanujam (Duke Cancer Institute, Duke University) and Dr. Melissa C. Skala (Dpt. Biomedical Engineering, University of Wisconsin-Madison). They take part of the image set acquired and classified during the experiment reported in Skala et al. [6].


In 2004, Wilder-Smith et al. explored the feasibility of MPM to act as an efficient tool for oral SCC early detection, and to represent a non-invasive (and faster) alternative to traditional diagnostic approaches that involve biopsy [93]. A variety of relevant structures were clearly noticeable in the images they collected in an in vivo hamster model. Also, an important finding of their study was the gradual reduction of the collagen fibers and a loss of the collagen's normal structure. The achieved results were in agreement with traditional histopathological assays that require biopsy, tissue fixation and staining. Later, the same authors combined MPM and OCT to increase the effectiveness of non-invasive oral SCC diagnostic (also in a hamster model) [94]. In this study, blood vessels, epithelial and subepithelial layers, the basement membrane and even the epithelial invasion were imaged by means of OCT, while the structure of collagen and elastin fibers, as well as the vessels, were visualized with MPM. This approach was demonstrated as being very useful with respect to the aimed purpose, and MPM signals were found to be very valuable for following (and understanding) the carcinogenesis process based on changes in the collagen matrix, organization loss, and reduction in length and number of collagen fibers. In a more recent experiment, Elagin et al. [107] showed in an animal model (7,12-dimethylbenz[a]anthracen (DMBA)-induced hamster oral carcinoma) that the complementarity of MPM and OCT can also be exploited for efficiently distinguishing in vivo between benign papilloma and papilloma that are either dysplastic or affected by SCC. While the MPM images presented in this study allowed extracting important cellular features such nuclear-cytoplasmic ratio or nuclear density, OCT was demonstrated to provide microvascular maps which were also useful with respect to assessing the pathological state of the characterized tissues.

In a different effort, this time dealing with a mouse model, a protocol combining an established carcinoma model with MPM imaging was used to quantify the invasion of tumor cells; a multi-vectorial visualization of lingual tumor spread was reported [108]. The incorporation of a spectroscopic system into an MPM device also provided interesting results concerning the detection of oral SCC at different precancerous stages. Autofluorescence signals were found to decrease in dysplastic hamsters and furthermore, the in vivo emission spectrum showed differences as a function of depth and excitation wavelength, in mid, moderate/high grade dysplasia animals compared to normal ones [109]. The accurate evaluation of the 2PEF spectral characteristics also enabled the identification of unique signatures that can be used to delineate normal oral mucosa from neoplasia [110]. In another study addressing oral carcinogenesis in hamsters, 2PEF and SHG signals showed a significant increase in the epithelium thickness and changes in the morphology and distribution of the keratocytes during different stages of the addressed pathology [92]. Skala et al. also found a similar increase occurring in the epithelium thickness, as well as in the keratin layer thickness [6].

In order to increase the performance of MPM imaging of oral mucosa tissues, the use of gold nanorods for targeting cancerous cells was proposed and demonstrated in an animal model with induced oral SCC [111, 112]. Gold is an inertial biocompatible material and the nanorods require low beam power to be excited. Injected gold nanorods reduced the background of 2PEF images and enhanced contrast. In addition, these particles were also shown to allow improved 3D reconstruction of the vessels [113].

Besides studies on animal models, MPM imaging of oral cancerous tissues was also carried out in humans. Tsai et al. performed an ex vivo MPM study on the cancerous mucosa of patients with oral SCC [114]. MPM revealed additional histopathological features compared to traditional histology (irregular epithelial stratification, cytological abnormalities and basement membrane interruption, among others), demonstrating thus the added value of such diagnostics assays. The authors reported changes in the patterns of collagen fibers and in the size and nuclei morphology of the parenchymal cells from SCC tissues. In addition, compared to normal mucosa, actin filamentous structures were more abundant in tumor cells, and an increased damage in the squamous epithelium was found. Also in a human model, Cheng et al. used in 2013 an intravital multi-harmonic microscope to image oral SCC [115]. SHG and THG signals of in vivo human tissues were acquired, and SHG microscopy was found useful to image the distribution of the collagen fibers in the lamina propria, whereas THG provided information about the keratocytes present in the epithelium and on the red blood cells in the capillaries.

In other studies, NADH and FAD fluorescence lifetime changes have also been reported in oral SCC tissues relative to healthy tissues, in both living and ex vivo experimental conditions [96, 116–118]. As discussed in the introductory part, FLIM relies on the measurement of the time it takes for an excited fluorophore to return to its ground state. This technique was found to be a valuable tool to extract information about the glycolysis and the oxidative phosphorylation in the cellular metabolism [117]. A decrease in the NADH fluorescence lifetime (averaged over the entire epithelium) was found in precancerous compared with normal tissues. On the opposite, a FAD lifetime (averaged) increase was observed in precancerous tissues [96]. However, intracellular variability of NADH and FAD fluorescence lifetimes was found to increase when comparing precancerous and normal cells. These results can be used in identifying cues that precede oral SCC. Furthermore, time-resolved 2PEF images were minimally affected by tissue morphology, endogenous absorbers, and illumination [117], which can significantly increase the robustness of MPM diagnostic assays. In the work of Teh et al. [118], a reduction in the lifetime of NADH fluorescence was found to occur in precancerous tissues compared with healthy tissues. While 2PEF intensity (excitation wavelength, 745 nm) of collagen increased in precancerous tissues, SHG signal decreased. The 2PEF/SHG ratio was found to be higher in precancerous tissues compared to healthy ones, a finding that is also useful for diagnostic purposes. Changes in 2PEF signals corresponding to tryptophan were also shown in different layers of dysplastic epithelium, which can contribute to a better understanding on how cancers of the oral mucosa originate.

Noteworthy, recent efforts have showed that MPM imaging can be significantly augmented by emerging techniques in artificial intelligence. For example, Huttunen et al. have recently demonstrated that MPM images collected on transversal fragments of epithelial tissues can be classified with high precision as being healthy or dysplastic by using a deep learning method that does not require extensively large training datasets [119]. Such methods can play an important role in facilitating the spread of MPM modalities in clinical settings to enable novel non-invasive in vivo diagnostic applications, including those potentially addressing oral tissues. This will be further facilitated by deep learning methods developed for virtual staining. Such methods enable the representation of images collected based on endogenous contrast (and not only) to the color schemes most familiar to histopathologists [120], which is also likely to bring significant added value to forthcoming clinical MPM imaging applications addressing oral tissue assessment and diagnostics.




CONCLUSIONS

The aim of this work has been to review previous studies focused on applying MPM to better understand oral tissues and to develop related applications, placing main attention on MPM imaging of dental pieces and oral mucosa, in both healthy and pathological conditions.

Although teeth are made of different types of tissues, the complementarity of available MPM techniques allows observing in detail these distinct structural regions. 2PEF signals originating from cellular constituents provide morphological and functional information. Both enamel and dentin emit strong 2PEF signal, helping to reveal various relevant features in detail (such as enamel prisms and dentinal tubules). Even though the spectral profiles of these signals are similar, they can be differentiated by lifetime analysis. 2PEF emission in the dentine tubules is thought to be associated with the odontoblast process containing fluorescent proteins. 2PEF intensity will vary due to protein content variation.

THG signals arise from interfaces with an abrupt change in the index of refraction. In the case of tooth imaging, this type of signal revealed the fine prism structure of the enamel (interprismatic spaces) but could only be detected in the back-scattered imaging direction. Unlike in enamel, both forward and backward THG images can be acquired on the tooth dentine. THG images showed the dentinal microtubule structure as a result of the sensitivity of THG signals to structural boundaries. While THG provides contrast for the observation of the tubules, SHG can be observed throughout the dentine, due to highly crystallized (and non-centrosymmetric) non-mineral organic matrix based on collagen fibrils.

It is also important to highlight that previous work showed that MPM imaging can be used to explore dental caries and abnormal enamel. Morphological and biochemical modifications suffered by teeth can be characterized by combining different non-linear signals, proposing MPM as a tool capable of significant clinical applications oriented toward the evaluation of dental diseases.

MPM's utility for the characterization and diagnostics of oral tissues has also been demonstrated in a series of important studies focused on imaging soft tissues, both healthy and pathological (mainly oral SCC), at high optical resolution and at different depth locations. In soft oral tissues, 2PEF, SHG, and THG allow the visualization of morphological structures, such as keratocytes, collagen, erythrocytes, and monitoring tissue modifications that occur due to various pathologies. We also find important to mention that 2PEF lifetime imaging of the NADH and FAD endogenous chromophores provides inestimable information about the metabolism state of the tissue, contributing thus to the potential of MPM for monitoring changes produced in living oral tissues during the progression of various pathologies, including cancer.

In summary, the findings reviewed herein suggest that MPM represents a valuable tool for the ex-vivo and in-vivo characterization of hard and soft tissues of the oral cavity. With respect to soft tissues, the diagnosis of cancers is the most widely addressed problem so far, but other pathologies specific to the oral cavity could equally benefit of the advantages offered by MPM modalities. Furthermore, the field of dentistry can also take profit of MPM's valuable contrast mechanisms, exploiting these for the diagnostics of early caries and for the accurate visualization of enamel abnormalities.
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Counting how many people or particles pass through a specific space within a specific time is an interesting question in applied physics and social science. Here a logistic model is developed to estimate the total number of moving crowds or flowing particles. This model sheds light on a collective contribution of crowd or particle growth rate and transient probability within a specific space. This model may offer a basic concept to understand transport dynamics of moving crowds and flowing particles.

Keywords: flowing particles, logistic model, crowds, growth dynamics, particle mobility

How many people or particles have passed there? This question is simple but significant in many physical, biological, and social situations [1–3]. Counting the total number of moving crowds or flowing particles is often a difficult task because of complexity in mobility and transport dynamics. Conceptually, this question is similar to a population dynamics that is controlled by birth and death rates or immigration and emigration [3]. In mathematical biology, the simplest population growth model is the Malthusian exponential model where the total population increases exponentially with time [4]. The logistic model is widely established in many fields for modeling and forecasting populations [5]. The logistic growth dynamics describes that the total population grows exponentially at early times and saturates to an upper limit at late times, producing a typical S-shaped curve. The upper limit represents a capacity limit in the system. In a confined space, there may be a capacity limit and thus the logistic model would be appropriate in crowd or particle counting.

In this article, the logistic model is developed to understand moving crowds or flowing particles for the total number estimation. This model sheds light on a collective contribution of crowd or particle mobility and growth rate to the total number. This model is applicable for both of static and mobile crowds and particles, probably offering a new framework for understanding transport dynamics of static or mobile crowds and particles.

First, consider a physical situation for flowing particles (conceptually, identical for moving crowds), where a fixed number of flowing particles occupy a limited number of positions in a space, as illustrated in Figure 1. As flowing particles move through a space together like flowing crowds [6–9], the total number of particles initially increases with time, reach a peak for a while, and eventually diminishes with time. In this situation, the number of particles can be modeled by a combination of particle growth and decay dynamics. This physical situation can be modeled with the factors of the first (or final) particle contribution a, the rate of growth (or decay) b, and the maximum capacity in the place c (physically, c is set by a multiple of the occupation space α and the population density β as c = αβ).


[image: Figure 1]
FIGURE 1. Illustration of a situation: when particles are flowing in a region of interest (ROI, gray) and their physical factors are given (a ~ f), an important question is how many particles (n or N) have passed through the ROI during a period.


Next, to quantify the hydrodynamic aspects of flowing particles [10, 11], the average transient time d is considered as follows. The transient time is the spent duration for particles to stay by occupying the limited positions and is responsible for the particle mobility. Assuming the entire time e for growth and decay, the transient probability f is calculated as f = d/e. By taking the transient probability, the particle mobility can be quantified.

The transient probability is useful to characterize the nature of static or mobile particles. For instance, let's think about the following two situations. In the first case, most particles may stay to pass through for a while (e.g., for 30 min) during the entire time (e.g., for 2 h), suggesting the transient probability to be [image: image] on average. In the second case, most particles may stay for a while (e.g., for 110 min) during the entire time (e.g., for 2 h), indicating [image: image]. The first case corresponds to mobile particles (f ≪ 1.0), while the second case to static particles (f ≈ 1.0).

To describe static or mobile particles with the logistic model, the logistic growth dynamics is applied prior to a peak as [2, 4, 5]:

[image: image]

and after passing a peak, the logistic decay dynamics is applied as:

[image: image]

Here n(t) is the number of particles at a moment and is determined by the first (or final) number of particles a, the growth (or decay) rate b, the maximum capacity c, the average transient time d, the entire time e, the transient probability f = d/e, and the peak time [image: image]. By integrating n(t) with respect to t and dividing it by the average transient time, the total number N can be estimated as:

[image: image]

As demonstrated in Figure 2, the logistic model is appropriate to evaluate how the particle number changes with time by the physical factors in the logistic model. In Figure 2A, for the physically feasible conditions, a = 1.0, b = 0.2, c = 100, d = 30, and e = 120 are assumed (here, time is normalized). Controlling the factors, the particle number for static or mobile particles is counted during particle growth (Equation 1) and decay dynamics (Equation 2). For simplicity, the growth dynamics is assumed to be symmetric with the decay dynamics. In Figure 2B, the contribution of the growth rate b is tested by fixing the other conditions in Figure 2A except for the variable b [a = 1.0, c = 100, d = 30, and e = 120]. Interestingly, the total number significantly increases with the growth rate b. In Figure 2C, the contribution of the transient probability f is tested by fixing the other conditions in Figure 2A except for the variable f [a = 1.0, b = 0.2, c = 100, and e = 120]. Interestingly, the total number is inversely proportional to the transient probability f (this is evident from N∝d−1 and d = ef in Equation 3). The collective contribution of the growth rate and the transient probability is illustrated in Figure 2D [by fixing a = 1.0, c = 100, and e = 120], showing that the total number is significantly affected by the transient probability for most b values (b ≳ 0.2); that is, the particle mobility is crucial to determine the total number of flowing particles.


[image: Figure 2]
FIGURE 2. The logistic model: (A) the particle number n(t) changes with time [a = 1.0, b = 0.2, c = 100, d = 30, and e = 120], (B) by the contribution of the growth rate b [by fixing a = 1.0, c = 100, d = 30, and e = 120], (C) by the contribution of the transient probability f [by fixing a = 1.0, b = 0.2, c = 100, and e = 120], and (D) by the collective contribution of the growth rate b and the transient probability f [by fixing a = 1.0, c = 100, and e = 120]. Here, the total number increases by 3.7 times when the transient probability decreases to f = 0.25 (mobile particles, marked A) from f = 0.95 (static particles, marked B) for the same growth rate b = 1.0.


The logistic model is appropriate to characterize the nature of static or mobile particles. The total number of particles is illustrated in Figure 2D as a function of the transient probability and the growth rate [by fixing a = 1.0, c = 100, and e = 120]. Most interestingly, the total number is significantly affected by the transient probability, rather than the growth rate. In particular, the total number significantly increases by 3.7 times when the transient probability decreases to f = 0.25 (N = 3.7c as marked A) from f = 0.95 (N = 0.97c as marked B) for the same growth rate b = 1.0. This result clearly shows why mobile particles are more than static particles. It is noteworthy that the logistic model is applicable for both static and mobile particles by simply adjusting the physical factors. To generalize the result, the total number of particles becomes more than the maximum capacity for mobile particles (N ≫ c) and becomes less than or equal to the maximum capacity for static particles (N ≤ c).

To demonstrate the validity of the logistic model, a simulation of falling balls through a triangle grid of pegs was tested with help of the Physics Education Technology (PhET) interactive simulations (https://phet.colorado.edu) [12, 13]. In Figure 3 (see Movie S1), the number of red balls in the triangle grid increases with time at t < g and decreases with time at t > g. The measured ball number is compared with the logistic model with a = 1.0, b = 0.135, c = 38, d = 42.2, and e = 165 (N/c = 2.6), providing a good agreement between simulation and model.


[image: Figure 3]
FIGURE 3. Simulation of falling balls through a triangle grid of pegs for the Plinko Probability by the PhET interactive simulations (Movie S1). The number of red balls in the triangle grid increases with time at t < g and decreases with time at t > g, showing a good agreement with the logistic model with a = 1.0, b = 0.135, c = 38, d = 42.2, and e = 165 (N/c = 2.6).


The logistic growth or decay dynamics is applicable to describe the number of moving crowds or flowing particles in a region of interest, based on which the total number of particles passing through the region can be estimated with a posteriori fit for the data, as demonstrated in Figure 3. Finding the parameters of the logistic dynamics is crucial for the model to work. For a priori or real-time estimation of the parameters, the early data can be analyzed and used to predict the late data. From Equation (1), the logistic differential equation is given as [image: image] where the growth rate b and the carrying capacity c can be estimated from a priori or real-time data (the first number a can be set to be 1.0). To determine the total number N in Equation (3), the average transient time d can be obtained from a priori or real-time information and the entire time e (about twice the peak time [image: image]) can be given or determined in real situations.

Counting the total number of particles, both a priori and a posteriori, can be applied for human crowds and planning crowd safety in places of public assembly [14–16]. In principle, human crowds are likely to stay or move in a place like flowing particles [11]. Conceptually, flowing particles are identical with moving crowds. Direct counting methods would be available with many modern technologies such as artificial intelligence, drone, and visual analysis [14, 15] to count the total number in many situations. However, direct counting would be expensive and time consuming. The approximate counting of the total number with the logistic model may be useful and applicable to estimate the particle transport through porous media in applied physics, the total number of clients visiting a store in economics [15], the crowd size of a protest in sociology [16], and the growth dynamics of bacteria in a specific colony in biology [17]. Further studies are required to verify the applicability of the logistic model in a variety of systems.

In conclusion, this study shows a theoretical frame of the logistic growth or decay dynamics that would be appropriate to estimate the total number of moving crowds or flowing particles. As demonstrated here, the model is available for both static and mobile crowds and particles. The numerical demonstration of the logistic model clearly shows how the instantaneous particle number changes with time according to the particle mobility and the growth dynamics. Practically, in physical, social, or ecological situations, the logistic model is applicable by identifying the transient probability and the growth rate to count or estimate the total number.
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Characterization of Mercury's internal and external magnetic field is one of the primary goals of the magnetometer experiment on board the BepiColombo MPO (Mercury Planetary Orbiter) spacecraft. A novel data analysis tool is developed to determine the Gauss coefficients in the multipole expansion using Capon's minimum variance projection method. The construction of the estimator is presented along with a test against the numerical simulation data of Mercury's magnetosphere and a comparison with the least square fitting method shows, that Capon's estimator is in better agreement with the coefficients, implemented in the simulation, than the least square fit estimator.

Keywords: diagonal loading, Gauss coefficients, least–squares method, magnetic field analysis, Capon's method


1. INTRODUCTION

The reconstruction of planetary magnetic fields is one of the most important goals of a magnetometer experiment on board an orbiting spacecraft. Various inversion methods have successfully been applied to the data of former missions that visited different planets in our solar system. For example, generalized inversion [1] and elastic net regression [2] have been applied to the reconstruction of Jupiter's internal magnetic field. The weighted least square fit [3] and robust regression [4] appeared as useful methods for the analysis of Saturn's magnetic field. The Earth's magnetic field has been analyzed among other methods by using the maximum entropy method [5]. All these methods will be useful tools for Mercury's magnetic field analysis, which is one of the primary goals of the magnetometer experiment on board the BepiColombo mission. In this work we present an alternative method, namely Capon's method, for the analysis of Mercury's internal magnetic field.

Capon's method [6], also known as minimum variance distortionless response estimator (MVDR) [7], was introduced for reconstructing the velocities and wave vectors of seismic waves measured on an array of sensors on the Earth's surface. In space plasma physics, the method has first been successfully applied to the analysis of plasma waves in the terrestrial magnetosphere [8]. Later on, the method was extended for the mode decomposition of magnetic fields [9]. This establishes a basis to separate the planetary magnetic field from the total measured field in Mercury's magnetosphere.

The separation of the internal magnetic field from the external parts of the field, which are generated by currents flowing in the magnetosphere is important for the reconstruction of the internal field. There exists a paraboloid model of Mercury's magnetosphere [10] which has successfully been applied to the analysis of Mercury's internal magnetic field [11, 12]. Since Capon's method is applied to the analysis of Mercury's internal magnetic field for the first time, here only the internal parts of the field are considered in the parametrization as a proof of concept.

Concerning to the BepiColombo mission, in this work magnetic field data resulting from the plasma interaction of Mercury with the solar wind are simulated and Capon's method is applied to the magnetic field data to analyze Mercury's internal magnetic field.



2. PARAMETRIZATION AND INVERSION METHODS


2.1. Parametrization of Mercury's Magnetic Field

The parametrization of planetary magnetic fields is based on the Gauss representation [13]. If only data in curl-free regions are analyzed, Ampère's law ∂x × B = 0, where B is the magnetic field vector and ∂x is the spatial derivative, yields the existence of a scalar potential Φ, so that B = −∂xΦ. In general, Φ is composed of internal and external parts. In the following only the internal parts Φi will be considered. For the parametrization of the internal dipole and quadrupole fields the scalar potential is expanded into spherical harmonics

[image: image]

where planetary centered coordinates with radius r, azimuth angle λ∈[0, 2π], and polar angle θ∈[0, π] are chosen. RM indicates the radius of Mercury and [image: image] are the Schmidt-normalized associated Legendre polynomials of degree l and order m. The expansion coefficients [image: image] and [image: image] are the internal Gauss coefficients. Arranging the Gauss coefficients into a vector [image: image], for later application called ideal coefficient vector, the contribution of the internal magnetic field can be rearranged as

[image: image]

where the terms of the multipole series are arranged in the matrix [image: image](r,θ,λ). The magnetic field measurements B and the underlying model [image: image] are known. The unknown coefficient vector g is to be determined. In most applications the number of known magnetic data points is much larger than the number of the expansion coefficients, resulting in an overdetermined inversion problem. Therefore, [image: image] is a rectangular matrix in general and the direct inversion of Equation (2) is impossible. But there exist several inversion methods for estimating g [7].



2.2. Least Square Fit (LSF) Method

The most commonly used method for inverse problems is the least square fit method. The method minimizes the quadratic deviation between the disturbed measurements B and the model [image: image] [7]

[image: image]

Providing us

[image: image]

where † symbolizes the Hermitian adjunction. The LSF estimator gL realizing the minimal deviation is given by

[image: image]
 

2.3. Capon's Method

Capon's method is based on the construction of a filter matrix [image: image] so that the output power

[image: image]

is minimized with respect to [image: image], subject to the distortionless constraint

[image: image]

where [image: image] is the trace of the matrix [image: image] and [image: image] is the identity matrix. The matrix [image: image] is called the data covariance matrix, where the angular brackets indicate averaging over ensemble, e.g., different samples, realizations, or measurements. The error of the magnetic data is assumed to be Gaussian with variance σn and zero mean. In this case, the data covariance matrix can be written as [image: image]. Capon's estimator realizing the minimal output power, subject to the distortionless constraint, results in [9]

[image: image]

which has the same structure as the LSF estimator (Equation 4), but with additional weighting by the covariance matrix. This demonstrates that the Capon filter discriminates between preferred and deprived data whereas the LSF treats all data equally. Adding a constant value [image: image] to the diagonal of the covariance matrix improves the robustness of Capon's estimator [14]. The diagonal loaded covariance matrix results in

[image: image]

where [image: image].




3. SIMULATION OF MERCURY'S MAGNETIC FIELD

For the evaluation of Capon's estimator in comparison with the LSF estimator simulated magnetic field data are analyzed. The data are simulated with the hybrid code AIKEF [15], that has successfully been applied to several problems in Mercury's plasma interaction [16]. The internal Gauss coefficients [image: image] and [image: image] [17], defining the non-vanishing components of the ideal coefficient vector g (Equation 2), are implemented in the simulation code and the magnetic field resulting from the interaction of Mercury with the solar wind is simulated. The solar wind velocity of 400km/s is orientated parallel to the x-axis and the solar wind magnetic field with B0 = 20nT is orientated toward the z-axis. The y-axis completes the right hand system. The solar wind density was chosen to 30cm−3. In Figure 1, the simulated magnitude of the magnetic field B is displayed in the x-z-plane (meridional plane).


[image: Figure 1]
FIGURE 1. Simulated magnitude of the magnetic field B in multiples of the solar wind magnetic field B0 = 20nT in the x-z-plane. The black lines describe the magnetic field lines. The white circle of radius 1RM symbolizes Mercury. The implemented internal Gauss coefficients are [image: image] and [image: image] [17].




4. APPLICATION AND DISCUSSION

Now Capon's method is applied to the simulated data for reconstructing the ideal Gauss coefficients implemented in the simulation. The comparison of Capon's estimator gC with the ideal coefficient vector g enables the judgement of the method. To classify the role of Capon's method in terms of the diversity of existing inversion methods, Capon's estimator furthermore is compared with the LSF estimator gL. The data are evaluated at an ensemble of data points with distance 0.2RM from the surface on the night side of Mercury (x < 0). The reconstructed Gauss coefficients are presented in Table 1.


Table 1. Capon's and LSF estimators for the internal Gauss coefficients in nT.

[image: Table 1]

The underlying model only describes the internal magnetic field [image: image]. The external parts of the field [image: image] are not parameterized. Thus, the deviation of the LSF estimator and the ideal coefficient vector is given by

[image: image]

whereas the difference between Capon's estimator and the ideal coefficient vector results in

[image: image]

To judge the quality of Capon's estimator the comparison of individual coefficients presented in Table 1 is not a vital metric. For example, the Gauss coefficient [image: image] reconstructed by the LSF method is in better agreement with the ideal coefficient than the coefficient estimated by Capon's method. But for all coefficients together gC−g<gL−g holds.

Therefore, Capon's estimator is in better agreement with the ideal coefficient vector than the LSF estimator.

The choice of the diagonal loading parameter [image: image] is essential for the difference gC−g. The diagonal loaded covariance matrix results from the additional quadratic constraint [image: image], where T0 = const. and [image: image] is the corresponding Lagrange multiplier [14]. The choice of T0 controls the diagonal loading parameter [image: image] and defines how the data will be weighted by the filter matrix [image: image]. It depends on the underlying model and the evaluated data. Figure 2 illustrates how σ in principle controls the difference gC−g. For σ → 0 Capon's estimator shows a large deviation to g. If σ → ∞, Capon's estimator approaches the LSF estimator. But if the data are not completely described by the model (b≠0) there exists a parameter [image: image], so that for all σ≥σ0

[image: image]

Furthermore it even exists an optimal parameter σopt., that realizes the best agreement between Capon's estimator and g. For the results presented in Table 1 this optimal parameter is σopt.≈276nT.


[image: Figure 2]
FIGURE 2. Sketch of the deviation gC−g between Capon's estimator gC and the ideal coefficient vector g subject to σ. For large σ → ∞ the deviation converges to the deviation of the least-square-fit estimator gL and the implemented coefficient vector g. There exists σ0 so that gC−g ≤gL−g, for all σ≥σ0, and an optimal parameter σopt., that realizes the best agreement between Capon's estimator an the ideal coefficient vector.


Since the choice of σ controls [image: image], the value of the optimal diagonal loading parameter is not directly related with an error of the magnetic measurements. More likely σopt. can be understood as a parameter that measures the model mismatches.

When Capon's method is applied to real spacecraft data, the ideal coefficient vector g is not available anymore and therefore the deviation gC−g cannot be used as metric for calculating the optimal diagonal loading parameter. In this case, there exist other methods for estimating σopt., e.g. the L-curve method, that solely depend on the underlying model and the data [18].



5. SUMMARY AND OUTLOOK

In this work Capon's method has been applied to simulated magnetic field data to analyze Mercury's internal magnetic field. The internal field, parameterized by the internal Gauss coefficients, was implemented in the simulation code AIKEF and the magnetic field resulting from the plasma interaction of Mercury and the solar wind was simulated. The comparison of Capon's method and the commonly used least square fit method showed that Capon's estimator is in better agreement with the implemented Gauss coefficients than the least square fit estimator. A helpful procedure is the diagonal loading of the data covariance matrix, that improves the robustness of Capon's estimator. It turns out that there exists an optimal diagonal loading parameter where Capon's estimator is nearest to the ideal coefficient vector.

Since only the internal magnetic field was parameterized, Capon's estimator shows some deviation to the implemented coefficients. Additional parameterizing of the external contributions of the magnetic field, for example by using the paraboloid model for Mercury's magnetosphere [10], may still improve Capon's estimator, especially when data points are collected in some distance above the planetary surface. Moreover, this enables us to reconstruct higher-order terms such as octupole terms. Furthermore, as the Gauss representation is restricted to curl-free regions, the Mie representation (poloidal-toroidal decomposition) would extend the data collection to regions where electrical currents flow.
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This note derives the various forms of entropy of a systems subject to Olbert distributions (generalized Lorentzian probability distributions known as κ-distributions), which are frequently observed, particularly in high-temperature plasmas. The general expression of the partition function in such systems is given as well in a form similar to the Boltzmann-Gibbs probability distribution, including a possible exponential high-energy truncation. We find the representation of the mean energy as a function of probability, and we provide the implicit form of Olbert (Lorentzian) entropy as well as its high-temperature limit. The relation to phase space density of states is obtained. We then find the entropy as a function of probability, an expression that is fundamental to statistical mechanics and, here, to its Olbertian version. Lorentzian systems through internal collective interactions cause correlations that add to the entropy. Fermi systems do not obey Olbert statistics, while Bose systems might do so at temperatures that are sufficiently far from zero.

Keywords: generalized entropy, Lorentzian systems, Lorentzian countings, Olbert distribution, κ distribution


1. INTRODUCTION

Many-particle systems not in equilibrium, such as high-temperature plasmas, are usually subject to kinetic theory (cf., e.g., [1]). In equilibrium or stationary quasi-equilibrium, obeying a very large number of degrees of freedom, they can beneficially be treated by the probabilistic methods of statistical mechanics. Conventional textbook knowledge [2] tells us that, for the micro-canonical system under consideration, it being in thermal exchange with a large thermal bath at temperature T ≡ β−1 (here taken in energy units), the probability pα of finding it in some particular energy state Eα is proportional to the Boltzmann factor pα ∝ exp(−βEα). The sum of all un-normalized probabilities of the α states is the partition function [image: image] and the normalized Gibbs probability for the state α becomes

[image: image]

The partition function Z ≡ Z(β, {V}) is a function of β and all constraining parameters {V}, which determine the state α-a property that enables calculating a number of thermodynamically interesting average quantities of the system. Varying the constraints {V} implies that work is done on the system.

Observations in space plasma physics (for examples, see cf., [3–5]) as well as in other high-temperature systems indicate that the probability distribution of particles (charged or neutral) in a set of energy states Eα deviates from the classical bell (respectively gaussian) shape, frequently exhibiting quasi-stationary power law tails [image: image] for [image: image], possibly cut off exponentially at large energy. Probability distributions of this kind of family, known as κ-distributions (introduced1 by Olbert [7]), have been widely discussed in the literature (for a review see, e.g., [8], and references therein). In the following, we refer to them as Olbert's κ-distributions or simply Olbert distributions. General physical arguments for their existence as stationary states far from thermal equilibrium were given (first by [20, 24]). Direct weak turbulence calculations of plasma-electron momentum distributions by Hasegawa et al. ([11], in interaction with a photon bath) and by Yoon et al. ([9, 10], accounting for spontaneous and induced emission as well as absorption of Langmuir waves) partially reproduced κ-distributions in the long term limit, suggesting that under quasi-stationary conditions non-linear equilibria can be produced with κ-distributions being their probabilistic signature.



2. LORENTZIAN GENERALIZATION

In generalizing the classical statistical mechanics, we start from a Lorentzian modification of the Boltzmann factor, which leads to the Olbert probability distribution known as κ-distribution.


2.1. Boltzmann-Olbert Distribution

In fact, the Boltzmann factor, being at the heart of Gibbs' normalized probability, is the large κ limit of a more general Lorentzian, the Olbert κ-probability function

[image: image]

(with r = const ≠ 0), as can easily be confirmed applying l'Hospital's rule. It corresponds to the abovementioned experimentally and frequently confirmed κ-distribution. The resulting Olbert-partition function Zκ is, in analogy to Gibbs' partition function, defined as

[image: image]

It warrants that the Olbert probabilities of states α are normalized and add up to [image: image]. Performing this sum requires knowledge of the different energy states Eα, which, in general, cannot be done easily. In the following, we show that, assuming this form, the rules of classical statistical mechanics can be made applicable to the Olbert-Lorentzian with only weak modifications.



2.2. Remark on Convergence

Before proceeding, we briefly refer to the convergence of Olbert's κ-probability distribution Equation (2).

The Olbert probability converges for arbitrary power κ > 0. It does, however, for constant κ, not allow the calculation of arbitrarily high average moments, for instance if one is interested in fluid descriptions. In principle, at this stage, κ(β, Eα), being a function of temperature and/or even energy states Eα, is not excluded; in the latter case one would, however, require that its dependence is weak in order to maintain the above summation procedure as simple as possible. Such a dependence is implicit to the non-linear calculations of Hasegawa et al. [11] and Yoon et al. [9]. The additional freedom introduced by the constant r just adjusts for the mean energy in an ideal gas (see, e.g., [26], and references therein). In general, however, the number of moments that can be calculated is limited. In a fluid approach, it requires artificially truncating the chain of moments, for instance by applying a water-bag model for κ(β, Eα) of the kind κ = const, Eα ≤ Ec, and κ → ∞, Eα > Ec (implicitly assumed in [12]). Truncation may be justified via additional assumptions on the underlying physics, like suppression of higher moments than heat flows and similar conditions. Physically, this may not be unreasonable. From a formal point of view, brute force truncation is not satisfactory. However, this restriction can easily be circumvented (see e.g., [12–14]) when introducing an exponential cut-off energy βEc ≫ 1 through

[image: image]

which warrants convergence of all moments for arbitrary κ > 0 [13, 14]. The chain of physically interesting moments is discussed in these papers. In the Olbert partition function, the energy cut-off simply appears as a truncator

[image: image]

not having any further effect on the determination of averages and/or any other thermodynamic quantities other than warranting the convergence of the chain of moments. The independence of the exponential cut-off on temperature and β guaranties that, in all derivatives or integrals with respect to β, it appears as an energy dependent factor. An example has been given [15] by application to the Cosmic Ray energy spectrum, where the cut-off is, for quantum physical reasons, found in the GZ-energy spectral limit. Its inclusion, if necessary, does not cause any principal problems. In the following, we therefore suppress it in order to not unnecessarily complicate the expressions.




3. OLBERT-LORENTZIAN STATISTICS

It is reasonable to assume that, given the above definition of the probability, ensemble averages can be calculated as linear mean values, with the probability Pκα determining the weight each energy level contributes. This is the basic probability assumption. One may argue that this may not necessarily be true if the probability of the states are not independent. Such arguments have been put forward in some entropy definitions (see, e.g., [16]), and some of them, like Renyi and Tsallis q-entropies (cf. [17–19], for their invention) are used in chaotic theory 2. However, as long as there is no need to worry about, the κ-generalization of the probabilities already accounts for a particular kind of internal correlations among the occupations of the different states. The states are physically ordered as in Boltzmann-Gibbs theory, while the probabilities of their occupations have become not completely independent. In this spirit the mean energy is defined as,

[image: image]
 
3.1. Mean Energy

In full generality, the sum can formally be done in two ways when observing the properties of the partition function. The first way completes the energy, and one easily finds that

[image: image]

also showing the importance of having made use of the freedom of introducing the arbitrary constant r ≠ 0.

A second form, resembling that of conventional statistical mechanics, takes advantage of the differential property

[image: image]

of the partition function, yielding

[image: image]

Here, generalization to Olbert-Lorentzian distributions introduces the (inconvenient) partition function ratio of different indices. It again shows the need for the additional constant r ≠ 1, which depends on the assumptions on an underlying model. For instance, under classical ideal gas conditions with continuously distributed energy states, the average thermal energy (in three dimensions and isotropy) is [image: image]. On switching to momentum p with [image: image] and integrating over momentum space, one obtains that [image: image] in this particular case ([26], and elsewhere; see references therein). This is not necessarily true, however, for discrete energy levels Eα in more general non-ideal or quantum conditions. There r must be chosen differently and a general prescription for its choice cannot be given a priori.

Both the above forms apply to any micro-canonical κ-system. Generalization to canonical systems is easily done in the same way as in statistical mechanics (cf., e.g., [2]) via introducing the dependence on (possibly variable) particle number N. It requires reference to Lagrange multipliers μ playing the role of chemical potentials for each subsystem and transforming Eα → Eα − μ in the probabilities and partition functions. Clearly, all μ must become equal in thermal equilibrium.

The two Equations (7, 9) allow for the determination of the ratio of the partition functions by eliminating U(β)

[image: image]

This is a recursive relation between the κ partition functions. Combined with Equation (9), it gives a final expression for the mean energy

[image: image]

which contains just the r-reduced partition function. Like in ordinary statistical mechanics, U(β) is determined as a derivative form of the partition function. This shows that all other statistical mechanical quantities can be derived solely from the partition function, which therefore contains all the physics of the micro-canonical system. Still being quite involved, this form, as expected for very large κ, coincides with the expression U = −[∂(log Z)/∂β]{V} of the mean energy in Boltzmann-Gibbs statistical mechanics. It is thus consistent with the expectations. Moreover, at increased temperatures β → 0, the mean classical energy becomes

[image: image]

The general second last equation (11), which holds for arbitrary β < ∞, resolved for the derivative of the partition function as function of mean energy U(β), yields

[image: image]

[image: image]

an expression that can be made use of later. At high temperatures, i.e., small β, the first version shows that the derivative of the partition function yields the mean energy, the usual Boltzmann-Gibbs result.

At very low temperature β ≫ 1, the mean energy drops out, which contradicts the physical intuition showing that the theory in this form applies only to temperatures far from zero. The logarithm of the partition function is the integral

[image: image]

with Gκ({V}) a function of the constraints alone. Olbert-Lorentzian statistical mechanics in the above form applies to micro-canonical systems at high temperature only. It does, in this form, not describe quantum systems consisting of many components–a conclusion we had drawn already from different reasoning. This conclusion may, however, be circumvented when large external potential fields Φ are imposed, for instance, strong electric (cf., e.g., [21], who tried an application to high temperature non-ideal quantum systems) or gravitational potential fields (an example would be the region around the black hole horizon), in which case the difference U(β) − Φ > 0 may become positive for −Φ > κ/2β.



3.2. Entropy

The most important quantity in statistical mechanics is the entropy. Differentiating the energy U(β) with respect to temperature [image: image] while fixing the set of constraints {V} gives the heat capacity

[image: image]

With entropy S, one has quite generally TdS = C{V}dT holding in the micro-canonical ensembles where the volume is fixed, dV = 0. Hence C{V} = −β(∂S/∂β){V}. Keeping the constraints fixed, these relations usually lead to

[image: image]

Integration with respect to β then yields in full generality the well-known formal expression for the wanted Olbert entropy Sκ of the micro-canonical system

[image: image]

as the integral over the mean energy U(β), where GS({V}) is an arbitrary function of the constraints alone. In classical statistics, this formula yields the well-known closed analytical expression of the entropy. Unfortunately, in Olbert's case the mean energy Equation (11) is not as simple as in Boltzmann-Gibbs statistical mechanics3. We are thus stuck for the moment. Nevertheless, taking the derivative of the mean energy with respect to β, one obtains formally

[image: image]

as an implicit expression for the derivative of the entropy S as functional of the partition function. It replaces the corresponding relation in classical Boltzmann-Gibbs statistical mechanics, which applies to any purely stochastic many particle system–in particular to high-temperature plasmas.

Equation (18) is the entropy of a micro-canonical κ system. It is a quite involved form whose properties cannot be easily inferred. Its discussion requires the complete knowledge of the set of energy levels of the micro-canonical system. As discussed above, its extension to canonical systems is straightforward, as well as the inclusion of an exponential “ultraviolet” truncation of the distribution at high energy Ec > U. All interesting statistical mechanical properties of the κ ensemble can in principle be deduced from this entropy respectively the partition function Zκ, r−1.



3.3. High-Temperature Limit

In the high temperature small β limit, one neglects the derivative in the denominator in the second last equation. In this case, the entropy becomes a κ-modified (Boltzmann-Olbert-Lorentzian) entropy

[image: image]

No zero-temperature expression exists, while the role of the partition function is played by the sum of the probabilities of the states indexed by the constant power r − 1 instead of r. For a three-dimensional ideal gas with continuous energy spectrum one has [image: image], and its high-temperature classical κ-partition function is

[image: image]

With this partition function and the definition of the high-temperature mean energy (12), we are in the position to obtain the high-temperature entropy in the form in which it applies to fluids and plasmas:

[image: image]

where we left r undetermined available for application to any non-ideal systems and dropped the arbitrary function GS of the constraints, which can be added when needed–for instance to account for boundary conditions. Except for the modification of the partition function, the entropy at high temperatures is measured in units of a κ-reduced Boltzmann constant

[image: image]

which in a three-dimensional ideal plasma becomes kBκ = kB/(1 + 3/2κ).



3.4. Phase Space Density of States

As in ordinary Boltzmann-Gibbs statistical mechanics, the Olbert partition function for large numbers of states (energy levels) Ωκ, which is the volume of the phase space, is well-approximated by

[image: image]

the product of the phase space volume Ωκ, r−1 and the probability of the most probable state, which is the state of mean energy U(β). This holds, in particular for the exponentially truncated distribution, because the high energy states contribute very little if only the energy fluctuations are not overwhelmingly large. These fluctuations become large only in systems containing very small numbers of particles, which is barely given at the assumed high temperatures in a plasma.

Taking advantage of the dependence of the ratio of the partition functions Zκ, r−1/Zκ, r on the average energy U(β), which does not depend on r, one finds that

[image: image]

At high temperatures β ≪ 1, we have

[image: image]

which can also be written

[image: image]

In classical high-temperature micro-canonical systems (many-particle plasmas) this closes the circle, as we have shown [24] that from this equation it follows by standard methods that the probability distribution is given by Equation (2). Generalization to the canonical system of N particles is straightforward. Notably, it generalizes to κ-systems Einstein's prescription [25] of the dependence of the phase space density on entropy in his proof of the stochastic nature of the diffusion in Brownian motion, though with substantially more complicated expression for the entropy.



3.5. Approximation

The Olbert κ-distribution maintains the structure of statistical mechanics at high temperatures while it substantially modifies it at moderate and low temperatures with no zero-temperature limit existing. We have argued previously that this is quite reasonable whenever internal correlations come into play causing κ to deviate strongly from κ = ∞. Classically, this can happen only at large T and is due to non-linear interactions that violate ideal stochasticity and cause anomalous effects like anomalous diffusivity. Nevertheless, in the range

[image: image]

which holds for sufficiently large β, the equation for the Olbert entropy simplifies. In this case the derivatives of the logarithms of the partition function cancel, and the entropy equation becomes

[image: image]

which of course holds for finite β only. Integration then yields that in this β range

[image: image]

or otherwise

[image: image]

In the moderate temperature range where 0 ≪ β ≪ ∞ no closed forms for either the energy nor the entropy are obtained. For those values of β, the full expression (19) for the derivative of the entropy applies. A correction to this equation follows when taking the first next term of the expansion of the denominator

[image: image]

The first term yields, when integrated, the above high-temperature entropy. The second term is quadratic and hence remains to be negative. It subtracts from the first term. Reducing the temperature, i.e., increasing β, obviously diminishes the derivative of the entropy because the last quadratic term is always positive. It seems that the derivative of the entropy as function of temperature in a κ-system flattens out when the temperature drops into the intermediate range. Any κ ≠ ∞ affects the increase in entropy.

In principle, the last equation can be solved iteratively for the entropy, which then retains the effects of the parameter κ outside the ranges of very large and small β.




4. ENTROPY AS FUNCTIONAL OF PROBABILITY

Boltzmann defined the micro-canonical entropy SBα ∝ log pα as a functional of probability. The average measured entropy is its expectation value, the sum [image: image] of all probability-weighted contributions of the states to the entropy. For a continuous distribution of states, this is as usually defined as the probability integral taken over the micro-canonical entropy. For arbitrary temperatures, the above expression cannot be integrated to provide a general analytical form for the entropy comparable to conventional Boltzmann-Gibbs statistical mechanics. This was possible only at high temperatures. One can, however attempt to find an expression for the functional dependence of the entropy on the probability in order to have an equivalent representation to the Boltzmann-Gibbs entropy when dealing with the Olbert entropy.


4.1. Reformulation of Mean Energy and Entropy

For this to achieve, the mean energy (7) must be rewritten in terms of the probability pκα(β). This can, indeed, be done, and the corresponding expression reads

[image: image]

where we introduced the exponent

[image: image]

The braces indicate the functional dependence on pκα. In fact, Equation (33) is identical to the inverse function that has been proposed [20, 26] in the particular case of the Olbert-Lorentzian probability distribution4. On use of this functional dependence in the expression for the β-derivative we have

[image: image]

which shows that the derivative of the micro-canonical entropy with respect to β respectively temperature T is the sum over all states of the particular entropies

[image: image]

of the α states. This expression replaces Boltzmann's definition to become Olbert's micro-canonical entropy, and it follows that

[image: image]

The factor pκα/Zκ = Pκα is the normalized Olbert-Gibbs distribution, and the first term becomes its product with a function

[image: image]

This function also appears under the integral sign, such that we can write the latter in an abbreviated version

[image: image]

This is the relation between the probabilities of states α and their corresponding entropies. The sum over all α states gives the total entropy

[image: image]

in terms of the average probability, i.e., the expectation value of the probability raised to the power −γ. Again, the angular brackets indicate the probability weighted average over all states α. U0 is some normalizing thermal energy which to chose is arbitrary. The term containing it is of little importance.

This entropy is substantially more complicated than in ordinary classical statistical mechanics. Nevertheless, it exhibits the relation between entropy and probability. It distinguishes the Olbert-Lorentzian entropy from Boltzmann-Gibbs-Shannon.



4.2. Boltzmann-Gibbs Like Form of the Olbert Entropy

Some insight can be obtained when considering the functional R, writing it

[image: image]

Expanding the exponential yields to first order

[image: image]

Except for the factor γ this is just Boltzmann's micro-canonical entropy which, after multiplication with the probability and summation respectively integration yields the classical expression for the average entropy. From this equivalence, we conclude that, in the Olbert entropy Sα{pκα(β)}, the functional Rκα plays exactly the role of Boltzmann's micro-canonical entropy. However, in Boltzmann theory, the logarithm of the probability is just the inverse of the Boltzmann factor of the energy of state α, with the energy Eα expressed in terms of the probability pα. This is also exactly the meaning of the functional Rκα{pκα}, which enables us to formulate the general


Theorem

Let pα(β, Eα) = fα(β, Eα) be the properly defined probability of a micro-canonical state Eα, and F{pα} = Eα(pα) the inverse of fα. Then, up to some numerical factors, the micro-canonical entropy Sα of the state α, expressed in terms of the probability pα, is defined as Sα{pα} ∝ F{pα}; and the mean entropy S ≡ 〈Sα〉 of the micro-canonical system, given by the sum over all probability-weighted states α, is obtained in the form

[image: image]

if only the inverse functional F{pα} exists and can be given either analytically or numerically. This formula is the general prescription of calculating the entropy in the micro-canonical state.

Let us, for convenience, discuss just the leading first order terms in the above expression for the Olbert entropy, assuming for our purposes of understanding that the higher order terms do not substantially contribute, which in general might not always be true. It then follows from Equation (37) that

[image: image]

Except for the difficulty with the integral term, the first terms look about familiar. However, interestingly, this holds for the unsummed entropy. Summation then leads to the average entropy

[image: image]

It reproduces the logarithmic dependence on the mean logarithm of the partition function in the second term. The first term also reproduces the classical dependence on the logarithm of the mean probability Pκ. Further discussion is, however, less transparent, and the role of any higher order terms in the expansion as well as the structure of the integral term obscure its interpretation. In this form, however, we may conclude that the κ-generalization of classical statistical mechanics maintains its basic structure at least to lowest order. In any case, it becomes clear that the Olbert-Lorentzian generalization can be justified in its application to micro-canonical and, after proper extension to include the dependence on particle number, also to canonical systems. This is very satisfactory, as it gives Olbert-Lorentzian statistical mechanics and the resulting Olbert-κ distribution a physically justified place in the treatment of many-particle systems like high temperature plasmas. The different expressions for the entropies are then available for the proper description of the evolution of such states in thermal equilibrium as well as in non-equilibrium.




4.3. Quantum Considerations

In this subsection we, for completeness, though just briefly, touch on the quantum extensions of Lorentzian entropies. We argued above that there is no zero-temperature limit of the Lorentzian statistics. This holds generally. Fermi statistics in addition inhibits correlations in the sense that any states α could be occupied by more than one particle. Hence, correlations involved in κ can only be of the nature of entanglements, and, in addition to our finding that the state T = 0 is principally excluded, this additional restriction categorically excludes application to Fermi systems other than entanglement of two particles of opposing spins. Below we briefly consider this case.

What concerns Bose statistics, the latter restriction is relaxed. States can obey arbitrary occupation numbers. Hence, high energy states can exist. Then, one will be able to find an appropriate expression for the Bose entropy, which we will provide in a follow-up communication, as this requires another lengthy derivation which goes beyond the present note.

We just briefly mention another interesting quantum case resulting in Fermi systems, the entanglement, or von Neumann entropy [27]. It is defined as

[image: image]

where [image: image] is the average scattering matrix in a quantum system, and Trace is its trace. Clearly, if all ψα are true eigenstates of the entire system, ρ = 0, then the system is in its own eigenstate, and no entropy is produced. Otherwise, the entropy results from superposing all eigenstates |α〉 of its components, yielding [image: image], which contains all the irreversible interactions encoded in the superpositions of eigenstates of the components which contribute to the common wave function of the entire many particle system. Intuitively this is clear because all the different phases of the components will mix; the common wave function, being the superposition of all individual or grouped particle wave functions, will by no means become an eigenstate of the system. This is very frequently misunderstood when talking about fluid models of quantum theory and identifying the density with the expectation value of the wave function. In a quantum mechanical Olbert κ system, where the particles are correlated and by some interaction mechanism are bunched together one may even expect that the scattering matrix contains non-diagonal terms indicating dissipation. One such mechanism is entanglement between two prepared Fermions of opposite spin. By it, two particles (electrons in the same state but of different spin) are bound together in their common behavior. They are subject to von Neumann's entropy. If the entanglement can be encoded into a parameter κ, then its entropy may be conjectured to become

[image: image]

and one has [image: image]. The κ wave function might, however, not be known a priori. Since entanglement applies to electrons, or in general Fermions, which by our above reasoning are not subject to Lorentzian statistics, then, in κ-statistics, it would apply to the bosonic property of paired electrons of opposite spin and must thus somehow, though not in an elucidated manner, relate to Boson-Lorentzian entropy of collectively grouped pairs like in superconductivity. If true, the parameter κ appearing in the von Neumann entropy then contains the physics of group entanglement. Otherwise, κ statistics do not apply in any manner to any entanglement, and no von Neumann-Lorentzian entropy exists.




5. CONCLUSIONS

In the present paper, we have undertaken the task of trying to understand what physically would be behind Olbert-Lorentzian statistics. As the Olbert-κ distribution function that belongs to it is well-confirmed from a large number of observations mainly in space plasmas, this effort is needed to give a clue on its foundations. Applying statistical mechanical reasoning we have obtained expressions for the entropy as a functional of energy and also as functional of probability of states. What is most interesting in such an approach is that the Olbert entropy Sκ has an equivalent form to that in ordinary non-equilibrium statistical mechanics. Olbert entropy, however, contains additional terms which can be calculated in an iterative perturbation theoretical way. It is for this reason super-additive (or super-extensive if wanted), a property that it has in common with q-statistics though being rather different. We have elucidated the main difference here. This means that in κ-systems, i.e., for instance, in high-temperature plasmas exhibiting Olbert-distributions, the particles are correlatively grouped together to behave collectively, thereby providing the collective contribution to entropy. Such correlations are implicit to the index κ and indicate strong non-linear couplings, which are provided by interaction potentials which are mediated not by collisions but by excitation of waves. It is thus not surprising if κ-distributions are found in turbulent dilute high temperature plasmas like the solar wind [28], near collisionless shock waves [29], Earth's bow shock [30], the magnetosheath [31], at the boundaries of the heliosphere and astrospheres [32], where various types of waves can be excited as both, eigenmodes or sidebands, which even occupy the evanescent branches of the dielectric response function causing a continuous almost featureless power spectrum of fluctuations, which is typical for well-developed turbulence. One may, therefore, expect that the statistical mechanics underlying well-developed collisionless turbulence will become kind of Olbert-Lorentzian in terms of the probability distribution. The precise relation between these interactions and the particular value of the parameter κ is still open to investigation. The consideration of entropy given here only shows its micro-canonical statistical-mechanical effect.
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FOOTNOTES

1Stanislaw (Stan) Olbert (1923–2017, of Polish origin, after WW II a graduate of Arnold Sommerfeld in Munich, and, since 1957, Professor of Physics at MIT, working on the American Space Program with Bruno Rossi, the main discoverer of the X-ray sky and, together with Riccardo Giacconi, who later was awarded the Nobel Prize for this, founder of X-ray astronomy) invented the κ-probability distribution to fit observed IMP spacecraft particle spectra. He suggested its application to electron fluxes measured by the OGO spacecraft to Vasyliunas [6] whose publication became one of the most referenced papers in space physics for no other reason than the first refereed formal appearance of Olbert's κ distribution in the literature.

2Historically, Renyi's proposal of a q-entropy (for the complete theory see [18]) came first (in a badly accessible publication by Balatoni and Renyi [17] in very general form, which implicitly already contained Tsallis' entropy as a particular case). This might have been known to Stan Olbert (who probably was familiar with the Hungarian literature). He used the property that for large parameter q → ∞, as proposed by Renyi, and the modified mathematical expression agreed with Boltzmann's exponential. Olbert, however, tried a substantially simpler analytical form, calling the free parameter κ instead of q to distinguish it from Renyi's logarithm, as, in fact, it has a different meaning. Two decades later, Tsallis [19] used the property of Olbert's function, presumably not knowing Olbert's or Vasyliunas' much earlier papers and probably also not those by Balatoni and Renyi; Renyi, however, referred to the latter in his book, which Tsallis should have been familiar with because, at that time, Renyi's q-entropy was already highly celebrated in the then blossoming chaos theory. In contrast to Olbert, however, Tsallis did not apply it to the probability distribution. Rather, following Renyi's logarithmic approach, he used it in the entropy definition, arriving at his analytically simpler modified q-entropy. The two approaches of Olbert and Tsallis thus differ in the way of how the substitution for the exponential is used. As with ours, Olbert's interest was in the observed probability or momentum space distribution, and it was thus manifestly practical. Renyi's interest and later that of Tsalli was theoretica, and it was thus directed at entropy. Tsallis' led, and consequently developed, to his thermostatistics. In contrast, in an attempt to justify Olbert's distribution, we arrived originally at a κ-distribution from a consequent reference to kinetic theory [20], not yet recognizing, however, the important role of the constant r. As it turns out, both approaches are indeed rather different, even though a formal relation between the parameters κ and q can easily be construed while maintaining their different meanings, which is frequently overlooked when identifying q and κ statistics, as these have little in common.

3At this point κ and q statistics differ for the simple fact that in the latter the entropy is analytically prescribed in the form of a rational function with real q, and the complication is transferred to the construction of the distribution. Here, instead, the starting point is the observed distribution, which, naturally, leads to complications in finding the entropy, as it is the entropy which contains the complicated physics; this then leads to the measured probability distribution. One should also note that the combined entropies of two systems in both cases, q and Olbert statistical mechanics, though the two theories are different and describe different physics, are super-additive, sometimes called non-extensive. They contain an additional mixed term which contributes to the entropy, as criticized by Nauenberg [22]. This, however, does not mean that the theory has no physical meaning. It just implies that the theory describes statistical quasi-equilibria far from thermal equilibrium, i.e., slowly variable quasi-stationary states which pass through several equilibria, typical for non-equilibrium statistical mechanics [23].

4In other approaches this inverse appears as a mysterious “escort distribution,” which plays the role of some integration condition when forming lowest order moments. In fact, it is nothing but an inverse function as was proposed already [26] and, in other choices of the probability distribution, would be obtained in the same way by inversion.
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Minimizing social contact is an important tool to reduce the spread of diseases but harms people's well-being. This and other more compelling reasons urge people to walk outside periodically. The present work explores how organizing the traffic of pedestrians affects the number of walking or running people passing by each other. By applying certain rules, this number can be significantly reduced, potentially reducing the contribution of person-to-person contagion to the basic reproductive number, R0. One example is the traffic of pedestrians on sidewalks. Another is the use of walking or running tracks in parks. It is obtained here that the number of people encountering each other can be drastically reduced if one-way traffic is enforced and runners are separated from walkers.

Keywords: epidemics, pedestrians, jogging, urban mobility, basic reproductive number


1. INTRODUCTION

Contagious epidemics, as the Covid-19 pandemic, often demand limiting physical interactions among people in order to reduce the contagious rate. Governmental measures to reduce physical contact range from the closing of public facilities and schools to restrictions on mobility, lockdowns, quarantines, and curfews. These extreme measures, though necessary, should be used as last resources, due to their economic and personal negative impacts. Of great help in these situations are the physical and psychological benefits of physical exercises, walking included [1, 2]. On the other hand, physical contact and proximity should be avoided to reduce the spread of pathogens such as SARS-CoV-2 [3].

Measures that reduce the physical interaction with minimal disruption in the daily activities, as the ones proposed here, must be adopted whenever possible. For example, if sidewalks and crosswalks at intersections are made one-way, with walking only allowed on the right-hand ones (the street must be at pedestrians' left), the major inconvenience would be one more block of walking for pedestrians when leaving their starting points or reaching their destinations.

Pedestrian behavior depends on internal and external aspects such as urban environment, contingent individual situation, and crowd behavior [4–6], which must all be considered when planning traffic interventions. Sophisticated methods have been proposed to study pedestrian motion [7–9] and used, for example, to study the efficiency of pedestrian mobility [10]. Mostly, the studies on urban mobility have been concentrated on efficiency, well-being, safety, and other relevant aspects of daily life [11–13].

The present work addresses a completely different goal, which is only justifiable in abnormal circumstances, such as epidemics: minimizing the encounters among pedestrians. The conceptual problem is much simpler, since the interpersonal effect on mobility is not relevant due to the low density of people, justifying the use of a more “pedestrian” mathematical model.



2. METHODS


2.1. Modeling the Encounters

Figure 1 illustrates the movement of three walkers on a circular track. The first encounter occurs between t = 0.8 and 1.0, involving two walkers moving in the same direction, the faster red overtaking the slower green. The second encounter occurs between t = 1.0 and 1.2, between the blue and the red walkers that move in opposite directions. Video 1, available in the Supplementary Material, features the movement of these walkers.


[image: Figure 1]
FIGURE 1. Example of encounters between walkers on a circular track. The blue walker moves in the clockwise direction and the green and the red walkers move in the counter-clockwise direction, the red walker moves faster than the green. The time and the number of encounters up to that instant are shown above each figure.


The encounter of walkers moving in the same direction is due to different speeds, and its frequency is reduced if the walkers walk at a similar rate, regardless of fast or slow. On the other hand, the encounter frequency of walkers moving in opposite directions is proportional to the average of their absolute speeds, regardless of the difference in their absolute values.

To represent the movement of a crowd, the initial position is supposed to be random and uniformly distributed over the track. Measures of walking speed in several conditions presented in [14] were used to adopt the mean value of 1.4 m/s with the standard deviation of 0.25 m/s for the walking speed. From [15], the running speed is assumed to be twice these values, i.e., an average of 2.8 m/s and a standard deviation of 0.5 m/s. Random and constant speeds with normal distribution are assigned to the walkers and runners, with the corresponding average and standard deviation. When minimum or maximum speed were imposed, the speed of individuals under or above these limits was redefined as equal to the boundary values.

Two measures are proposed to evaluate the number of encounters per person. One is the number of encounters per minute, that is suitable to evaluate the encounters of a person who goes out for a given amount of time, for example, for jogging. The other is the number of encounters when a person walks along 100 m, typically, the length of one block. This is suitable for the analysis of a person who goes out to reach a certain place.



2.2. The Frequency of Encounters

Consider two people with constant speeds v and v′ moving around a closed path of length L. If they stay on the track long enough, they will cross each other with a common temporal frequency

[image: image]

If N people with constant speeds distribution p(v) share the same track, the average frequency of encounters of a person with speed v is

[image: image]

and the population average is

[image: image]

Another relevant quantity is the spatial frequency, the number of encounters by unit of length of the distance traveled by the particle with speed v, given by

[image: image]

From this we can define the person and the population averages,
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2.3. Probability of Diverse Encounters

The number of encounters may not be the best quantity to evaluate the probability of contagion if two people encounter more than once when traveling along a short track. Encountering the same person twice is not the same as encountering two people, one time each. Despite the same number of encounters, in the latter case the probability of meeting a contagious person is higher.

In the situation analyzed here, all people spend the same time τ on the track, entering and leaving it at the same rate, N/τ, which leads to the mean occupancy N. The number of people who visit the track at a time window [t0, t0 + τ] is 2N, consisting of the people who arrive in the time interval [t0−τ, t0 + τ]. Of the time that each of those people stay on the track, a time τ′ is spent inside the time window [t0, t0 + τ], with the uniform probability density τ−1 in the interval 0 < τ′ < τ. Accordingly, a person on the track will share it with 2(N−1) other people during the total time of his/her visit, and the time shared with those people will be in the interval 0 < τ′ < τ with probability density τ−1.

If two people with speeds v and v′ share the same track for a time τ′, the probability that they will meet each other at least once is

[image: image]

For any two people on the track, the probability of meeting at least once is

[image: image]
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From the above expression, the diversity coefficient of encounters is defined as the fraction of non-repeated encounters,

[image: image]
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The factor 2 in Equation (10) comes from the above discussion about the number of different people that enter or leave the track in the course of the time τ. For the population, the fraction of non-repeated encounters is

[image: image]
 

2.4. Monte Carlo Simulations

Complementary to the analytical approach presented in section 2.2, Monte Carlo simulation was used to describe a closed track with N individuals, and a random generator with a uniform distribution over the track length was used to define their position. The time evolution was performed by Euler integration with constant Δt. From the number of encounters of each individual, × i, the mean number of encounters per minute and per 100 m were, respectively, calculated as

[image: image]

and

[image: image]

where Tsim is the total simulation time in minutes, and Li is the distance traveled by the individual i, in hectometers. The expected values (ensemble average) of these quantities are equal to the frequencies Equations (3) and (6),

[image: image]

with the proper units of time and distance.




3. RESULTS

As a concrete case of the analysis presented here, one can consider a 5,000 m track shared by 500 people. The results are the average number of encounters per person at each minute or each block (100 m), calculated by numerical integration of the expressions from section 2.2. These two quantities are proportional to the average density of people on the track, in this case, 1 person at every 10 m, and do not depend on the simulation time or the track length and shape. Proportionality may be used to determine these quantities for other densities.

We start with equal numbers of people moving in both directions of a track, 80% of them walking and 20% running. These percentages were arbitrarily chosen but the results are qualitatively equivalent for other values. The distribution of their speeds is shown in Figure 2A, together with the number of encounters per minute and per 100 m. It can be seen that the fast runners run by several people per minute, but have a minimal number of encounters along 100 m since they cover that distance quickly. A slow walker, on the other hand, exhibits the opposite behavior, for reverse reasons.


[image: Figure 2]
FIGURE 2. (A) Analysis of a track with 100 people per kilometer, 80% of them walking and 20% of them running, in both directions. The speed distribution is shown as the pink area in arbitrary units. The red curve is the average number of encounters per minute for people moving at a certain speed, given by Equation (2). The blue curve is the average number of encounters per 100 m for people moving at a certain speed, given by Equation (5). (B) Same as (A), with one-way enforced. (C) Same as (A) with one-way enforced and running forbidden. For illustration, Videos 2–4, representing 50 people in a 5,000 m track under the same rules can be found in the Supplementary Material.


To reduce the number of encounters observed in Figure 2A, we enforce unidirectional movement, illustrated by Figure 2B. To evaluate the effect on the crowd, we refer to the average values, Equations (3) and (6), shown in Table 1. By comparing the bidirectional and the unidirectional columns of line 3 in Table 1, it can be seen that the number of encounters per minute and per 100 m are both reduced by 68%, to around one-third of their values in bidirectional traffic.


Table 1. The average number of encounters per minute and per 100 m for a track with 100 people per kilometer subjected to different conditions, as defined by Equations (3) and (6).

[image: Table 1]

The encounters between people moving unidirectionally are due to their heterogeneous speed, which can be made more homogeneous by separating runners and walkers. Encounters of walkers are shown in Figure 2C. By comparing the columns of unidirectional encounters of lines 3 and 5 of Table 1, we find a contraction to 43% and 54%, respectively, of the number of encounters per minute and per 100 m.

Line 1 of Table 1 shows the average number of encounters for a track where only runners are allowed. As predicted by Equations (3) and (6), comparison of the runners on line 1 with the walkers on line 5 of Table 1 shows that the number of encounters per 100 m is the same for walkers and runners, but the number of encounters per minute is twice bigger for runners. Therefore, the density on a track of runners must be half of that of walkers to produce the same number of encounters per minute, but equal densities produce identical numbers of encounters per 100 m in tracks exclusive for runners or walkers.

Further reduction in the encounter rates can be achieved by imposing minimum and maximum walking speeds, for example, to no more and no less than one standard deviation of the average speed. Reductions of 30% are obtained, as can be seen by comparing the unidirectional encounters of lines 5 and 8 in Table 1. The modest improvement and the practical difficulties of imposing such measures suggest that they are not workable.

The fraction of non-repeated encounters between two people is measured by the diversity coefficient, Equation (11), plotted in Figure 3 for a runner and a walker. If the track is large enough to prevent multiple encounters, |v−v′| < L/τ, the diversity coefficient is 1, indicating that every encounter of a person involves different people. For shorter tracks, each pair of people may meet each other several times, and the coefficient of diversity is reduced.


[image: Figure 3]
FIGURE 3. Coefficient of diversity of the encounters, defined by Equation (12), with the fraction of runners and the direction indicated in the legend. The curve for one runner and one walker, with velocities respectively equal to 2.8 and 1.4 m/s in the same direction, uses Equation (11).


Figure 3 shows that the diversity coefficient is bigger for a crowd equally divided between runners and walkers than for one runner and one walker, because the presence of people with similar speed diminishes the chances of repeated encounters. As a general rule, the analysis of Figure 3 demonstrates that more uniform speed distributions lead to higher diversity coefficients. However, if the track is long enough, the number of repeated encounters vanishes and the diversity coefficient reaches its maximum value, [image: image].



4. DISCUSSION

Transmission of diseases involves a multitude of aspects and this work addresses just one of them, the number of people met. This information is important to evaluate the probability of encounters with infected people, of physical contacts, and of meeting and interacting with acquaintances.

Recent results on aerodynamics indicate that a trail of potentially contagious droplets is left behind walking and running people [16]. The probability of contagion depends on the level of exposure to the pathogen [17], which is proportional to the density of pathogens on that cloud and to the time spent inside the trail of droplets. This aspect is not covered in this paper and will be addressed in a subsequent work.

Regarding the organization of pedestrian traffic, if one-way movement and walking-only rules are imposed on bidirectional tracks shared by walkers (80%) and runners (20%), the number of people encountering each other per minute is reduced to one-seventh of its original value and the number of encounters per 100 m is reduced to one-sixth of its original value. If one-way movement is imposed on a walking-only walkway, or sidewalks, for example, the number of encounters is reduced to one-fifth of its original value. The improvements are also significant for running-only tracks. Therefore, establishing one-way walkways and separating runners from walkers are effective measures to reduce the physical encounter of people during contagious epidemics.

To avoid complicating the discussion, this paper focuses on closed paths. Open paths, such as trajectories of pedestrians reaching a destination in cities, or of joggers in roads, may be considered very large closed paths partially traveled by each individual. The frequency of encounters discussed here depends only on the density and the conclusion regarding these quantities hold also for open tracks. For open or very large tracks, the chance of multiple encounters is zero, the diversity coefficient is one, and only the frequency of encounters matters.

From the biological point of view, contagion is also related to the variability of the host [18] and pathogen [19], which depends on the number of people met. On short tracks, measures that reduce the number of crossings also increase the diversity coefficient of the encounters. The product of these two quantities provides the number of different people met. On the one hand, higher diversity increases the chance of meeting someone infected. On the other hand, repeated encounters with the same person increase the pathogen doses received from infected people. This paper provides the tools to quantify these two effects, but proper decisions about the suitability of each measure can only be made considering the dynamics of each disease.
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Supplementary Video 1. Simulation of two walkers (green and blue) and a runner (red) in a 5,000 m long circular track for one hour. The simulation time and the total number of encounters are shown.

Supplementary Video 2. Simulation of 50 walkers and runners in a 5,000 m long circular track for one hour, moving in both directions. The simulation time and the total number of encounters are shown.

Supplementary Video 3. Simulation of 50 walkers and runners in a 5,000 m long circular track for one hour, moving only in the counter-clockwise direction. The simulation time and the total number of encounters are shown.

Supplementary Video 4. Simulation of 50 walkers in a 5,000 m long circular track for one hour, moving only in the counter-clockwise direction. The simulation time and the total number of encounters are shown.
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Systems of linear equations are employed almost universally across a wide range of disciplines, from physics and engineering to biology, chemistry, and statistics. Traditional solution methods such as Gaussian elimination are very time consuming for large matrices, and more efficient computational methods are desired. In the twilight of Moore's Law, quantum computing is perhaps the most direct path out of the darkness. There are two complementary paradigms for quantum computing, namely, circuit-based systems and quantum annealers. In this paper, we express floating point operations, such as division and matrix inversion, in terms of a quadratic unconstrained binary optimization (QUBO) problem, a formulation that is ideal for a quantum annealer. We first address floating point division, and then move on to matrix inversion. We provide a general algorithm for any number of dimensions, and, as a proof-of-principle, we demonstrates results from the D-Wave quantum annealer for 2 × 2 and 3 × 3 general matrices. In principle, our algorithm scales to very large numbers of linear equations; however, in practice the number is limited by the connectivity and dynamic range of the machine.

Keywords: quantum computing, matrix inversion, quantum annealing algorithm, linear algebra algorithms, D-wave


1. INTRODUCTION

Systems of linear equations are employed almost universally across a wide range of disciplines, from physics and engineering to biology, chemistry, and statistics. An interesting physics application is computational fluid dynamics (CFD), which requires inverting very large matrices to advance the state of the hydrodynamic system from one time step to the next. An application of importance in biology and chemistry would include the protein folding problem. For large matrices, Gaussian elimination and other standard techniques becomes too time consuming, and faster computational methods are therefore desired. As Moore's Law draws to a close, quantum computing offers the most direct path forward; it is also perhaps the most radical path. In a nutshell, quantum computers are physical systems that exploit the laws of quantum mechanics to perform arithmetic and logical operations much faster than a conventional computer. In the words of Harrow, Hassidim, and Lloyd (HHL) [1], “quantum computers are devices that harness quantum mechanics to perform computations in ways that classical computers cannot.” There are currently two complementary paradigms for quantum computing, namely, circuit-based systems and quantum annealers. Circuit-based systems exploit the deeper properties of quantum mechanics such coherence, entanglement, and non-locality, while quantum annealers mainly take advantage of tunneling between metastable states and the ground state. In [1], HHL introduces a circuit-based method by which the inverse of a matrix can be computed, and [2, 3] provide implementations of the algorithm to invert 2 × 2 matrices. Circuit-based methods are limited by the relatively small number of qubits that can be entangled into a fully coherent quantum state, currently of order 50 or so. An alternative approach to quantum computing is the quantum annealer [4], which takes advantage of quantum tunneling between metastable states and the ground state. The D-Wave Quantum Annealers have reached capacities of 2000+ qubits, which suggests that quantum annealers could be quite effective for linear algebra with hundreds to thousands of degrees of freedom. In this paper, we express floating point operations such as division and matrix inversion as quadratic unconstrained binary optimization (QUBO) problems, which are ideal for a quantum annealer. We should mention that our algorithm provides the full solution the matrix problem, while HHL provides only an expectation value. Furthermore, our algorithm places no constraints on the matrix that we are inverting, such as a sparsity condition.

The first step in mapping a general problem to a QUBO problem begins with constructing a Hamiltonian that encodes the problem in terms of a set of “logical” qubits. Next, because of the limited connectivity of the D-Wave chip, it will be necessary to “embed” the problem onto the chip, first by mapping each logical qubit to a collection or “chain” of physical qubits and then by determining parameter settings for all the physical qubits, including the chain couplings. We have implemented our algorithms on the D-Wave 2000Q and 2X chips, illustrating that division and matrix inversion can indeed be performed on an existing quantum annealer. The algorithms that we propose should ideally scale well for large numbers of equations, and should be applicable to a matrix inversion of relatively high order (although probably not exponentially higher order as in HHL). Currently, the scaling that may be achieved is limited by the connectivity and dynamic range of the chip.

Before examining the various algorithms, it is useful to review the basic formalism and to establish some notation. The general problem starts with a graph [image: image] = ([image: image], [image: image]), where [image: image] is the vertex set and [image: image] is the edge set. The QUBO Hamiltonian on [image: image] is defined by

[image: image]

with Qr ∈ {0, 1} for all r ∈ [image: image]. The coefficient Ar is called the weight at vertex r, while the coefficient Brs is called the strength between vertices r and s. It might be better to call (1.1) the objective function rather than the Hamiltonian, as H[image: image] is a real-valued function and not an operator on a Hilbert-space. However, it is easy to map (1.1) in an equivalent Hilbert space form,

[image: image]

where [image: image] for all r ∈ [image: image], and |Q〉 ∈ [image: image] for Hilbert space [image: image]. The hat denotes an operator on the Hilbert space, and Qr is the corresponding Eigenvalue of [image: image] with Eigenstate |Q〉. Consequently, we can write

[image: image]

and we use the terms Hamiltonian and objective function interchangeably. By the QUBO problem, we mean the problem of finding the lowest energy state |Q〉 of the Hamiltonian (1.2), which corresponds to minimizing Equation (1.1) with respect to the Qr. This is an NP-hard problem uniquely suited to a quantum annealer. Rather than sampling all 2#[image: image] possible states, quantum tunneling finds the most likely path to the ground state by minimizing the Euclidian action. In the case of the D-Wave 2X chip, the number of distinct quantum states is of order the very large number 21000, and the ground state is selected from this jungle of quantum states by tunneling to those states with a smaller Euclidean action.

The Ising model [5] is perhaps the quintessential physical example of a QUBO problem, and, indeed, it is one of the most studied systems in statistical physics. The Ising model consists of a square lattice of spin-1/2 particles with nearest neighbor spin–spin interactions between sites r and s, and when the system is immersed in a nonuniform magnetic field, this introduces coupling terms at individual sites r, thereby producing a Hamiltonian of the form

[image: image]

where Σr = ±1/2. The Ising problem is connected to the QUBO problem by Σr = Qr − 1/2.

For floating point division to R bits of resolution, the graph [image: image] is in fact just the fully connected graph KR. In terms of vertex and edge sets, we write KR = ([image: image]R, [image: image]R), and Figure 1 illustrates K8 and K4. The left panel shows the completely connected graph K8, with vertex and edge sets

[image: image]

[image: image]

while the right panel shows the K4 graph,

[image: image]

[image: image]


[image: Figure 1]
FIGURE 1. The left panel shows the fully connected graph K8, and the right panel shows the corresponding graph K4. To perform a calculation to 8-bit accuracy requires the connectivity of K8. We take the vertex and edge sets of K8 to be [image: image]8 = {0, 1, 2, ⋯, 7} and [image: image]8 = {{0, 1}, {0, 2}, ⋯, {0, 7}, {1, 2}, {1, 3}, ⋯, {6, 7}}. To perform a calculation to 4-bit accuracy requires K4 connectivity, and, similarly, the vertex and edge sets for K4 are [image: image]4 = {0, 1, 2, 3} and [image: image]4 = {{0, 1}, {0, 2}, {0, 3}, {1, 2}, {1, 3}, {2, 3}}.


Just as 8-bit is called a word, 4-bit is called a nibble. As we will also see, the dynamic range of the D-Wave is most directly suitable to K4, and the connectivity of K4 consequently gives a quantum nibble.

Let us remark about our summation conventions. Rather than summing over the edges,

[image: image]

[image: image]

we find it convenient to sum over all values of r and s taking Brs to be symmetric. In this case, the double sum differs by a factor of two relative to summing over the edge set of the graph,

[image: image]

Furthermore, for r = s, there will be a linear contribution from the idempotency condition [image: image], so that

[image: image]

We can write this as

[image: image]



2. FLOATING POINT DIVISION ON A QUANTUM ANNEALER


2.1. Division as a QUBO Problem

In this section we present an algorithm for performing floating point division on a quantum annealer. Given two input parameters m and y to R-bits of resolution, the algorithm calculates the ratio y/m to R bits of resolution. The corresponding division problem can be represented by the linear equation

[image: image]

which has the unique solution

[image: image]

Solving (2.1) on a quantum annealer amounts to finding an objective function H(x) whose minimum corresponds to the solution of Equation (2.2). Although the form of H(x) is not unique, for this work we employ the simple real-valued quadratic function

[image: image]

where m and y are continuous parameters. For an ideal annealer, we do not have to concern ourselves with the numerical range and resolution of the parameters m and y; however, for a real machine such as the D-Wave, this is an important consideration. For a well-conditioned matrix, we require that the parameters m and y possess a numerical range that spans about an order of magnitude, from approximately 0.1–1.0. This provides about 3–4 bits of resolution: 1/20 = 1, 1/21 = 0.5, 1/22 = 0.25, and 1/23 = 0.125. The dynamic range and the connectivity both impact the resolution of a calculation.

To proceed, let us formulate floating point division as a quadratic unconstrained binary optimization (QUBO) problem. The algorithm starts by converting the real-valued number x in (2.3) into an R-bit binary format, while the numbers m and y remain real valued parameters of the objective function. For any number χ ∈ [0, 2), the binary representation accurate to R bits of resolution can be expressed by [Q0.Q1Q2 ⋯ QR−1]2, where Qr ∈ {0, 1} is value of the r-th bit, and the square bracket indicates the binary representation1. It is more algebraically useful to express this in terms of the power series in 2−r,

[image: image]

In order to represent negative number, we perform the binary offset

[image: image]

where x ∈ [−1, 3). The objective function now takes the form

[image: image]

The constant term (m + y)2 can be dropped when finding the minimum of (2.6), but we choose to keep it for completeness. Equation (2.4) provides a change of variables χ = χ[Q] (where Q is the collection of the Qr), and this allows us to express (2.3) in the form

[image: image]

In the notation of graph theory, we would write

[image: image]

where [image: image]R = {0, 1, 2, ⋯, R − 1} is the vertex set, and [image: image]R is the edge set. We often employ an abuse of notation and write rs ∈ [image: image]R to mean {r, s} ∈ [image: image]R. Thus, instead of B{r, s}, we write Brs. Since the order of the various elements of a set are immaterial, we require Brs to be symmetric in r and s. Rather than summing over the edge sets rs ∈ [image: image]R, we employ the double sum [image: image], which introduces a relative factor of two in the convention for the strengths Brs. The goal of this section is to find Ar and Brs in terms of m and y.

Note that we can generalize the simple binary offset (2.4) if we scale and shift χ ∈ [0, 2) by

[image: image]

so that x ∈ [−d, 2c − d). When d > 0 and c > d/2, the domain of x always contains a positive and negative region, and the precise values for d and c can be chosen based on the specifics of the problem. For Equation (2.9), the objective function takes the form

[image: image]

For simplicity of notation, this paper employs the simple binary offset (2.5), although our Python interface to the D-Wave quantum annealer employs the generalized form (2.10).

Equation (2.4) allows us to express the quadratic term in χ as

[image: image]

where we have used the idempotency condition [image: image] along the diagonal in the last term of (2.11). Substituting the forms (2.4) and (2.11) into (2.6) yields the Hamiltonian

[image: image]

and the Ising coefficients in (2.7) can be read off:

[image: image]

[image: image]

Because of the double sum over r and s in the objective function in (2.12), the algorithm requires a graph of connectivity KR. The special cases of K8 and K4 have been illustrated in Figure 1. To obtain higher accuracy than the KR graph allows, we can iterate this procedure in the following manner. Suppose we start with y0 = y and are given a value yn−1 with n > 1; we then advance the iteration to yn in the following manner:

[image: image]

[image: image]

Now that we have the value yn, we can repeat the process to find yn+1, and we can stop the iterative procedure when the desired level of accuracy has been achieved.



2.2. Embedding KR Onto the D-Wave Chimera Architecture

The D-Wave Chimera chip consists of coupled bilayers of micro rf-SQUIDs overlaid in such a way that, while relatively easy to fabricate, results in a fairly limited set of physical connections between the qubits. However, by chaining together well chosen qubits in a positively correlated manner, this limitation can largely be overcome. The process of chaining requires that we (i) embed the logical graph onto the physical graph of the chip (for example K4 into C8) and that we (ii) assign weights and strengths to the physical graph embedding in such as a way as to preserve the ground state of the logical system. These steps are called graph embedding and Hamiltonian embedding, respectively.

Let us explore the connectivity of the D-Wave Chimera chip in more detail. The D-Wave architecture employs the C8 bipartate Chimera graph as its most basic unit of connectivity. This unit cell is illustrated in Figure 2, and it consists of 8 qubits connected in a 4 × 4 bipartate manner. The left panel of the figure uses a column format in laying out the qubits, and the right panel illustrates the corresponding qubits in a cross format, where the gray lines represent the direct connections between the qubits. The cross format is useful since it minimizes the number intersecting connections. The complete two-dimensional chip is produced by replicating C8 along the vertical and horizontal directions, as illustrated in Figure 3, thereby providing a chip with thousands of qubits. The connections between qubits are limited in two ways: (i) by the connectivity of the basic unit cell C8 and (ii) by the connectivity between the unit cells across the chip. The bipartate graph C8 = ([image: image]8, [image: image]8) is formally defined by the vertex set [image: image]8 = {1, 2, ⋯, 8}, and the edge set

[image: image]


[image: Figure 2]
FIGURE 2. The left panel illustrates the bipartate graph C8 in column format, while the right panel illustrates the corresponding graph in cross format, often called a Chimera graph. The gray lines represent direct connections between qubits. The cross format is useful since it minimizes the number intersecting connections. The use of red and blue dots emphasize the bipartate nature of C8, as every red dot is connected to every blue dot, while none of the red and blue dots are connected to one another. The vertex set of C8 is taken to be [image: image]8 = {1, 2, ⋯, 8} and edge set is [image: image]8 = {{1, 5}, {1, 6}, {1, 7}, {1, 8}, {2, 5}, {2, 6}⋯{7, 8}}.



[image: Figure 3]
FIGURE 3. The left panel shows the connectivity between four C8 bipartate Chimera zones, and the right panel illustrates how multiple C8 graphs are stitched together along the vertical and horizontal directions to provide thousands of possible qubits. A limitation of this connectivity strategy is that red and blue zones cannot communicate directly with one another, as indicated by the black crossed arrows. The purpose of chaining is to allow communication between the red and blue qubits.


The set [image: image]8 represents the connections between a given red qubit and the corresponding blue qubits in the figures. The red and blue dots illustrate the bipartate nature of C8, as every red dot is connected to every blue dot, while none of the blue and red dots are connected to one another.

We will denote the physical qubits on the D-Wave chip by qℓ. For the D-Wave 2000Q there is a maximum of 2,048 qubits, while the D-Wave 2X has 1,152 qubits. For the example calculation in this text, we only use 10–50 qubits. The physical Hamiltonian or objective function takes the form

[image: image]

where we have introduced a factor of 2 in the strength to account for the symmetric summation over r and s. We will call the qubits Qr of the previous section the logical qubits. To write a program for the D-Wave means finding an embedding of the problem for logical qubits onto the physical collection of qubits qℓ. If the connectivity of the Chimera graphs were large enough, then the logical qubits would coincide exactly with the physical qubits. However, since the graph C8 possesses less connectivity than K4, we must resort to chaining on the D-Wave, even for 4-bit resolution. Figure 4 illustrates the K4 embedding used by our algorithm, where, as before, the left panel illustrates the bipartate graph in column format, and the right panel illustrates the corresponding graph in cross format.


[image: Figure 4]
FIGURE 4. The K4 embedding onto C8 used in our implementation of 4-bit of division on the D-Wave. The blue lines represent normal connections between qubits, while the red double-lines represent chained qubits, that is to say, qubits that are strictly correlated (and can thereby represent a single logical qubit at a higher level of abstraction). The qubits 1–6 are chained together, as are the qubits 3–8.


In Figure 4, we have labeled the physical qubits by ℓ = 1, 2, 3⋯8, and we wish to map the problem involving logical qubits Qr Qs Qt onto the four physical qubits q5 q1 q6 q2. The embedding requires that we chain together the two qubits 1-6 and 3-8, respectively. We may omit qubits 4 and 7 entirely. As illustrated in Figure 5, the physical qubits q1 and q6 are chained together to simulate a single logical qubit Qt, while qubits q5 and q2 are mapped directly to the logical qubits Qr and Qs, respectively. Qubit q5 is assigned the weight a5 = Ar and the coupling between q5 and q1 is assigned the value b51 = Brt. Similarly for qubit q2, the vertex is assigned weight a2 = As, and strength between q2 and q6 is b26 = Bst. We must now distribute the logical qubit Qt between q1 and q6 by assigning the values a1, a6 and b16. We distribute the weight At uniformly between qubits q1 and q2, giving a1 = At/2 and a6 = At/2. We must now choose b16. To preserve the energy spectrum, we must shift the values of the weights a1 and a6. We can do this by adding a counter-term Hamiltonian

[image: image]

to the physical Hamiltonian. The double lines in Figures 4, 5 indicate that two qubits are chained together. This means that the qubits are strictly correlated, i.e., when q1 is up then q6 is up, and when q1 is down then q6 is down. This is accomplished by choosing the coupling strength b16 to favor a strict correlation; however, to preserve the ground state energy, this also requires shifting the weights for q1 and q6. For q1 = q6 = 0 we have HCT = 0. We wish to preserve this condition when q1 = q6 = 1, which means 2a + 2b = 0. Furthermore, the state q1 = 1 and q6 = 0 must have positive energy, which means a > 0. Similarly for q1 = 0 and q6 = 1. We therefore choose a1 = a6 = α > 0 and b16 = −α, where α is an arbitrary parameter. This is illustrated in Table 1. A more complicated case is the linear chain of N qubits as shown in Figure 6. The counter-term Hamiltonian is taken to be

[image: image]


[image: Figure 5]
FIGURE 5. The left panel shows three logical qubits Qr, Qs, Qt with connectivity between r-t and t-s. The box surrounding qubit t means that it will be modeled by a linear chain of physical qubits, as illustrated in the right panel. The labeling is taken from Figure 4 for qubits 5-1-6-2, where Qr is mapped to q5, Qs is mapped to q2, and Qt is split between q1 nd q6. Qubits q1 and q6 are chained together to simulate the single logical qubit Qt, while qubits Qr and Qs map directly onto physical qubits q5 and q2.



Table 1. For two qubits the counter-term Hamiltonian is [image: image].

[image: Table 1]


[image: Figure 6]
FIGURE 6. Generalization of Figure 5 to a chain of N linear qubits. The right panel illustrates the chain coupling parameters used to create strict correlations of the physical qubits within the chain.


Note that HCT vanishes when qm = 0 for all m = 1⋯N. And conversely, we must arrange the counter-term to vanish when qm = 1. The simplest choice is to take all weights to be the same and all couplings to be identical. Then, to preserve the ground state when the qr = 1, we impose

[image: image]
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with α > 0 and r = 1⋯N. The first term in [image: image] distributes the weight At uniformly across all N nodes in the chain. The second set of terms [image: image] ensures that the qubits of the chain are strictly correlated. The counter-term energy contribution is positive when the linearly chained qubits are not correlated, therefore anti-correlation is always penalized. Table 2 illustrates the spectrum of the counter-term Hamiltonian for three qubits. We may need to choose large values of α, of order 20 or more, to sufficiently separate the states. The uniform spectrum of 4 states with HCT = a in Table 2 arises from a permutation symmetry in q1, q2, q3.


Table 2. For a three qubit chain the counter-term Hamiltonian is [image: image], where a = 4α/3 and b = −α.

[image: Table 2]

To review, note that a linear counter-term is represented in Figure 6. We add a counter-term to break the logical qubits into a chain of physical qubits that preserve the ground state. Let us consider the conditions that we place on the Hamiltonian to ensure strict correlation between the chained qubits. We adjust the values of Ar and Brs to ensure that spin alignment is energetically favorable. By slaving several qubits together, we can overcome the limitations of the Chimera connectivity. As a more complex example, consider the four logical qubits of Figure 7 connected in a circular chain by strengths B12, B24, B43, and B31. Suppose the weights are A1, A2 A3, and A4. Figure 8 provides an example in which each logical qubit is chained in a linear fashion to the physical qubits.


[image: Figure 7]
FIGURE 7. Four logical qubits Q1, Q2, Q3, Q4 in a circular loop with connection strengths B12, B24 B43, and B31.



[image: Figure 8]
FIGURE 8. A possible mapping of the logical qubits in Figure 7 onto the physical device. Each logical qubit is modeled by a linear chain of strictly correlated qubits.





3. MATRIX INVERSION AS A QUBO PROBLEM

In this section we present an algorithm for solving a system of linear equations on a quantum annealer. To precisely define the mathematical problem, let M be a nonsingular N × N real matrix, and let Y be a real N dimensional vector; we then wish to solve the linear equation

[image: image]

The linearity of the system means that there is a unique solution,

[image: image]

and the algorithm is realized by specifying an objective function whose ground state is indeed (3.2). The objective function is not unique, although it must be commensurate with the architecture of the hardware. If the inverse matrix itself is required, it can be constructed by solving (3.1) for each of the N linearly independent basis vectors for Y. It is easy to construct a quadratic objective H(x) whose minimum is (3.2), namely,

[image: image]

In terms of matrix components, this can be written as

[image: image]

[image: image]

Note that ||Y||2 is just a constant, which will not affect the minimization. In principle all constants can be dropped from the objective function, although we choose to keep them for completeness. One may obtain a floating point representation of each component of x = (x1, ⋯, xN)T by expanding in powers of 2 multiplied by Boolean-valued variables [image: image],
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As before, the domains are given by χi ∈ [0, 2) and xi ∈ [−1, 3), and upon expressing x as a function [image: image], we can recast (3.4) in the form

[image: image]

The coefficients [image: image] are called the weights and the coefficients [image: image] are the interaction strengths. Note that the algorithm requires a connectivity of KNR for arbitrary matrices.

Let us first calculate the product xixj in (3.4). From (3.5) and (3.6), we find
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[image: image]

where we have used the idempotency condition [image: image] in the second term of (3.9). While the second form is one used by the code, it is more convenient algebraically to use the first form. Substituting (3.8) into the first term in (3.4) gives
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The second term in (3.4) can be expressed as
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Adding H1 and H2 gives
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The QUBO coefficients for logical qubits are therefore
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In the programming interface, the coefficients are addressed with a 1-dimensional linear index, while the parameters in 3.17 and 3.18 are defined in terms of the 2-dimensional indices i and r, where i = 0, 1, ⋯, N − 1 and r = 0, 1, ⋯, R − 1. Now, we define a 1-1 mapping between these indices and the linear index ℓ = 0, 1, ⋯, N · R − 1. This is just an ordinary linear indexing for 2-dimensional matrix elements, so we choose the usual row-major linear index mapping,
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The inverse mapping gives the row and column indices as below,
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where ⌊n⌋ is the greatest integer less than or equal to n. The expression “ℓ mod R” is ℓ modulo R. This is a 1-1, invertible mapping between each pair of values of i and r in the matrix index space to every value of ℓ in the linear qubits index space. We can simply replace sums over all index pairs i, r by a single sum over ℓ, provided we also rewrite any isolated indices in i and r as functions of ℓ via their inverse mapping.

We may summarize this observation in the following formal identity. Given some arbitrary quantity, A, that depends functionally upon the tuple (i, r), and possibly upon the individual indices i and r, it is trivial to verify that

[image: image]

where ℓ, iℓ, and rℓ are related as in Equations (3.19)–(3.22). This identity is useful for formal derivations. For example, we may use it to quickly derive the binary expansion of xi in terms of logical qubits. Inserting (3.23) into (3.6) gives,

[image: image]

Clearly, xi has non-zero contributions only for those indices corresponding to i = iℓ = ⌊ℓ/R⌋, that is, only from those qubits within a row in the [image: image] array. Also, those contributions are summed along that row, i.e.,, over rℓ = ℓ mod R. This equation will be used to reconstruct the floating-point solution, x, from the components qℓ of the binary solution returned from the D-Wave annealing runs. The weights and strengths now become
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For a 2 × 2 matrix to 4-bit accuracy, we need K8 (4 × 2 = 8), and to 8-bit accuracy we need K16 (8 × 2 = 16). We have inverted matrices up to 3×3 to 4-bit accuracy, which requires K12 (3 × 4 = 12). For an N × N matrix with R bits of resolutions, we must construct linear embeddings of KRN. We could generalize this procedure for complex matrices.



4. CALCULATIONS


4.1. Implementation

The methods above were implemented using D-Wave's Python SAPI interface and tested on a large number of floating-point calculations. Initially, we performed floating-point division on simple test problems with a small resolution. Early on, we discovered that larger graph embeddings tended to produce noisier results. To better understand what was happening we started with a K8 graph embedding to represent two floating-point numbers with only four bits of resolution. Since the D-Wave's dynamic range is limited to about a factor of 10 in the scale of the QUBO parameters, we determined that we could expect no more than 3–4 bits of resolution from any one calculation in any event. However, our binary offset representation (3.5) implies that we should expect no more than 3 bits of resolution in any single run. Indeed, using the K8 embedding, we were able to get exact solutions from the annealer for any division problems that had answers that were multiples of 0.25 between −1.0 and 1.0. Problems in this range that had solutions that were not exact multiples of 0.25 resulted in approximate solutions, effectively “rounded” to the nearest of ±0.25 or ±0.75. At this point we implemented an iterative scheme that uses the current error, or residual, as a new input, keeping track of the accumulated floating-point solution.

The iteration method has been implemented and tested for floating-point division, but we have not yet implemented iteration for matrix inversion. That can be done by using the previous residual (error) as the new inhomogeneous term in the matrix equation. We plan to implement an iterative method in the matrix inversion code eventually. However, we already have good preliminary results on matrix inversion that suggests that this should work reasonably well, at least for well-conditioned matrices. Currently, we are able to solve 2 × 2 and 3 × 3 linear equations involving floating-point numbers up to a resolution of 4 bits, and having well-conditioned matrices, exactly for input vectors with elements defined on [−1, 1] and that are multiples of 0.25. Using an example matrix that is poorly-conditioned, we find that it is generally not possible to get the right answer without first doing some sort of preconditioning to the matrix. But, more importantly, we were able to obtain some insight about why ill-conditioned matrices can be difficult to solve as QUBO problems on a quantum annealer, which gives some hints about how to ameliorate the problem. We will discuss these results, and the effects of ill-conditioning on the QUBO matrix inverse problem below.


4.1.1. Note on Solution Normalization and Iteration

Allowing both the division and linear equation QUBO solvers to work for arbitrary floating-point numbers, and to allow for iterative techniques, requires normalizing the ratio of the current dividend and the divisor, or the residual and matrix, to a value in a range between −1 and 1. For the division problems, we wanted to avoid “dividing in order to divide,” so we normalized each ratio using the difference between the binary exponents of ⌊divisor⌋ and ⌊dividend⌋. These can be found just by using order comparisons, with no explicit divisions. Adding 1 to this yields an “offset”—the largest binary exponent of the ratio—to within a factor of 2 (±1 in the offset), which is sufficient for scaling our QUBO parameters as needed. The fact that our QUBO solutions are always returned in binary representation provides a simple way to bound the solution into a range solvable with the annealer by simply shifting the binary representation of the current dividend by a few bits (using the current offset), which is why we refer to the solution exponent as an “offset.” In this way, the solution can easily be guaranteed to be in the correct range without having to perform any divisions in Python. The “offset” is accumulated and used to construct the current approximation to the floating-point solution on each iteration. The iteration process continues until the error of the approximate solution is less than some tolerance specified by the user.




4.2. Results for Division

First, we present some examples for division without iteration. We used a K4 graph embedding for expanding the unknown x up to a resolution of four bits. However, using the binary offset representation we can only get a true precisions of three bits. We solved the simple division problem,

[image: image]
 
4.2.1. Basic Division Solver

Table 3 gives an extensive list of tested exact solutions returned by the floating-point annealing algorithm on the D-Wave machine using the K4 graph embedding with an effective binary resolution of 3, corresponding to the multiples of 0.25 in the range [−1, 1]. The “Ground State” column lists the raw binary vector solutions, corresponding to the expansion in Equation (2.5). It is easy to check from Equations (2.5) and (2.4) that these give the floating-point solutions found in the corresponding “D-Wave Solution” column. In all of these cases, values of α ≥ 0.5 yielded the solution exactly; however, α is set to 20.0 here because that gives a better approximate solution for the inexact divisions, and faster convergence for the iterated divisions. It does not change the solutions for the exact cases.


Table 3. Exact quantum annealed division problems to 3-bit resolution.

[image: Table 3]

Table 4 lists some illustrative division problems on [−1, 1] that do not have solutions which are multiples of ±0.25, and they are therefore not solved exactly by the quantum annealing algorithm to 3 bits of resolution. Note that the energies are different for the ground states because the Hamiltonians are somewhat different for these problems. The “rounding” here occurs naturally in the quantum annealing algorithm as the annealer settles into the lowest energy ground state that approximates the solution. The last four problems are “challenge” problems for the iterated division solver.


Table 4. “Rounded” quantum annealed division solutions to 3-bit resolution.

[image: Table 4]



4.2.2. Iterated Division Solver

Table 5 lists a few example division problems returned from the iterated quantum annealing solver. These are problems selected from both Tables 3, 4 to illustrate the nature of the solutions returned for both cases. These problems were iterated to an error tolerance of 1.0 × 10−6. The four “challenge” problems from Table 4 can now be solved with the iterative method. The ground state is no longer given since the solution is generally the concatenation of multiple binary vectors for every iteration. Instead, the number of iterations is listed in the last column. Note that some of the energies are the same for the solutions of different problems. We have also left out an “Energy” column since it was only calculated for the partial solution from the last iteration.


Table 5. Iterated quantum annealed division problems to resolution 1.0 × 10−6.

[image: Table 5]




4.3. Results for Matrix Equations

Note that we have occasionally been somewhat loose in calling this “matrix inversion” since we are technically solving the linear equation, rather than directly inverting the matrices. However, for the problems considered here, we may simply obtain the solutions to the equations using trivial orthonormal eigenvectors, such as (1, 0) and (0, 1), in which case the inverse of the matrix will just be the matrix having those solutions as columns.

The linear equation algorithm was implemented and used to solve several 2 × 2 and 3 × 3 matrices on the D-Wave quantum annealer. Floating-point numbers are represented using the same offset binary representation as was used for the division problems. There are thus 4 qubits per floating-point number. As in the previous section, this gives an effective resolution of 3 bits for floating-point numbers defined on [−1, 1]. In this case, however, we employed the normalization technique discussed in the division iteration to allow solutions with positive and negative floating-point numbers with larger magnitudes than 1. But, in these matrix problems we still use solution values with relatively small magnitudes and within an order of magnitude of each other for all solution vector elements. All of the cases shown here are matrix equations with exact solutions, in which case the values of the solution vector elements are multiples of 0.25. We are therefore optimistic that the iterative solver for the matrix inversion could be implemented fairly quickly.

In general, every qubit representing part of a floating-point number may be coupled to every other qubit representing part of the same number. In turn, every logical qubit may be connected to every other logical qubit, which implies that every qubit in the logical qubit representation of the problem, may be coupled to every other logical qubit in the problem. Therefore, the linear solution algorithm is implemented using a K8 graph embedding to solve 2 × 2 matrix equations, having a 2 dimensional solution vector with 4 qubits per element, and using a K12 graph embedding to solve 3 × 3 matrix equations, having a 3 dimensional solution vector with 4 qubits per element.

Most of these solutions involve well-conditioned matrices; however, one does not generally find a feasible solution when using an ill-conditioned matrix. This is illustrated in two cases, one with a of a 2 × 2 matrix another with a 3 × 3 matrix. We were able to obtain the correct solutions by preconditioning these matrices before converting to QUBO form, however the 3 × 3 matrix, still had a nearly degenerate ground state and required a very large chaining penalty α to get the correct solution. This is analyzed and discussed in detail below.


4.3.1. Simple Analytic Problem

Recalling equation (3.1), we shall obtain solutions x of the following matrix equation,

[image: image]

using values of M and Y listed in Matrix Test Problems. Here we present the first two tests as an example. Consider the following matrix:

[image: image]

We can solve Equation (3.1) for M, with the following two Y vectors:

[image: image]

The exact solutions are

[image: image]

We may obtain M−1 simply as

[image: image]

In the next section we summarize all of the solutions obtained by the DWave for all of our test problems.



4.3.2. QUBO Solution Results

The solutions for the 2 × 2 linear solves are presented in Table 6. Notice that all of the test problems are presented with α = 20.0 except for the last two. This was done to illustrate the effect of preconditioning for the ill-conditioned case. However, for this example, the difference disappeared above α = 2.0, and both began to give incorrect answers below α = 1.5. This is in contrast to the 3 × 3 matrix solution cases, which are evidently more sensitive to condition number than the 2 × 2 tests.


Table 6. 2 × 2 Matrix equation solutions to 3-bit resolution.

[image: Table 6]

The 3 × 3 matrix solutions are presented in Table 7. Note that we have not included the 12 digit binary ground states here because they take up too much room in the table and are not particularly illuminating. Problems 2(f) and 2(g) are the ill-conditioned matrix test and its preconditioned equivalent. For α = 20.0 both versions of the poorly-conditioned problem gave only D-Wave solutions with broken chains. One only begins to get solutions with unbroken chains at a value of α above 1000, but those solutions are generally wrong and basically random until one gets to a very high α. We discuss this in greater detail in the following section.


Table 7. 3 × 3 matrix equation solutions to 3-bit resolution.

[image: Table 7]




4.4. Discussion

The algorithms described here generally worked quite well for these small test cases, with the exception of the ill-conditioned 3 × 3 matrix. The ill-conditioned cases clearly demonstrate not only the limitations of quantum annealing applied solving linear equations, but the limitations of quantum annealing in general. Consider the two ill-conditioned tests presented here. When translated to a QUBO problem, the Hamiltonian spectra for these tests contain many energy eigenvalues very close to the ground state energy. When these are embedded within a larger graph of physical qubits they result in a very nearly degenerate ground state, typically with thousands of states having energies within the energy uncertainty of the ground state over the annealing time, τ, given by

[image: image]

Consider a set of excited states with energy, En for n > 0, with n = 0, corresponding to the ground state with energy denoted by E0, and with En ordered by energy. The quantum annealer near the ground state evolves adiabatically whenever

[image: image]

This is the adiabatic condition for quantum time evolution [6]. However, when this condition is badly violated, which can occur dynamically since the instantaneous energies (eigenvalues of H) are time dependent, the time evolution for the system near the ground state deviates significantly from adiabatic behavior, resulting in a highly mixed superposition of those eigenstates states close in energy to the ground state. Now, the energy spectra corresponding to poorly conditioned matrices have a large number of eigenstates sufficiently near the ground state to strongly violate the adiabaticity condition. Furthermore, these states, in general, will have no correlation to the solution encodings for any particular problem (e.g., the offset binary floating-point representation). For example, they are not, in general, related in any meaningful way to Hamming distance. Therefore, these problems effectively cannot resolve the true ground state and tend to give nearly random lowest energy "solutions" when the final state is measured on any individual annealing run. Since there are so many of these states for ill-conditioned problems, a very large number of “reads” (annealing runs) may be have to be specified to sufficient sample the solution space to find the true ground state. Thus, we determined that the condition number of a matrix has a strong effect on the ability to solve a linear equation using a quantum annealer, as it influences the shape of the energy surface near the ground state.

The preconditioning method we used was very simple and was probably too crude to be practical for arbitrary matrices. However, the intent here was simply to test the effects of preconditioning on the quantum annealing solutions. We have been studying this issue and believe it may be possible to precondition such problems to solve them more efficiently on a quantum annealing machine. We suspect that a related preconditioning method may be applicable to more general QUBO problems suffering from similar spectral density pathologies in order to better separate the ground state energy, thereby allowing more practical solution on a quantum annealer. This is work in progress. We plan to further develop and test those ideas in the future.




MATRIX TEST PROBLEMS

The problems we solved to test our quantum annealing algorithm to solve equation (3.1) are listed below. Note that, although the QUBO Bij matrix is symmetric by construction, the matrix M need not be symmetric.

1. Test Problems with 2 × 2 Matrices

Test 1(a):

[image: image]

Test 1(b):
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Test 1(c):

[image: image]

Test 1(d):

[image: image]

Test 1(e):

[image: image]

Test 1(f):

[image: image]

Test 1(g):

[image: image]

Test 1(h):

[image: image]

Test 1(i): Ill-conditioned problem with κ ≈ 25

[image: image]

Test 1(j): Pre-conditioned version of 1(i) with κ = 5.0

[image: image]

2. Matrix Problems with 3 × 3 Matrices

Test 2(a):

[image: image]

Test 2(b):
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Test 2(c):
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Test 2(d):

[image: image]

Test 2(e):

[image: image]

Test 2(f): Ill-conditioned problem with κ ≈ 78

[image: image]

Test 2(g): Pre-conditioned version 2(g) with κ ≈ 1

[image: image]
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FOOTNOTES

1Since the infinite geometric series [image: image] sums to 2, the finite series is <2. In binary form we have [1.11⋯]2 = 2 and [1.11⋯1]2 < 2. Working to resolution R is like calculating the R-th partial sum of an infinite series.
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We investigate the similarities between two of the most challenging and complex systems in Nature: the network of neuronal cells in the human brain, and the cosmic network of galaxies. We explore the structural, morphological, network properties and the memory capacity of these two fascinating systems, with a quantitative approach. In order to have an homogeneous analysis of both systems, our procedure does not consider the true neural connectivity but an approximation of it, based on simple proximity. The tantalizing degree of similarity that our analysis exposes seems to suggest that the self-organization of both complex systems is likely being shaped by similar principles of network dynamics, despite the radically different scales and processes at play.
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INTRODUCTION
Central to our vision of Nature are two fascinating systems: the network of neurons in the human brain and the cosmic web of galaxies.
The human brain is a complex temporally and spatially multiscale structure in which cellular, molecular and neuronal phenomena coexist. It can be modeled as a hierarchical network (i.e., “the human connectome” [1]), in which neurons cluster into circuits, columns, and different interconnected functional areas. The structure of the neuronal network allows the linking between different areas, all devoted to process specific spatiotemporal activities over their neurons, forming the physical and biological basis of cognition [e.g., Ref. 2]. Some of major challenges of contemporary neuroscience are to disentangle the structure of the connectome (e.g., the complete map of the neural connections in a brain), to understand how this structure can produce complex cognitive functions, and to define the role of glial cells and of the microenvironment in the interneuronal physiology.
The Universe, according to the large collection of telescope data gathered over many decades, seems to be reasonably well described by a “consensus” physical model called the [image: image]CDM model (Lambda Cold Dark Matter), which accounts for gravity from ordinary and dark matter (i.e., very weakly interacting particles), for the expanding space-time described by General Relativity, and for the anti-gravitational energy associated to the empty space, called the “dark energy”. Such model presently gives the best picture of how cosmic structures have emerged from the expanding background and have formed the cosmic web [e.g., Refs. 3 and 4]. The most important building blocks of the cosmic web are self-gravitating dark matter dominated halos, in which ordinary matter has collapsed to form galaxies (and all stars within them). The initial distribution of matter density fluctuations was early amplified by the action of gravity, and has developed into larger groups or clusters of galaxies, filaments, matter sheets, and voids, in a large-scale web in all directions in space. Among the main challenges that cosmology still faces, are the physical nature of dark energy, the composition of dark matter (or the realm of alternative scenarios for it), the apparent tension between different measurements of the expansion rate of the Universe, the exact sequence of processes responsible for the variety of galaxy morphology and their co-evolution with supermassive black holes [e.g., Ref. 5, for a recent review].
Although the relevant physical interactions in the above two systems are completely different, their observation through microscopic and telescopic techniques have captured a tantalizing similar morphology, to the point that it has often been noted that the cosmic web and the web of neurons look alike [e.g., Refs. 6 and 7].
In this work, we apply methods from cosmology, neuroscience, and network analysis to explore this thought-provoking question quantitatively for the first time, to our knowledge.
MATERIALS AND METHODS
Immunohistochemistry and Microscopy
We analyzed several independent samples of cerebral and of cerebellar human cortex were formalin-fixed and paraffin-embedded [8], sampling slices of depth [image: image], with magnification factors of [image: image], [image: image] and [image: image]. Neurofilaments were labeled using the Neurofilament (2F11) Mouse Monoclonal Antibody (Ventana/CellMarque/Roche). Samples were automatically processed by Ventana BenchMark Ultra Immunostainers. A Nikon eclipse 50i microscope was then used to visualize the samples. Magnifications larger than [image: image] was avoided in order to obtain a better optical depth resolution, as well as to minimize the non-linear response of the optic microscopy.
Cosmological Simulations
We used synthetic samples of the cosmic web from a high-resolution ([image: image] cells and dark matter particles) simulation of a cubic [image: image] cosmic volume ([image: image]), performed with the grid code ENZO [9] as detailed in Ref. 10. The simulation produces a realistic distribution of dark matter, ordinary matter, and magnetic fields at the present epoch. In order to mimic the “slicing” procedure of brain tissues, we produced 12 different thin slices (with thickness [image: image]) from the simulated volume, by extracting four slices in perpendicular directions with respect to each of the independent axes of the simulation. We give public access to our cosmic web images, as well as to the brain samples and to the images of other natural networks discussed below at this URL https://cosmosimfrazza.myfreesites.net/cosmic-web-and-brain-network-datasets.
RESULTS
Absolute Numbers, Internal Proportions, and Composition
We first quote data available from the literature, which allow us a first sketchy comparison of the absolute sizes of both systems. The radius of the observable Universe is [image: image] [11]. The extrapolation of recent observations posits that a total of [image: image] galaxies may be present in within the sphere of the observable Universe [12], with up to [image: image] galaxies with masses equal or larger to the one of the Milky Way. The largest clusters of galaxies total a mass exceeding [image: image] solar masses (1 solar mass [image: image]). Long filaments of ordinary and dark matter, with extension of several tens of Megaparsecs, connect clusters and groups of galaxies and are separated by mostly empty space [e.g., Ref. 4].
According to recent estimates, the adult human brain contains [image: image] neurons in total, and almost an equal number of non-neuronal cells. Only [image: image] of all neurons are located in the cortical gray matter (representing [image: image] percent of brain mass), while the cerebellum has about [image: image] neurons ([image: image] of brain neurons) [13, 14].
It can be noticed that the two systems are organized in well defined networks, with [image: image] nodes interconnected through filaments (if we consider as nodes all galaxies with masses comparable or larger to that of the Milky Way, see above), whose typical extent is only a tiny fraction ([image: image]) of their host system size. Also, galaxies and neurons have a typical scale radius, which is only a very small fraction of the typical length of filaments they are connected to. Moreover, available data suggest that the flow of information and energy in the two networks is mostly confined to [image: image] of the mass/energy content of each system.
In the case of the Universe we refer to the present-day composition, based on Planck Collaboration et al. [15], as the relative energy distribution is a function of time in the [image: image]CDM cosmological model; for the human brain, we referred to the published researches about human brain composition [e.g., Refs. 16 and 17].
In summary: 1) the brain is composed by water ([image: image]), lipids ([image: image]), proteins ([image: image]), carbohydrates ([image: image]), soluble organic substances ([image: image]), salt ([image: image]); 2) the Universe is made for a [image: image] by Dark Energy (a scalar energy field of the empty space), for a [image: image] by Dark Matter, for [image: image] by ordinary baryonic matter and for less than [image: image] by photons and neutrinos.
Strikingly, in both cases [image: image] of the mass/energy distribution is made of an apparently passive material, that permeates both systems and has an only indirect role in their internal structure: water in the case of the brain, and dark energy in cosmology, which to a large extent does not affect the internal dynamics of cosmic structures [e.g., Ref. 18].
Morphological Comparison
Small samples of the human cerebral and cerebellar cortex were harvested during corticectomy to approach subcortical tumors (Section 2.1). The neuronal cells have been then stained with clone 2F11 monoclonal antibody against neurofilaments, which are neuron-specific intermediate filaments in the cytoplasm of neurons that provide structural support to the neuronal cytoskeleton, along with microtubules and microfilaments. It has been shown that the number, spacing, and areal density of neurofilaments in neurons are measures with a strong dependency on axon caliber [e.g., Refs. 19–21]. Although also microtubules density depends on axon caliber, it has been shown that microtubules often form small clusters in the vicinity of membranous organelles [22]. For this reason we consider neurofilaments might be more homogeneously arranged in the neuron, and likely to be a better target to visualize the spatial distribution of neurons in the slices. For the cosmic web, we analyzed each one of the 12 thin slices from the simulated volume (Section 2.2), to assess the effect of cosmic variance. Such 2-dimensional approach mimics what is done with brain samples, and due to the large degree of isotropy of the cosmic web on such large scales this approach can also be used to readily translate our statistics into the 3-dimensional case.
Figure 1 gives an overview of the details of structures observed at various scales (from [image: image], [image: image] and [image: image] magnifications in the case of brain tissues, and on corresponding steps in zoom in the case of the cosmic web) in our dataset. Especially on large scales, the various samples do not show any spectacular degree of similarity. In particular, the predominant role of the large overdensities marked by clusters of galaxies is evident in the cosmic web sample, while the finer structure of neurofilaments in the brain samples produces richer small-scale patterns. At the highest magnification achieved in our brain slices, however, the refined network of neuronal bodies and of filaments start presenting some similarity with the cosmic web on [image: image] scales. When focusing on histological slices, some variability can be noticed that depends on different neuronal subtypes in brain and cerebellar cortex. In the first slice, small neurons in the granular layer are shown, along with the transition to the gangliar layer with some Purkinje cells at the bottom of the picture. Conversely, the second slice depicts large pyramidal cells interspersed with small neuronal cells of the brain gray matter (granular cells).
[image: Figure 1]FIGURE 1 | Maps of normalized density contrast, [image: image] for examples of slices of the cerebellum (top row), of the brain cortex (middle row) and of the dark matter distribution of the cosmic web (lower row), for various levels of magnification. The spectral and network analysis presented in this work will mostly focus on [image: image] samples as in the right panels.
We will use in this work statistical tools to 1) compare the distribution of structure across the entire continuum range of spatial scales of our samples, also compared to other natural complex systems (Section 3.3); 2) measure the properties of connectivity between nodes in the network, estimating the tendency to form highly clustered configurations (see Section 3.4).
Spectral Analysis
We used here a statistics commonly used in cosmology: the density power spectrum, [image: image], which directly measures the contributions of different spatial frequencies, [image: image] (where l is the spatial scale and L is the maximum scale of each system), to the density contrast, defined as [image: image], where ρ is the density and [image: image] is the average density of each sample. We measured [image: image] for our 2-dimensional samples, by decomposing [image: image] into a series of discrete spatial frequencies, [image: image]: [image: image], where [image: image] is the 2-dimensional Dirac delta function.
In the case of the cosmological simulation, [image: image] is uniquely constrained by the initial conditions of the simulation, while in the sample of the cortex and cerebellum we define it based on the average measured within the sample itself. While accurately knowing the local density contrast is trivial in the simulation, it shall be noticed that a precise mapping of the recorded pixel intensity to a projected matter density is far from trivial in microscope observation, due to the non-linear response of the microscopic imaging process. As noted in Section 2.1, our choice of using very thin tissue samples and a magnification not higher than [image: image] is indeed motivated by the goal of minimizing the non-linear response of the optic microscopy, by keeping the optical depth small compared to the aperture of the image. For this reason, [image: image] in our brain samples strictly is a measure of the contrast of optical absorptions along the line of sight, which we assume to be a proxy for the density contrast for the sake of comparing with cosmological samples. We applied standard Fast Fourier Transform with periodic boundary conditions to compute the power spectra of cosmic web samples (as the domains are truly periodic), while in the case of the brain samples we used a standard zero-padding technique to embed the observed samples into a [image: image] larger and empty area, and applied apodisation at the interfaces between the empty area and the data, in order to minimize spurious edge effects, as commonly done in simulations [e.g., Ref. 23].
The resulting power spectra are shown in Figure 2. It shall be stressed that power spectra are free to be slid horizontally in the plot, in the sense that the reference scale L related to [image: image] is decided a-posteriori. In the following, after a preliminary comparison of spectra we adjusted the horizontal scale so that [image: image] corresponds to [image: image] mm in brain samples, and to [image: image] in the cosmic web. This corresponds to a scaling ratio of [image: image] between the two systems. The amplitude of spectra in the vertical direction, instead, is self-normalized to the total variance of [image: image] within each sample. As a consequence, the brain samples are differently normalized at [image: image], since when a lower magnification is used and larger spatial scales are sampled, [image: image] mm scales contribute proportionally less to the variance of [image: image] within the entire sample. In the first panel, we compare the spectra of a random cosmic web slice with random brain slices obtained with different magnifications. The comparison strikingly shows (in line with what suggested on Figure 1) that a remarkable similarity with spectra is obtained when comparing [image: image] mm scales in brain samples to [image: image] Mpc scales of the cosmic web. Most of the neuronal cells observed in our cerebellar samples are granule cells, with somata having a [image: image] diameter, while their dendrites have dendrites with a typical [image: image] length. The axon length (although variable depending on the cortical areas) is on average in the range of several millimeters [e.g., Ref. 24]. Considering that the slices used for microscopic inspection most often are not parallel to the axis of axons, it is likely that fragments of these fibers around [image: image] in length are visible in the slices. Therefore, the excess power of neural power spectra in this spatial regime reflects the abundance of structures with this typical size distribution.
[image: Figure 2]FIGURE 2 | Left: power spectra of density fluctuations in all samples (in the case of brain samples, spectra from slices of different size and magnification factors are shown). Right: power spectra of density fluctuations (in the case of brain tissues, only the [image: image] slices are used here), with shaded areas enclosing the entire distribution of spectra for all samples (12 slices for cosmic web samples and four for the brain samples). Comparison power spectra from other samples natural systems are shown with gray lines.
On the other hand, the fluctuations measured on [image: image] mm scales in brain samples present a steeper spectral shape than in cosmic web spectra. For this reason, in the remainder of the analysis we focused on datasets of [image: image] brain samples for a close comparison with cosmic web slices. In the second panel, we show [image: image] both for the dark matter and gas distribution of all slices, which are almost identical on large scales ([image: image] Mpc) and more diffuse on smaller scales due to smoothing effect of gas pressure. As for the cosmic web spectra, we show the envelope containing all spectra of all [image: image] samples with shaded areas. We find a large agreement across nearly [image: image] decades in spatial scales. The similarity between the cerebellum on [image: image] scales and the dark matter distribution of the cosmic web on [image: image] scales is remarkable. On smaller scales, the cortex sample displays significant more power than the cerebellum, owing to the distribution of small neurons in the granular layer described above, while the baryon distribution of the cosmic web has less power, due to the (well-known) effect of gas pressure in smoothing out the fluctuations of baryon gas density on small enough scale for hydrodynamical effects to be relevant. In all cases we measure broken power laws, unlike what is expected for (simpler) fractal distributions [e.g., Ref. 25]. This is in line with several works, which have shown that at small scales, [image: image] the galaxy correlation function scales as [image: image] (where r is the spatial scale in the 2-point correlation function) while on larger scales the density only weakly (logarithmically) depends on the system size [e.g., Refs. 26 and 27].
Lastly, we produced control power spectra for other randomly drawn samples of natural networks (sky clouds, tree branches, water turbulence, and magneto-hydrodynamic turbulence - all available at https://cosmosimfrazza.myfreesites.net/cosmic-web-and-brain-network-datasets), with the goal of double checking that our method is not biased to produce similarity between truly different physical systems. As shown by the gray lines in the right panel of Figure 2, such systems display a more regular power-law spectral behavior, clearly at variance with what found in the main networks analyzed in this work - even if in the latter case we did not perform a full analysis across the entire dynamical range of such systems, looking for the emergence of possible spectral features as in the case of the brain and the cosmic samples.
However, power spectra are blind to phase correlations in the continuous field, hence two morphologically different distributions can still produce similar spectra [28]. In the following section we will thus also rely on non-spectral methods to compare the different samples.
Network Analysis
Network science have proliferated into various physical disciplines, including neuroscience [e.g., Ref. 29–32] as well as cosmology [e.g., Refs. 33 and 34]. Complex network analysis can partially soften the problem of not having perfectly consistent density estimators across our samples, in the sense that defining the nodes of the various networks is less sensitive to the exact mapping details of the images. We focus here on two simple network parameters commonly used in graph theory and network analysis [e.g., Refs. 35 and 36]. The first is the degree centrality, [image: image], which measures the degree of connectivity of a network within the localized area (determined by a maximum linking length, [image: image]):
[image: image]
where [image: image] is the number of (undirected) connections to/from each j-node and n is the total number of nodes in the entire network. The second parameter is the clustering coefficient, C, which quantifies the existence of structure within the local vicinity of nodes, compared to a network of random points (i.e., the ratio of connected triangles of nodes to all possible triples in a given connected cluster). It is measured as
[image: image]
in which [image: image] is the number of links between neighboring nodes of the j-node.
While sophisticated methods to identify nodes and filaments in the simulated cosmic network [e.g., Ref. 4] or in the neuronal network [e.g., Ref. 37] have been proposed, here we explore a simpler approach with the advantage of being readily applicable to both networks. The method is inspired by standard “halo finding” procedures in cosmology to identify the self-gravitating halos in the cosmic web [38]. In detail: 1) we marke the highest intensity peaks in all maps (i.e., pixels in the top [image: image] of the intensity distribution of each map); 2) we compute the enclosed average intensity of pixels within circles of increasing radius, until a low threshold value, [image: image], is matched. The radius of the circle reaching the [image: image] value defines the radius of each node in the network ([image: image]); 3) all pixels at a distance [image: image] are assumed to belong to that node. In the case of the cosmic web we tailored the procedure so that [image: image], while in the case of the brain networks we tailored the values of [image: image] so that the radius of nodes in the networks reasonably matches the size suggested by visual inspection.
We then built the adjacent matrix of nodes, [image: image], i.e., a matrix with rows/columns equal to the number of detected nodes, with value [image: image] if the nodes are separated by a distance [image: image], or [image: image] otherwise. The choice of [image: image] is arbitrary, but a full scan of network parameters as a function of [image: image] is beyond the goals of this first exploratory work. We thus focused on one specific choice for the linking length, motivated by the recent analysis of observed galaxies by de Regt et al. [33], who suggested [image: image] as the reference “linking length” for matter halos in the cosmic web (i.e., [image: image] in Figure 2). Based on the similarity of power spectra after opportunely renormalizing the spatial scales presented in Section 3.3, we thus consistently rescaled the linking length in [image: image] brain samples to [image: image]. Figure 3 gives close up view of the nodes and networks reconstructed for three slices of our dataset.
[image: Figure 3]FIGURE 3 | Top panels: zoomed details of the reconstructed connections between nodes for three example of networks in our sample (blue lines, superimposed to the density contrast maps). Bottom panels: distributions of clustering coefficient and of degree centrality for all slices (the error bars give the scatter within each investigated sample of slices). The reconstructed connections do not take into account the long-range neural connections, and the clusters shown are purely spatial.
This method selects from [image: image] nodes in our cosmic web slices, with an average number of [image: image] connections per node. For the cerebellum slices we measured [image: image], while for the cortex we measured [image: image] for the [image: image] identified nodes. On the other hand, the estimated average number of nodes for the simulated cosmic web is [image: image] smaller of the results reported from real galaxy surveys by de Regt et al. [33], which is understood because of the much smaller thickness of our model slices (a factor [image: image] thinner in comoving depth compared to observations).
Both statistics clearly show that the brain and cosmic web networks are very different from Erdös–Rényi random networks of the same size, which would instead predict for the two parameters [image: image] ([image: image] in our case) and [image: image] ([image: image] in our case), in the limit of large N [e.g., Ref. 39]. We can see that instead all measured distributions of C measure a few different peaks in the [image: image] range, clearly indicating that all networks are highly correlated, i.e., their links tend to be highly clustered together. In the case of the cosmic web, similar sparse peaks were measured in real data by de Regt et al. [33], and are ascribed to galaxies in moderate ([image: image]) or rich ([image: image]) environments, like filaments or large clusters of galaxies. Only the residual part of the distributions, with [image: image], marks instead regions of the network in which the connectivity is close to random (e.g., nodes in void regions). The networks also have values of degree centrality clearly much larger (by three to four orders of magnitude) than corresponding random networks. In the cosmic network, the distributions of [image: image] are approximately Poissonian and in line with the galaxy network studied by Ref. 33, even if the peaks of the distribution are at lower values than the brain samples. The latter is compatible with the enhanced presence of small neurons in the granular layer, already discussed above, which leads to the presence of more closely packed clusters of nodes.
We point out that in this study we analyzed only a fraction of the cortex, and not the whole Central Nervous System, whose architecture is obviously different. Actually, while proximity can accurately describe the cosmic web, neural webs are based on connections and therefore our analysis is not sensitive to long-range connectivity. But indeed long-range connectivity is known to be a crucial feature of neural webs. We defer the application of more complex network statistics [e.g., Ref. 40]) to future work.
DISCUSSION
We have presented a detailed comparison between the neuronal network and the cosmic web, two of the most fascinating and complex networks in Nature, with the goal of assessing the level of similarity between these two physical systems in an objective way.
We have also applied homogeneous statistical approaches to real lab samples of both the brain and the cerebellar cortex (Section 2.1), and to slices of the simulated distribution of dark matter and ordinary in the cosmic web (Section 2.2), and quantified their morphological and network properties using spectral analysis (Section 3.3) as well as network parameters from graph theory (Section 3.4). Within the range of simplifying assumptions we used to define both networks (e.g., based on the proximity of nodes identified from the continuous matter distribution rendered by different imaging techniques) our findings hint at the fact that similar network configurations can emerge from the interaction of entirely different physical processes, resulting in similar levels of complexity and self-organization, despite the dramatic disparity in spatial scales (i.e., [image: image]) of these two systems.
We are aware that this approach has several limitations. First, our comparison focused on density of matter. The selection of neurofilaments to outline the neuronal network was based on the fact that they are quite evenly expressed in the cytoplasmic compartment of the neurons. Our results should be further validated with different markers, as microfilaments or microtubules. Second, we assumed that the highest stain density is located at the level of neuronal Soma, which is an approximation, leading to a non-standard definition of nodes. Further studies are required to validate our results with functional neural network data and without losing anatomical-visual definition. Third, our study has been based on histological slices, which can obviously show only a tiny portion of the brain network itself. Moreover, while the cosmic web uses proximity to define its network, neural webs are based on connections that can be significantly long-range spatially, and which could not be properly assessed through our analysis due to technical limitation of the method. For the above limitations, we could not present a systematic and complete connectivity analysis of networks, as we focused on simple proximity and not on long-range connectivity. A key Frontier of this line of comparative research is the possibility of measuring the memory capacity of both networks, a task presently made challenging by the radically different approaches presently available to measure to monitor the flow of information within them. An interesting factoid well illustrates that possible similarities also exist in this respect. The total memory capacity of the human brain has been recently estimated using section electron microscopy to reconstruct the 3D distribution of dendritic spines and of their synapses, and finding 26 distinct synaptic strengths, which accounts to an average of [image: image] bits of information per neuronal cell [41]. Extrapolated to the total average number of nodes in the neuronal network, this yields [image: image], i.e., [image: image] Petabytes as the memory capacity of the human brain. For the cosmic web, a radically different idea based on Information Theory can been used to quantify how much information is encoded by the 3-dimensional structure of the cosmic web [42, 43]. Through the computation of the “statistical complexity” that characterizes the dynamical evolution of simulated universes, it has been argued that [image: image] bits (i.e., [image: image] Petabytes of memory) are necessary to store the information of cosmic structure within the entire observable Universe ([image: image]). Such close agreement may appear as a mere coincidence, considering that, given ambiguities in defining both networks, particularly the cosmic web, these numbers are known only approximately.
Together with the rest of the analysis presented in this work, such similarities are meant to motivate the development of more powerful and discriminating algorithms to pinpoint analogies and differences of these fascinating systems, almost at the conceivable extremes of spatial scales in the Universe.
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Characterizing the dynamics of heavy symmetric tops is essential in several fields of theoretical and applied physics. Accordingly, a series of approaches have been developed to describe their motion. In this paper, we present a derivation based on elementary geometric considerations carried out in the laboratory frame. Our framework enabled the simple derivation of the equation of motion for small nutations. The introduced formalism is also employed to determine the alteration of the dynamics of heavy, symmetric, spinning tops in a rotating force field, that is compared to the precession characteristics of a quantum magnetic dipole in rotating magnetic field.
Keywords: spinning top, precession, geometric interpretation, small nutations, rotating force fields
INTRODUCTION
Mainstream methods for determining the equation of motion of heavy symmetric tops can be classified according to the theoretical approaches used, and the reference frames applied. The framework can employ the toolkits of the more elementary Newtonian, or those of the analytical mechanics. The coordinate systems used include mixed ones (like certain triplets of Euler-angles), or rotating frames attached to the body (like the principal axes used when solving the Euler equations). Euler angles offer a natural parametrization of the rigid body attitude simply revealing the first integrals (constants of motion) within the framework of the Lagrangian formalism.
First, we recapitulate the most well known solutions developed up to this time. The majority of them [1–9] use the Euler-angles (φ precession angle, ψ spinning angle, ϑ nutation angle) to deduce the Euler-Lagrange equations.
The Euler angles φ and ψ (Figure 1) are cyclic coordinates with corresponding conserved conjugate momenta. These are the vector projections of the total angular momentum to the vertical axis, [image: image], and onto the symmetry axis, namely [image: image]. Finally, the Euler-Lagrange equation for the nutation angle, ϑ, is a second-order differential equation reducible to a first order equation by applying the conservation of the energy, E. The equation of motion for ϑ is uniquely determined by the three conserved quantities, Ln, Lz and E and is analogous to that of a particle in an effective potential. The time evolution of the other two angles, namely φ and ψ can be obtained as the direct integration of expressions in ϑ. This approach confers all three degrees of freedom distinct roles and different dynamics. Nutation, however, stands out of the triplet since it does not have an associated conserved quantity and unidirectionally modulates the other two degrees of freedom.
[image: Figure 1]FIGURE 1Precessing and nutating heavy top. Angles φ (precession angle), ϑ (nutation angle) and ψ (spinning angle) parametrizing its attitude, the angular momentum, L, and angular velocity, [image: image].
A series of methods to solve the problem of spinning tops avoid using analytical mechanics. Wittenburg [10] uses the Newton-Euler equation expressed in a precessing coordinate system. The textbook of Morin [11] also presents an elementary deduction, using Euler angles and a mixed system, where the Newton-Euler equation is also transformed to the precessing frame. In Ref. [12] it is shown that the three Euler-equations can be replaced by just as many conservation laws. Euler equations in rotating frame have also been applied to solve the problem [14].
As an alternative to the above more formal descriptions, pure precession has been intuitively explained by the so-called “square wheel model” where the spinning top is replaced by an ideal fluid flowing on a square-formed tube. This approach allows the explanation of the “hovering” of the top by forces acting on it, instead of the less intuitive conservation laws [15].
Here we present an alternative based on simple yet rigorous geometric considerations while employing only the elementary methods of Newtonian mechanics. The approach naturally leads to the separation of nutation from the other rotational degrees of freedom and makes possible the usage of a compact matrix formalism in the latter two dimensional subspace.
GEOMETRIC PRELIMINARIES
The spinning heavy top has two special directions that play an essential role in the relationships describing the dynamics of its vectorial quantities. One is the symmetry axis n, while the other one is the direction of the gravitational field z (see Figure 1). These two unit vectors, spanning a plane, and the direction orthogonal to this plane, namely [image: image], serve as a natural basis for investigating our three dimensional model. The spontaneous emergence of this basis is the reason behind the incontestable usefulness of Euler angles ψ, φ and ϑ for specifying the orientation of a spinning, symmetric rigid body. The rates of change of the these angles are denoted by [image: image] and [image: image]. Using the above basis, any vector a can be decomposed as
[image: image]
where the three terms are vector projections of a parallel to the respective basis vectors (see Figure 2). Since the chosen basis is not orthogonal, the scalar projections [image: image], [image: image] and [image: image] also claim a role in the description. Alternatively, one can project a to one of the basis vectors and to the corresponding orthogonal plane:
[image: image]
The dynamics of the top is such that these three directions are associated with qualitatively different phenomena (spin, precession and nutation). The nutation stands out of the trio as will become apparent also from this study. Therefore we shall introduce a formalism that manifestly separates the description into aspects confined to the rotating [image: image] plane and aspects involving the direction perpendicular to it. Due to the linear connection between different decompositions and between kinematic and dynamic quantities such as angular velocity and angular momentum a matrix formalism will be useful.
[image: Figure 2]FIGURE 2Decomposition of a vector a in the non-orthogonal basis n, z, [image: image]. For the definition of [image: image], [image: image] and [image: image] and [image: image], see Eq. 1 and the corresponding text.
Figure 2 reveals a number of geometric relations including
[image: image]
that can be expressed compactly as
[image: image]
where
[image: image]
[image: image]
with
[image: image]
and
[image: image]
that will be applied in Time Evolution of the Spin and Precession Angles. The proof for Eq. 5 is shown in Proof of Eq. (5) of the Supplementary Material. Note that the connections between [image: image] and [image: image] are solely determined by ϑ.
RELATIONSHIPS BETWEEN THE COMPONENTS OF L AND Ω
The components of the angular momentum along the symmetry axis n and the orthogonal ones to this are referred to as [image: image], [image: image], where C and A are the corresponding principal moments of inertia.
Therefore,
[image: image]
The above linear interdependence between L, ω and n reveals their coplanarity. Note that for asymmetric tops this property does not hold.
Using the notation introduced in Geometric Preliminaries, Eq. 6 can be rewritten as
[image: image]
where
[image: image]
READING CONSERVED QUANTITIES [image: image], [image: image], AND [image: image]
Let us to consider the Newton-Euler equation
[image: image]
where w is the magnitude of the torque of the homogeneous gravitational field pointing into the [image: image] direction. Due to Eq. 8 we have [image: image]. All points of the top are engaged in a rotation defined by ω. This is also true for the symmetry axis n, that is,
[image: image]
revealing that [image: image] is orthogonal to the plane spanned by ω and n. Due to the co-planarity of L, ω and n we have [image: image]. Therefore
[image: image]
thus [image: image] is conserved. Equation 7 entails that [image: image] is conserved as well.
A similar but more straightforward consideration yields [image: image] . L = const. as [image: image]. Note that since no dissipation is present, the energy of the system is also conserved.
TIME EVOLUTION OF THE SPIN AND PRECESSION ANGLES
Due to the conservation of the angular momentum components [image: image] and [image: image] it is worth connecting them directly with the kinematically relevant spin and precession angular velocities. Combining Eqs 4 and 7 results in
[image: image]
This enables the expression of the two angular velocities as
[image: image]
This formula has a pivotal importance: it connects the kinematic quantities of interest to the conserved dynamic quantities.
Note that [image: image] and [image: image] solely depend on conserved components of angular momenta and the time-dependent polar angle [image: image] therefore become themselves constants of motion if [image: image], phenomenon called pure precession.
TIME EVOLUTION OF THE NUTATION ANGLE
The above results were obtained without making explicit reference to the conservation of energy. For moving beyond pure precession and describing nutation we have to quantify the migration of the energy between kinetic and potential components during nutation.
By expressing the angular frequency ω from the linear Eq. 6 the rotational energy of the top can be written as
[image: image]
while the potential energy reads
[image: image]
Exploiting the orthogonality of [image: image] to the [image: image] plane combined with property Eq. 5 we get
[image: image]
The dynamics ruling the nutation angle can be regarded as a one-dimensional motion in an effective potential, motion completely determined by the conservation of the effective energy. Having [image: image] and V obtained, enables us to provide the formula for these effective energies
[image: image]
where the reuse of Eqs 7, 11 and 13 gives
[image: image]
[image: image]
[image: image]
For convenience Eq. 14 can be rewritten in terms of [image: image] and [image: image] as
[image: image]
where
[image: image]
Here the Greek letters denote the following 
[image: image]
[image: image]
[image: image]
[image: image]
The above relationships reveal that the equation of motion for the nutation angle, ϑ, can be solved decoupled from the other two angles, namely the φ precession and ψ spinning angle.
Full solution of the problem requires to resolve the time evolution of Euler angles. Equation 15 rules [image: image], while [image: image] and [image: image] can be determined by integrating [image: image], repectively [image: image] in Eq. 10.
SMALL NUTATIONS
In order to describe small nutations, we consider the minimum point [image: image] of the one-dimensional potential [image: image]:
[image: image]
[image: image]
providing
[image: image]
[image: image]
where [image: image] represents the angular frequency of small, nearly harmonic oscillations in the polar angle during nutation.
We intend to investigate small deviations from pure precession. In the presence of nutation, the conservation of quantities such as [image: image], [image: image] or [image: image] does not hold any more.
In the low amplitude oscillation limit, [image: image], [image: image] and [image: image] is an oscillation with the same frequency but [image: image] phase delay.
Let us to denote generically by [image: image] the physical quantities modulated by the nutation angle. Since the temporal alteration of f can be written as [image: image], the physical quantities modulated by u will oscillate with the same frequency. Moreover, f will oscillate with an amplitude [image: image] around the mean value, [image: image], that is the pure precession value at [image: image].
The deviation of the angular frequency components can be obtained from Eq. 10
[image: image]
where we made use of the conserved character of [image: image] and assume the time dependence of u as implicit. By definition the nutation component of the angular frequency is
[image: image]
For any vectorial quantity, [image: image], with rate of change [image: image] its nutation motion, [image: image], can be described as that of a time dependent geometric vector viewed from the purely precessing reference frame rotating with [image: image]. The transformation to the rotating (precessing) reference frame is given by
[image: image]
The nutation of the symmetry axis, [image: image], can be captured by combining Eq. 18 with Eqs 1 and 9. In the laboratory frame its rate of change can be written as
[image: image]
According to Eq. 18
[image: image]
The two orthogonal terms are proportional to [image: image] and [image: image], respectively, indicating a rotational movement about the (purely) precessing symmetry axis. From Eqs 11 and 12 we can see that
[image: image]
Apart from u all other quantities are either parameters or constants of motion revealing that during small nutations the square of the total angular momentum oscillates with amplitude [image: image] and frequency [image: image] about its pure precession value.
PURE PRECESSION
By setting [image: image]Eqs 15 and 17 take the form
[image: image]
[image: image]
yielding
[image: image]
By eliminating the energy, E, from the definitions of κ and ϵ in Eq. 16, we have
[image: image]
Combining the above with Eq. 20 we get
[image: image]
[image: image]
Therefore
[image: image]
wherein
[image: image]
resulting in
[image: image]
the well-known relationship between precession and spin angular velocities for a given value of the nutation angle ϑ.
PURE PRECESSION IN A ROTATING FORCE FIELD
Spins driven by rotating magnetic fields have been extensively studied due to their importance in resonance spectroscopy. Here we will study the effect of a horizontally rotating homogeneous field on a classical gyroscope. This force can be implemented, for example, by electrostatic interactions. In this case, the motion of a heavy spinning top without dissipation generally becomes erratic. Therefore we will limit our investigation to the situation when the precession is in synchrony with the driving field, meaning, that the rotating component of the field stays in the same vertical plane as the symmetry axis. In these special circumstances, the equations connecting kinematic and dynamic quantities such as Eqs 10 and 11 are not affected by the particularities of the field. However, the conservation laws derived in Reading Conserved Quantities Ln, !n, and LZ depend on the geometric relationship between the field and the symmetry axis of the top. If kept in the [image: image] plane the rotating field component will only change the magnitude of the torque in Eq. 8 and not its direction. However, the potential energy in Eq. 12 will modify as
[image: image]
where b quantifies the effect of the horizontally rotating field component leading to the one dimensional effective potential
[image: image]
Since the exhaustive investigation of the properties of the above function is beyond the scope of this paper we only remark that the main features of the dynamics are not affected by the additional term from above. For a simple yet quantitative conclusion we further confine our study to the limit of weak driving fields and view [image: image] as the perturbation of [image: image]. The stable solution of the perturbed nutation angle [image: image] can be obtained from
[image: image]
The first order Taylor expansion around [image: image] gives
[image: image]
The above expansion procedure applied on the second derivative of [image: image] yields
[image: image]
ensuring the stability of the perturbed solution. Note that the conclusions on the existence and stability of the stationary solution can be extended well beyond the perturbative range of the driving field component.
PRECESSING SPIN IN A ROTATING MAGNETIC FIELD
In a broader context precession is a term applicable to any axis with one of its points fixed and performing a circular motion along the surface of a cone. Outside the realm of inertial macroscopic motion [16] we encounter it in quantum mechanics of magnetic dipoles and it is the basis of nuclear magnetic resonance (NMR) [17] and ESR [18]. Atomic systems in strong fields obey dynamics where inertia has little or no role. However, the nature of the coupling between the angular momentum and the magnetic field produces a motion that is similar to the precession of a rigid body.
Let us consider a magnetic field that has a constant vertical and a rotating horizontal component, namely [image: image]. Note that the horizontal component here rotates counterclockwise with respect to the third axis. The equation of motion for the quantum mechanical expectation value, [image: image], of the angular momentum coupled through the gyromagnetic factor γ to this field reads
[image: image]
Note that if no horizontal rotating component is present S precesses with the Larmor frequency [image: image] (See Spin in Magnetic Field in the Supplementary Material). In this special case the attitude of [image: image] is arbitrary, i.e., determined by the initial condition. In the presence of dissipation the angle will relax to zero, i.e., parallel to the constant magnetic field.
In the general case, when the rotating component of the magnetic field is present, the stationary (particular) solution of Eq. 26 will be a precession motion with the same ω frequency as the driving field and the angle φ enclosed with the vertical is
[image: image]
Note that transients are disregarded. During this deduction the laboratory reference frame was used.
Though both refer to angular momenta, Eqs 8 and 26 are far from being equivalent. The cross product in Eq. 26 conserves the magnitude of the angular momentum. Therefore the magnitude oscillations described by Eq. 19 are not present in the case of spins.
DISCUSSION
The dynamics of a heavy symmetric top is determined by the constants of motion [image: image] and E. An essential output of our approach is expressed in Eq. 10. This relationships represents the inversion in the [image: image] subspace of the linear Eq. 6 such that the angular velocities are expressed in terms of [image: image] and [image: image]. The momentum [image: image] associated with the third coordinate, ϑ, is not conserved. Nutation “remains alone” in a first order differential equation describing a one dimensional non-harmonic oscillator (see Eq. 15). This periodic conversion of the energy from potential to kinetic and back will modulate the spin and precession angular velocities through Eq. 10.
In the case of small nutations the only effective geometric parameter is the nutation angle ϑ characterizing the attitude of the top. The magnitude of the angular momentum harmonically oscillates around its value encountered in pure precession.
We also examine the case of the classical symmetric spinning rigid body and the quantum mechanical spin (without inertia) precessing in an external field having a rotating component. While the main features of the spin dynamics can be provided analytically, the case of a heavy spinning top driven by a rotating field seems to be more complex. For the case without dissipation, the dynamics of the system will be unpredictable, except the case when the precession frequency is in synchrony with the driving - the case discussed in first-order approximation in this paper.
Our paper employing matrix formalism combined with geometry provides another example that the problem of spinning top can be addressed by a multitude of approaches, each emphasizing a different facet of the phenomenon.
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For half a century, the analysis of the size of national assemblies was dominated by the famous cube-root relation with the population. However, a revisitation of that historical work with a physicist’s approach reveals basic conceptual problems that fatally undermine its conclusions. Furthermore, the assembly size evaluation exceeds the accuracy of all power equations, which cannot be reliably used for political analysis.
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INTRODUCTION
Could the “optimal” size for the national assembly of a country be evaluated with methods similar to physics research? This is a timely question: the debate about insufficient representation at the federal and state levels is raging in the USA. On the other side, there were recent initiatives to reduce the number of representatives in the national parliaments of many countries, including France, Hungary, Ireland, Japan, Mexico, the Netherlands, Portugal, Romania and the United Kingdom. And Italy just emerged from a referendum on this issue.
The classic reference is the 1972 work of Taagepera [1], who introduced the well-known cube-root formula to link A, the number of parliament members, and Po, the population:
[image: image]
where a is a constant.
Alternate approaches were later presented [2–5]. In particular, Auriol and Gary-Bobo [2] derived a square-root law and then empirically obtained a 0.4 exponent from recent data for 100 countries. And the foundations of the cube-root law were criticized: notably, Jacobs and Otjes [6] questioned the cause-effect sequence that supposedly leads to it.
The relation between A and Po size must be appreciated in a more general context [7–9]. Indeed, scaling power-law relations with the population were empirically and/or formally derived for other quantities like the number of election candidates [7, 8], patent production, personal income and the electrical cable length [9]. The general notion is that “similarly to large-scale physical thermodynamic systems, large groups of interacting humans may exhibit universal statistical properties” [7]. It is certainly not our scope here to challenge this notion, which is supported by a variety of facts and led to important contributions to the understanding of collective human phenomena. Our focused scope is to show that in the specific case of the cube-root relation for parliament members and population the derivation of Ref. [1] was flawed.
Furthermore, cube-root scaling laws have alternate mathematical explanations [10] with respect to [1] and were known as early as (at least) 1909 [11]. Therefore, our challenge of the classic derivation of Ref. [1] does not necessarily imply that the law itself is wrong.
METHOD
Taagepera’s work [1] remains a milestone in many experts' view, is known by a broad public and is often used in political debates. For example, it was publicized by the media as “scientific” support for one of the sides in the recent Italian referendum [4]. We thus decided to directly look at its derivation from a physicist’s prospective, and surprisingly found that the original work [1] is affected by four critical problems:
(1) The cube-root law was not derived from its data and the corresponding fit was arbitrarily forced.
(2) The theoretical steps that were used to derive Eq. 1 incorrectly evaluated one of its key factors.
(3) The model assumed that each representative spends on the average equal times for communications inside and outside the parliament, an arbitrary hypothesis that has unrealistic consequences.
(4) No evaluation of the “optimal” size based on a power law, including the cube-root one, can reach a meaningful accuracy.
Concerning the first problem, the original article [1] did mention a power law more general than Eq. 1:
[image: image]
However, it surprisingly argued against using it to fit the data: “The actual best fit of the data to an expression of the form A = aPon … could be worked out, but this would be a dead end… It is more fruitful to look for a plausible theoretical model which would fit the observed general trend”. This argument is fundamentally flawed from a physicist’s point of view: it considers only one hypothesis, renouncing a priori to demonstrate its superiority with respect to others.
RESULTS
We analyzed the consequences of the above argument by applying the same fitting procedure as Ref. [1] to the data of its Table 1, i.e., a least-square fit of the logarithms. Using Eq. 2 instead of Eq. 1, i.e., an unrestricted fit (the solid line in Figure 1), we got:
[image: image]
The exponent n = 0.45 is actually closer to 0.5, the square-root law proposed by Auriol and Gary-Bobo [2], and to their empirical value 0.4.
[image: Figure.. 1]FIGURE. 1 | Log-log plot of the original data of Taagepera [1]. The solid line is the best fit given by Eq. 3, whereas the dashed line is the (forced) fit with a cube-root law, leading to Eq. 4.
If one forces the same data set to be fitted by a cube-root law, the result is:
[image: image]
The corresponding fit (Figure 1, dashed line) is statistically inferior: the standard deviation, 250, is larger than for Eq. 3, 209.
To present the second and third of the problems affecting Ref. [1], we must consider the key steps in its derivation of the cube-root law. In a nutshell, the time spent in communications was considered as the essential factor in parliament effectiveness. And this time was linked to the number of communication channels.
Two kinds of channels were considered: first, those between each parliament member and his/her active constituency. The average number of such channels per member is:
[image: image]
Where kPo is the fraction of the population that is politically involved.
The second type of communication channels connects different members of the assembly, to discuss and implement the measures identified by the first type of channels. While communicating between them, two assembly members share the same channel, and it was argued in [1] that the total number of channels is in this case:
[image: image]
Which, except for unrealistically small assemblies, can be approximated as:
[image: image]
What is the relation between CC and CA? Ref. [1] simply assumed that for maximum effectiveness CC = CA, leading to:
[image: image]
That is, to the cube-root law of Eq. 1, with a = (2k)1/3.
However, this logic frame is affected by two conceptual problems. First, Eq. 5 applies to the channels between one member of the assembly and the corresponding constituency, whereas Eqs. 6 and 7 give the number of inter-assembly channels for all members. For one member, instead of Eqs. 6 and 7 one must use:
[image: image]
Which, assuming again that CC = CA, leads to:
[image: image]
Not a cube-root law but a square-root law [2].
To better understand why Eq. 9 is correct and Eqs. 6 and 7 are not, imagine that the inter-assembly “communication channels” are only used for speeches. A single assembly member shares with each speaker one channel, and the total number of his/her channels corresponds to the number of speakers, i.e., of representatives, and not to its square. This changes the cube-root law into a square-root law.
The other flaw in the above logic frame is that there is absolutely no evidence supporting its hypothesis that CC = CA. On the contrary, this assumption causes problems. In the original work of Ref. [1], it led to Eq. 8, and the corresponding forced best fit of Eq. 4 would give k ≈ 14%, which hopefully is too low. And would become a catastrophic 0.3% with the unrestricted best fit of Eq. 3.
The balance between different types of communications can actually change from country to country and evolves with time. For example, modern communication instruments can reduce CC. Symmetrically, effective negotiators can decrease CA. Thus, assuming a priori that CC = CA is arbitrary.
Supposing instead that CC/CA = x, Eqs. 8 and 10 become:
[image: image]
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In both cases, the multiplication factor is a combination of k and x, which cannot be disentangled from each other by best-fitting the data. One could perhaps estimate k from independent information like literacy, party membership and voter participation. But evaluating x is extremely difficult because of its multiple, competing and evolving causes and the lack of data.
DISCUSSION
The difficulties in evaluating x and k negatively impact the use of a power law to identify the “optimal” size of a national assembly. And other problems affect this approach.
Note that Ref. [1] tried to link the populations not to the “optimal” parliament sizes but to the real sizes, using data for countries of all kinds. Of these, many if not most were plagued by corruption, ineffective bureaucracy and/or authoritarian regimes. Thus, they could hardly lead to “optimal” values of A.
Hypothetically, one could try to extract an “optimal” value by using a subset of “good” countries, perhaps those with low indexes for corruption and bureaucratic ineffectiveness. However, not even filtering could solve the fourth problem affecting Ref. [1]: accuracy. In fact, any evaluation of A with a power law is very sensitive to the exponent. Taking the derivative of Eq. 2 one obtains:
(dA/dn) = aPon ln(Po) = A ln(Po) ,
[image: image]
since Po is large, an uncertainty dn, however small, is multiplied by a big factor ln(Po) and produces a large relative uncertainty dA/A. For example, the dn uncertainty ±0.03 from Eq. 3, with a population of just ≈617,000, would bring dA/A to ≈40%, large enough to accommodate most political preferences.
In short, accurately evaluating the “optimal” size of a national assembly is illusory. And trying to inject additional factors besides the population cannot solve the above problems.
At most, this kind of approach can identify the countries that strongly deviate from the “average”, as Ref. [2] did for France, the USA and Italy. However, without filtering the “average” is for a mix of “good” and “bad” countries, thus a deviation from it is not necessarily negative …and could even be positive!
In conclusion, we surprisingly found that the historical and very influential work of Taagepera [1] used a wrong equation to derive its famous cube-root law and arbitrarily assumed time equipartition between inter-assembly and assembly-constituency communications. An unrestricted best fit of the original data does not support the cube-root law and would favor instead a power law with an exponent larger than 1/3. These flaws fatally undermine the foundations of the cube-root law and disqualify - also for other reasons - its popular use to evaluate the “optimal” parliament size for a country.
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Some experiments seem to yield strong evidence of variability of beta-decay rates, but other experiments may show little or no such evidence. Some recent experiments help clarify the situation. In particular, a certain oscillation appears in neutrino measurements made at the Super-Kamiokande Neutrino Observatory and in radon beta-decay measurements made at the Geological Survey of Israel, with identical frequency (9.43 years−1), amplitude and phase, strengthening the case for an influence of neutrinos on beta decays. A review of current experimental information leads us to suggest that 1) beta-decay rates do not change, but 2) the angular distribution of decay products may be anisotropic, and 3) the angular distribution of decay products may be influenced by the ambient neutrino flux. It appears that experiments at standards laboratories tend to be insensitive to direction, and this may be the reason that they tend not to exhibit evidence of variability.
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INTRODUCTION, INCLUDING EARLY EVIDENCE FOR VARIABILITY
There has for some time been evidence that some beta decay processes exhibit some form of variability. Whether or not beta decays are intrinsically variable is significant for geologists who rely on radon measurements to probe the outer layers of the lithosphere. Whether or not the solar neutrino flux is variable is important not only to solar physicists, but also to physicists for whom solar-neutrino measurements yield a test of our comprehension of nuclear physics.
Alburger et al. [1] reported the results of their study at the Brookhaven National Laboratory (BNL) of the decay of 32Si over the time period 1982–1986, using the long-lived nuclide 36Cl as a calibration standard. Reviewing the ratio of the 32Si count rate to the 36Cl count rate, Alburger et al. noted “small periodic annual deviations of the data points from an exponential decay curve [that were] of uncertain origin.” One may note that the depths of modulation–of order 0.05%–for the two nuclides are similar, even though there is a wide difference in the decay half-lives (172 years for 32Si, 300,000 years for 36Cl).
Siegert et al. [2], at the Physikalisch-Technische Bundesanstalt (PTB), reported the results of a 20-year study of the beta decays of 152Eu and 154Eu, using 226Ra as a standard. They noted annual oscillations in the measured decay rates of both 152Eu and 226Ra.
Falkenberg [3] claimed to find evidence of an annual oscillation in the beta decay rate of tritium, which he attributed to the annual variation of the Earth-Sun distance, suggesting a possible role of neutrinos.
Parkhomov [4] has found evidence of variability in beta decays but not in alpha decays.
FIschbach et al. [5], in their review of the field, presented an overview of (then) recent research dealing with “the question of whether nuclear decay rates (or half-lives) are time-independent constants of nature, as opposed to being parameters which can be altered by an external perturbation.” It was then not unreasonable to assume that variations in flux measurements should be interpreted as variations in decay rates. It was also not unreasonable to attribute an annual variation in these measurements to the annual variation in the Earth-Sun distance.
An overview of reported anomalies in decay rates can be found in the recently published work of McDuffie et al. [6].
In this article, we claim that more recent experiments yield conclusive evidence of variability. We point out that a reanalysis of the experimental results shows that an apparent conflict between experimenters who find evidence of variation and experimenters who do not find such evidence hinges on the conventional understanding of the role of neutrinos. We suggest that the conventional role may need to be revised, along lines suggested in the Discussion section.
EARLY EVIDENCE AGAINST VARIABILITY
Whether or not nuclear decay rates are constant or variable is clearly a question of interest to standards laboratories. As we noted in the introduction, Including Early Evidence for Variability, analysts at PTB reported apparent variations in decay measurements of 152Eu and 226Ra, but Nahle and Kossert [7] of PTB advanced reasons to discount the early results as evidence of variability. Kossert and Nahle [8] later claimed that measurements of 90Sr/90Y decays, in a specially designed experiment, gave no evidence of variability. However, a re-analysis of the Kossert-Nahle measurements [9] revealed evidence of variability.
Pommé, of the European Commission Joint Research Center, and his collaborators have published many articles discounting evidence of the variability of nuclear decay processes. An early article of this group [10] gives a summary of 67 measurements of the decay rates of several different nuclides, giving results from several different laboratories, covering several different decay mechanisms. Measurements were made by a wide variety of techniques, but most of the datasets were of limited length (less than 1,000 lines). The individual datasets were tested for annual oscillations, which were typically found to be a small fraction of a percent with phases that varied over a wide range. Pommé et al. concluded that “the observed seasonal modulations could be attributed to instrumental instability” [10]. For a recent publication and guide to earlier articles, see [11].
RADON DECAY MEASUREMENTS ACQUIRED AT THE GEOLOGICAL SURVEY OF ISRAEL LABORATORY
The most extensive set of nuclear decay measurements is one that has been acquired at the Geological Survey of Israel (GSI) laboratory in Jerusalem. This experiment, in operation from day 86 of 2007 to day 312 of 2016, recorded, every 15 min, measurements of beta-related gamma rays, alpha radiation, and three environmental measurements (temperature, pressure and supply voltage), for a total of over 350,000 lines, each with seven entries [12].
Figures 1A,B show power spectra for the frequency ranges 0–6 year−1 and 6–16 year−1, respectively. These figures show power spectra formed from gamma measurements acquired at local noon (shown in red) and at local midnight (shown in blue). The principal peaks in these power spectra are listed in Tables 1–4.
[image: Figure 1]FIGURE 1 | (A) Power spectra formed from the 4-h band of measurements centered on noon (red) and midnight (blue) for the frequency band 0–6 years−1. We see that the biggest daytime oscillation is at 1 year−1; the biggest nighttime oscillation is at 2 years−1. (B) Power spectra formed from the 4-h band of measurements centered on noon (red) and on midnight (blue) for the frequency band 6–16 years−1. We see that there are strong oscillations in the expected rotational frequency band 10–14 years−1 (note especially the peaks at 11.35 and 12.64 years−1) in the nighttime data, but comparatively small oscillations in the daytime data (Cf Tables 3, 4).
TABLE 1 | The annual oscillation and the leading two harmonics as derived from the GSI noon-centered measurements.
[image: Table 1]TABLE 2 | The annual oscillation and the leading two harmonics as derived from the midnight-centered measurements.
[image: Table 2]TABLE 3 | Top 20 peaks in the power spectrum formed from GSI noon data in the frequency band 6–16 years−1. Entries in bold comprise a triplet and two doublets with frequency separations close to 1 year−1: 7.45, 8.45 and 9.45 year−1; 11.35 and 12.35 year−1; and 12.65 and 13.65 year−1.
[image: Table 3]TABLE 4 | Top 20 peaks in the power spectrum formed from midnight data in the frequency band 6–16 years−1 Entries in bold comprise a triplet and two doublets with frequency separations close to 1 year−1: 7.45, 8.45 and 9.45 year−1; 11.35 and 12.35 year−1; and 12.65 and 13.65 year−1.
[image: Table 4]We find that the strongest oscillation is an annual oscillation, found primarily in the noon data, with a power of 4,254. (There is also a strong semiannual oscillation.) According to the standard expression
[image: image]
for the probability of obtaining by chance a power of S or more at a selected frequency [13] from normally distributed random measurements, this value of the power corresponds to a false-alarm probability of less than 10−1700. (This obviously rules out any environmental effect, such as has been suggested by Pommé [11].
We see from Figure 1B and Table 4 that the two strongest oscillations in the frequency band 6–16 year−1 (which covers the frequency band expected for solar rotation) are found in the midnight data at 11.35 year−1 with S = 65.5 and at 12.63 year−1 with S = 61.4. The geometry of the experiment is such that the detector reveals signals traveling vertically upwards. Since these signals have originated in the Sun, they have traveled through the Earth, indicating that the radon beta-decay photons somehow have their origin in neutrinos.
However, the gamma detector records a stronger signal at noon (Table 1). By analogy with the solar influence (attributed to solar neutrinos) detected primarily at midnight, we are led to consider the possibility that the influence detected primarily at noon may be attributable to neutrinos traveling toward the Sun. These can only be cosmic neutrinos, which will be the topic of a later article.
EVIDENCE FOR ANISOTROPY
A significant variation of the basic GSI experiment was carried out at the GSI laboratory in late 2013 [14]. The setup comprised two cylinders at right angles to each other. One cylinder was oriented to be parallel to the Earth’s rotation axis. The axis of the other cylinder was oriented to be in a vertical plane that contained the axis of the first cylinder, oriented to be normal to the axis of the first cylinder. If the measurements acquired by the two detectors appended to the two cylinders were subject to an isotropic influence (such as weather), the two detectors would have recorded identical measurements.
That did not happen. The apparent half-life of the radon source was found to be 0.861 ± 0.003 days in the pole direction and 2.308 ± 0.008 days in the orthogonal direction. The authors comment that “the outcome is in conformity with observations on radon signals in confined conditions and their different manifestation at different directions.”
This experiment provides conclusive evidence that whatever process influences the beta decay process is intrinsically anisotropic. Any interpretation of beta-decay measurements must take this fact into account.
EVIDENCE FOR AN INFLUENCE OF THE ENVIRONMENT
Two experiments by Bellotti et al. [15] offer further information relevant to the mechanism of variability of nuclear decays.
The First Bellotti Experiment
A glass sphere (130 mm diameter) was connected through a pipe to a stainless steel cylinder containing 0.3 kg of rock rich in uranium. The radon from the radium decay fills the glass sphere which, after 5–6 days, was isolated from the radon source. Gamma rays from the radon progeny were detected by a 3” by 3” NaI crystal placed a few millimeters from the surface of the sphere. Both the detector and the glass sphere were enclosed in a 5 cm thick lead shield.
The normalized residual of the count rate, divided by the expected rate, is shown as a function of time in the upper panel of Figures 2A. The experimenters reported that “instead of having a statistical distribution around zero, there is clearly a 24 h period.” They found the same behavior if they took into account only the peaks due to 214Pb and 214Bi.
[image: Figure 2]FIGURE 2 | (A) Normalized deviations from the exponential trend of the measured count rate for radon in air measured by Bellotti et al. [15]. The upper panel shows the data without polystyrene particles inside the glass sphere containing air charged with radon, the lower panel with these particles. Fluctuations within ±2σ are shown with shaded areas. Reprinted from Bellotti et al. [15] with permission from Elsevier. (B) A plot of a 120-h sample of the normalized hourly measurements of the gamma count rate registered by the GSI experiment (Radon Decay Measurements Acquired at the Geological Survey of Israel Laboratory), showing a diurnal variation very similar to that shown in (A).
The Second Bellotti Experiment
Bellotti and his colleagues speculated that the diurnal modulation evident in their first experiment could be attributed to the displacement of the radioactive nuclei inside the gas volume, together with a variation of the detector efficiency. The experimenters set out to evaluate that hypothesis by filling the sphere with polystyrene particles (diameter: 0.7–0.9 mm), so that the radon atoms were confined to the interstitial space between the polystyrene particles. Measurements made with that configuration exhibited no modulation, as shown in the lower panel of Figure 2A. The authors concluded that the displacement of radioactive atoms was the cause of the diurnal modulation.
As a further check of that hypothesis, the experimenters added a second NaI detector diametrically opposite to the first detector. They found that the variation with time of the difference in count rates of the two detectors was very similar to the difference in the temperatures at the locations of the two detectors, and inferred that the diurnal variation of the count rate evident in their first experiment was attributable to the diurnal variation of the location of the radioactive nuclei inside the gas volume.
However, we show in Figure 2B a short section (120 h) of gamma measurements recorded by the GSI experiment. We see that this experiment exhibits a diurnal oscillation very similar to that recorded by the Bellotti experiment (Figures 2A)–similar in both amplitude and structure. This strong similarity suggests that both experiments are responding to a similar or identical influence.
As a further test, Bellotti et al. modified the experiment to “immobilize” radon and its progeny, allowing at the same time for a rather high radon concentration. To achieve these goals, the experimenters diffused radon into olive oil which has a much higher viscosity than air and which permits a radon concentration 29 times higher than in air. To minimize the background and its fluctuations, the experiment was carried out underground at the Gran Sasso National Laboratory (LNGS). The olive oil, charged with radon, was contained in a copper tube, 10 cm diameter, with wall thickness 2 mm. The detector was again a 3” by 3” NaI detector (but its relationship to the tube has not been specified). The shielding was provided by at least 15 cm of lead and the laboratory temperature was kept between 12°C and 13°C.
Measurements were made for four intervals of lengths ranging from 1,185 to 1,462 h. Their analysis of these four intervals gave no evidence of variability: the relative half-life variation was 7 × 10−6, one order of magnitude less than the statistical error. The experimenters concluded that their final result was a very precise value for the 222Rn half life of 3.82146 (16)stat(4)syst d. The experimenters remark that using radon diffused in olive oil removed the large fluctuations (presumably the diurnal oscillations) in the count rate that were a feature of the first experiment.
AN OSCILLATION EVIDENT IN BOTH SUPER‐KAMIOKANDE AND GEOLOGICAL SURVEY OF ISRAEL MEASUREMENTS
The Super-Kamiokande (SK) Observatory, which has been in operation for 35 years (since 1985, with one unfortunate lapse), began data-taking in 1996 and released 5 years of data in 2003. There have been a number of analyses of that dataset. One from the SK Consortium [16] claimed to establish that their dataset yields no evidence of variability. However, concerning the two most detailed analyses of that dataset, that of Sturrock and Scargle [17] revealed evidence of a significant oscillation at 9.43 year−1, and that of Ranucci et al. [18] contains the following conclusion: “multiple peaks significance assessment and alias prediction delineate a … complex picture in which a line at 9.42 cycles/year … emerges in the spectrum with an individual significance which cannot exclude the constant rate hypothesis, but accompanied by other indicators that do not fully endorse such a conclusion.”
We have carried out analyses of the SK and GSI datasets using an extension of the Lomb-Scargle procedure that yields amplitude and phase as well as power. The result is shown in Table 5 and Figure 3.We see that there is remarkable agreement not only in frequency but also in amplitude and phase.
TABLE 5 | The frequency, amplitude and phase of the (nominally) 9.43 years−1 oscillation, as it occurs in Super-Kamiokande data and GSI data.
[image: Table 5][image: Figure 3]FIGURE 3 | Frequency, amplitude and phase of the 9.43 years−1 oscillation as it appears in Super-Kamiokande (SK) measurements and in GSI measurements.
We see from Table 3 that not only is the 9.43 year−1 oscillation evident in GSI data, but we also find two annual sidebands (effectively at 8.43 and 7.43 year−1). Such sidebands are attributable to oblique rotation, i.e., to rotation about an axis that is not normal to the ecliptic [19].
DISCUSSION
The results shown in the previous section concerning the GSI measurements present a strong case that some nuclear decay processes are in some sense variable. Tables 1, 2 and Figures 1A present evidence that beta-decay measurements are influenced by the varying Earth-Sun configuration. Figure 1B and Tables 3, 4 strongly suggest that these measurements are influenced by solar rotation. This inference is reinforced by the finding that some of the rotational oscillations are accompanied by sidebands with displacements of 1 year−1. Such sidebands are comprehensible if the rotation axis departs significantly from the normal to the ecliptic [19] (and therefore differs significantly from the rotation axis inferred from optical observations). Different oscillations presumably correspond to different regions of the solar interior, the triplet at effectively 7.43, 8.43, and 9.43 year−1, possibly corresponding to the solar core.
We saw in Evidence for an Influence of the Environment that a completely different experiment (the first Bellotti experiment) exhibits a diurnal oscillation very similar to that found in the midnight data of the GSI experiment. The agreement is one not only of shape but also of magnitude. Since the same pattern is found in two completely different experiments, it can hardly be attributed to any environmental process. One must suspect that there is a physical explanation for this relationship.
We saw in An Oscillation Evident in Both Superkamiokande and GSI Measurements that an oscillation (at 9.43 years−1) is evident in both Superkamiokande solar neutrino measurements and GSI radon-decay measurements. Remarkably, the agreement is not simply one of frequency but also one of amplitude and phase. It is difficult to avoid the conclusion that both sets of measurements have a common cause. The simplest such interpretation is that neutrinos somehow influence beta decays.
The second Bellotti experiment, discussed in Evidence for an Influence of the Environment, shows that evidence for variability is suppressed if the radiation is isotropized by scattering. An apparent implication is that (as previously suggested [20]) variability involves the directional characteristics of measurements, not simply time dependence. Indeed, it is possible that time variation of measurements may actually be due to an anisotropy of what is being measured. Measurements made by an experiment that isotropizes radiation would then yield no evidence of variability.
Hence there may be no conflict between evidence of variability reviewed in this article and the null findings of many standards experiments, in which the target nucleus may be part of a molecule in a chemical form that is dissolved in a “cocktail” contained in a vial that may or may not be transparent, since such a design would tend to isotropise radiation from the nucleus under investigation.
The process by which neutrinos might influence beta decays is (if real) currently unknown. That such a process may exist would seem surprising, in view of the known very weak interaction of neutrinos with other particles. In seeking to reconcile these two apparently contradictory properties of neutrinos, one may consider as a possible analogy the interaction of electrons and ions in an electron-ion plasma. In that situation, there are two types of interaction: one is the direct short-range particle-particle interaction (typically negligible); the other is a long-range collective process by which large numbers of charged particles can interact [21]. One may therefore consider the possibility that the influence of neutrinos on nuclear processes may be a collective process, not a particle-particle process. This would require a mechanism for a long-range coupling of neutrinos, which may require the mediation of a boson to play the same role as the electromagnetic field in an electron-ion plasma. The examination of this hypothesis may require a new suite of experiments, including a search for evidence of spatial correlation that might be expected of a collective process, but mght not be expected of a non-collective process.
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The degeneracy in energy of value a arises from a permutation symmetry in g1 — g2 —

qa that preserves the form of the counter-term Hamiltonian.
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The lowest energy state is preserved for b = —a and a = a where « > 0. We willspit the
weight Ay uniformly across the N chained physical qubits, thereby giving a contribution
o the physical Hamitonian Hiyg = At/2 + a Gy +a s — 2 q1Ge. The energy spectrum
ensures that the two qubits are strictly correlated.
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Aj are obtained from Equation (11). The uncerteinties for Ay are estimated to be less

than 21%.
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The units of the fitting parameters are [cm®/s2].10~2 (a and b), and [ms] (r1, 12).
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