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Control of Long-Term Plasticity by
Glutamate Transporters
Silvana Valtcheva*† and Laurent Venance*

Dynamics and Pathophysiology of Neuronal Networks Team, Center for Interdisciplinary Research in Biology (CIRB), Collège
de France, CNRS UMR7241/INSERM U1050, Paris, France

Activity-dependent long-term changes in synaptic strength constitute key elements
for learning and memory formation. Long-term plasticity can be induced in vivo and
ex vivo by various physiologically relevant activity patterns. Depending on their temporal
statistics, such patterns can induce long-lasting changes in the synaptic weight by
potentiating or depressing synaptic transmission. At excitatory synapses, glutamate
uptake operated by excitatory amino acid transporters (EAATs) has a critical role
in regulating the strength and the extent of receptor activation by afferent activity.
EAATs tightly control synaptic transmission and glutamate spillover. EAATs activity can,
therefore, determine the polarity and magnitude of long-term plasticity by regulating the
spatiotemporal profile of the glutamate transients and thus, the glutamate access to
pre- and postsynaptic receptors. Here, we summarize compelling evidence that EAATs
regulate various forms of long-term synaptic plasticity and the consequences of such
regulation for behavioral output. We speculate that experience-dependent plasticity of
EAATs levels can determine the sensitivity of synapses to frequency- or time-dependent
plasticity paradigms. We propose that EAATs contribute to the gating of relevant inputs
eligible to induce long-term plasticity and thereby select the operating learning rules that
match the physiological function of the synapse adapted to the behavioral context.

Keywords: synaptic plasiticty, excitatory amino acid transporters, glutamate uptake, astrocytes, spike-timing
dependent plasticity, neuro-glia crosstalk, glutamate spillover

INTRODUCTION

Information processing at central synapses is governed by two main neural coding strategies:
integration and coincidence detection, which rely on the rate- and spike-time coding, respectively
(deCharms and Zador, 2000; Brette, 2015). Accordingly, the ability of synapses to undergo
long-term changes in synaptic weight have been investigated in vivo and ex vivo using two main
types of cell conditioning paradigms: rate-based and spike-timing-based protocols (Malenka and
Bear, 2004; Sjöström et al., 2008; Feldman, 2012). The induction of long-term potentiation (LTP)
or depression (LTD), following different cell conditioning paradigms, is assessed by the relative
change in the magnitude of postsynaptic responses. The induction of long-term synaptic plasticity
at glutamatergic synapses requires the activation of presynaptic and postsynaptic glutamate
receptors, situated at synaptic, perisynaptic and extrasynaptic sites (Asztely et al., 1997; Bergles and
Jahr, 1997; Bergles et al., 1997; Min et al., 1998; Rusakov and Kullmann, 1998; Lehre and Rusakov,
2002; Zheng et al., 2008; Figure 1). The timing of activation of glutamate receptors is expected to be
proportional to their distance from the presynaptic release site (Attwell and Gibb, 2005). There is a
critical role of glutamate diffusion in determining the balance of receptor activation. High-affinity
membrane glutamate transporters (also named excitatory amino acid transporters, EAATs)
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FIGURE 1 | Excitatory amino acid transporters (EAATs) control of receptors involved in long-term synaptic plasticity. EAATs control the activation of pre- and
postsynaptic glutamate receptors, as well as the spread of glutamate to neighboring inhibitory neurons. EAAT2 controls the induction of long-term plasticity relying
on presynaptic (Omrani et al., 2009) and postsynaptic mGluRs (Brasnjo and Otis, 2001; Valtcheva and Venance, 2016) and postsynaptic NMDARs (Katagiri et al.,
2001; Massey et al., 2004; Wong et al., 2007; Scimemi et al., 2009; Valtcheva and Venance, 2016). Astrocytic coverage of neurons controls the activation of
presynaptic type-III mGluRs or kainate receptors on GABAergic terminals (Piet et al., 2004; Bonfardin et al., 2010).

control the degree to which glutamate receptors located in the
perisynaptic space or outside the synaptic cleft are activated
following each release event (Bergles et al., 1997; Min et al., 1998;
Zheng et al., 2008; Vandenberg and Ryan, 2013). The glutamate
uptake process is electrogenic and is driven by the ion gradients
of K+ andNa+ (Zerangue andKavanaugh, 1996; Levy et al., 1998;
Owe et al., 2006). EAATs have similar affinities for glutamate as
glutamate receptors (Arriza et al., 1994) and their transport cycle
is slow relative to the time course of glutamate in the synaptic
cleft (Clements et al., 1992; Wadiche et al., 1995; Bergles and
Jahr, 1998). Therefore, the main role of EAATs is to terminate
the glutamate transient by primary acting as glutamate buffers
followed by active transport. While during sparse activation of
synapses, glutamate is likely cleared from the synaptic cleft by
diffusion instead of active transport (Helassa et al., 2018), EAATs
appear as key players for plasticity induction by controlling
the spatiotemporal activation of glutamatergic receptors during
episodes of high neuronal activity.

EAATs are constituted by five subtypes, named EAAT1-5
(Danbolt, 2001). EAAT type-1 (EAAT1) and type-2 (EAAT2)
are mainly expressed in glial cells. EAAT1 is mostly expressed
by Bergmann glia cells but is also found in other brain
regions (Arriza et al., 1994; Rothstein et al., 1994; Chaudhry
et al., 1995; Lehre et al., 1995; Wadiche and Kavanaugh,
1998). EAAT2 is specifically expressed in perisynaptic astrocytic
processes ensheathing synaptic complexes, but not in astrocytic
cell bodies (Danbolt et al., 1992; Rothstein et al., 1994; Lehre
et al., 1995; Furuta et al., 1997; Levy et al., 1998; Minelli et al.,
2001; Holmseth et al., 2009). EAAT2 can also be found in
some excitatory neurons in hippocampus and cortex but its
physiological role remains uncertain based on its distribution
(not concentrated at synapses) and its low level of expression

(∼10% of astrocytic EAAT2; Chen et al., 2004; Furness et al.,
2008; Melone et al., 2009, 2011; Petr et al., 2015; Danbolt et al.,
2016; Rimmele and Rosenberg, 2016). EAAT type-3 (EAAT3)
and EAAT type-4 (EAAT4) are found in neurons at postsynaptic
sites (Rothstein et al., 1994; Fairman et al., 1995; Lehre et al.,
1995; Furuta et al., 1997; Conti et al., 1998). EAAT4 is expressed
by cerebellar Purkinje cells in particular on extrasynaptic sites
(Tanaka et al., 1997; Dehnes et al., 1998). Finally, EAAT
type-5 (EAAT5) is expressed in the photoreceptors, bipolar and
amacrine cells of the retina and has been suggested to mainly act
as glutamate-activated chloride channel to control the excitability
of retinal neurons (Eliasof and Jahr, 1996; Arriza et al., 1997;
Veruki et al., 2006; Schneider et al., 2014).

Numerous studies have shown that both astrocytic and
neuronal EAATs regulate the output of activity-dependent
long-term synaptic plasticity triggered by different cell
conditioning paradigms. Pharmacological or genetic alteration
of EAATs activity can either facilitate or impair rate-based
synaptic plasticity (Brasnjo and Otis, 2001; Katagiri et al.,
2001; Massey et al., 2004; Wang et al., 2006; Wong et al.,
2007; Omrani et al., 2009; Bellini et al., 2018). Spike-timing-
based cell-conditioning paradigms such as spike-timing-
dependent plasticity (STDP) reveal subtler multidimensional
regulation of synaptic plasticity by EAATs. STDP is a Hebbian
synaptic learning rule accounting for experience-dependent
changes in neural networks (Sjöström et al., 2008; Feldman,
2012), which depends on pre- and post-synaptic activity.
Besides the change in synaptic weight, STDP rules are
described by the permissive temporal window (∆tSTDP)
for plasticity expression. If pre- and post-synaptic activity
occur at ∆tSTDP beyond a few tens of milliseconds, it does
not generally trigger long-term synaptic efficacy changes,
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and, therefore, these events are considered as uncorrelated.
Altering glutamate uptake by up- or downregulation
of the astrocytic EAAT2 has an effect on both STDP
expression and the temporal range of its permissive window
(Valtcheva and Venance, 2016).

Here, we review recent findings on the control of long-term
synaptic plasticity by EAATs and we discuss how alterations
of glutamate transport affect behavior. Finally, we focus on
the physiological regulation of EAATs by different forms of
experience and speculate on how this might shape the sensitivity
of synapses to undergo different forms of long-term plasticity.

EAATs CONTROL OF LONG-TERM
SYNAPTIC PLASTICITY DEPENDS ON THE
CELL CONDITIONING PARADIGM

EAATs exert differential control on long-term synaptic plasticity
depending on the cell conditioning paradigm, i.e., rate- vs. spike-
timing protocols. EAATs regulate the expression and magnitude
of rate-based synaptic plasticity, whereas EAATs control the
expression and the temporal window of spike-timing-based
synaptic plasticity.

Pharmacological or genetic targeting of EAATs alters the
magnitude of plasticity induced with rate-based protocols
such as low- and high-frequency stimulation (LFS and HFS,
respectively) or theta-burst stimulation (TBS; Figures 2, 3;
Table 1). Inhibition of glutamate uptake with bath application
of threo-β-benzyloxyaspartic acid (TBOA), a broad-spectrum
non-transportable EAATs blocker, or with trans-4-carboxy-L-
proline (t-PDC), a transportable inhibitor, promotes LFS-LTD in
layer II/III of perirhinal cortex of adult rats while no plasticity is
observed in control conditions (Massey et al., 2004; Figure 3A).
Similarly, TBOA bath application in acute brain slices or
intracerebroventricular infusion in vivo also promotes LFS-LTD
in the CA1 region of the hippocampus of adult rats, while no
plasticity is observed after LFS in control conditions in vivo and
ex vivo (Wong et al., 2007; Figure 3A). Blockade of glutamate
transport with TBOA also increases single-cell LTD magnitude
in cerebellar Purkinje cells in juvenile rats, triggered by HFS
of the parallel fibers paired with Purkinje cell depolarization
(Brasnjo and Otis, 2001; Figures 2A, 3A). Genetic deletion of
astrocytic EAAT2 results in impaired HFS-LTP, but has no effect
on LFS-LTD, in brain slices of the stratum radiatum of mice
(Katagiri et al., 2001; Figures 2B, 3A). Pharmacological blockade
with the EAAT2 specific inhibitor dihydrokainic acid (DHK)
decreases TBS-LTP magnitude of C-fiber evoked field potentials
in the spinal dorsal horn of anesthetized rats (Wang et al.,
2006; Figure 3A). TBS-LTP in the hippocampal CA1 region is
impaired in mice lacking neuronal EAAT3 (Scimemi et al., 2009;
Figure 3A). Overexpression of EAAT2 protein levels via i.p.
treatment with the beta-lactam antibiotic ceftriaxone (Rothstein
et al., 2005) prevents the expression of LFS-LTD and decreases
themagnitude of HFS-LTP at the hippocampalmossy fibers-CA3
synapse (Omrani et al., 2009; Figures 2D, 3B).

Exploring STDP expression with specific pharmacological
targeting of EAAT2 glutamate uptake uncovers that together

with its control over plasticity magnitude, EAAT2 tightly
regulates the temporal window for plasticity induction in
the rat dorsolateral striatum (Valtcheva and Venance, 2016;
Figures 2C, 3C; Table 1). Indeed, specific pharmacological
blockade of EAAT2 (with DHK or WAY-213,613) during
the STDP induction protocol results in a broadening of the
permissive window for plasticity expression at corticostriatal
synapses. Inhibition of EAAT2 promotes the expression of spike-
timing-dependent LTD (t-LTD) or spike-timing-dependent LTP
(t-LTP) at temporal intervals, where no plasticity is observed
under control conditions (beyond ∆tSTDP = ±30 ms for
1 Hz pairings). Upon EAAT2 inhibition, plasticity expression
does not follow STDP rule, as a non-timing-dependent
LTP can be triggered by uncorrelated events (randomized
pre-post and post-pre pairings) or even unpaired activity
(postsynaptic activation alone). EAAT2 inhibition reveals an
overlap between non-timing-dependent LTP and LTD triggered
by the recruitment of GABAergic networks at a narrow temporal
window (−70 < ∆tSTDP < +70 ms; Valtcheva and Venance,
2016). On the contrary, overexpression of EAAT2 following
chronic ceftriaxone treatment of rats results in a lack of
STDP at corticostriatal synapses (Valtcheva and Venance, 2016;
Figures 2E, 3D). Therefore, EAAT2 control the expression
of spike-timing-based plasticity but also acts as a selector for
Hebbian vs. non-Hebbian plasticity.

HOW EAATs CONTROL LONG-TERM
PLASTICITY

EAATs regulate the expression of both rate- and spike-
timing-based long-term plasticity by several mechanisms.
EAATs control the extent of activation of receptors present
in synaptic and peri-/extrasynaptic compartments, or on
neighboring neurons, by controlling the temporal and spatial
profile of the glutamate transient (Tong and Jahr, 1994;
Brasnjo and Otis, 2001; Clark and Cull-Candy, 2002; Dzubay
and Otis, 2002; Reichelt and Knöpfel, 2002; Attwell and
Gibb, 2005; Tzingounis and Wadiche, 2007; Chalifoux and
Carter, 2011). Synaptically released glutamate diffuses out
of the synaptic cleft and binds to NMDARs and mGluRs
in the peri- or extrasynaptic membrane or at neighboring
synapses (Kullmann et al., 1996; Barbour and Häusser, 1997;
Scanziani et al., 1997; Kullmann and Asztely, 1998; Szapiro
and Barbour, 2007). The extent of such extrasynaptic actions
is regulated by the high-affinity glutamate uptake operated
mainly by EAAT2 (Asztely et al., 1997; Bergles and Jahr,
1997; Min et al., 1998; Rusakov and Kullmann, 1998; Lehre
and Rusakov, 2002; Zheng et al., 2008). EAAT2 rapidly
reduces the free concentration of glutamate but part of the
content of the exocytosis of presynaptic vesicles binds to
glutamatergic receptors situated in the immediate perisynaptic
space (Rusakov and Kullmann, 1998; Zheng et al., 2008).
Moreover, sustained episodes of high-frequency presynaptic
activity delay glutamate clearance by astrocytes and allow
prolonged activation of NMDARs (Armbruster et al., 2016).
Finally, diffusion of EAAT2 on the astrocytic membrane is
crucial for the glutamate buffering function of EAAT2, thus
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FIGURE 2 | Modulation of long-term synaptic plasticity by EAATs. (A) Pharmacological inhibition of EAATs by the broad-spectrum non-transportable blocker
threo-β-benzyloxyaspartic acid (TBOA) increases the magnitude of long-term depression (LTD) in cerebellar Purkinje cells, triggered by high frequency stimulation
(HFS) of the parallel fibers (five pulses at 100 Hz) paired with Purkinje cell depolarization (0 mV for 50 ms) repeated at 0.5 Hz for 1 min. This LTD is
mGluR1-dependent since it is inhibited by LY367385. Adapted with permission from Brasnjo and Otis (2001). (B) Genetic deletion of EAAT2 decreases the amplitude
of HFS-induced long-term potentiation (LTP) in the stratum radiatum region of the hippocampus. Adapted with permission from Katagiri et al. (2001). (C) Specific
pharmacological blockade of EAAT2 with dihydrokainic acid (DHK) results in a broadening of the permissive window for spike-timing dependent plasticity (STDP)
expression at corticostriatal synapses. Inhibition of EAAT2 results in t-LTD or t-LTP at temporal intervals where no plasticity is observed under control conditions
(beyond ∆tSTDP = ±30 ms). (C1) Time window (∆tSTDP) for long-term synaptic strength for post-pre and pre-post pairings. (C2) Averaged time-course of
experiments with transient blockade of EAAT2 with bath-application of DHK for post-pre and pre-post pairings beyond ∆tSTDP = ±100 ms. Adapted with permission
from Valtcheva and Venance (2016). (D) Overexpression of EAAT2 by chronic ceftriaxone treatment prevents the expression of low frequency stimulation
(LFS)-induced LTD at the hippocampal mossy fibers-CA3 synapse. Adapted with permission from Omrani et al. (2009). (E) STDP time window (∆tSTDP) for long-term
synaptic strength for post-pre and pre-post pairings showing that overexpression of EAAT2 by chronic ceftriaxone treatment prevents the expression of STDP at
corticostriatal synapses. Adapted with permission from Valtcheva and Venance (2016). ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.
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FIGURE 3 | Effects of EAATs modulation on long-term plasticity. (A,B) Effects of EAATs regulation on rate-based plasticity. (A) Downregulation of EAATs by
pharmacological inhibition or genetic knock-out (closed circles) results in a lower threshold for LTD induction and a higher threshold for LTP induction using
rate-based plasticity paradigms compared to control conditions (open circles). Pharmacological inhibition of EAATs: (1) increases LTD magnitude (Brasnjo and Otis,
2001); (2) promotes LTD (Massey et al., 2004; Wong et al., 2007); (3) prevents LTP induction (Wang et al., 2006). Genetic knock-out of EAATs; and (4) decreases LTP
amplitude (Katagiri et al., 2001; Scimemi et al., 2009). (B) Upregulation of EAATs by chronic ceftriaxone treatment (closed circles) prevents the expression of
LFS-induced LTD and decreases the amplitude of HFS-induced LTP compared to control conditions (open circles; Omrani et al., 2009). (C,D) Effects of EAATs
regulation on spike-timing-based plasticity. (C) Downregulation of EAAT2 by pharmacological inhibition with DHK results in a broadening of the permissive window
(∆tSTDP) for plasticity expression (Valtcheva and Venance, 2016). (D) Upregulation of EAATs by chronic ceftriaxone treatment prevents the expression of STDP
(Valtcheva and Venance, 2016).

allowing the transporter to relocate between synaptic and
peri-/extrasynaptic sites (Murphy-Royal et al., 2015). There
is a critical role of glutamate diffusion in determining the
balance of receptor activation and EAATs control the degree to
which receptors located outside the cleft are activated following
each release event (Bergles et al., 1997; Min et al., 1998;
Zheng et al., 2008).

EAATs Control the Activation of Receptors
Involved in Long-Term Plasticity
Up- or down-regulation of glutamate uptake can have a
profound effect on plasticity expression or magnitude. Increase
in EAATs density would increase the buffering capacity for
glutamate and decrease glutamate receptor stimulation as EAATs
compete for the extracellular glutamate with NMDARs and
mGluRs located in the peri- or extrasynaptic space (Bergles
et al., 2002; Tzingounis and Wadiche, 2007; Figure 1).
Increasing glutamate clearance can also reduce synaptic receptor
activation (Min et al., 1998). In contrast, downregulation of
EAATs should allow extended binding of glutamate to its
receptors (Figure 1).

Up-regulation of EAAT2, with ceftriaxone (Rothstein et al.,
2005), prevents LFS-LTD and decreases the magnitude of
HFS-LTP at the hippocampal mossy fibers-CA3 synapse
(Omrani et al., 2009; Figures 2D, 3C). The effect on LFS-LTD
can be explained by the enhanced glutamate clearance resulting
from EAAT2 up-regulation, thus limiting the activation of
perisynaptic mGluRs which are responsible for LFS-LTD
induction at the mossy fibers-CA3 synapse (Kobayashi et al.,
1996; Yokoi et al., 1996). Indeed, bath-applied DHK during
LFS rescues LTD in ceftriaxone-treated animals, by promoting
glutamate accumulation and mGluRs activation (Omrani et al.,
2009). Likewise, reduced glutamate access to presynaptic kainate
receptors, which mediates HFS-LTP at the mossy the fibers-CA3

synapse (Schmitz et al., 2003) might account for the reduction
in HFS-LTP magnitude. A similar mechanism is likely involved
in the loss of striatal t-LTD and t-LTP expression after
EAAT2 up-regulation with ceftriaxone treatment (Valtcheva and
Venance, 2016; Figures 2E, 3D). At corticostriatal synapses in
the dorsolateral striatum, t-LTD is mGluR-mediated and t-LTP
depends on NMDARs (Fino et al., 2010; Evans et al., 2012),
and these receptors are located within but also outside the
synaptic cleft (Baude et al., 1993; Paoletti et al., 2013). Therefore,
EAAT2 overexpression may limit the activation of receptors
responsible for STDP induction and impair the detection of
correlated synaptic activity.

EAATs inhibition by TBOA increases the magnitude of
associative mGluR-dependent LTD at cerebellar parallel fiber-
Purkinje cell synapse by enhancing mGluRs transmission
(Brasnjo and Otis, 2001; Figures 2A, 3A). Specific
pharmacological blockade of EAAT2 with intrathecal infusion
of DHK in the spinal dorsal horn decreases HFS-LTP magnitude
at lower doses of DHK and precludes LTP expression at higher
doses (Wang et al., 2006; Figure 3A). LTP of unmyelinated
C-fibers onto spinal dorsal horn neurons synapse relies on
NMDARs activation (Randi ć et al., 1993). Therefore, continuous
EAAT2 blockade (via intrathecal DHK infusion) and subsequent
glutamate accumulation may result in excessive NMDAR
stimulation, neuronal depolarization and subsequent increase
in intracellular Ca2+ concentration, which would hinder further
LTP induction. Similarly, genetic deletion of either astrocytic
EAAT2 (Katagiri et al., 2001) or neuronal EAAT3 (Scimemi
et al., 2009) impairs HFS-LTP in the hippocampus, most likely
due to the chronic activation of NMDARs (Figure 3A). In
knock-out mice for either EAAT2 or EAAT3 (Katagiri et al.,
2001), glutamatergic transmission is increased, which may lead
to enhanced stimulation of NMDARs, therefore precluding the
ability of synapses to further potentiate.
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Distinct natural expression patterns of EAATs also affect
plasticity expression in different regions. Indeed, Purkinje cells
in the cerebellar vermis express lower levels of EAAT4 and
exhibit mGluR-dependent LFS-LTD at the parallel fiber-
Purkinje cell synapse. In contrast, LFS-LTD is absent in the
cerebellar flocculus where EAAT4 is highly expressed, which
might decrease the extent of mGluRs recruitment during HFS
(Wadiche and Jahr, 2005).

EAATs Prevent the Expression of Aberrant
Plasticity
EAATs control the extent of glutamate spillover and the access
of glutamate to receptors located at the peri- and extrasynaptic
sites (Figure 1). Although EAATs are not overwhelmed by
physiological activity, a total synaptic isolation is not reached
(Asztely et al., 1997; Diamond and Jahr, 1997, 2000). Receptors
that are typically not recruited by glutamate release under
afferent stimulation in control conditions, can become key
actors of long-term plasticity when glutamate uptake is altered
(Tzingounis and Wadiche, 2007). Therefore, physiological or
pathological down-regulation of EAATs has a permissive role
for the expression of different forms of long-term plasticity
(Massey et al., 2004; Wong et al., 2007; Aida et al., 2015;
Valtcheva and Venance, 2016). EAATs prevent the expression
of aberrant plasticity that is absent in physiological conditions
but can be revealed when EAATs are blocked. Both rate-
(Massey et al., 2004; Wong et al., 2007) and spike-timing-
based (Valtcheva and Venance, 2016) paradigms which fail to
induce changes in synaptic strength in control conditions in vivo
and ex vivo, can promote long-term plasticity when glutamate
uptake is impaired.

Pharmacological inhibition of all EAAT subtypes by TBOA
in the perirhinal cortex (Massey et al., 2004) and in the
CA1 region of the hippocampus (Wong et al., 2007) has a
permissive role for the expression of in vivo and ex vivo
LFS-LTD, mediated by NMDARs containing the GluN2B-
subunit (Figure 3A). In the dorsolateral striatum, specific
EAAT2 inhibition by DHK (or WAY-213,613) disrupts the
temporal contingency between pre- and postsynaptic activity,
which is required for STDP expression (Valtcheva and
Venance, 2016; Figures 2C, 3C). The sharp sensitivity to
the timing of synaptic inputs of striatal STDP is erased
in conditions of EAAT2 blockade when DHK (or WAY-
213,613) is applied exclusively during the STDP protocol.
This promotes the expression of a non-timing-dependent
LTP mediated by GluN2B-NMDARs which is can also be
induced by uncorrelated pre- and postsynaptic events. This non-
timing-dependent LTP is absent in control conditions when
EAAT2 activity is intact.

EAATs Ensure Synaptic Independence
Astrocytic EAAT2 is of crucial importance for limiting
glutamate spillover to neighboring synapses, and therefore
tightly controlling both cooperation and synaptic independence
(Arnth-Jensen et al., 2002; Huang et al., 2004; Scimemi et al.,
2004; Attwell and Gibb, 2005; Tzingounis and Wadiche, 2007;
Figure 1). High-affinity NMDARs and mGluRs, located on peri-

or extrasynaptic sites (Baude et al., 1993; Paoletti et al., 2013),
or on neighboring neurons, mediate most of the glutamatergic
spillover responses and their activation is limited by active
astrocytic glutamate uptake (Kullmann and Asztely, 1998;
Diamond and Jahr, 2000; Huang and Bergles, 2004; Coddington
et al., 2013). Therefore, inhibition of EAAT2 favors synaptic
crosstalk by the recruitment of neighboring neurons (Huang
et al., 2004), or via the loss of specificity of afferent inputs (Arnth-
Jensen et al., 2002; Scimemi et al., 2004).

EAAT2 blockade results in heterosynaptic LTP in the lateral
amygdala (Tsvetkov et al., 2004). LTP at both cortical and
thalamic synapses onto pyramidal cells in the lateral amygdala
depends on NMDAR activation (Huang and Kandel, 1998; Bauer
et al., 2002; Tsvetkov et al., 2002, 2004). Specific pharmacological
blockade of EAAT2 with DHK leads to the loss of input
specificity in the lateral amygdala, most likely by promoting
intersynaptic crosstalk between cortical and thalamic inputs
onto pyramidal cells (Tsvetkov et al., 2004). Glutamate spillover
may also recruit neighboring interneurons and their activation
can impact long-term plasticity expression of principal cells.
Indeed, specific blockade of EAAT2 with DHK results in an
increased inhibitory drive from GABAergic microcircuits in
the striatum (Valtcheva and Venance, 2016). Suprathreshold
activation of GABAergic interneurons by cortical stimulation
masks the expression of non-timing-dependent LTP of striatal
output neurons. In these conditions, enhanced inhibitory
transmission promotes the expression of GABA-dependent LTD,
instead of postsynaptic NMDAR-mediated LTP, at a narrow
temporal window. As a result, postsynaptic NMDAR-mediated
LTP is expressed only at a larger temporal window, when
the cortical stimulation occurs far from the postsynaptic spike
and thus the strong inhibitory drive does not interfere with
postsynaptic LTP expression (Valtcheva and Venance, 2016;
Figures 2C, 3C).

EAATs Set the Balance Between
LTP and LTD
Interestingly, in many cases of rate-based synaptic plasticity
EAATs downregulation by either genetic or pharmacological
manipulations leads to a reduction of LTPmagnitude or occludes
its expression (Katagiri et al., 2001; Wang et al., 2006; Scimemi
et al., 2009) and promotes LTD (Brasnjo and Otis, 2001;
Massey et al., 2004; Wong et al., 2007; Figure 3A). Therefore,
blockade of glutamate transport may alter the balance between
LTP and LTD (Katagiri et al., 2001; Scimemi et al., 2009)
by reducing LTP magnitude and promoting LTD. Imposing
a bias towards synaptic depression in conditions when EAAT
activity is downregulated, may result from a shift in the
modification threshold for plasticity induction (Cooper and
Bear, 2012) by lowering LTD threshold and increasing LTP
threshold (Figure 3A). When synaptic glutamate spillover is
chronically enhanced and levels of ambient glutamate are thus
increased, LTP induction can also be damped by plasticity
saturation (Katagiri et al., 2001; Scimemi et al., 2009). In contrast,
promoting glutamate spillover can facilitate glutamate access to
extrasynaptic glutamate receptors and thus lower LTD threshold
(Massey et al., 2004; Wong et al., 2007). It is worthy of note
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that increasing the frequency of afferent stimulation in control
conditions can induce LTD (Figure 3), thus mimicking the
effects of EAATs inhibition (Massey et al., 2004). A subtle
balance between LTP and LTD should be of crucial importance
for optimal memory storage in neural networks and altering
glutamate uptake can have profound consequences for learning
and memory.

In contrast to the effects triggered by inhibition of
glutamate uptake, EAAT2 overexpression with ceftriaxone tends
to suppress plasticity expression by altering both LTP and
LTD (Omrani et al., 2009; Valtcheva and Venance, 2016;
Figures 3B,D). It would be appealing to explore if increasing
the frequency of afferent activation could overcome enhanced
glutamate uptake by promoting an increased glutamate spillover
and, therefore, restoring plasticity.

CONSEQUENCES OF EAATs ALTERATION
ON BEHAVIOR

Because EAAT activity controls synaptic plasticity, glutamate
uptake is expected to play an essential role in learning and
shaping behavior. Although making a causal direct link between
molecular impairment with behavioral changes is challenging,
we review in this chapter studies correlating the effect of EAATs
alterations to behavioral outputs.

In vivo chronic blockade of EAAT2 by DHK infusion in
the central nucleus of the amygdala induces anxiety (John
et al., 2015). This anxiogenic effect could arise from disrupted
input specificity in amygdala networks, processing both fear and
reward cues, due to enhanced glutamate spillover (Janak and Tye,
2015). Similarly, specific blockade of EAAT2 leads to the loss of
specificity of cortical and thalamic inputs onto pyramidal cells
in the lateral amygdala, resulting in heterosynaptic LTP of the
unpaired input (cortical or thalamic; Tsvetkov et al., 2004). Fear
conditioning has been shown to strengthen cortical inputs to the
lateral amygdala (Tsvetkov et al., 2002). Therefore heterosynaptic
LTP of these inputs following EAAT2 downregulation might
impair fear memory formation. The proper functioning of
other types of glutamate transporters might also be involved
in fear memory formation as mice lacking EAAT3 exhibit
decreased freezing behavior following fear conditioning
(Wang et al., 2014).

EAATs impairment has consequences on social interactions,
reward processing and motivation. EAAT1 knock-out mice
exhibit poor nesting behavior and decreased sociability measured
by the time spent sniffing an unfamiliar mouse during free
social interaction (Karlsson et al., 2009). EAATs blockade in
the basolateral amygdala decreases social interactions (Lee et al.,
2007). In addition, blocking EAAT2 by in vivo DHK infusion
in the ventral tegmental area, decreases response to electrical
self-stimulation in the medial forebrain bundle (Herberg and
Rose, 1990), suggesting that astrocytic glutamate uptake also
controls brain reward circuitry. Astrocytic ablation by the
gliotoxin L-alpha-aminoadipic acid in the prelimbic part of
the prefrontal cortex results in both decreased motivation and
increased anxiety (Banasr and Duman, 2008). It is important to
note, however, that bulk ablation of astrocytes results not only

in decreased levels of astrocytic EAAT2 but it can also impair
other astrocytic functions such as gliotransmission andmetabolic
support, and may result in structural changes of synapses. In vivo
EAAT2 blockade by DHK in the infralimbic part of the prefrontal
cortex (John et al., 2012) or intracerebroventricular infusion of
DHK (Bechtholt-Gompf et al., 2010) results in depressive-like
behaviors and anhedonia, which are translated by a reduction
in motivation and reward-seeking. Interestingly, these effects
are prevented by EAAT2 up-regulation following ceftriaxone
treatment (Mineur et al., 2007).

In contrast, in vivo infusion of DHK in the infralimbic part
of the prefrontal cortex reduced despair and anxiety (Gasull-
Camós et al., 2017). These effects were not observed when DHK
was infused in the prelimbic part of the prefrontal cortex. The
effect of increased glutamatergic tone, following DHK infusion,
might either stimulate local serotoninergic release or increase
the transmission of prefrontal inputs to brainstem serotoninergic
neurons and subsequently trigger serotonin release in the
infralimbic cortex, thus suppressing anxiety. The molecular
pathways and synaptic plasticity mechanisms underlying these
phenotypes remain to be determined.

The effects of EAAT2 overexpression on hippocampal
learning are complex. EAAT2 overexpression by ceftriaxone
impairs LTD and reduces LTPmagnitude at the mossy fiber-CA3
synapses (Omrani et al., 2009). Ceftriaxone-treated rats or mice
display impaired novel object recognition (Matos-Ocasio et al.,
2014; Tian et al., 2019), whereas ceftriaxone administration in
mice has no effect on spatial memory (Karaman et al., 2013).
Inhibition of EAATs with TBOA facilitates hippocampal LTD
induction in vivo and ex vivo, and disrupts spatial memory
retrieval in mice (Wong et al., 2007). CA1 hippocampal LTP is
also impaired in knock-out mice for either EAAT2 or EAAT3
(Katagiri et al., 2001; Scimemi et al., 2009), although spatial
orientation in the Morris water maze when tested in EAAT3-
deficient mice remains unaffected (Peghini et al., 1997).

In vivo intrathecal administration of the specific
EAAT2 inhibitor DHK impairs LTP of evoked field potentials at
C-fiber in the spinal dorsal horn, induced by tetanic stimulation
of the sciatic nerve (Wang et al., 2006), and induces spontaneous
nociceptive behaviors (Liaw et al., 2005). In addition, an
intrathecal infusion of the broad-band EAAT inhibitor TBOA
leads to hypersensitivity in response to thermal and mechanical
stimuli (Liaw et al., 2005).

Variations in glutamate uptake also affect locomotion.
EAAT3 deficient mice display normal motor coordination
assessed by rotarod task but a decreased spontaneous locomotion
in an open field (Peghini et al., 1997). In contrast, an increased
spontaneous locomotion is observed in ceftriaxone-treated rats
(Bellesi et al., 2012). Knock-out mice for EAAT1 exhibit motor
discoordination in rotarod task (Watase et al., 1998), novelty-
induced locomotor hyperactivity measured as an increase in
distance traveled during exposure to an open field, and impaired
sensory-motor gating translated by reduced acoustic startle
response (Karlsson et al., 2008, 2009).

Finally, an inducible astrocytic EAAT2 deletion leads
to pathological repetitive behaviors and glutamatergic
overactivity (used as a proxy for LTP) in the dorsal striatum
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(Aida et al., 2015). This is the first study aiming at linking
behavior with the effect of EAAT2 downregulation on synaptic
plasticity. This spurious plasticity in EAAT2 knock-out mice is
likely induced by excessive glutamate spillover as it is dependent
on extrasynaptic NMDARs activation. Moreover, the repetitive
behavior was diminished by memantine, an extrasynaptic
NMDAR antagonist (Aida et al., 2015).

PHYSIOLOGICAL VARIATION OF EAATs
LEVELS

Variations in Glial Coverage and EAATs
Expression Across Synapses
Perisynaptic astrocytic processes expressing EAAT1 and
EAAT2 are found in all brain regions but the degree of astrocytic
coverage is region-specific and the proportion of synapses
surrounded by processes can be highly variable within the same
structure (Bernardinelli et al., 2014a; Medvedev et al., 2014;
Heller and Rusakov, 2015; Khakh and Sofroniew, 2015; Gavrilov
et al., 2018). Astrocytic enwrapment of synapses controls
the spatial distribution of EAATs and thus their efficiency
to uptake glutamate (Oliet et al., 2001; Boudaba et al., 2003;
Genoud et al., 2006).

An example of non-uniform distribution of perisynaptic
astrocytic processes within the same structure is found in
the cerebellum and hippocampus. Climbing fiber–Purkinje
cell synapse is extensively enwrapped by astrocytic processes,
whereas mossy fiber-granule cell layer synapses (mainly Golgi
cells) in the cerebellar vermis are moderately surrounded by
astrocytic processes (Xu-Friedman et al., 2001; Xu-Friedman
and Regehr, 2003). Mossy fiber-granule cell layer synapses
display both rate-based plasticity and STDP depending on
the input frequency (D’Errico et al., 2009; Sgritta et al.,
2017). Rate-dependent LTD and LTP are induced with LFS
(≤1 Hz) and HFS (>50 Hz), respectively, while the frequency
range for STDP induction is restricted at the mid-frequency
range (6–10 Hz; D’Errico et al., 2009; Sgritta et al., 2017).
In the hippocampus, CA3 synapses have lower glial coverage
compared with CA1 synapses (Derouiche and Frotscher,
1991; Rollenhagen et al., 2007). Interestingly, upregulation of
EAAT2 by ceftriaxone prevents LFS-LTP at mossy fiber-CA3
synapses but not at Schaffer collateral-CA1 (Omrani et al.,
2009). LTP at CA3 synapses is mediated by presynaptic kainate
receptors (Schmitz et al., 2003), which are particularly sensitive
to synaptic glutamate levels (Min et al., 1998), whereas LTP
at Schaffer collateral-CA1 depends on postsynaptic NMDARs
(Nicoll and Malenka, 1995). Therefore, increasing glutamate
uptake via EAAT2 upregulation selectively alters HFS-LTP at
mossy fiber-CA3 synapses (Omrani et al., 2009).

EAAT density can also differ across similar synapses within
the same structure. Purkinje cells in the flocculus express higher
levels of EAAT4 than Purkinje cells in the vermis and the
regional differences in neuronal transporter density affect the
expression of parallel fiber-Purkinje cell LFS-LTD (Wadiche and
Jahr, 2005). Interestingly, the rules for induction of Purkinje cell
LTD also differ between these two regions. In the vermis, both

LFS of parallel fibers and input-timing-dependent stimulation
of parallel and climbing fibers result in LFS-LTD and t-LTD,
respectively (Wadiche and Jahr, 2005; Safo and Regehr, 2008;
Suvrathan et al., 2016). In contrast, Purkinje cells of the flocculus
exhibit t-LTD but not LFS-LTD (Wadiche and Jahr, 2005;
Suvrathan et al., 2016), suggesting that high EAATs levels
might disfavor the expression of rate-based plasticity. Lower
EAAT4 expression in the vermis may allow both rate-based and
spike-timing-based LTD at Purkinje cells, whereas higher levels
of EAAT4 in the flocculus may prevent LFS-LTD, but allow
t-LTD to occur at larger temporal intervals (∆tSTDP = 120 ms;
Suvrathan et al., 2016). This may favor the association of
non-coincident inputs occurring with a longer delay than the
decay time of transporter currents resulting from parallel fiber
stimulation (Wadiche and Jahr, 2005; Suvrathan et al., 2016).

Plasticity of Glial Coverage and EAATs
Expression
Astrocytic enwrapment of neurons controlling glutamate
clearance exhibits structural plasticity in response to neuronal
activity and can be modulated by experience. The density of
astrocytic processes is increased in the layer II/III of the visual
cortex of rats which were reared in an enriched environment
with new toys and increased social interactions (Jones et al.,
1996). Another type of sensory experience such as prolonged
whisker stimulation increases the astrocytic enwrapment of
synapses and EAAT2 expression in the sensory cortex (Genoud
et al., 2006). Interestingly, following whisker stimulation,
the motility of astrocytic endfeets is increased specifically in
the corresponding whisker barrel while stimulation of the
surrounding whisker fails to induce such effect (Bernardinelli
et al., 2014b). Negative experience like stress alters hippocampal
EAAT2 expression with a biphasic profile: acute stress, via
tail shock, downregulates EAAT2 levels (Yang et al., 2005),
whereas chronic restraint stress upregulates EAAT2 (Reagan
et al., 2004). Different learning paradigms can also trigger
structural plasticity of astrocytes and EAATs expression.
Motor-skill learning induces glial hypertrophy in the molecular
layer of cerebellum leading to a greater volume of glia per
Purkinje cell, possibly limiting glutamate spillover (Anderson
et al., 1994). Similarly, voluntary free exercise on a running
wheel for 3 weeks results in increased ramification and more
complex morphology of astrocytic processes in the globus
pallidus of mice. These changes are correlated with sustained
physical exercise since they disappear after a resting period
of additional 3 weeks (Tatsumi et al., 2016). Contextual fear
conditioning increases the rate of glutamate uptake and
EAAT3 membrane expression in the hippocampal CA1 region
(Levenson et al., 2002). This suggests that increased glial
ensheathment of synapses and upregulation of glutamate uptake
may be especially important for counterbalancing the increased
synaptic efficacy andmaintaining the synaptic strength following
experience-dependent potentiation. Indeed, hippocampal LTP
is associated with an increase in the astrocytic coverage of
pre- and postsynaptic elements (Lushnikova et al., 2009), an
increase in the EAAT3- and EAAT2-dependent glutamate
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uptake during the early and late phase of LTP, respectively, and
EAAT3 translocation from the cytosol to the plasma membrane
(Diamond et al., 1998; Lüscher et al., 1998; Levenson et al.,
2002; Kawamura et al., 2004; Pita-Almenar et al., 2005, 2006).
In addition, LTP-induced astrocytic group-I mGluR-dependent
potentiation of EAAT2 glutamate uptake, as well as membrane
insertion of EAAT1, has been reported (Shen and Linden, 2005;
Devaraju et al., 2013).

Decrease in the glial enwrapment of synapses onto
oxytocinergic neurons in the hypothalamus of female rats
occurs with the transition to motherhood during the lactation
period and these changes are reversed in post-lactating animals
(Theodosis and Poulain, 1993). This results in an increase
in the tonic glutamate concentration likely due to altered
glutamate clearance (Oliet et al., 2001). This, in turn, decreases
the probability of glutamate release by activation of presynaptic
type-III mGluRs mediated by glutamate spillover (Oliet
et al., 2001). Similar retraction of astrocytic endfeet occurs
with chronic dehydration when rats drink hypertonic saline
for several days (Perlmutter et al., 1985; Chapman et al.,
1986), which results in a decreased expression of EAAT2 and
activation of presynaptic type-III mGluRs (Boudaba et al., 2003).
Increased tonic glutamate concentration activates postsynaptic
GluN2B-NMDARs and increases neuronal excitability and
firing frequency of hypothalamic neurons (Fleming et al.,
2011; Naskar and Stern, 2014). Interestingly, both HFS-LTP
and LFS-LTD induced in the hypothalamus of female rats are
NMDAR-dependent (Panatier et al., 2006a) and, therefore,
might be sensitive to changes in glutamate uptake triggered by
astrocytic structural plasticity. The switch in the threshold for
plasticity induction in lactating rats is attributed to a decreased
GluN2B-NMDARs activation caused by a deficiency in D-serine
signaling (Panatier et al., 2006b). An alternative mechanism
could be that the retraction of astrocytes and increased glutamate
uptake may serve as a high-pass filter, increasing HFS-LTP
threshold by prioritizing high-frequency afferent inputs.

Physiological fluctuations in the glial coverage of neurons can
occur in a cyclic manner. Indeed, in the arcuate hypothalamic
nucleus, the density of astrocyte cell bodies and processes
revealed an increased on the afternoon of proestrus and
on the morning of estrus compared to other phases of
the oestrous cycle. This structural plasticity is dependent on
estradiol and absent in ovariectomized rats (Garcia-Segura
et al., 1994). Neurons in the suprachiasmatic hypothalamic
nucleus undergo rhythmic ultrastructural rearrangements in
their astrocytic coverage over the circadian cycle (Lavialle
et al., 2001; Becquet et al., 2008). Importantly, this structural
plasticity is synapse-specific. At nighttime, the glial coverage of
neurons expressing the vasoactive intestinal peptide increases,
whereas the glial coverage of arginine vasopressin-expressing
neurons decreases (Becquet et al., 2008). Glutamate uptake
is crucial in the regulation of neuronal circadian oscillations
(Brancaccio et al., 2017). Sleep deprivation induces upregulation
of EAAT1 and increased glial coverage in the prefrontal
cortex (Bellesi et al., 2015). In contrast, sleep deprivation
has a synapse-specific effect in the lateral hypothalamus as it
decreases EAAT2 expression around wake-promoting orexin

neurons, while it increases EAAT2 around sleep-promoting
melanin-concentrating hormone neurons (Briggs et al., 2018).
In conclusion, EAATs exert a tight control of endogenous
rhythms by regulating the degree of coordination between
neurons and most likely by setting the threshold for synaptic
plasticity induction.

It should be taken into consideration that some experimental
conditions can affect glial coverage and thus synaptic plasticity.
Indeed, acute brain slice preparation and incubation methods
(Table 1) may alter the ultrastructure of the neuropil (Bourne
et al., 2007; Bourne and Harris, 2012; Harris and Bourne, 2012)
and likely the morphology of the fine astrocytic processes, which
in turn could affect long-term synaptic plasticity expression.
Exposure to ice-cold artificial cerebrospinal fluid (ACSF) has
been reported to induce synaptogenesis and increase in spine
density in acute hippocampal slices, which can be prevented
if slices are prepared at room temperature (Bourne et al.,
2007; Bourne and Harris, 2012). Similarly, incubation of acute
hippocampal slices in submerged chamber results in a loss or
retraction of astrocytic process but can be prevented if slices are
incubated in an interface chamber (Harris and Bourne, 2012).

CONCLUSIONS AND FUTURE
DIRECTIONS

Here, we reviewed studies evidencing that the subtle equilibrium
between the localization and density of EAATs, together with the
glial coverage of neurons, shapes not only excitatory transmission
but also long-term synaptic plasticity, thus impacting on learning
and memory. Interestingly, baseline GABAergic is not affected
by the decrease in the astrocytic enwrapment of neurons and
increased levels of ambient glutamate. Indeed, resting glutamate
concentrations are not sufficient to tonically activate type-III
mGluRs located on GABAergic terminals in the hypothalamus of
lactating rats (Piet et al., 2004). However, the evoked inhibitory
transmission is decreased when glutamatergic terminals are
activated. This results in intersynaptic crosstalk and activation
of presynaptic type-III mGluRs (Piet et al., 2004), or kainate
receptors (Bonfardin et al., 2010) on GABAergic terminals
(Figure 1). It remains to determine whether, in addition to
glutamatergic synaptic plasticity (Figure 3), EAATs also control
long-term synaptic plasticity of GABAergic inputs. Physiological
fluctuations (Theodosis and Poulain, 1993; Garcia-Segura et al.,
1994; Becquet et al., 2008; Briggs et al., 2018) and regional
differences (Wadiche and Jahr, 2005) in the glial coverage of
neurons and EAATs levels might thus regulate the balance
between synaptic excitation and inhibition and shape excitatory
and inhibitory synaptic plasticity (Vogels et al., 2013).

Increase in the glial coverage of neurons together with
EAATs expression and/or proximity to presynaptic release
sites would limit glutamate access to receptors involved
in synaptic plasticity (Omrani et al., 2009; Valtcheva and
Venance, 2016), thus increasing the threshold for plasticity
induction and preventing synaptic crosstalk. Indeed, protrusion
of astrocytic processes increases EAAT2 activity, without
altering EAAT2 expression, and decreases the magnitude of
HFS-LTP at Schaffer collateral-CA synapses (Pannasch et al.,
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2014). EAAT2 might differentially control synaptic plasticity
depending on the type of postsynaptic neuron. Interestingly,
synaptic glutamatergic tone is higher around inhibitory neurons
compared to excitatory neurons in the prefrontal cortex likely
caused by a difference in the density or activity of EAAT2
(Yao et al., 2018). Therefore long-term synaptic plasticity of
inhibitory neurons (Kullmann and Lamsa, 2007; Fino and
Venance, 2011) might be particularly sensitive to upregulation
of glutamate uptake.

Under weak glial coverage of neurons (Perlmutter et al.,
1985; Theodosis and Poulain, 1993; Becquet et al., 2008),
the ambient glutamatergic tone is high due to decreased
glutamate uptake (Oliet et al., 2001). This may cause synapses
to become less sensitive to the precise timing of pre- and
post-synaptic spikes, thus inducing a switch from spike-timing-
to rate-coding. In this scenario, only high-frequency trains of
presynaptic activity would be successful in inducing long-term
synaptic plasticity. EAATs expression and their proximity to
the synapse may, therefore, serve as a metaplastic mechanism
to influence activity-dependent plasticity induction. Adjusting
neuronal computations by EAATsmay be important for synapses
to adapt to different physiological demands (during sleep/wake
cycle, circadian cycle, estrous cycle, lactation).

The question of whether individual neurons encode and
process information by using precise spike timings, thus, working
as coincidence detectors, or spike rates, thus, working as
temporal integrators, has been debated (deCharms and Zador,
2000). Both mechanisms generally coexist in the same neuron.
In the prefrontal cortex, depending on the synaptic inputs to
layer V pyramidal neurons, dendrites behave either as temporal
integrators or as coincident detectors (Dembrow et al., 2015).
Neurons in the subthalamic nucleus operate by combining
integration and coincidence detection depending on the ongoing
presynaptic activity (Farries et al., 2010). Theoretical work has
shown that cortical pyramidal neurons are capable of operating
in a continuum between temporal integration and coincidence
detection, depending on the characteristics of the synaptic
inputs (Rudolph and Destexhe, 2003). Here, we hypothesize that
EAATs levels, their distribution and/or astrocytic enwrapment of
neurons may define if neurons operate in a rate- or spike-timing-
based manner.

Future advances in in vivo two-photon imaging would
allow chronic (hours or days) monitoring of astrocytic
processes across different physiological states. This will make
possible to image the motility of perisynaptic astrocytic
endfeets around fluorescently-tagged spines of identified

neuronal populations. Simultaneous monitoring of astrocytic
structural rearrangements and dendritic spine remodeling of
specific neuronal types will help establish a model of their
dynamic relationship during learning, sensory stimulation and
physiological rhythms. Perisynaptic astrocytic endfeets are
highly dynamic in vivo (Bernardinelli et al., 2014b), and coupling
in vivo imaging of astrocytes with in vivowhole-cell recordings of
individual neurons would allow correlating astrocytic structural
rearrangement and synaptic transmission and plasticity.

Genetic and pharmacological approaches have proved the
crucial involvement of EAATs in synaptic plasticity. However,
these tools do not provide information about the dynamics of
EAATs activity at fast timescale, which may be essential for
regulating the activation of synaptic and extrasynaptic glutamate
receptors and thus shaping different forms of plasticity. With
the rise of new tools allowing photocontrol of protein activity
(Kramer et al., 2013; Durand-de Cuttoli et al., 2018) and
high-speed glutamate imaging via the intensity-based glutamate-
sensing fluorescent reporter iGluSnFR and its fast variants
(Marvin et al., 2013; Parsons et al., 2016; Helassa et al.,
2018), it would be possible to manipulate EAATs activity
at a millisecond timescale and monitor the time course of
glutamate in coordination with pre- and postsynaptic activity. An
important advance of optical methods compared to biochemical
assays in measuring glutamate transport is that the time course
of evoked fluorescent responses reflects transporter-mediated
uptake as well as glutamate diffusion. Another crucial factor is
that genetically encoded sensors can be driven under the control
of a specific promoter allowingmeasurement of glutamate sensed
at the plasma membrane of neurons, compared to glutamate
responses at the astrocytic membrane measured by astrocytic
transporter currents. With these powerful tools, it would be
particularly interesting to explore whether EAATs activity and
astrocytic coverage of synapses across different brain regions
tune the sensitivity of synapses to rate- and/or STDP paradigms
(Wadiche and Jahr, 2005; Suvrathan et al., 2016).
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Huntington’s disease (HD) is a heritable neurological disorder that affects cognitive and
motor performance in patients carrying the mutated huntingtin (HTT) gene. In mouse
models of HD, previous reports showed a significant increase in spontaneous GABAA

receptor-mediated synaptic activity in striatal spiny projection neurons (SPNs). In this
study, using optogenetics and slice electrophysiology, we examined the contribution of
γ-aminobutyric acid (GABA)-ergic parvalbumin (PV)- and somatostatin (SOM)-expressing
interneurons to the increase in GABA neurotransmission using the Q175 (heterozygote)
mouse model of HD. Patch clamp recordings in voltage-clamp mode were performed
on SPNs from brain slices of presymptomatic (2 months) and symptomatic (8 and
12 months) Q175 mice and wildtype (WT) littermates. While inhibitory postsynaptic
currents (IPSCs) evoked in SPNs following optical activation of PV- and SOM-expressing
interneurons differed in amplitude, no genotype-dependent differences were observed
at all ages from both interneuron types; however, responses evoked by either type were
found to have faster kinetics in symptomatic mice. Since SOM-expressing interneurons
are constitutively active in striatal brain slices, we then examined the effects of acutely
silencing these neurons in symptomatic mice with enhanced Natronomonas pharaonis
halorhodopsin (eNpHR). Optically silencing SOM-expressing interneurons resulted in a
greater decrease in the frequency of spontaneous IPSCs (sIPSCs) in a subset of SPNs
from Q175 mice compared to WTs, suggesting that SOM-expressing interneurons are
the main contributors to the overall increased GABA synaptic activity in HD SPNs.

Abbreviations: ACSF, artificial cerebrospinal fluid; AMPA, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid; CAG,
cytosine–adenine–guanine; CaMKII, Ca2+/calmodulin-dependent protein kinase II; CB1, cannabinoid receptor type 1;
ChR2, channelrhodopsin-2; D1, dopamine D1 receptor type; eNpHR, enhanced Natronomonas pharaonis halorhodopsin;
FSI, fast-spiking interneuron; GABA, γ-aminobutyric acid; HD, Huntington’s disease; LTS, low-threshold spiking
(interneuron); NMDA, N-methyl-D-aspartate; NOS, nitric oxide synthase; NPY, neuropeptide-Y; PV, parvalbumin; EPSC,
excitatory postsynaptic current; IPSC, inhibitory postsynaptic current; SOM, somatostatin; SPN, spiny projection neuron;
WT, wildtype.

Frontiers in Synaptic Neuroscience | www.frontiersin.org 1 May 2019 | Volume 11 | Article 1420

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org/journals/synaptic-neuroscience#editorial-board
https://www.frontiersin.org/journals/synaptic-neuroscience#editorial-board
https://doi.org/10.3389/fnsyn.2019.00014
http://crossmark.crossref.org/dialog/?doi=10.3389/fnsyn.2019.00014&domain=pdf&date_stamp=2019-05-14
https://creativecommons.org/licenses/by/4.0/
mailto:ccepeda@mednet.ucla.edu
https://doi.org/10.3389/fnsyn.2019.00014
https://www.frontiersin.org/articles/10.3389/fnsyn.2019.00014/full
https://loop.frontiersin.org/people/633320/overview
https://loop.frontiersin.org/people/615118/overview
https://loop.frontiersin.org/people/678551/overview
https://loop.frontiersin.org/people/3563/overview
https://loop.frontiersin.org/people/11702/overview
https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Holley et al. Somatostatin Interneurons in Huntington’s Disease

Additionally, the effects of activating GABAB and cannabinoid (CB1) receptors were
investigated to determine whether these receptors were involved in modulating
interneuron-specific GABA synaptic transmission and if this modulation differed in HD
mice. When selectively activating PV- and SOM-expressing interneurons in the presence
of the CB1 receptor agonist WIN-55,212, the magnitudes of the evoked IPSCs in
SPNs decreased for both interneuron types although this change was less prominent
in symptomatic Q175 SPNs during SOM-expressing interneuron activation. Overall,
these findings show that dysfunction of SOM-expressing interneurons contributes to
the increased GABA synaptic activity found in HD mouse models and that dysregulation
of the endocannabinoid system may contribute to this effect.

Keywords: striatum, Huntington’s disease (HD), GABA interneurons, CB1 receptors, electrophysiology,
optogenetics

INTRODUCTION

Huntington’s disease (HD) is a fatal autosomal dominant
genetic disorder caused by an unstable expansion of
cytosine–adenine–guanine (CAG) repeats in exon 1 of the
huntingtin (HTT) gene (MacDonald et al., 1993). Individuals
affected with HD exhibit symptoms such as loss of motor
coordination, cognitive impairment and psychiatric disturbances
that progress in severity with age (Walker, 2007; Bates et al.,
2015; Snowden, 2017). The main neuropathological feature
of HD is atrophy of the striatum, as well as the cerebral
cortex, hippocampus, thalamus, hypothalamus and cerebellum
(Waldvogel et al., 2015). In the striatum, there is massive
degeneration and loss of spiny projection neurons (SPNs), the
main cell type involved in relaying integrated information from
the cortex and thalamus to output structures of the basal ganglia
(Albin et al., 1990).

SPNs are γ-aminobutyric acid (GABA)-ergic cells that
represent over 90% of all striatal neurons and form labyrinthine
connections with other SPNs and striatal interneurons (reviewed
by Bolam et al., 2000; Chuhma et al., 2011). The remaining
cell types in the striatum are interneurons that modulate intra-
striatal communication in addition to SPN output. While SPN
degeneration and loss are abundant in early and late stages
of HD, other striatal cells also are affected. In symptomatic
HD patients and mouse models, the number of GABAergic
parvalbumin (PV)-expressing interneurons is decreased and
their dendritic arborization is greatly diminished (Reiner et al.,
2013; Simmons et al., 2013; Paldino et al., 2017; Holley et al.,
2019). Furthermore, while large cholinergic and GABAergic
somatostatin (SOM)-expressing interneurons appear to be
spared in HD, both types of interneurons display altered
physiology in symptomatic HD mice (Holley et al., 2015, 2019;
Tanimura et al., 2016). These disease-related dysfunctions in
individual cell populations add stress on striatal microcircuits
leading to altered striatal output generally associated with
abnormal movements.

GABA-releasing interneurons make up about 5% of all
striatal cells and one of their primary roles is to modulate
SPN output. Recent reports show that the diversity of striatal
GABAergic interneurons is greater than previously thought

(reviewed by Tepper et al., 2018). There are three main types,
low-threshold spiking (LTS) interneurons, which are SOM-,
neuropeptide Y (NPY)-, and nitric oxide synthase (NOS)-
expressing, fast-spiking (FS) PV-expressing interneurons and
calretinin-expressing interneurons. All but the latter have been
characterized in brains of healthy and HD mice (Tepper et al.,
2010; Cepeda et al., 2013; Holley et al., 2019). Fast-spiking
interneurons (FSIs) display fast-firing properties and mediate
feed-forward inhibition, while the LTS interneurons fire
spontaneously at lower frequencies and, in addition to GABA,
they release neuromodulators that may have neuroprotective
attributes (Kumar, 2008; Rajput et al., 2011).

There is growing evidence that GABA neurotransmission
is abnormal in animal models of HD (Cepeda et al., 2004,
2010; Centonze et al., 2005; Andre et al., 2011; Dvorzhak
et al., 2013; Indersmitten et al., 2015; Hsu et al., 2018).
Further studies from our laboratory demonstrated alterations
in intrinsic and synaptic properties in both FSIs and LTS
interneurons which may contribute to the increased striatal
GABA transmission (Cepeda et al., 2013; Holley et al., 2019).
While there are multiple sources of GABA inhibition in
the striatum of HD model mice, the underlying mechanisms
are not well understood. In an attempt to elucidate the
key cell type(s) involved in increased inhibition we used
optogenetics to selectively manipulate (activate or inhibit) PV-
or SOM-expressing interneurons in the Q175 mouse model
of HD to determine how evoked responses and spontaneous
GABA synaptic activity in SPNs are altered throughout disease
progression. In addition, we investigated whether activation
of GABAB and endocannabinoid-dependent signaling affects
interneuron-specific inhibitory synaptic transmission in SPNs
and whether these signaling pathways are altered in HD mice.

MATERIALS AND METHODS

Mice
Experimental procedures were performed in accordance
with the United States Public Health Service Guide for
Care and Use of Laboratory Animals and were approved
by the Institutional Animal Care and Use Committee at
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the University of California Los Angeles (UCLA). All mice
were obtained from our breeding colonies and every effort
was made to minimize pain, discomfort, and the number
of mice used. Animal housing conditions were maintained
under a standard 12 h light/dark cycle (light cycle starting
at 6 AM and ending at 6 PM) and at a temperature of
20–26◦C. The animals had ad libitum access to food and
water. Total numbers of mice used for all experiments were
105 wildtype (WT; 63 males, 42 females) and 111 heterozygous
Q175 mice (50 males, 61 females). In order to limit the
number of mice used, wherever feasible, multiple experiments
were performed using brain slices from the same mouse.
In all experiments mice were examined at presymptomatic
(2–3 month; mean age 81 ± 2 and 80 ± 2 days for WT and
Q175, respectively) and fully symptomatic (10.5–15 month;
mean age 408 ± 5 and 413 ± 5 days for WT and Q175,
respectively) stages. In selected experiments, a third group was
added (8–9 month; mean age 265 ± 3 days for both WT and
Q175). Mice from this latter group are also symptomatic but
the phenotype is not as severe as in older mice (Heikkinen
et al., 2012). For optogenetic experiments involving PV-
and SOM-expressing interneurons, heterozygous Q175 mice
(CHDI, Inc.) were crossed with homozygous PV- or SOM-Cre
mice (B6.129P2-Pvalbtm1(cre)Arbr/J, RRID:IMSR_JAX:008069
and Ssttm2.1(cre)Zjh/J, RRID:IMSR_JAX:013044, The Jackson
Laboratory) to produce heterozygote Q175 mice with Cre
expression in PV- or SOM-expressing interneurons. To examine
differential inputs to direct and indirect pathway neurons,
Drd1a-tdTomato mice [B6.Cg-Tg(Drd1a-tdTomato)6Calak/J,
RRID:IMSR_JAX:016204, The Jackson Laboratory] were crossed
with heterozygous Q175 mice to produce mice with D1 cells
labeled with tdTomato. Additionally, 17 R6/2 mice (11 males,
six females) and 14 WT littermates (six males, eight females)
from our colony were used in selected experiments. For these
mice, WT male C57BL/6xCBA mice were crossed with WT
female C57BL/6xCBA mice that had transplanted R6/2 ovaries
[B6CBA-Tg(HDexon1)62Gpb/3J, RRID:IMSR_JAX:006494, The
Jackson Laboratory]. For experiments investigating alterations
in SPN responses induced by activation of dopamine receptor-
expressing (D1)-SPNs, we crossed WT and Q175 mice with
D1-Cre mice [B6.FVB(Cg)-Tg(Drd1-cre)EY262Gsat/Mmucd,
RRID:MMRRC_030989-UCD]. Genotyping was performed
using PCR of DNA obtained from tail samples, once at
weaning and again following use to confirm the genotype.
CAG repeat lengths were determined for breeders and for
experimental animals by Laragen (Culver City, CA, USA). For
Q175 mice, CAG repeats were 184.8 ± 1.4 (range 160–215)
and for R6/2 mice, repeats were 158.1 ± 1.7 (range 144–165).
Both male and female mice were used for all experiments.
We observed no consistent differences between sexes and the
data were pooled.

Surgery
Animals were anesthetized with isoflurane and burr holes were
drilled into the skull at the injection sites. For experiments
involving the activation or silencing of striatal interneurons
AAV2/1-EF1a-DIO-hChR2(H134R)-eYFP or AAV2/1-EF1a-

DIO-eNpHR3.0-eYFP (University of Iowa Viral Vector Core
Facility, Iowa City, IA or UNC Vector Core, Chapel Hill, NC,
USA) was stereotactically injected bilaterally into the dorsolateral
striata. The stereotaxic injection coordinates were (relative to
Bregma): AP +1.0, ML ± 2.0, and DV −3.3 mm from the
surface of the brain. For each AAV (titer 1.2–3.0 × 1012 vg/ml),
a total of 1.0 µl (per hemisphere) was injected at a rate of
0.2 µl/min into WT and Q175 PV- or SOM-Cre mice. For
selective activation of cortical (M1) inputs, mice were injected
unilaterally at two sites (0.25 µl each) with AAV-CaMKII-
hChR2(H134R)-eYFP (University of Iowa Viral Vector Core
Facility, Iowa City, IA or UNC Vector Core, Chapel Hill,
NC, USA) at a rate of 0.1 µl/min. Coordinates for cortical
injections were (relative to Bregma): AP +1.7, ML ± 1.5, DV
−1.2 and −0.5 mm from the surface of the brain. After each
AAV injection (titer UNC 3.0–5.0 × 1012 vg/ml), the needle
remained in place for 5–7 min before retraction in order to avoid
vector backflow. Mice were sacrificed for electrophysiological
and experiments ∼4–6 weeks post-injection to ensure sufficient
opsin expression.

Brain Slice Electrophysiology
Mice were deeply anesthetized with isoflurane and perfused
transcardially with an ice-cold, high sucrose-based solution
containing (in mM): 26 NaHCO3, 1.25 NaH2PO4, 208 sucrose,
10 glucose, 2.5 KCl, 1.3 MgCl2, 8 MgSO4. Mice were decapitated,
brains dissected out and immediately placed in the oxygenated
slicing solution. Coronal or sagittal slices (300 µm) were
cut and transferred to an incubating chamber containing
artificial cerebrospinal fluid (ACSF; in mM): 130 NaCl,
3 KCl, 1.25 NaH2PO4, 26 NaHCO3, 2 MgCl2, 2 CaCl2, and
10 glucose oxygenated with 95% O2–5% CO2 (pH 7.2–7.4,
osmolality 290–310 mOsm/L, 32–34◦C). Slices were allowed
to recover for an additional 30 min at room temperature.
Brain slice recordings were limited to the dorsolateral
region of the striatum and all recordings were performed
at room temperature using upright microscopes (Olympus
BX51WI or BX61WI) equipped with differential interference
contrast optics and fluorescence imaging (QIACAM fast
1394 monochromatic camera with Q-Capture Pro software,
QImaging). Whole-cell patch clamp recordings in voltage-
and current-clamp modes were obtained using a MultiClamp
700B Amplifier (Molecular Devices) and the pCLAMP 10.3 or
10.5 acquisition software. The patch pipette (3–5 MΩ resistance)
contained a cesium (Cs)-based internal solution (in mM):
125 Cs-methanesulfonate, 4 NaCl, 1 MgCl2, 5 MgATP,
9 EGTA, 8 HEPES, 1 GTP-Tris, 10 phosphocreatine, and
0.1 leupeptin (pH 7.2 with CsOH, 270–280 mOsm) for
voltage-clamp recordings or a K-gluconate-based solution
containing (in mM): 112.5 K-gluconate, 4 NaCl, 17.5 KCl,
0.5 CaCl2, 1 MgCl2, 5 ATP (K+ salt), 1 NaGTP, 5 EGTA,
10 HEPES, pH 7.2 (270–280 mOsm/L) for current-clamp
recordings. All internal electrode solutions contained 0.2%
biocytin for subsequent immunodetection and identification
of recorded cells. In experiments where evoked excitatory
postsynaptic currents (EPSCs) were recorded in SPNs
following optical activation of cortical inputs, QX 314 Cl−
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(4 mM) was included in the internal pipette solution to
block activity-dependent Na+ channels. After breaking
through the membrane, cell properties (capacitance, input
resistance, decay time constant) were recorded in voltage-clamp
mode while holding the membrane potential at −70 mV.
Resting membrane potentials were recorded in current-
clamp mode. Data were omitted if electrode access resistance
exceeded 30 MΩ.

For optogenetic experiments, PV- or SOM-expressing
interneurons or D1 receptor-expressing SPNs were activated
with a single light pulse (470 nm, 0.5 ms, 3 mW, CoolLED)
delivered through the epifluorescence illumination pathway
using Chroma Technologies filter cubes. Evoked inhibitory
postsynaptic currents (IPSCs) in response to optical activation
were recorded in voltage-clamp mode, at a holding potential
of +10 mV and in the presence of 2,3-Dioxo-6-nitro-1,2,3,4-
tetrahydrobenzo[f]quinoxaline-7-sulfonamide (NBQX, 10 µM)
and DL-2-Amino-5-phosphonopentanoic acid (APV, 50 µM)
to block α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) and N-methyl-D-aspartate (NMDA) receptors,
respectively. In some cells, 10 µM bicuculline (BIC) was
applied to block optically-evoked IPSC responses, confirming
they were due to activation of GABAA receptors. In our
recording conditions, based on the Cl− concentration in the
internal solution and the addition of NBQX/APV in the bath,
the ECl was −55.0 ± 1.6 mV (n = 8). For stimulation of
channelrhodopsin (ChR2)-expressing corticostriatal projections
in decorticated coronal slices, a single light pulse (470 nm,
1 ms, 5 mW) was delivered and evoked EPSCs were recorded
in SPNs while holding the membrane at −70 mV and in
the presence of BIC (10 µM). For experiments where
SOM-expressing interneurons were silenced with optical
activation of enhanced Natronomonas pharaonis halorhodopsin
(eNpHR), yellow light (585 nm, 1 mW) was applied at various
durations through the microscope objective. Recordings of
spontaneous IPSCs (sIPSCs) were obtained from SPNs (60 s)
prior to and (60 s) during yellow light illumination at a
holding potential of +10 mV and in the presence of NBQX
(10 µM) and APV (50 µM).

Following recordings, brain slices were fixed in 4% PFA for
24 h. Slices were then washed with 0.1M PBS, permeabilized with
1% Triton overnight at 4◦C, and incubated for 2 h with Alexa
594 conjugated streptavidin (1:1,000, ThermoFisher Scientific,
Waltham, MA, USA) at room temperature. Fluorescent images
from both recorded cells and eYFP-expressing terminals were
obtained using a Zeiss confocal ApoTome equipped with 40×
and 63× objectives.

The following drug reagents were obtained from Tocris
Bioscience/Bio-Techne (Minneapolis, MN, USA): BIC, NBQX,
APV, QX314 Cl−, the cannabinoid type 1 (CB1) receptor agonist
WIN 55,212-2 and the antagonist, AM 251. All drug stocks were
made using double-distilled H2O except for WIN 55,212-2 and
AM 251 which were dissolved in DMSO. The final concentration
of DMSO in recording bath solutions did not exceed 0.05%, a
concentration that when tested in a few cells did not significantly
alter cell membrane or evoked response properties following
prolonged exposure (20 min).

Analyses and Statistics
Analyses of optically-evoked postsynaptic responses were
performed using the Clampfit 10.3 or 10.5 software (Molecular
Devices). Evoked response peak amplitudes were calculated by
measuring the difference between the highest absolute value
point of the response and average baseline. Response areas were
calculated using an integral function available in the Clampfit
software that measures the area under the response curve relative
to baseline. Decay times were calculated by measuring the time
(in ms) the response took to decay from 90% to 10% of the
peak amplitude (Parievsky et al., 2017). In addition, adjusted
decay times and time constants were assessed by first normalizing
the amplitudes of optically-evoked IPSCs or EPSCs amplitudes
to the maximal WT response amplitude for each group (see
Supplementary Material). For all optically-evoked responses,
3–6 sweeps were recorded and averaged (30 s inter-sweep
interval). sIPSCs were analyzed off-line using the automatic
threshold detection protocol within the Mini Analysis Program
version 6.0 (Synaptosoft) and subsequently checked manually for
accuracy. The threshold amplitude for the detection of an event
(10 pA) was set 3× above the root mean square background noise
level (max ∼3 pA at Vhold = +10 mV). All statistical analyses
were performed using SigmaPlot 13.0 software. Differences
between group means were assessed with appropriate Student’s
t-tests (unpaired) or Fisher exact tests for proportions, and
appropriately designed analyses of variance (two-way ANOVAs,
followed by Holm-Sidak or Bonferroni post hoc tests). Values in
figures, tables and text are presented as mean± SEM. Differences
were considered statistically significant if p < 0.05 and are
indicated with asterisks in the figures (∗p < 0.05, ∗∗p < 0.01,
∗∗∗p < 0.001, ∗∗∗∗p < 0.0001).

RESULTS

Expression and Activation of
Channelrhodopsin in Striatal GABAergic
Interneurons
ChR2 was selectively expressed in striatal PV- and
SOM-expressing interneurons by stereotactically injecting a
Cre-dependent AAV-ChR2-eYFP into WT and Q175 mice
crossed with PV- and SOM-Cre mice, respectively
(Figures 1A,C). Recordings from eYFP positive cells in
PV-Cre (Figure 1B1) and SOM-Cre (Figure 1D1) mice showed
distinct electrophysiological properties as previously reported
(Tepper et al., 2010; Holley et al., 2019). Compared with
SOM-expressing interneurons, PV-expressing interneurons
were more hyperpolarized at rest, and displayed suprathreshold
firing frequencies of 50–100 Hz. In contrast, SOM-expressing
interneurons exhibited increased membrane input resistances,
more depolarized resting membrane potentials, and fired
spontaneously at frequencies between 1–10Hz. After a brief pulse
of blue light (0.5 ms, 470 nm), both PV- and SOM-expressing
interneurons fired a single action potential as shown in
current- (Figures 1B2,D2) and voltage-clamp recordings
(Figures 1B3,D3). Thus, utilizing specific Cre-reporter mice
combined with optogenetics, we were able to effectively activate
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FIGURE 1 | Single action potentials are generated by a brief light pulse in
parvalbumin (PV)- and somatostatin (SOM)-expressing interneurons. Confocal
images of biocytin-filled PV- (A) or SOM-expressing (C) interneurons (red) that
also express eYFP from 2 months-old wildtype (WT) PV- and SOM-Cre mice.
In (C) the cell body of a SOM-expressing interneuron that also expresses
eYFP but was not recorded from is visible (white arrow). Scale bar = 20 µm.
(B1) Voltage response to a depolarizing, suprathreshold current injection in a
PV-expressing interneuron that also expresses channelrhodopsin-2 (ChR2)
and eYFP. Recordings of a PV-expressing interneuron co-expressing
ChR2/eYFP in current-clamp (B2) and in voltage-clamp (B3) modes show
that a brief light pulse (0.5 ms, 470 nm, 3 mW) produces an action potential.
The action potential in the bottom trace was truncated for the figure. (D1)
Spontaneous firing of a SOM-expressing interneuron that expresses
ChR2/eYFP in current-clamp mode. A brief light pulse (0.5 ms, 470 nm,
3 mW) produces an action potential in a SOM interneuron recorded in
current-clamp (D2) and in voltage-clamp (D3) modes. The action potential in
the bottom trace was truncated for the figure. In this and in subsequent
figures, a blue vertical line indicates the delivery point of a single blue light
stimulation pulse.

striatal PV- or SOM-expressing interneurons in WT and
Q175 mice.

Responses of SPNs to Optogenetic
Activation of PV- and SOM-Expressing
Interneurons
In order to determine the relative contribution of PV- and
SOM-expressing interneurons to IPSCs, we recorded SPNs
from WT and Q175 mice that expressed ChR2-eYFP in the
two interneuron populations (Figures 2A1,A2, 3A1,A2). We
examined three groups of mice: 2 months (range 2–3 months),

8 months (range 8–9 months), and 12 months (range
12–15 months; numbers of mice and cells are in figure legends).
At 2 months, heterozygous Q175 mice are not behaviorally
symptomatic, while at 8 and 12 months, these mice show
noticeable weight loss and deficits on motor-related tasks
(Heikkinen et al., 2012; Menalled et al., 2012; Smith et al., 2014).
It is also at these later ages when increases in inhibitory synaptic
events have been observed in striatal SPNs (Indersmitten
et al., 2015). A summary of SPN membrane properties at the
three different ages is shown inTable 1.We observed a significant
increase in input resistance at 8 and 12 months. This increase
was also shown previously in Q175 SPNs (Indersmitten et al.,
2015). Optical activation of PV interneurons in the presence
of glutamate receptor antagonists (10 µM NBQX and 50 µM
APV) induced IPSCs in 75%–80% of recorded cells (Figure 2B).
Lack of responses in a small percentage of SPNs could be due
to the inability of ChR2 to induce action potentials in some
PV-expressing interneurons (Szydlowski et al., 2013). However,
we observed that non-responding SPNs were generally located
in regions of slices where the number of opsin-expressing
PV cells was either very low or nonexistent. This observation
is in line with recent studies demonstrating that FSIs target
exclusively striatal SPNs within close proximity (Straub et al.,
2016). Therefore, we selected recordings only from SPNs that
were within ∼150 µm from PV-expressing interneurons. IPSCs
were similar in amplitude and area between genotypes at all
ages (Figures 2B,C). There was a trend for faster IPSC decay
times in Q175 SPNs at 8 months compared to WTs while
at 12 months, response decay times were significantly faster
(F(1,112) = 7.17, p = 0.009 for genotype; Holm-Sidak post hoc
analyses: p = 0.006 for Q175 vs. WT at 12 months). Interestingly,
post hoc analyses indicated the peak amplitudes of evoked
responses in 12 monthsWT SPNs were significantly smaller than
the amplitude of responses in 2-monthWTs (p = 0.02), suggestive
of reduced connectivity between PV-expressing interneurons
and SPNs with increased age (Figure 2C).

All SPNs responded to optical stimulation of SOM-expressing
interneurons. However, the amplitude and area of responses
were significantly smaller than those evoked by activation
of PV-expressing interneurons (compare Figures 3B, 2B;
Amplitude: 520.6 ± 29.4 pA for all PV-expressing-induced
IPSCs, n = 118 vs. 116.0 ± 5.4 pA for all SOM-expressing-
induced IPSCs, n = 142; t(258) = 14.78, p < 0.001. Area:
32877.6 ± 2244.1 pA ×ms for all PV-expressing-induced IPSCs
vs. 6816.5± 367.1 pA×ms for SOM-expressing-induced IPSCs;
t(258) = 12.50, p < 0.001). This interneuron subtype-dependent
difference in evoked response size was similar to that previously
observed in symptomatic R6/2 mice (Cepeda et al., 2013), a
rapidly progressing transgenicmousemodel that better replicates
the juvenile form of HD in humans (Mangiarini et al., 1996;
Lee et al., 2013). Also similar to observations in R6/2 SPNs,
we found no genotype-specific differences in SOM-mediated
response amplitudes in Q175 andWT SPNs at any age examined
(Figures 3B,C). However, the response area was reduced in
Q175 mice compared to WTs at 12 months (F(2,136) = 3.33,
p = 0.039 for genotype × age; Holm-Sidak post hoc analyses:
p = 0.002 for Q175 vs. WT at 12 months), due to a significantly
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FIGURE 2 | Optical activation of PV-expressing interneurons in Q175 and WT mice at three ages. (A1) Schematic of AAV injection site and recording area in
Q175xPV-Cre mice. (A2) Confocal z-stack image of a biocytin-filled spiny projection neuron (SPN; red) that was recorded from a 15 months-old Q175 mouse.
Processes expressing ChR2-eYFP can be seen surrounding the recorded cell. Scale bar = 20 µm. (B) Sample traces of evoked GABAergic responses in WT and
Q175 SPNs from 2-, 8- and 12 months-old mice following optical activation of PV-expressing interneurons. (C) Summary of optically-evoked GABA response
properties in WT and Q175 SPNs at 2 (WT n = 21, 10 mice; Q175 n = 22, 10 mice), 8 (WT n = 20, 15 mice; Q175 n = 16, 11 mice) and 12 months (WT n = 16,
eight mice; Q175 n = 23, 13 mice). Significant differences were determined using two-way ANOVAs and appropriate post hoc analyses, where ∗p < 0.05 and
∗∗p < 0.01.

faster decay time of the evoked response (F(2,136) = 7.45,
p < 0.001 for genotype × age; Holm-Sidak post hoc analyses:
p < 0.001 for Q175 vs. WT at 12 month). Additionally, there
was a trend for faster decay times in Q175 SPNs at 8 months
(p = 0.05). Faster decay times in responses evoked by activation
of SOM-expressing interneurons is similar to the progressive
changes in decay time seen in responses evoked by activation of
PV-expressing interneurons in SPNs from symptomatic animals
(Figure 2C and Supplementary Table S1).

Effects of SOM-Expressing Interneuron
Silencing on SPN Spontaneous IPSCs
The frequency of spontaneous GABA synaptic currents in SPNs
gradually increases with progression of the phenotype in several

genetic mouse models of HD (Cepeda et al., 2004; Dvorzhak
et al., 2013; Indersmitten et al., 2015). As LTS interneurons
are one of the few classes of spontaneously active GABAergic
interneurons in striatum and the increase in sIPSCs is action
potential-dependent (Cepeda et al., 2004; Dvorzhak et al., 2013;
Indersmitten et al., 2015), we reasoned that one possible source
of increased spontaneous GABA synaptic activity in SPNs in the
mouse models could be increased firing of LTS interneurons
(Cepeda et al., 2013). Utilizing optogenetics, we selectively
silenced this class of interneuron by expressing (eNpHR) in
12-month WT and Q175 SOM-Cre mice (six mice for each
genotype; Figures 4A,B). Exposure to yellow light (1 mW)
completely abolished spontaneous firing of SOM interneurons
and produced a hyperpolarization of the cell membrane
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TABLE 1 | Cell membrane properties of spiny projection neurons (SPNs) in wildtype (WT), Q175 and R6/2 mice.

Capacitance (pF) Input resistance (MΩ) Time constant (ms)

2 months
WT (n = 47) 147.6 ± 6.3 49.8 ± 2.9 2.1 ± 0.08
Q175 (n = 49) 143.6 ± 5.1 55.0 ± 3.0 2.1 ± 0.08

8 months
WT (n = 38) 132.6 ± 4.4 64.4 ± 3.6 2.2 ± 0.08
Q175 (n = 33) 125.1 ± 5.7 84.9 ± 6.7∗∗ 2.1 ± 0.08

12 months
WT (n = 40) 97.4 ± 6.1 78.1 ± 6.1 1.8 ± 0.10
Q175 (n = 47) 88.7 ± 3.8 107.5 ± 6.8∗∗ 1.8 ± 0.08

60 days
WT (n = 38) 118.8 ± 6.7 66.0 ± 8.3 1.8 ± 0.1
R6/2 (n = 53) 80.0 ± 1.9∗∗∗∗ 161.9 ± 9.1∗∗∗∗ 1.5 ± 0.05∗∗

Group means ± SEMs are reported. Comparisons for each membrane property were made between WT and Q175 or R6/2 cells at each age group. Significant differences were
determined using Student’s t-tests where ∗∗p < 0.01 and ∗∗∗∗p < 0.0001.

FIGURE 3 | Optical activation of SOM-expressing interneurons in Q175 and WT mice at three ages. (A1) Schematic of AAV injection site and recording area in
Q175xSOM-Cre mice. (A2) Confocal z-stack image of a biocytin-filled SPN (red) that was recorded from a 12 month-old Q175xSom-Cre mouse. SOM-expressing
interneuron processes expressing ChR2-eYFP are seen surrounding the recorded cell. Scale bar = 20 µm. (B) Sample traces of evoked GABAergic responses in WT
and Q175 SPNs following optical activation of SOM-expressing interneurons. (C) Summary of optically-evoked γ-aminobutyric acid (GABA) response properties in
WT and Q175 SPNs at 2 (WT n = 26, 11 mice; Q175 n = 27, 10 mice), 8 (WT n = 18, seven mice; Q175, n = 17, nine mice) and 12 months (WT n = 30, 13 mice;
Q175, n = 34, nine mice). Significant differences were determined using Two-way ANOVAs and appropriate post hoc analyses, where ∗p < 0.05, ∗∗p < 0.01 and
∗∗∗p < 0.001.

(Figures 4C1,C2). Notably, in a subset of SPNs, continuous
yellow light (1 mW, 60 s) also significantly reduced the frequency
of sIPSCs (Figures 4D1,D2), such that sIPSC frequencies from

Q175 SPNs that were significantly increased compared to WTs
(2.21 ± 0.4 Hz for Q175, n = 13 vs. 1.22 ± 0.2 Hz for WT,
n = 19; t(30) = 2.44, p = 0.021) were no longer significantly
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FIGURE 4 | Reduced inhibitory input to SPNs is induced by silencing SOM-expressing interneurons. (A) Schematic of AAV injection and recording sites used for
silencing experiments. (B) Confocal image of a biocytin-filled SOM-expressing interneuron (red) that also expresses eYFP. The cell was recorded from a 12 month old
Q175xSOM-Cre mouse. Scale bar = 10 µm. (C1) Recording from a Q175 SOM-expressing interneuron in cell-attached mode. Most SOM interneurons are
constitutively active at rest with firing frequencies of 1–10 Hz. During yellow light activation of enhanced Natronomonas pharaonis halorhodopsin (eNpHR; bar,
585 nm, 1 mW), the cell was silenced. (C2) Yellow light illumination (bar, 0.08 mW) hyperpolarizes SOM-expressing interneurons. (D1) Sample trace of spontaneous
IPSCs (sIPSCs) recorded in an SPN from a 12 month-old Q175 mouse. Activation of eNpHR in SOM-expressing interneurons (bar, 1 mW), decreased sIPSC
frequency in a subset of SPNs. (D2) Frequency-time histogram of recorded events in the SPN shown in D1 illustrates the decrease in sIPSC frequency during yellow
light illumination. (E) Cumulative inter-event interval distribution plots of SPN sIPSCs before (left) and during (right) yellow light-induced suppression of
SOM-expressing interneurons. Insets show the average sIPSC frequencies for each genotype. (F) Plots showing the percent change in sIPSC frequencies for each
recorded SPN during yellow light. For WT cells that displayed a reduction in sIPSC frequency during yellow light, the mean percent change was ∼10% (gray area).
(G) Summary of the percent of SPNs that responded with a decrease (>10%) in sIPSC frequency. Proportionately, more SPNs from symptomatic Q175 (12 months)
and R6/2 (60 days) mice showed a decrease in frequency compared to WT SPNs (Fisher exact test: p = 0.029 and p = 0.024, for Q175 and R6/2 vs. WT,
respectively). (H) The average percent change (decrease) in sIPSC frequencies when SOM interneurons were silenced was greater in Q175 and R6/2 SPNs
compared to WT SPNs. Significant differences were determined using Student’s t-test or two-way ANOVAs followed by appropriate post hoc analyses, where
∗p < 0.05 and ∗∗p < 0.01.
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different and became similar to WTs (1.88 ± 0.4 Hz for
Q175 vs. 1.24 ± 0.2 Hz for WT; t(30) = 1.67, p = 0.105;
Figure 4E, inset). Cumulative inter-event interval distribution
plots also show sIPSC frequencies in SPNs during yellow
light-induced silencing of SOM-expressing interneurons became
more similar to that of WTs (Before Light: F(40,1200) = 2.38,
p < 0.001 for genotype× interval, Holm-Sidak post hoc analyses:
p = 0.004–0.044 for intervals 400–2,700 ms. During Light:
F(40,1200) = 0.786, p = 0.828 for genotype × interval). The
percent change of sIPSC frequencies during yellow light was
greater in Q175 SPNs than in WTs (Figure 4F). We determined
that the proportion of Q175 SPNs that responded to optical
silencing of SOM-expressing interneurons with a reduction in
sIPSC frequency greater than 10%was higher than the percentage
observed in WTs (69% or 9/13 for Q175 SPNs vs. 26% or
5/19 for WTs; Fisher exact test: p = 0.029; Figure 4G), and for
these SPNs, the average percent decrease was larger in Q175s
(25.4 ± 3.2% decrease for Q175s vs. 13.4 ± 0.8% decrease for
WTs; t(12) = 2.73, p = 0.018). Thus, the overall change in sIPSC
frequency during inhibition of SOM-expressing interneurons
for all recorded SPNs was greater in Q175s than in WTs
(−15.14 ± 5.0% in Q175 SPNs vs. 1.94 ± 2.7%; t(30) = 3.24,
p = 0.003; Figure 4H). We also used the same approach to
determine if SOM-expressing interneurons contribute towards
increased inhibition in the R6/2 mouse model of HD (seven
and nine mice for WT and R6/2 mice, respectively). Here,
we observed similar results to those of Q175 SPNs. Silencing
SOM-expressing interneurons resulted in a greater proportion
of R6/2 SPNs displaying a reduction (>10%) in sIPSC frequency
(49% or 16/33 for R6/2 SPNs vs. 17% or 4/23 for WTs, Fisher
exact test: p = 0.024; Figure 4G). Additionally, the overall change
in average sIPSC frequency was greater in R6/2 SPNs than in
WTs during yellow light (−11.0 ± 2.8% change for R6/2 s vs.
−0.9 ± 3.9% change for WTs; t(54) = 2.11, p = 0.04; Figure 4H).
These data provide evidence that SOM-expressing interneurons
are one of the main sources of increased GABAergic activity in
SPNs of HD mouse models.

Increased Frequency of sIPSCs Onto SPNs
Is Not a Result of Altered GABAB Signaling
In order to gain further insight into the mechanism underlying
the increased inhibitory input onto SPNs, we investigated
whether there were genotype-specific alterations in receptors
that are predominantly located at presynaptic sites and that
have been shown to modulate neurotransmitter release. First,
we examined the effects of activating GABAB receptor signaling.
Activation of GABAB receptors on presynaptic terminals
was previously shown to decrease neurotransmitter release,
particularly at glutamatergic corticostriatal terminals (Calabresi
et al., 1991; Nisenbaum et al., 1993; Kupferschmidt and
Lovinger, 2015). Furthermore, GABA release from nearby SPNs
and neurogliaform-NPY interneurons can activate presynaptic
GABAB receptors on excitatory terminals (Logie et al., 2013).
Thus, we examined whether activation of GABAB receptors on
PV- and SOM-expressing interneurons affects neurotransmitter
release and whether such presynaptic GABAB receptor signaling
is altered in Q175 mice.

We observed a reduction in the amplitude, area and decay
time of IPSC responses induced by stimulation of PV-expressing
interneurons in both Q175 and WT SPNs following incubation
with the GABAB receptor agonist, baclofen (Figures 5A–C).
The extent of this reduction was similar in both genotypes at
2 and 8 months (numbers of mice and cells are in the figure
legend). We also observed a similar pattern to activation of
SOM-expressing interneuron-induced IPSCs in SPNs. Baclofen
reduced similarly the amplitude, area and decay time of these
responses regardless of the genotype and age (Figures 5D–F).
Interestingly, the sensitivity of this baclofen-mediated reduction
differed between the two interneuron types. The effective
concentration of baclofen required to produce significant
reductions in PV-expressing interneuron-induced responses
was 10 µM. At this concentration, the amplitude decreased
56.1 ± 6.5% and 52.3 ± 3.6% for 8-month-old Q175 and
WT SPNs, respectively. At 10 µM the percent reduction
of SPN response amplitudes after activating SOM-expressing
interneurons was 87.7 ± 1.3% in 8-month-old Q175s and
85.0± 2.5% in WTs at the same age. Baclofen at a concentration
of 0.5 µM had a negligible effect on PV-expressing interneuron-
induced responses in SPNs (data not shown). These data suggest
that while the sensitivity of GABAB receptor-activation differs
between responses evoked by activation of the two interneuron
types, GABAB receptor signaling between the genotypes remains
unaltered for responses in SPNs evoked by either activation of
PV- or SOM-expressing interneurons.

Reduced CB1 Receptor Modulation of
GABA Responses Evoked by SOM- but Not
by PV-Expressing Interneurons
We next examined the CB1 receptor-mediated modulation of
IPSCs evoked in SPNs by optical activation of PV-expressing and
SOM-expressing GABAergic interneurons (Figure 6). Control
responses to activation of PV-expressing interneurons were
first recorded in SPNs in the presence of glutamate receptor
antagonists (10 µMNBQX and 50 µM APV) alone (Figure 6B).
After a 20 min exposure to the CB1 receptor agonist, WIN
55,512-2 (3µM), the peak amplitudes of evoked IPSCs decreased
similarly in Q175 and WT SPNs [55.7% of control in SPNs
from Q175 mice (n = 12, six mice) and to 60.9% in WT
mice (n = 11, five mice)] at 2 months (Figure 6C). We also
observed no genotype-specific differences in response areas or
decay times. WIN 55,512-2-mediated decreases in evoked IPSC
response amplitude and area were greater at 8 and 12 months
(8 months: n = 11, nine mice for Q175s and n = 16, seven
mice for WTs; 12 months: n = 10, eight mice for Q175 and
n = 11, three mice for WT) than at 2 months but again,
no significant differences between genotypes were observed.
Additionally, no differences were observed in the response decay
times at 8 and 12 months.

Activation of CB1 receptors with WIN 55,212-2 also
reduced current responses in SPNs evoked by activation of
SOM-expressing interneurons in both Q175 and WT mice
(Figures 6E–I). At 2 months, there were no genotypic differences
in optically-evoked IPSC responses following a 20 min bath
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FIGURE 5 | Activation of GABAB receptors yielded no significant genotype-dependent alterations in PV- or SOM-expressing interneuron-induced IPSCs in
Q175 SPNs. (A) Schematic of AAV injection/recording site and mouse line used for the data shown in (B,C). (B) Sample traces of optically-evoked, GABA responses
mediated by activating PV-expressing interneurons in WT and Q175 SPNs before (Control) and after 20 min incubation with Baclofen (Bac, 10 µM). (C) Summary of
the effects of GABAB receptor activation in WT, presymptomatic Q175 (2 months; WT n = 7 and Q175 n = 12; four and five mice, respectively) and symptomatic
Q175 (8 months; WT n = 7 and Q175 n = 8; six and five mice, respectively) SPNs. Average response properties (amplitude, area and decay time) as a percentage of
the Control response. (D) Schematic of AAV injection/recording site and mouse line used for the data shown in (E,F). (E) Sample traces of optically-evoked, GABA
responses mediated by activating SOM-expressing interneurons in WT and Q175 SPNs before (Control) and after 20 min incubation with Bac (0.5 µM followed by
subsequent incubation with 10 µM). (F) Summary of the effects of GABAB receptor activation by Bac in 2- and 8-month WT and Q175 SPNs (2 months: WT
n = 11 and Q175 n = 9; eight and six mice, respectively; eight month: WT n = 11 and Q175 n = 12; six mice for each genotype.
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FIGURE 6 | Reduced effect on GABA responses in Q175 SPNs by the cannabinoid type 1 (CB1) receptor agonist WIN 55,212-2 was observed when activating
SOM- but not PV-expressing interneurons. (A) Schematic of AAV injection/recording site and mouse line used for the data shown in (B–D). (B) Sample traces of
optically-evoked, PV-expressing interneuron-induced GABA responses in WT and Q175 SPNs before (Control) and at the end of 20 min incubation with WIN
55,212-2 (3 µM). (C) Summary of the effects of CB1 activation in WT, presymptomatic Q175 (2 months) and symptomatic Q175 (8 and 12 months) SPNs. Average
response properties (amplitude, area and decay time) are reported as a percentage of the Control response. (D) The effects of co-application of WIN-55,212-2 and
the CB1 antagonist AM 251 (3 µM, 20 min) on GABA responses in WT and Q175 SPNs (2 months) following pre-incubation with AM 251. (E) Schematic of AAV
injection/recording site and mouse line used for the data shown in (F–I). (F) Sample traces of activation of SOM-expressing interneuron-induced GABA responses in
WT and Q175 SPNs before (Control) and at the end of a 20 min incubation with WIN 55,212-2 (3 µM). (G) Summary of the effects of CB1 receptor activation on WT
and Q175 SPNs from 2-, 8- and 12-month-old mice. (H) The effects of co-application of WIN-55,212-2 and AM 251 (3 µM) on GABA responses in WT and
Q175 SPNs (8 months) following pre-incubation with AM 251. (I) The effects of presynaptic CB1 receptor activation by WIN 55,212-2 on GABA response amplitudes
in SPNs from 12-month-old WT and symptomatic Q175 D1-Tom POS and D1-Tom NEG SPNs. Significant differences were determined using two-way ANOVAs and
appropriate post hoc analyses, where ∗p < 0.05 and ∗∗p < 0.01.

application of WIN 55,212-2 (n = 12 for Q175s and n = 11 for
WTs; five mice for each genotype; Figure 6G). However, at
8 months, the effect of WIN 55,212-2 on response amplitude

was significantly smaller in SPNs from Q175 mice than in
those from WTs (F(1,67) = 17.18, p < 0.001 for genotype;
Holm-Sidak post hoc analyses: p = 0.002; n = 12 and seven
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mice for Q175s and n = 15 and eight mice for WTs). This
reduced effect of WIN 55,212-2 on response amplitude was
maintained in Q175 mice at 12 months (p = 0.003; n = 10 and
four mice for Q175s and n = 11 and six mice for WTs).
Similarly, average IPSC response areas were reduced but to a
lesser extent in 8-month (p = 0.057) and 12-month Q175 SPNs
(F(1,67) = 9.15, p < 0.004 for genotype; Holm-Sidak post hoc
analyses: p = 0.002). The difference between mean decay times
in 12 month-old SPNs following WIN 55,212-2 treatment also
was statistically significant (F(1,67) = 6.30, p = 0.015 for genotype;
Holm-Sidak post hoc analyses: p = 0.003). If the modulation
of evoked IPSCs through activation of CB1 receptors were
postsynaptic, one might expect effects to be similar regardless
of the type of interneuron releasing GABA. However, WIN
55,212-2 differentially affected SPN responses to activation of
PV- and SOM-expressing interneurons, thus indicating that the
site of action of WIN 55,212-2 primarily resides at CB1 receptors
on presynaptic terminals.

Since expression of CB1 receptors on the terminals of
SOM-expressing interneurons in the striatum has not previously
been reported in an HD mouse model using electrophysiological
techniques, we also investigated the effects of CB1 receptor
activation in the R6/2 mouse model. Because Horne et al.
(2013) reported reduced CB1 receptors in NPY/nNOS-positive
cells in R6/2 mice previously, we chose this model to compare
with findings in Q175 mice. In the striatum, there are two
types of NPY cells—either those that co-express nNOS or
not (Ibáñez-Sandoval et al., 2011). The NPY/nNOS-positive
cells are the majority of the two and correspond to the LTS
interneurons. We expressed ChR2 in WT and symptomatic
(60 days) R6/2 mice and determined the effects of WIN
55,212-2 on responses evoked by activation of SOM-expressing
interneurons in SPNs. Similar to the observation in 12-month
Q175 SPNs, the effect of CB1 receptor activation was reduced
on optically-evoked GABA responses in SPNs from R6/2 mice.
There was a genotype-dependent difference with WIN 55,212-
2 on the amplitude of responses (50.1 ± 6.3% of control for
R6/2s, n = 14 and eight mice vs. 32.7 ± 3.7% of control for
WTs, n = 11 and seven mice; t(23) = 2.21, p = 0.037), as well
as on response areas (46.7 ± 5.1% of control for R6/2s vs.
25.7 ± 3.6% for control in WTs; t(23) = 3.14, p = 0.005) and
decay times (67.5 ± 4.8% of control for R6/2 s vs. 44.8 ± 4.7%
of control for WTs; t(23) = 3.34, p = 0.003; data not illustrated).
Thus, CB1 receptor activation on the presynaptic terminals
of SOM interneurons modulates GABA responses in SPNs to
a lesser degree in both symptomatic Q175 and R6/2 mice
compared to WTs.

To test the specificity of the effects of WIN 55,212-2, we
pre-incubated slices from WT and symptomatic (8 month)
Q175 mice with the CB1 receptor antagonist AM 251 (3 µM).
Peak amplitudes of IPSCs evoked in SPNs by optical stimulation
of SOM-expressing interneurons were unaltered by treatment
with AM 251 (94.4 ± 11.6% of control for Q175 SPNs, n = 4 and
99.5 ± 2.2% of control for WT SPNs, n = 4). Following
incubation with AM 251, a combination of WIN 55,212-2 and
AM 251 was applied for 20 min. AM 251 effectively blocked the
previously observed effects of WIN 55,212-2 on the response

amplitudes in cells of both genotypes (96.1 ± 7.9% of control
for Q175 SPNs and 101.2 ± 5.9% of control for WT SPNs;
Figure 6H). The same selectivity experiment was performed
on 2 month-old Q175 and WT PV-Cre mice. No significant
changes in the response amplitudes were observed in Q175 and
WT SPNs when WIN-55,212-2 was co-applied compared to the
amplitudes of control responses in AM 251 alone (96.6 ± 19.5%
of control for Q175 SPNs, n = 3 and 99.2 ± 11.0% of control
for WT SPNs, n = 4; Figure 6D). These results provide evidence
that the reductions seen in SOM- and PV-induced IPSCs after
incubation with WIN-55,212-2 were due to selective activation
of CB1 receptors.

Previous work in other HD mouse models has shown
inhibitory input onto D2 receptor-expressing (D2), indirect
pathway SPNs is increased compared to inhibitory input onto
D1 receptor-expressing (D1), direct pathway SPNs (Andre et al.,
2011; Cepeda et al., 2013). Since evoked responses in SPNs
from activation of SOM-expressing interneurons are less affected
by WIN 55,212-2 in symptomatic Q175 SPNs compared to
WTs, we tested whether or not this effect is differential for
the two types of SPNs. We crossed SOM-Cre mice with a
Q175 mouse line that expresses tdTomato in D1 receptor-
containing SPNs. We expressed ChR2 in SOM-expressing
interneurons and recorded evoked IPSCs in D1-tdTomato
positive (D1-Tom POS) and negative (D1-TomNEG) SPNs from
both Q175 and WT mice (seven and six mice, respectively) at
8 months of age. Peak amplitudes of optically-evoked responses
were statistically similar in D1-Tom POS and D1-Tom NEG
cells in both genotypes (Q175: 83.1 ± 12.1 pA in D1-Tom
POS and 86.8 ± 11.6 pA in D1-TOM NEG cells, where
n = 10 and 10 cells, respectively; WT: 111.2 ± 21.6 pA in
D1-Tom POS and 100.8 ± 14.7 pA in D1-TOM NEG cells,
where n = 11 and 10 cells, respectively). After treatment
with WIN 55,212-2 for 20 min, both D1-Tom POS and
D1-TOM NEG responses were reduced similarly, although the
amplitude of evoked IPSCs in Q175 SPNs of both types was less
affected than SPNs in WT mice (F(1,37) = 13.1, p < 0.001 for
genotype; Holm-Sidak post hoc analyses for genotype effects:
p = 0.045 and p = 0.004 for D1-tom POS and NEG, respectively;
Figure 6I). Response areas also were less affected in Q175s for
both types of SPNs compared to WTs (data not illustrated),
although the difference was only statistically significant for
D1-Tom POS cells (D1-Tom POS: 46.8 ± 7.3% of control
for Q175s vs. 25.2 ± 6.7% of control for WTs; D1-Tom
NEG: 47.7 ± 7.0% of control for Q175s vs. 29.9 ± 6.8%
of control for WTs; F(1,37) = 8.30, p = 0.007 for genotype;
Holm-Sidak post hoc analyses for genotype effects: p = 0.030 and
p = 0.076 for D1-tom POS and NEG, respectively). No significant
differences were observed for response decay times for either
cell type (D1-Tom POS: 55.7 ± 6.1% of control for Q175s vs.
44.0 ± 5.4% of control for WTs; D1-Tom NEG: 61.0 ± 7.7%
of control for Q175s vs. 52.8 ± 7.2% of control for WTs;
F(1,37) = 2.306, p = 0.137; data not illustrated). These data
further support our conclusion that CB1 receptors, specifically
on the presynaptic terminals of SOM-expressing interneurons,
are less effective at reducing the inhibition to SPNs in mouse
models of HD.
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To investigate whether or not altered CB1 receptors on
D1 receptor-expressing SPN terminals contribute to increased
inhibitory events in symptomatic Q175 mice, we examined the
effects of WIN 55,212-2 on evoked IPSCs in SPNs following
activation of D1 receptor-expressing SPN terminals. Here, we
selectively expressed ChR2 in 13–15 month-old Q175 and WT
mice that were crossed with D1-Cre mice (six and three mice,
respectively). Recordings were performed only in SPNs within
close proximity to the striatal injection site and that did not
express ChR2. We considered these SPNs as D2 receptor-
containing since they lacked opsin expression. We found no
significant genotype-dependent alterations in optically-evoked
IPSC response amplitudes, areas or decay times (Amplitude:
54.2 ± 7.5% of control for Q175s vs. 47.9 ± 3.7% of control
for WTs, p = 0.457; Area: 42.7 ± 6.8% of control for Q175s
vs. 39.1 ± 4.8% of control for WTs, p = 0.677; Decay
time: 73.4 ± 6.5% of control for Q175s vs. 79.6 ± 8.7% of
control for WTs, p = 0.575. n = 9 cells each). These results
suggest CB1 receptor signaling is not differentially affected
at Q175 D1 receptor-expressing SPN terminals in WT and
Q175 mice and thereby does not contribute to the increase in
inhibitory synaptic events observed in D2 receptor-expressing
SPNs in HD mouse models.

CB1 Receptor Signaling Is Affected at
Corticostriatal Synapses in Symptomatic
Q175 Mice
Since it has been shown that activation of CB1 receptors on
excitatory cortical afferents can modulate glutamate release in
the striatum (Gerdeman and Lovinger, 2001) we also investigated
whether CB1 receptor-mediated signaling on corticostriatal
terminals is progressively affected in Q175 mice. ChR2 driven
by the CaMKII promoter was injected in the right M1 cortical
region of 2, 8 and 12 month-old Q175 and WT mice
(Figure 7A1). Slices were decorticated and optically-evoked
EPSCs were recorded in SPNs in the presence of the GABAA
receptor antagonist, bicuculline (BIC, 10 µM; Figure 7B). No
genotype-specific differences in the amplitude or area of evoked
EPSCs were observed until 12 months. At this age, the evoked
EPSCs in Q175 SPNs (n = 22) were smaller in amplitude
(283.8 ± 50.6 pA for Q175 SPNs vs. 533.4 ± 52.4 pA for
WTs; F(1,107) = 4.19, p = 0.043 for genotype; Holm-Sidak
post hoc analyses: p = 0.004) and there was a trend for
smaller area (5539.5 ± 1290.6 pA × ms for Q175 SPNs
vs. 10388.2 ± 1262.3 pA × ms for WTs, p = 0.096 for
genotype), but decay times were similar to WTs (n = 24,
23.3 ± 2.4 ms for Q175 SPNs and 24.4 ± 1.7 ms for
WTs). Similarly, genotype-specific alterations in CB1-mediated
modulation of corticostriatal inputs were not apparent until
12 months (Figure 7C). Evoked corticostriatal EPSCs in
Q175 SPNs (n = 21) were less sensitive to CB1 modulation
compared to EPSCs in WTs (n = 22; amplitude: F(2,95) = 3.13,
p = 0.043 for genotype × age; Holm-Sidak post hoc analyses:
p = 0.005; area: F(2,94) = 3.37, p = 0.039; Holm-Sidak
post hoc analyses: p = 0.025). The reduced CB1 effect on
Q175 SPN IPSCs from SOM-expressing interneurons appears

to precede the CB1 receptor-mediated alterations observed in
Q175 corticostriatal projections (compare Figures 6, 7).

DISCUSSION

Motor impairment as a result of striatal atrophy and microcircuit
dysfunction is a hallmark pathology of HD. While much
attention has focused on alterations in glutamatergic signaling
due to the excitotoxic nature of glutamate, changes in
the corticostriatal pathway may only partially explain the
progression of motor abnormalities associated with HD.
Alterations in GABAergic synaptic transmission in the striatum
are observed in symptomatic HD mice and are also likely to
contribute to abnormal movements (Cepeda et al., 2004, 2013;
Dvorzhak et al., 2013; Indersmitten et al., 2015; Garret et al.,
2018; Reiner and Deng, 2018).We focused on striatal GABAergic
interneurons as the main sources of increased inhibitory synaptic
transmission since abnormalities in their intrinsic and synaptic
properties have been observed in HD mice (Cepeda et al.,
2013; Holley et al., 2019). By selectively exciting or inhibiting
discrete interneuron subtypes with optogenetic techniques, we
examined the synaptic contributions of PV- and SOM-expressing
interneurons in the Q175 HD mouse model. Optically silencing
striatal SOM-expressing interneurons, which normally fire
spontaneously, reduced the activity-dependent enhancement of
spontaneous GABA synaptic currents in SPNs from HD mice
to levels observed in WT mice. Our results also suggest that
a plausible mechanism contributing to the enhancement of
GABA synaptic activity in HD mice is the downregulation of
CB1 receptors located on presynaptic terminals of SOM- but
not PV-expressing interneurons. In addition, we found that
although the amplitude of GABA responses induced in SPNs
by optical activation of PV- or SOM-expressing interneurons
was not different between genotypes, the decay time was
significantly faster in SPNs from HD mice. These findings offer
insight into the relative impact that each of these two types of
interneurons has in altering striatal output by modulating the
activity of SPNs in HD.

In agreement with previous studies, we observed the average
sIPSC frequency in Q175 SPNs was increased compared
to WTs (Dvorzhak et al., 2013; Indersmitten et al., 2015).
Since SOM-expressing but not PV-expressing interneurons are
spontaneously active at rest and increased sIPSC frequency is
activity-dependent, we posited that these interneurons play a
pivotal role in this effect. We previously reported in Q175 mice
that some LTS interneurons displayed increased action potential
firing within oscillating bursts (Holley et al., 2019) thus
predicting that while in this more excitable state, they may
release more GABA onto SPNs. As such, we demonstrate
that optical activation of halorhodopsin in SOM-expressing
interneurons induced a decrease in the overall frequency of
sIPSCs that was more pronounced and occurred in a greater
percentage of SPNs in symptomatic Q175 and R6/2 mice
than in WTs. Further, silencing SOM-expressing interneurons
reduced sIPSC frequencies in Q175 SPNs to levels observed in
WTs. These results support the premise that excessive activity
of SOM-expressing interneurons primarily contributes to the
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FIGURE 7 | Excitatory postsynaptic currents (EPSCs) from the cortex are reduced in Q175 SPNs recorded in fully symptomatic mice and are less sensitive to
modulation by WIN 55,212-2 compared to WT SPNs. (A1) Schematic of AAV injection site and recording area in Q175 mice for experiments examining
CB1 receptor-mediated modulation of excitatory cortical inputs onto SPNs. (A2) Confocal z-stack image of a biocytin-filled SPN (red) that was recorded from an
8 months-old Q175 mouse. Corticostriatal processes expressing ChR2-eYFP are seen surrounding the recorded cell. Scale bar = 20 µm. (B) Sample traces of
optically-evoked, cortical-induced glutamatergic responses in WT and Q175 SPNs before (Control) and at the end of 20 min incubation with WIN 55,212-2 (3 µM).
(C) Summary of the effects of WIN 55,212-2 (3 µM) on optically-evoked EPSCs from WT and Q175 SPNs from 2-, 8- and 12-month-old mice. Average response
properties (amplitude, area and decay time) are reported as a percentage of the Control response. Significant differences were determined using two-way ANOVAs
and appropriate post hoc analyses, where ∗p < 0.05 and ∗∗p < 0.01.

increased GABA synaptic activity observed in SPNs inHDmouse
models. Incidentally, striatal SOM levels are increased in HD
patients (Aronin et al., 1983) supporting the hypothesis that
increased firing of these interneurons also results in the increased
release of neuroprotective factors. Although we can only surmise
that the reason for the increase in SOM-expressing interneuron
activity is a potential compensatory mechanism to offset the
glutamatergic dysregulation observed in HD mice (Cepeda et al.,
2007; Bunner and Rebec, 2016), an unintended consequence of
SOM upregulation is also an increase in spontaneous, activity-
dependent, GABA synaptic activity (Cepeda et al., 2004).

Since we previously observed evoked IPSCs with larger
amplitudes in SPNs of R6/2 mice compared to WTs following
activation of PV-expressing interneurons (Cepeda et al., 2013),
we presumed that PV-expressing interneurons would also be a
main contributor to increased GABA synaptic activity in the
striatum of symptomatic Q175 mice (Indersmitten et al., 2015).
Additionally, FSIs exhibit greater connectivity to SPNs than LTS
or other neighboring SPNs (Tepper et al., 2004; Cepeda et al.,

2013) and in Q175 mice the resting membrane potentials of these
interneurons are more depolarized (Holley et al., 2019), thus
making PV-expressing interneurons a likely candidate involved
in the increased inhibition onto SPNs. However, unlike what was
observed in R6/2 mice (Cepeda et al., 2013), we saw no genotype-
dependent differences in evoked IPSC amplitudes after optically-
stimulating either PV- or SOM-expressing interneurons in
Q175 mice. This is likely due to how responsive intracellular
homeostatic mechanisms within PV-expressing interneurons
are in the context of a severe vs. a more slowly progressing
HD environment. In a recent study from our laboratory,
PV-expressing interneurons in the Q175 striatum were found
to exhibit signs of degeneration as evidenced by the decreased
cell membrane capacitances, smaller somatic areas and reduced
neurite arborizations in these interneurons (Holley et al., 2019).
Likewise, in HD patients with the adult-onset form of the disease
where the progression of the disease phenotype takes decades
to fully manifest, the number of PV-expressing interneurons is
reduced while the number of SOM-expressing neurons remains
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constant (Reiner et al., 2013). Thus, PV-expressing interneurons
appear to be more vulnerable over long periods of time, implying
that they lack the ability to upregulate GABA synaptic activity
through possible loss of synaptic connections to SPNs. It would
be of interest to determine if PV-interneuron connectivity to
other striatal neurons is altered in HD. Interestingly, loss of
PV-expressing neurons in addition to morphological signs of
degeneration have also been observed in the brains of multiple
sclerosis patients andmouse models (Dutta et al., 2006; Clements
et al., 2008; Falco et al., 2014).

We provide evidence that a plausible contributing
mechanism underlying the overall increase in the frequency
of sIPSCs induced by the hyperactivity of SOM-expressing
interneurons is a dysregulation of the endocannabinoid system
in these interneurons. Selectively activating SOM-expressing
interneurons in the presence ofWIN 55,212-2 demonstrated that
CB1 receptors on the terminals of these interneurons are either
reduced or less sensitive in Q175 mice, beginning at 8 months
of age. The prevailing function of CB1 receptor activation is to
inhibit synaptic activity and likewise, activation of CB1 receptors
has been shown to suppress both excitatory and inhibitory
neurotransmitter release in multiple brain regions (Szabo et al.,
1998; Katona et al., 1999; Hajos et al., 2000; Gerdeman and
Lovinger, 2001; Hentges et al., 2005; reviewed in Katona and
Freund, 2012). In the striatum of HD patients and in mouse
models, CB1 receptor mRNA transcript levels and binding of
exogenous cannabimimetics is reduced (Denovan-Wright and
Robertson, 2000; Glass et al., 2000; Lastres-Becker et al., 2002;
McCaw et al., 2004; Menalled et al., 2012). Additionally, previous
studies showed the sensitivity of striatal GABA synapses to
cannabinoid receptor stimulation is severely impaired in
R6/2 mice (Centonze et al., 2005). We now demonstrate that
this effect is selective for SOM-, not PV-expressing interneurons
in symptomatic 8-month-old mice at synapses on both direct
(D1) and indirect (D2) pathway SPNs. This observation agrees
with a previous study in HD showing that CB1 receptors
are downregulated specifically in NPY/NOS-expressing
interneurons while remaining unchanged in PV-expressing
interneurons (Horne et al., 2013). We also observed decreased
CB1 sensitivity to cortical inputs, but not until 12 months of
age suggesting that HD-related alterations of CB1 receptors on
inhibitory SOM-interneuron terminals may precede those on
excitatory corticostriatal projections. However, solid evidence
would require additional quantitative immunohistochemical
analyses in addition to ligand binding studies.

While attempting to elucidate a mechanism behind this
increased inhibitory synaptic activity in the HD striatum, we also
sought to determine if interneuron-specific GABAB signaling
was affected in Q175 mice. Additionally, excess GABA may
affect neurotransmitter release (excitatory and inhibitory)
through activation of presynaptic GABAB receptors. Although
we observed that GABAB signaling at interneuron-SPN
synapses is intact in presymptomatic and symptomatic mice,
we found the sensitivity of the IPSC depression differed
between PV- and SOM-expressing interneuron synapses.
Unlike ionotropic GABAA receptors that rapidly activate upon
ligand binding and can alter membrane potentials due to their

permeability to Cl− ions (Olsen and Sieghart, 2009), GABAB
receptors are coupled to intracellular G-protein signaling
cascades and are able to modulate neurotransmitter release
by inhibiting voltage-dependent Ca2+ channels (Wu and
Saggau, 1995). Thus, it would seem likely that if terminals
of SOM-expressing interneurons contain more GABAB
receptors than the terminals of PV-expressing interneurons,
a GABAB receptor agonist would produce greater inhibition
of neurotransmitter release at these synapses. Although the
density of GABAB receptors on striatal interneuron terminals
has not been well characterized, this does seem to be the case
for SOM interneuron synapses in the rat hippocampus where
immunolabeling of the GABABR-1 subunit is stronger than
for all other cells (Sloviter et al., 1999). Additionally, baclofen
produced a greater depression of SOM-expressing interneuron-
mediated IPSCs compared to those mediated by activation of
PV-expressing interneurons in the dorso-medial prefrontal
cortex of mice (Liu et al., 2017). Thus, we contend that the
increased frequency of sIPSCs in HD mice is not dependent
on dysfunctional GABAB signaling at PV and SOM-expressing
interneuron terminals. However, alterations in GABAB receptor
signaling at other interneuron or SPN synapses in HD mice
cannot be excluded.

We observed that the amplitude of GABA responses evoked
in SPNs by photoactivation of PV- and SOM-expressing
interneurons was not affected between genotypes, but the
decay time was significantly faster in cells from Q175 mice,
beginning at 8 months for responses evoked by SOM-expressing
interneuron activation and at 12 months for responses evoked
by PV-expressing interneuron activation, although there was a
trend for more rapid kinetics at 8 months as well. Non-selectively
activating all GABAergic inputs with electrical stimulation also
resulted in IPSC responses with similar amplitudes in Q175 and
WT SPNs but displayed more rapid decay times (unpublished
observation). Faster decay times of spontaneous, electrically- and
pharmacologically-evoked GABA responses also were observed
in slices and dissociated SPNs from R6/2 mice (Cepeda
et al., 2004, 2013). Similar to observations in symptomatic
Q175 mice, evoked IPSCs following activation of PV- and
SOM-expressing interneurons in R6/2 mice exhibited faster
decay times. It is enigmatic to observe more rapid kinetics
in responses evoked by stimulating GABAergic interneurons
while decay time kinetics appear similar to WTs for evoked
excitatory responses in Q175 SPNs and for inhibitory responses
induced by stimulation of other SPNs. Given that rapid decay
times appear to be associated with mainly interneurons than
other cell types in HD mice, possible explanations include
alterations in mechanisms of presynaptic neurotransmitter
release (Hefft and Jonas, 2005; Keros and Hablitz, 2005),
differential expression of GABA transporters (Overstreet and
Westbrook, 2003), modulation of postsynaptic GABA receptor
subunit composition or subtypes or a combination of any of
the above. Nevertheless. more rapid kinetics was shown to
be associated with enhanced expression of the α1 subunit,
corroborating the idea that this subunit contributes to faster
IPSCs (Okada et al., 2000; Barberis et al., 2007). Incidentally,
α1 subunit expression also is increased in the striatum of
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early and fully symptomatic HD mice (Cepeda et al., 2004;
Du et al., 2017).

In the present study, we also observed a reduction in the
amplitude of PV-expressing interneuron-evoked IPSCs as a
function of age in WT but not in Q175 mice. This effect suggests
reduced connectivity between FSIs and SPNs with age. In our
previous studies looking at the effects of age on corticostriatal
neurotransmission, we demonstrated an age-dependent decline
of evoked excitatory responses (Cepeda et al., 1996). Here
we show this effect can be generalized to PV-expressing
interneuron-mediated inhibitory neurotransmission, consistent
with neurochemical studies showing reduced levels of GABA
transmission in old mice (see for example Duarte et al., 2014).

While the present findings point to SOM interneurons as the
primary source of increased GABA synaptic activity in HDmice,
other potential sources should be considered. For example, a
subset of pallidal neurons project back to the striatum (Mastro
et al., 2014; Abdi et al., 2015; Glajch et al., 2016). Although the
main target of GPe inhibitory input is the FSIs, it is possible
that a small proportion innervates MSNs (Glajch et al., 2016). In
addition, long-range, PV- and SOM-mediated inhibitory cortical
inputs to striatal SPNs were described recently (Rock et al., 2016;
Melzer et al., 2017) and other types of striatal interneurons (e.g.,
TH- and calretinin-expressing interneurons) could potentially
contribute to aberrant GABAergic synaptic activity in HD. The
role of these inputs needs to be elucidated in future studies.
In addition, although a postsynaptic mechanism is the most
likely explanation for faster decay times, further experiments
exploring changes in paired-pulse ratios using an opsin with
a high temporal resolution, as well as changes in GABAA
receptor subunit composition in the striatum of Q175 mice
seem warranted.

Finally, in the present study, we could not determine if
differences in frequency of sIPSCs occur in SPNs belonging to
the direct or indirect pathway. Our previous studies in the more
severe R6/2 transgenic mouse model showed that the increase
in GABA activity affects mostly MSNs of the indirect pathway
(Cepeda et al., 2013). The changes in IPSC frequency observed
in Q175 knock-in mice are more complex as they are age- and
gene dose-dependent. In Q175+/− mice the change in frequency
is subtle and does not reach statistical significance, whereas, in
homozygous mice (Q175+/+), increased frequency of sIPSCs is
statistically significant (Indersmitten et al., 2015). As the present
study was constrained to using heterozygous Q175 mice, this
experiment could not be performed.

CONCLUSIONS AND INTERPRETATIONS

The present findings demonstrate that SOM- but not
PV-expressing interneurons are the main contributors to
increased GABA synaptic activity observed in genetic mouse
models of HD. Upregulation of SOM-expressing interneuron
function is associated with loss and/or reduced sensitivity
of CB1 receptors specifically on this type of interneuron.
Furthermore, optogenetic silencing of SOM-expressing
interneurons reestablished normal GABA synaptic activity,
suggesting novel avenues to restore the excitatory/inhibitory

balance lost in HD. However, if indeed SOM has neuroprotective
properties, caution must be exerted not to perturb this
homeostatic mechanism.

At present, it is still premature to explain why
SOM-expressing interneuron activity is upregulated in HD.
Although we could speculate that increased activity is a
compensatory mechanism to prevent excitotoxic levels of
glutamate released from cortical and thalamic terminals,
previous studies have demonstrated that neurogliaform, not
SOM-expressing, interneurons are able to modulate cortical
inputs (Logie et al., 2013). Further, we also have to consider that
in HD GABA could be excitatory, at least in the hippocampus
of symptomatic mice (Dargaei et al., 2019). Interestingly, a
recent study found that both GABA and glutamate can be
released simultaneously onto striatal SPNs in response to
photoactivation of SOM-expressing interneurons (Cattaneo
et al., 2019). While the glutamatergic response is short-lived,
the GABA response is persistent. In HD mouse models we
demonstrated a progressive reduction in glutamatergic inputs
onto SPNs (Cepeda et al., 2003). It is possible that, if indeed
SOM-expressing interneuron activation is both excitatory
and inhibitory, reduced excitatory input can be supplanted
by intrinsic activation from SOM-expressing interneurons.
Thus, at present, the most parsimonious explanation for
SOM-expressing interneuron upregulation in HD is either to
fulfill a neuroprotective role or to compensate for the loss of
excitatory inputs.
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Formation of synapses between neurons depends in part on binding between axonal
and dendritic cell surface synaptic organizing proteins, which recruit components of
the developing presynaptic and postsynaptic specializations. One of these presynaptic
organizing molecules is protein tyrosine phosphatase σ (PTPσ). Although the protein
domains involved in adhesion between PTPσ and its postsynaptic binding partners
are known, the mechanisms by which it signals into the presynaptic neuron to recruit
synaptic vesicles and other necessary components for regulated transmitter release
are not well understood. One attractive candidate to mediate this function is liprin-α,
a scaffolding protein with well-established roles at the synapse. We systematically
mutated residues of the PTPσ intracellular region (ICR) and used the yeast dihydrofolate
reductase (DHFR) protein complementation assay to screen for disrupted interactions
between these mutant forms of PTPσ and its various binding partners. Using a molecular
replacement strategy, we show that disrupting the interaction between PTPσ and liprin-α,
but not between PTPσ and itself or another binding partner, caskin, abolishes presynaptic
differentiation. Furthermore, phosphatase activity of PTPσ and binding to extracellular
heparan sulfate (HS) proteoglycans are dispensable for presynaptic induction. Previous
reports have suggested that binding between PTPσ and liprin-α is mediated by the PTPσ

membrane-distal phosphatase-like domain. However, we provide evidence here that
both of the PTPσ phosphatase-like domains mediate binding to liprin-α and are required
for PTPσ-mediated presynaptic differentiation. These findings further our understanding
of the mechanistic basis by which PTPσ acts as a presynaptic organizer.

Keywords: synapse, synaptogenesis, LAR-RPTP, phosphatase, adhesion proteins, liprin, scaffolding proteins

INTRODUCTION

A key early step in the formation of a new synapse involves binding between synaptic organizing
proteins expressed on the axon of one neuron and the dendrite of another, which triggers
clustering of intracellular synaptic proteins in both neurons. The presentation of a single
synaptic organizing protein expressed on the surface of a non-neuronal cell is sufficient
to induce local clustering of presynaptic or postsynaptic machinery. This is exemplified by
the first discovered and best known pair of synaptic organizing proteins, the postsynaptic
neuroligins (Scheiffele et al., 2000) and the presynaptic neurexins (Graf et al., 2004). In addition to
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the neuroligins and neurexins, a variety of other organizing
proteins with similar synaptogenic activities have been described
(Südhof, 2018). These include the presynaptically-expressed
LAR, protein tyrosine phosphatase σ (PTPσ), and PTPδ, which
together make up the LAR-RPTP family and interact with
postsynaptic NGL-3 (Woo et al., 2009), TrkC (Takahashi et al.,
2011), Slitrk1-6 (Takahashi et al., 2012; Um et al., 2014),
Il1RAPL1 (Yoshida et al., 2011), IL1RAcP (Yoshida et al., 2012),
SALM3, and SALM5 (Mah et al., 2010; Li et al., 2015).

The mechanism by which synaptic organizing proteins
signal the formation of a nascent synapse must involve more
than simply adhesion. In the case of neurexin, recruitment
of intracellular proteins can occur at least under some
circumstances without the presence of the neurexin intracellular
region (ICR; Gokce and Südhof, 2013), presumably through
an unidentified co-receptor. The same does not appear to be
true for the LAR-RPTPs, since a version of PTPσ lacking its
ICR acted as a dominant-negative suppressor of synaptogenesis
(Takahashi et al., 2011). However, the mechanism by which
these proteins exert their effects, including which intracellular
interacting proteins and/or co-receptors are involved, is
poorly understood.

LAR-RPTPs are comprised of extracellular Ig and FNIII
domains which mediate binding to postsynaptic NGL-3, TrkC,
Slitrks, IL1RAPL1, IL1RAcP, and SALM ligands (Takahashi and
Craig, 2013). The LAR-RPTP Ig1 domain also binds chondroitin
sulfate and heparan sulfate (HS), interactions that regulate axon
growth (Aricescu et al., 2002; Shen et al., 2009). In the context
of synaptogenesis, HS competes with TrkC for PTPσ binding
(Coles et al., 2014) but HS may mediate the formation of
additional synaptogenic complexes as suggested for a PTPσ-
glypican-4-LRRTM4 complex (Ko et al., 2015). The other major
family of presynaptic organizers, neurexins, are HSPGs (Zhang
et al., 2018). It is not yet clear whether HS-mediated LAR-RPTP
interaction with neurexins or other axonal co-receptors may
contribute to synaptogenic function.

Following the single transmembrane domain, the LAR-RPTPs
have a small wedge domain followed by two phosphatase-like
domains, termed D1 and D2, of which only D1 is catalytically
active (Streuli et al., 1990; Takahashi and Craig, 2013). There
are several known enzymatic substrates of the LAR-RPTPs
including p250GAP (Chagnon et al., 2010), β-catenin (Müller
et al., 1999; Dunah et al., 2005), and N-cadherin (Siu et al., 2007),
which could potentially mediate their synaptogenic effects. The
D2 domain binds to the scaffolding proteins of the liprin-α family
(Serra-Pagès et al., 1995), the GEF/kinase trio (Debant et al.,
1996), and to the CASK-interacting proteins caskin1 and caskin2
(Weng et al., 2011).

Whereas there is little evidence for roles of trio (Astigarraga
et al., 2010) or caskin (Weng et al., 2011) in synapse development,
considerable genetic and functional evidence from multiple
systems implicate liprin-α in presynaptic differentiation. The
liprin-α sterile alpha motif (SAM) domains bind CASK (Olsen
et al., 2005; Wei et al., 2011), liprin-β (Serra-Pagès et al.,
1998), mSyd-1a (Wentzel et al., 2013), and PTPσ (Serra-
Pagès et al., 1995). The liprin-α coiled coil domains bind
RIM (Schoch et al., 2002) and ELKS (Ko et al., 2003) as

well as liprin-α itself (Serra-Pagès et al., 1998). Thus, liprin-α
may function as a ‘‘hub’’ for recruitment of other presynaptic
molecules. The C. elegans homolog of liprin-α is required for
normal synapse morphogenesis and synaptic transmission, and
its loss results in the mislocalization of multiple presynaptic
components (Zhen and Jin, 1999). Additionally, the homologs
of the LAR-RPTPs and liprin-α interact genetically in the
context of synapse formation in both C. elegans (Ackley
et al., 2005) and Drosophila (Kaufmann et al., 2002). The
role of the mammalian liprin-α family, which contains four
members (termed liprin-α1–liprin-α4) encoded by four separate
genes, is less well characterized. Liprin-α2 and liprin-α3 are
the most abundant liprin-α isoforms in the brain (Zürner
and Schoch, 2009), show different but overlapping expression
patterns, and colocalize with synaptic markers (Spangler et al.,
2011; Zürner et al., 2011). Knockdown of liprin-α2 leads to
defects in presynaptic release as well as reduced localization
of several presynaptic components including CASK and RIM
(Spangler et al., 2013). Hippocampal neurons from mice with a
knockout of liprin-α3 show defects in synaptic vesicle docking,
tethering, and exocytosis (Wong et al., 2018). Together, these
observations point to liprin-α as an attractive candidate for
mediating presynaptic differentiation in response to binding
between LAR-RPTPs and their postsynaptic partners.

Here, we used a molecular replacement strategy in which
one or more intermolecular interactions were disrupted by
domain deletion or point mutagenesis in order to provide
insight into the mechanism by which PTPσ signals the formation
of a nascent synapse. We find that the ability of PTPσ to
mediate the induction of new presynaptic sites through its
canonical trans-synaptic partners does not depend on its ability
to dephosphorylate targets or to bind HSPGs, but it does require
the binding site for liprin-α. Our results also suggest that,
contrary to previous reports, binding between PTPσ and liprin-α
involves both the D1 and D2 domains of PTPσ.

MATERIALS AND METHODS

DNA Constructs and Viral Vectors
The pFB-shPTP vector used to package AAV6-shPTP was
generated based on L315-shCtrlx4 (Gokce and Südhof, 2013),
pFB-AAV-GFP-4xshRNA (Zhang et al., 2018), and shRNA
sequences against PTPσ (5′-GGCATCATGGGTAGTGATT-
3′), PTPδ [5′-GTGCCGGCTAGAAACTTGT-3′ (Dunah et al.,
2005)], and LAR [5′-GGCCTACATAGCTACACAG-3′ (Mander
et al., 2005)]. This plasmid was packaged into AAV6 by
Virovek. AAV6-GFP-4xshRNA called here shCtrl was described
previously (Zhang et al., 2018).

The following constructs were described previously: HA-
CD4, pLL-CFP (shCtrl-resistant; Zhang et al., 2018), HA-TrkC
and TrkC-CFP (both the non-catalytic form; Takahashi et al.,
2011). HA-NGL-3 was created based on NGL-3-CFP (Siddiqui
et al., 2013) by inserting an HA tag (YPYDVPDYA) following
the signal peptide and removing the C-terminal CFP, and
V5-CD4 was created from YFP-CD4 (Takahashi et al., 2011) by
replacing the YFP tag with V5 (GKPIPNPLLGLDST) following
the signal peptide.
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pLL3.7-hSyn-V5-PTPσ wild-type (WT), ICR deletion
(∆ICR, missing amino acids 974–1530, KLSQ. . .HYAT),
C1142S, 4K4A, D1 deletion (∆D1, missing amino acids
993–1232, SNLE. . .EAVG), D2 deletion (∆D2, missing
amino acids 1251–1523, AQVE. . .EYLG), D2D2 (amino
acids 993–1232 replaced by amino acids 1251–1523), PPLL,
QFG, and EGFID were generated based on C1-YFP-mouse
PTPσ with four FNIII domains and lacking both the meA
and meB splice inserts (Takahashi et al., 2011). The V5 tag
was inserted directly after the signal peptide and YFP was
removed, and the WT construct (which was used as the
template to construct all mutants) was made shRNA-resistant
by mutating the sequence GGCATCATGGGTAGTGATT to
GGaATaATGGGaAGcGATT.

C1-myc-trio (Terry-Lorenzo et al., 2016) was a kind gift
from Dr Craig Garner (German Center for Neurodegenerative
Diseases, Bonn, Germany) and contains the human trio cDNA
sequence. Mouse caskin1 cDNA (accession number BC060720)
was obtained from Open Biosystems. A small portion of the 5′

end of the cDNA was missing and was restored by PCR.
CMV-HA-liprin-α2 containing the mouse liprin-

α2 gene was a kind gift from Dr. Susanne Schoch
(Institute of Neuropathology, Bonn, Germany) containing
the mouse liprin-α2 gene. We mutated the sequence
GGGGCTGATCCACCGGAGTTT to GGaGCcGATCCtCCaG
AaTTT in order to make the sequence resistant to an shRNA
(not used in this work) without changing the amino acid
sequence. From the resulting plasmid, we transferred the open
reading frame to the pBA vector, which contains the CAG
chicken β-actin promoter and was a kind gift from Dr Gary
Banker (Oregon Health and Sciences University, Portland, OR,
USA), and replaced the N-terminal HA tag with a myc tag
(EQKLISEEDL) to generate pBA-myc-liprin-α2.

Fusions with the dihydrofolate reductase (DHFR) F3
C-terminal fragment were made based on p41-HPH-TEF-
SspBYGMF-linker-DHFR-F3 (Tarassov et al., 2008). PTPσ,
liprin-α2, caskin1, and trio sequences were subcloned either
in full or in truncated form from the plasmids described
above so that they were fused at their C-termini via a short
linker to the F3 fragment. PTPσ ICR consisted of amino acids
974–1530 (KLSQ. . .HYAT), liprin-α2 SAM consisted of amino
acids 877–1192 (KDRR. . .SDDK), caskin1 SAM consisted of
amino acids 344–636 (AIVK. . .MAIE), and trio IgPSK consisted
of amino acids 2237–3062 (NQRN. . .LPRV). Fusions with
the DHFR F1–2 N-terminal fragment were cloned into the
p413 vector (Mumberg et al., 1995). A cassette containing the
DHFR F1–2 fragment and the Adh1 terminator from pAG25-
F1–2 (Tarassov et al., 2008) was fused to the C-terminus
of PTPσ full-length (FL) or ICR under the control of the
TEF promoter. PTPσ-FL-DHFR both F1–2 and F3 contained
an N-terminal V5 tag. NgCAM, which was a kind gift
from Dr Peter Sonderegger (University of Zurich, Zurich,
Switzerland), and YFP were each separately fused to F1–2 and
to F3 as controls. Point mutations were introduced into
PTPσ FL or ICR DHFR F1–2 fusions, and also into the
PTPσ FL DHFR F3 fusion in the case of the PPLL mutant
(Hofmeyer and Treisman, 2009).

Neuron Culture, Transfection, and AAV
Transduction
This study was carried out in accordance with the
recommendations of the Canadian Council on Animal Care. The
protocol was approved by the University of British Columbia
Animal Care Committee.

Primary embryonic day 18 (E18) rat hippocampal neurons
were cultured essentially according to the method described in
Kaech and Banker (2006). For expression of DNA constructs,
the AMAXA nucleofector system (Lonza) was used to deliver
an appropriate amount of plasmid (2–4 µg per construct)
to 1–2 million freshly dissociated cells. Cells were plated
on poly-L-lysine-coated coverslips at an initial density of
approximately 700,000–900,000 for transfected neurons, or
500,000 for untransfected neurons, per 6-cm dish. Neurons were
maintained with a glial feeder layer, and cytosine arabinoside
(5 µM) was added at DIV 2 to prevent glial overgrowth. DL-
2-amino-5-phosphonovaleric acid (APV, 100 µM) was added
starting from DIV 5 in order to limit excitotoxicity and improve
neuronal survival.

Delivery of AAVs was accomplished by incubating DIV 6
neurons face-up in 12-well plates, each well containing 700 µL of
glial-conditioned media with 5 × 109 viral genomes (vg) of the
appropriate viral construct. Conditioned media was harvested
from either the neurons’ own dishes or from similar dishes and
was centrifuged for 5min at 1,500× g before use. APVwas added
at a concentration of 100 µM. Neurons were incubated in the
virus-containing solution for 4 h and then transferred back to
their home dishes.

Real Time Quantitative PCR (RT-qPCR)
RT-qPCR was performed to confirm triple knockdown of PTPσ,
PTPδ, and LAR by AAV6-shPTP. Neurons were treated with
AAV carrying shCtrl or shPTP as above, harvested on DIV
16 in cold PBS, and then lysed in TRIzol reagent (Invitrogen).
RNA extraction from lysates was performed immediately
using the PureLink RNA Mini Kit (Thermo Fisher Scientific).
Elimination of genomic DNA and retro-transcription to cDNA
were performed using SuperScript IV Vilo Master Mix with
ezDNase Enzyme (Thermo Fisher Scientific). SYBRGreen qPCR
(PowerUpTM SYBRGreenMasterMix, Thermo Fisher Scientific)
was performed using the resulting cDNA, with glyceraldehyde-
3-phosphate dehydrogenase (GAPDH) and β-actin (Actb) as
reference genes. Primers used are listed in the table below, and
their efficiency was estimated as between 0.87 and 1.05. All
quantitation cycle (Cq) values were detected prior to completion
of the 38th cycle.

List of primers used in quantitative RT-PCR assays.

Gene
(Rat)

Forward Primer 5′–3′ Reverse Primer 3′–5′

PTPσ CTTGAGTTCAAGAGGCTTGC GTCTGTAGCCGTCGATGAAG
PTPδ CCATGCAGAGTCCAAGATGT GACAGGACCTACGACCCATA
LAR CTTCAAGCTCTCTGTTCACTGC ACCCCGCCTAATGTATAAACG
GAPDH AGACAAGATGGTGAAGGTCG TCGTTGATGGCAACAATGTC
Actb GATCAAGATCATTGCTCCTCCTG AAGGGTGTAAAACGCAGCTC
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Knockdown Confirmation by Western Blot
Neurons were treated with AAV carrying shCtrl or shPTP as
above and harvested for Western blotting at DIV 17–18 using
Complexiolyte-48 (50 µL/coverslip, Logopharm). Protein
concentrations were determined, and equal amounts were
run on 10% SDS-polyacrylamide gels. Proteins were blotted
using Immobilon P membranes (Millipore). Membranes
were blocked using 5% skim milk in Tris-buffered saline
with 0.001% Tween-20 and incubated in antibody solution.
Primary antibodies used were anti-PTPσ (mouse, 17G7.2,
MM-0020, Medimabs) and anti-β-actin (rabbit, 1:5,000, ab8227,
Abcam). Secondary antibodies were goat anti-mouse or goat
anti-rabbit HRP conjugate from Southern Biotech. Detection
was performed using Immobilon Western Chemiluminescent
substrate (Millipore).

Coculture Assay
COS cells were maintained in Dulbecco’s modified Eagle’s
medium (DMEM) with 10% bovine growth serum (BGS). When
neurons reached the age of DIV 12, near-confluent COS cells
were harvested using 0.25% trypsin-EDTA and plated in 12-well
plates, then transfected the following day at ∼85% confluence
using polyethylenimine (Boussif et al., 1995) with 1µg of plasmid
DNA encoding a tagged form of either a postsynaptic organizing
protein or CD4 as a non-synaptogenic control. The day after
transfection, when neurons were at DIV 13, COS cells were
harvested again as before, washed twice with DMEM with 10%
BGS, resuspended in glial conditioned media (treated as above
for viral infection), and plated at a density of ∼20,000 cells per
coverslip on top of the neurons. Cocultures were allowed to
incubate for 18–24 h prior to fixation and staining.

HEK Cell Cultures and Clustering Assay
Maintenance, harvesting, and transfection of HEK 293 (HEK)
cells were performed in the same manner as for COS cells,
except that the concentration of trypsin-EDTA used was 0.05%.
Prior to transfection, cells were plated in 12-well plates on
coverslips coated in poly-D-lysine (PDL). The clustering assay
was performed by transfecting HEK cells with a mixture of
0.2 µg of pBA-myc-liprin-α2, 0.6 µg of pLL-V5-PTPσ WT or
mutant, and 0.2 µg of pLL CFP. Control coverslips replaced
either the liprin-α2 or the PTPσ plasmid with an equal amount
of additional pLL CFP plasmid, such that the total DNA amount
was always 1 µg.

Immunocytochemistry and Imaging
Live surface staining for bothHEK cells (Figure 7) and cocultures
(Figures 2–4) was performed by incubating coverslips face-up in
antibody solution for 30 min on an ice block in a 37◦C, 5% CO2,
humidified incubator. Antibody solution was made with fresh
Neurobasal media. APV was added at a concentration of 100 µM
for experiments involving neurons. Coverslips were washed with
Neurobasal media three times prior to fixation.

Cells were fixed in warm phosphate-buffered saline (PBS)
with 4% paraformaldehyde and 4% sucrose for 12 min. Surface
staining of V5-PTPσ in neurons was performed after fixation
but before permeabilization. For experiments involving surface

staining of both V5-PTPσ and HA, staining was performed
after fixation for both antibodies. Non-permeabilized cells were
blocked for 30 min in blocking buffer (3% BSA, 5% normal
goat serum in PBS) at 37◦C, then incubated in primary
antibody solution in blocking buffer at 4◦C for two nights prior
to permeabilization. Cultures were permeabilized using 0.2%
Triton-X100 in PBS for 5 min. Cultures were blocked as above
and remaining primary antibodies were applied in blocking
buffer overnight at 4◦C. Secondary antibodies were applied in
blocking buffer for 45 min at 37◦C.

Primary antibodies used were mouse IgG1 anti-SynapsinI
(Synaptic Systems, cat no. 106011, 1:40,000, used in Figures 2–4),
rabbit anti-SynapsinI (Millipore, cat no. ab5905, 1:10,000,
used for all other synapsin staining), mouse IgG2a anti-TauI
(Millipore, cat no. PC1C6, 1:2,000), chicken anti-microtubule-
associated protein 2 (anti-MAP2; Abcam, cat no. ab5392,
1:2,000), mouse IgG2b anti-HA (Abcam, cat no. 12CA5, 1:500),
mouse IgG1 anti-myc (Santa Cruz, cat no. sc-40, 1:500, used
in Figure 7) rabbit anti-myc (Sigma, cat no. C3956, 1:2,000,
used for all other myc staining), rabbit anti-V5 (Cell Signalling
Technology, cat no. 13202, 1:5,000, used in Figure 7 for
total V5 staining), and mouse IgG2a anti-V5 (Thermo Fisher,
cat no. R960, 1:5,000, used for all V5 surface staining).
Secondary antibody against chicken was AMCA AffiniPure Goat
Anti-Chicken IgY (IgG; H + L; Jackson, cat no. 103155, 1:200).
All other secondary antibodies were from Thermo Fisher and
generated in goat, conjugated to Alexa Fluor 488, 568, or 647.
Alexa Fluor-conjugated secondary antibodies were used at a
concentration of 1:1,000.

Imaging of HEK cells for the co-clustering assay was
performed on a Zeiss LSM700 with a 40×/1.4 NA oil immersion
objective at 2× zoom, using single optical sections. Cells were
selected based on the channels containing CFP and liprin-
α2 only. Cells without expression of both CFP and liprin-α, as
well as cells showing diffuse liprin-α signal, were avoided.

For all other experiments, imaging was performed on either
the same microscope in epifluorescence mode or on an Axioplan
2, with either a 10×/0.45 NA air (morphology experiments
shown in Figure 1) or a 40×/1.4 NA oil immersion (all others)
objective and a Hamamatsu Orca-Flash4.0 CMOS camera. For
experiments imaged using the LSM700, images were acquired
as a z-stack containing three slices at 1.46 µm spacing (10×),
or 11 slices at 0.23 µm spacing (40×), then combined into a
single plane using the Zeiss Extended Depth of Focus module.
All imaging was performed blind to experimental condition.

Quantification, Statistical Analysis, and
Data Visualization
The order of images was randomized, and measures were
performed blind to experimental condition. Images were
analyzed in FIJI (NIH) using custom-written Python scripts.
Regions of interest (ROIs) were generated by manually choosing
a lower brightness threshold for each image and then converting
the thresholded image to an ROI using the command ‘‘Create
Selection.’’ For experiments where measurements were taken
from an ROI based on multiple channels, single-channel ROIs
were combined using the ROI Manager tool. For coculture
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FIGURE 1 | Knockdown confirmation and morphological characterization of neurons with reduced levels of LAR-RPTPs. (A) Quantification of mRNA levels for the
three LAR-RPTPs, as well as glyceraldehyde-3-phosphate dehydrogenase (GAPDH) and β-actin as control reference genes, measured by RT-qPCR in hippocampal
neurons treated with AAV shPTP relative to shCtrl. ∗p < 0.0001 vs. GAPDH, ANOVA with post hoc Dunnett’s multiple comparison test, n = 3 biological and three
technical replicates each from two independent cultures (each point represents one biological replicate). AAVs were applied at DIV 6, and neurons were harvested at
DIV 16. (B) Western blot against protein tyrosine phosphatase σ (PTPσ) in hippocampal neurons treated with either shCtrl or shPTP. AAVs were applied at DIV 6, and
neurons were harvested at DIV 16. The full-size blot is shown in Supplementary Figure S1. (C) Example images of hippocampal neurons electroporated with either
V5-CD4 or V5-PTPσ (columns) and treated at DIV 6 with AAVs carrying either shCtrl or shPTP sequences (rows). Neurons were fixed at DIV 14, stained for Tau
(axons), MAP2 (dendrites), and DAPI (nuclei), and imaged. Scale bar represents 200 µm. (D) Quantification of total MAP2-positive area per field, normalized to the
number of DAPI-stained nuclei in the field. Overall p-value for the experiment was 0.00157, Kruskal-Wallis, n = 160–161 fields per condition from four independent
cultures. n.s., not significant, p > 0.05 by Dunn’s post hoc test. (E) Quantification of total Tau-positive area per field, normalized to the number of DAPI-stained nuclei
in the same field. Overall p-value for the experiment was 2.021 × 10−36, Kruskal-Wallis. ∗∗∗p < 0.001, Dunn’s post hoc test, n.s., not significant. (F) Quantification of
the ratio between Tau and MAP2 total area per field. Overall p-value for the experiment was 1.578 × 10−36, Kruskal-Wallis. ∗∗∗p < 0.001, Dunn’s post hoc test, n.s.,
not significant.

experiments, the ROI based on the MAP2 channel was first
dilated by five pixels using the command ‘‘Enlarge,’’ then
inverted using ‘‘Make Inverse.’’ The purpose of these two steps
was to limit the final ROI to areas of the image which did
not contain dendrites and to also exclude the area immediately
around the dendrite which could contain spine-associated
synapses not directly overlapping the MAP2 signal. In the
coculture assay, the threshold for synapsin or myc-liprin-α2 was
chosen to include only punctate signal. Thus, the final measure

was punctate synapsin or myc-liprin-α2 per COS cell area or per
COS cell axon contact area, all lacking dendrite contact. For the
HEK cell co-clustering assay, a background subtraction step was
first performed on the myc-liprin-α2 channel using the rolling
ball method with a radius of 14 pixels. ROIs were generated
by thresholding the CFP cell-fill and background-subtracted
myc-liprin-α2 channels. Combined ROIs representing CFP-
positive, myc-liprin-α2-positive; and CFP-positive, myc-liprin-
α2-negative regions were used to measure the surface and
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total V5-PTPσ channels. The V5-PTPσ channels were not
thresholded. The mean intensity within the first ROI divided by
that within the second was used as a measure of the strength
of co-clustering.

For experiments in which cells were chosen in order to
ensure even surface expression of V5 across conditions, cells
showing high or low V5 levels were excluded before analyzing
downstream measures such as synapsin intensity.

Analysis of image measurement results and DHFR assay
growth data, statistical analysis, and data visualization were
performed using Jupyter Notebook (Kluyver et al., 2016),
Python 3, and the following packages: pandas, numpy, re,
scipy.stats, scikit_posthocs, seaborn, and matplotlib. Data were
tested for normality using scipy.stats.normaltest, and analyzed
using non-parametric tests as indicated in figure legends if found
to be non-normal. Visualization of protein crystal structures
was performed using the PyMOL Molecular Graphics System,
Version 1.8.6.0 Schrödinger, LLC.

Yeast Cultures and DHFR Assay
Yeast (strain BY4741) were transformed with two plasmids,
the first containing DHFR-F1–2 fused to the C-terminus of
either PTPσ FL or ICR or a control, and the second containing
DHFR-F3 fused to the C-terminus of the indicated interacting
protein or a control. DHFR-F3 constructs contained the SAM
domains of liprin-α2 and caskin1, the immunoglobulin-like and
protein serine kinase domains (IgPSK) of trio, or the FL version
of PTPσ. PTPσ ICR-DHFR-F1–2 was used to test for interactions
with trio IgPSK since preliminary experiments (not shown)
revealed that the growth rate of yeast transformedwith trio IgPSK
and PTPσ FL was very low. All other DHFR-F3 constructs were
transformed along with PTPσ FL-DHFR-F1–2. Negative controls
replaced either the F1–2 or the F3 fusion with a control protein
of a similar size. PTPσ FL was replaced by NgCAM. PTPσ ICR,
liprin-α2 SAM, caskin1 SAM, and trio IgPSK were all replaced by
YFP. Transformed strains were grown on synthetic defined (SD)
media lacking histidine and containing hygromycin (100µg/mL)
to select for doubly transformed cells.

Transformed strains were grown in SD media lacking
histidine and adenine (Michnick et al., 2016) and containing
hygromycin overnight at 30◦C with shaking, then diluted in
a 96-well plate with 200 µL/well to an OD of 0.05 in the
same media containing 1% DMSO with or without 200 µg/mL
methotrexate (MTX). Each plate contained a positive control
strain with twoWT interacting proteins and two YFP or NgCAM
negative controls. Each yeast strain had three replicate wells
each with DMSO alone or DMSO + MTX. The plate lid was
coated with TritonX-100 (0.05% in 20% ethanol) to minimize
condensation, and the cultures were incubated in a BioTek
Epoch 2 plate reader at 29–31◦C (2◦ gradient intended to
prevent condensation on the plate lid) with OD600 readings
taken every 10 min at least until the blanked log2(OD600) of all
samples reached a value of −2, which generally took between
20 and 30 h.

Data were inspected visually for any wells showing abrupt
drops in OD600 readings or other abnormalities, and such wells
were excluded from the dataset. Data were log2 transformed.

For each well, the slope of the growth curve in the linear
range between log2(OD600) values of −3 and −2 (or between
−3 and −2.2 in the case of one experiment) was calculated.
For each MTX-containing well, the ratio between that well’s
slope value and the mean slope value for DMSO-containing
wells from the same experiment containing the same strain was
calculated. Interaction scores were calculated according to the
formula (ratiox − ratioNC)/(ratioPC − ratioNC), where ratiox,
ratioNC, and ratioPC are the MTX/DMSO ratios of the strain of
interest, the negative control containing either NgCAM-DHFR-
F3 or YFP-DHFR-F3, and the positive control which was PTPσ

WT-F1–2 co-transfected with the appropriate WT interacting
protein-F3, respectively.

RESULTS

Role of LAR-RPTPs in Neuronal
Morphology and Presynaptic
Differentiation
First, we assessed the role of the LAR-RPTP family in
regulating neuronal morphology in cultured hippocampal
neurons. Although this aspect of LAR-RPTP function has been
extensively studied in other contexts (Ledig et al., 1999; McLean
et al., 2002; Thompson et al., 2003; Chagnon et al., 2004; Sapieha
et al., 2005; Siu et al., 2007; Horn et al., 2012; Stoker, 2015)
and was not a primary focus of this work, understanding the
effects of LAR-RPTP knockdown on outgrowth in our system
was necessary for designing experiments focused on their role in
synapse formation. To this end, we employed an AAV carrying
shRNAs targeting PTPσ, PTPδ, and LAR (shPTP) or carrying
four copies of an shRNA targeting GFP (shCtrl) as a control.
Infection of primary hippocampal neurons with shPTP reduced
levels of all three LAR-RPTPs by 70%–80% compared to shCtrl
as assessed by RT-qPCR (Figure 1A), and strongly reduced levels
of PTPσ as assessed by Western blot (Figure 1B). Neurons
were fixed at DIV 14 and stained with antibodies against Tau
and MAP2 to mark axons and dendrites, respectively (example
images shown in Figure 1C). We observed a consistent reduction
in the area occupied by Tau-positive axons, either alone or as
a ratio with MAP2-positive dendrite area, in response to shPTP
(Figures 1E,F). In order to test the ability of PTPσ to rescue this
defect, we transfected neurons with either shRNA-resistant V5-
PTPσ or V5-CD4 as a control prior to infection with shCtrl or
shPTP. However, this manipulation was not able to rescue the
outgrowth phenotype (Figures 1E,F; see ‘‘Discussion’’ section).
Thus, LAR-RPTPs were required for normal axon outgrowth.

To assess the role of LAR-RPTPs in presynaptic
differentiation, we used a neuron-fibroblast coculture
assay. When COS cells are transfected with the appropriate
postsynaptic organizing protein and then added to primary
neuronal cultures, presynaptic differentiation is induced at
contact sites by local aggregation of axonal LAR-RPTPs or
neurexins (Scheiffele et al., 2000; Takahashi and Craig, 2013).
The coculture assay allowed us to control for differences in axon
growth by normalizing recruitment of the presynaptic marker
synapsin to the axon contact area. Further, in the coculture
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FIGURE 2 | Synaptogenic activity of TrkC is abolished by LAR-RPTP triple knockdown and rescued by PTPσ. (A) Representative images of HA-TrkC cocultures in
which neurons were treated with either control (shCtrl) or LAR-RPTP triple knockdown (shPTP)-expressing AAVs, and rescued using V5-CD4 as a control or
RNAi-resistant V5-PTPσ. Left-most column shows neurons cocultured with COS cells expressing HA-CD4 as a negative control. Rescue constructs were introduced
by nucleofection at DIV 0, AAV shRNAs were applied at DIV 6, and coculture assays were performed at DIV 13–14. Synapsin was recruited in tau-positive axons at
sites of contact with TrkC-expressing (but not CD4-expressing) COS cells. Microtubule-associated protein 2 (MAP2) labeling of dendrites was used to exclude native
synapses from analysis. Scale bar represents 10 µm. (B–D) Quantification of synapsin recruitment, contact area between tau-positive axons and transfected COS
cells, and intensity of HA-CD4 or HA-TrkC on the COS cell surface, from the experiment shown in (A). “Contact area” is defined as the region where axons contact
the inducer-expressing COS cell, excluding the area overlapped by MAP2-positive dendrites. “COS area” also excludes areas of MAP2 overlap. Values are
normalized to the mean value in the shCtrl + CD4 with TrkC coculture condition from the same culture. Data are expressed as mean ± SEM. Overall p-values were
5.05 × 10−20 (B), 4.02 × 10−19 (C), and 0.66 (D), Kruskal-Wallis, n = 28–32 cells per condition from three independent cultures. ∗∗∗p < 0.001,
∗∗p < 0.01 compared to shCtrl + CD4 with CD4 coculture, ###p < 0.001 compared to shCtrl + CD4 with TrkC coculture, Dunn’s post hoc test, n. s., not significant.
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assay, we could isolate presynaptic differentiation induced
by LAR-RPTP ligands TrkC and NGL-3 from differentiation
induced by neurexin ligands such as neuroligin-2 (NL2). We
cocultured neurons treated as above with COS cells expressing
HA-tagged CD4, TrkC, NGL-3, or NL2 from DIV 13–14
(example images shown in Figure 2A for CD4 and TrkC,
Figure 3A for NGL-3, and Figure 4A for NL2). As expected, the
non-synaptogenic molecule CD4 did not induce clustering of
synapsin. Under control conditions (V5-CD4 and shCtrl), TrkC
induced robust recruitment of synapsin reflecting presynaptic
differentiation at sites of contact between the axons and COS
cells, and this was abolished by treatment with shPTP. Cultures
transfected with V5-PTPσ showed synapsin recruitment
when treated with either shCtrl or shPTP, indicating that
PTPσ was able to rescue the synaptogenic activity of TrkC
(Figure 2B). These measures of synapsin recruitment were
normalized to axon contact area, reflecting local presynaptic
differentiation. Measuring the extent to which axons were
recruited to transfected COS cells revealed the same broad trend
in that axon recruitment to TrkC-expressing COS cells was
reduced by shPTP and largely rescued by expression of V5-PTPσ

(Figure 2C). Differences in recruitment of axons and in synapsin
clustering could not be explained by differences in surface levels
of TrkC between conditions (Figure 2D). NGL-3 showed similar
results as TrkC, although the ability of PTPσ to rescue axon
recruitment was somewhat weaker in this case (Figures 3B–D).
Neurons treated with shPTP + V5-PTPσ and cocultured with
NGL-3 did not show significant differences in axon recruitment
from either the positive (shCtrl + V5-CD4, cocultured with
NGL-3) or the negative (shCtrl + V5-CD4, cocultured with
CD4) control. This partial rescue is consistent with NGL-3’s
dependence on other ligands within the LAR-RPTP family
(Kwon et al., 2010). Synaptogenic activity of NL2 as measured
by recruitment of synapsin was unaffected by shPTP. There
was a slight reduction in axon recruitment by NL2 in shPTP-
treated neurons, which was significant compared to the positive
control (shCtrl + V5-CD4, cocultured with NL2) in the shPTP
+ V5-PTPσ condition, consistent with an overall reduction
in axon outgrowth as a result of knockdown of LAR-RPTPs
(Figures 4B–D).

Domain Analysis of PTPσ
We next sought to understand which domains, molecular
interaction sites, and enzymatic activities of PTPσ were required
for its synaptogenic activity. To do this, we used a molecular
replacement strategy in which neurons were treated with shPTP-
containing AAV to knock down native PTPσ and rescued with
V5-taggedWT or mutant PTPσ, or CD4 as a negative control. In
this and all other experiments involving transfection in neurons,
shRNA-resistant versions of PTPσ (either WT or mutant) were
used. Since the synaptogenic activity of TrkC was abolished by
LAR-RPTP knockdown and fully rescued by PTPσ, for this and
all subsequent assays to dissect mechanisms of PTPσ-mediated
presynaptic differentiation, we used TrkC cocultures.

We hypothesized that, because liprin-α, caskin, and trio all
bind to the D2 domain, while there are no known binding
partners of the D1 domain aside from PTPσ itself, loss of the

D2 domain would prevent PTPσ from mediating presynaptic
differentiation in the coculture assay. We also thought it
possible that phosphatase activity against p250GAP, β-catenin,
N-cadherin, or an unknown target could be necessary for PTPσ’s
synaptogenic activity, meaning that the D1 domain would also be
required. Alternatively or in addition, the D1 domain could act
as a spacer between the cell membrane and the D2 domain thus
allowing D2 to assemble a multi-protein presynaptic complex.
Replacing the D1 domain with a second copy of D2 would restore
such a steric role for the D1 domain but not a specific catalytic
or interaction role. We further asked whether HSPG binding to
a co-receptor might be needed for PTPσ’s synaptogenic activity.
Thus, we tested the following mutants: a deletion of the entire
intracellular region (∆ICR), a deletion of the D1 or D2 domain
(∆D1 and∆D2), a mutant in which the D1 domain was replaced
with a second copy of D2 (D2D2), a phosphatase-dead point
mutant (C1142S; Streuli et al., 1990), and a mutation of the
extracellular region known to disrupt binding to HSPGs (4K4A;
Aricescu et al., 2002). A schematic view of thesemutants is shown
in Figure 5A.

Consistent with our hypothesis, we found that deletion of
the PTPσ D2 domain completely abolished synaptogenic activity
in the coculture assay with TrkC (Figures 5B,C). Surprisingly,
however, we also found that loss of D1 abolished synaptogenic
activity, but loss of phosphatase activity via the C1142S mutation
had no effect. The D2D2 mutation also abolished synaptogenic
activity, ruling out the possibility that the effects of the
∆D1mutation were due to steric effects related to the position of
the D2 domain relative to the cell membrane. Finally, we found
no effect of the 4K4A mutation, indicating that the synaptogenic
activity of PTPσ does not depend on extracellular HSPG binding.
These effects were not due to differences in surface expression
or local recruitment of the V5-PTPσ mutants since we stained
for the extracellular V5 tag and chose fields for analysis based
on equal surface levels (Supplementary Figure S2A). The lack
of activity of the ∆D1 and D2D2 mutants is surprising given
the high degree of 3D structural similarity of the wedge and
D1 domains with the D2 domain. Aside from a small linker
region between the wedge and D1 domain, the combined wedge
and D1 structure overlaps almost perfectly with the D2 domain
(Supplementary Figures S2B–D). Altogether, these data suggest
that specific interactions with both the D1 and D2 domains of
PTPσ are required for its function in presynaptic differentiation.

Identification of PTPσ Point Mutants to
Disrupt Specific Interactions
To further elucidate the mechanisms by which the PTPσ

intracellular domain signals the formation of a new presynaptic
compartment, we sought to identify mutations that would
specifically disrupt the binding of PTPσ to one or another of its
known intracellular interaction partners. We chose to use this
approach rather than one based on knockdown of each individual
interacting protein because it more directly addresses whether
binding between PTPσ and the protein of interest is required,
which is a different question from whether the interaction
partner itself is required. While this work was in progress, it was
shown that knockdown of liprin-α2 and liprin-α3 reduced the
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FIGURE 3 | Synaptogenic activity of NGL-3 is abolished by LAR-RPTP triple knockdown and rescued by PTPσ. (A) Representative images of HA-NGL-3 cocultures
in which neurons were treated with either control (shCtrl) or LAR-RPTP triple knockdown (shPTP)-expressing AAVs, and rescued using V5-CD4 as a control or
RNAi-resistant V5-PTPσ. Rescue constructs were introduced by nucleofection at DIV 0, AAV shRNAs were applied at DIV 6, and coculture assays were performed at
DIV 13–14. Synapsin was recruited in tau-positive axons at sites of contact with NGL-3-expressing COS cells. MAP2 labeling of dendrites was used to exclude
native synapses from analysis. Scale bar represents 10 µm. (B–D) Quantification of synapsin recruitment, contact area between tau-positive axons and transfected
COS cells, and intensity of HA-CD4 or HA-NGL-3 on the COS cell surface, from the experiment shown in (A). “Contact area” is defined as the region where axons
contact the inducer-expressing COS cell, excluding the area overlapped by MAP2-positive dendrites. “COS area” also excludes areas of MAP2 overlap. Values are
normalized to the mean value in the shCtrl + CD4 with TrkC coculture condition from the same culture. Data are expressed as mean ± SEM. Overall p-values were
6.69 × 10−13 (B), 4.07 × 10−13 (C), and 0.034 (D, although none of the individual comparisons were significant based on Dunn’s post hoc test), Kruskal-Wallis,
n = 27–31 cells per condition from three independent cultures. ∗∗∗p < 0.001 compared to shCtrl + CD4 with CD4 coculture, ###p < 0.001 compared to shCtrl +
CD4 with NGL-3 coculture, Dunn’s post hoc test. CD4 coculture condition is the same as that shown in Figure 2 (see Figure 2A for example image), n. s., not
significant.
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FIGURE 4 | Synaptogenic activity of neuroligin-2 (NL2) is unaffected by LAR-RPTP triple knockdown or expression of PTPσ. (A) Representative images of HA-NL2
cocultures in which neurons were treated with either control (shCtrl) or LAR-RPTP triple knockdown (shPTP)-expressing AAVs, and rescued using V5-CD4 as a
control or RNAi-resistant V5-PTPσ. Rescue constructs were introduced by nucleofection at DIV 0, AAV shRNAs were applied at DIV 6, and coculture assays were
performed at DIV 13–14. Synapsin was recruited in tau-positive axons at sites of contact with NL2-expressing COS cells. MAP2 labeling of dendrites was used to
exclude native synapses from analysis. Scale bar represents 10 µm. (B–D) Quantification of synapsin recruitment, contact area between tau-positive axons and
transfected COS cells, and intensity of HA-CD4 or HA-NL2 on the COS cell surface, from the experiment shown in (A). “Contact area” is defined as the region where
axons contact the inducer-expressing COS cell, excluding the area overlapped by MAP2-positive dendrites. “COS area” also excludes areas of MAP2 overlap.
Values are normalized to the mean value in the shCtrl + CD4 with TrkC coculture condition from the same culture. Data are expressed as mean ± SEM. Overall
p-values were 4.70 × 10−15 (B), 2.44 × 10−13 (C), and 0.40 (D), Kruskal-Wallis, n = 26–32 cells per condition from three independent cultures. ∗∗∗p < 0.001,
∗∗p < 0.01 compared to shCtrl + CD4 with CD4 coculture, ###p < 0.001, ##p < 0.01 compared to shCtrl + CD4 with NL2 coculture, Dunn’s post hoc test.
CD4 coculture condition is the same as that shown in Figure 2 (see Figure 2A for example image), n. s., not significant.
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FIGURE 5 | PTPσ requires its D1 and D2 domains, but not its phosphatase activity or heparan sulfate (HS)-binding, to mediate TrkC synaptogenic activity.
(A) Schematic view of PTPσ mutants used in this experiment. Each schematic corresponds to the label and column of images directly below it in (B). (B)
Representative images of HA-TrkC cocultures where neurons were treated with shPTP-expressing AAVs, and rescued using V5-CD4 as a control or RNAi-resistant
V5-PTPσ carrying the indicated mutations. Rescue constructs were introduced by nucleofection at DIV 0, AAV shRNAs were applied at DIV 6, and coculture assays
were performed at DIV 13–14. MAP2 labeling of dendrites was used to exclude native synapses from analysis. Scale bar represents 10 µm. (C) Quantification of
synapsin recruitment shown in (B). “COS area” indicates only the portion of the TrkC-expressing COS cell not overlapping with MAP2 signal. All values are
normalized to the mean of the wild-type (WT) condition from the same culture. Data are expressed as mean ± SEM. Overall p-value for this experiment was
1.32 × 10−44, Kruskal-Wallis, n = 33–100 cells per condition from 2–3 cultures. ∗∗∗p < 0.001 compared to CD4, ###p < 0.001 compared to WT, Dunn’s post hoc
test. There were no differences in surface levels of the V5-PTPσ mutants (Supplementary Figure S2A).
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ability of both TrkC and NL2 to induce synapses in the coculture
assay (Han et al., 2018). This result is consistent with the
hypothesis that direct binding of PTPσ to liprin-α (Serra-Pagès
et al., 1995), and indirect binding of neurexin to liprin-α through
a mutual binding partner such as CASK (Hata et al., 1996; Olsen
et al., 2005)might be a necessary step in the synaptogenic process.
However, it is also consistent with alternative models in which
liprin-α is either recruited to the synapse via other proteins with
which it interacts or is required within the neuron but does not
need to be recruited to nascent synapses.

We tested 22 candidate mutations consisting of between
two and seven amino acids each which were well-conserved
at least within mammalian LAR-RPTP family members and in
many cases in C. elegans and Drosophila homologs as well. These
candidate mutations were surface-accessible and located close to
one another on the protein surface (Supplementary Figure S3).
We also assayed the PPLL mutation which was previously shown
to disrupt PTPσ homodimerization (Hofmeyer and Treisman,
2009). We screened these mutants for their ability to bind to
liprin-α2, caskin1, trio, or to a second molecule of PTPσ. To
do this, we used the DHFR protein complementation assay, in
which the ability of yeast to grow in the presence of the drug
methotrexate (MTX) is dependent on the amount of binding
between two putative interacting proteins, each of which is fused
to one of two fragments of an MTX-insensitive mutant of the
DHFR enzyme (Tarassov et al., 2008; Rochette et al., 2015). We
assessed the association of PTPσ or its intracellular domain fused
to the DHFR N-terminal fragment with the interacting regions
of liprin-α2, caskin1, and trio, as well as with PTPσ itself, fused
to the DHFR C-terminal fragment. Negative control strains were
constructed in which one of the two interacting proteins was
replaced with either YFP or NgCAM. This maintained a constant
size of the DHFR fusion proteins which, consistent with previous
reports (Rochette et al., 2015), we found to be important for
consistency of the assay. Growth of the resulting strains was
measured in media containing either MTX (200 µg/mL, 1%
DMSO) or DMSO alone. For each strain, an interaction score
was calculated (see ‘‘Materials and Methods’’ section) such that
a score of 0 indicates growth equivalent to that of the negative
control strain, and 1 indicates WT growth.

Several mutations (MELEFK, WENNS, KLREMG, and
HQYWP)moderately to severely disrupted all interactions tested
and thus were considered nonspecific (interaction score <0.3 for
at least three out of four ligands, shown in gray in Figure 6A).
These mutations may disrupt activity in the DHFR assay by
affecting protein folding, trafficking, or stability. Once these
nonspecific mutations are ignored, mutations affecting binding
to liprin-α2 and caskin1 each form a cluster on the surface
of the protein (Figure 6A, top row). Binding of PTPσ to
liprin-α2 is partially disrupted (with interaction scores between
0.21 and 0.37) by the closely spaced AEY, DWPE, QVHK,
QFG, and MRYE mutations (blue). The caskin1 interaction
is abolished completely by the MRYE and EGFID mutations
(purple). Mutations on the opposite side of the protein, aside
from those which were nonspecific, had minimal effect on
binding of either protein to PTPσ (Figure 6A, bottom row).
These results represent the gross mapping of binding sites on

the PTPσ D2 domain for liprin-α2 and caskin1. The apparent
liprin-α2 binding site on PTPσ constitutes a larger interaction
surface than that for caskin1. It is noteworthy that these putative
binding sites overlap, suggesting that simultaneous binding of
PTPσ to liprin-α2 and caskin1 may not be possible. Supporting
a competitive binding model, LAR is unable to act as a bridge
between caskin and liprin-α in yeast two-hybrid assays (Weng
et al., 2011). Based on the mutations we tested, clear binding sites
were not seen in the D2 domain for PTPσ homodimerization or
for trio. For homodimerization, this is not surprising given that
binding is thought to be mediated by the wedge domain and the
D1 domain (Hofmeyer and Treisman, 2009).

There were several mutations that primarily disrupted
binding to liprin-α2, and of these QFG appeared to be the most
specific, with an interaction score of 0.37, compared to between
0.77 and 0.88 for its interaction with caskin1, trio, and PTPσ

WT (Figures 6B,C). The EGFID mutation is highly effective
as well as specific in its disruption of caskin1 binding, with an
interaction score of −0.11 for caskin1, and between 0.73 and
1.02 for the other interactions. These two mutations were chosen
for further study to determine whether the binding sites on
PTPσ for liprin-α, caskin, or both were required for its role
in synaptogenesis. The PPLL mutation, which was previously
reported to disrupt PTPσ homodimerization only when present
on both copies of the protein (Hofmeyer and Treisman, 2009),
did indeed disrupt activity in the DHFR assay. In contrast to
the previous report, in the DHFR assay, we observed impaired
binding between PTPσ WT and PPLL (interaction score of 0.46)
as well as between PTPσ PPLL and PPLL (interaction score of
0.35). We also found that this mutation partially disrupts binding
to caskin1 (interaction score of 0.51), although not as strongly as
EGFID, and does not disrupt binding to liprin-α2.

Co-clustering of PTPσ Mutants With
Liprin-α2 in HEK Cells
Liprin-α has been previously shown to form clusters when
transfected in cell lines and to recruit LAR-RPTPs to these
clusters (Serra-Pagès et al., 1998). As a second measure of the
interaction strength between the PTPσ mutants and liprin-α2,
we co-transfected myc-liprin-α2 with V5-PTPσ WT or mutant
as well as CFP as a cell fill into HEK 293 cells. In the absence
of liprin-α2, PTPσ was mostly diffuse (Figure 7A, left-most
column). Consistent with previous reports, liprin-α2 formed
small puncta in some cells when transfected alone (Figure 7A,
second column from left). When co-transfected with PTPσ,
the distribution of liprin-α2 became more distinctly clustered.
Notably, PTPσ was recruited to sites of liprin-α2 clustering
(Figure 7A, third column from left). To quantitate these
interactions, we calculated a ratio between the intensity of
PTPσ fluorescence within the liprin-α2 patches and that in the
remainder of the cell. Analogous experiments were not possible
for caskin1, trio, or PTPσ homodimerization because they did
not exhibit the same co-clustering phenomenon.

When we transfected HEK cells with liprin-α2 together with
mutant versions of PTPσ, we found that the ∆ICR, ∆D2, and
QFG mutants disrupted the co-clustering of the two proteins,
such that the distribution of both resembled that seen in
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FIGURE 6 | Identification of PTPσ mutations to disrupt specific interactions. (A) Interaction scores for each ligand in the dihydrofolate reductase (DHFR) protein
complementation assay mapped onto the PTPσ crystal structure (Hou et al., 2011). Interaction scores are divided into five bins and colored accordingly: <0.2 purple;
0.2–0.4 blue; 0.4–0.6 teal; 0.6–0.8 green; >0.8 yellow. Mutants which showed an interaction score <0.3 for at least three ligands are shown in gray. Top row shows
the D1 domain on the right and D2 on the left. Second row shows the same structures, flipped horizontally. (B) Quantification of mutants that were used in
subsequent experiments. Models above each plot are the same crystal structures as shown in the top row in (A), with the indicated mutation shown in red. The
model for PPLL is rotated forward slightly relative to the others in order to make these residues visible. Note that horizontal axis is different for PPLL since this
mutation was not tested for interaction with trio, and since in the case of PTPσ homodimerization we also tested the condition where both copies of PTPσ carried the
mutation [PTPσ (x2)]. Data are mean ± SEM. (C) Heatmap showing interaction scores for 22 different PTPσ multi-point mutations. NC1 indicates the negative control
where the DHFR C-terminal fragment was fused to YFP or NgCAM instead of the indicated ligand; NC2 indicates the negative control where the DHFR N-terminal
fragment was fused to NgCAM or YFP instead of to PTPσ. Interaction scores represent the growth rate of the indicated strain in MTX-containing media relative to
MTX-free media and relative to controls, with 0 indicating the same relative growth rate as NC1 and one indicating the same relative growth rate as WT PTPσ. Values
higher than 1 or lower than 0 are clipped to 1 and 0. White indicates no data (residues affected by the PPLL mutation are not present in the fragment of PTPσ used
to test interaction with trio). Data are based on two experiments per condition and three replicates per experiment.

singly-transfected cells. The PPLL and EGFID mutants were
essentially unaffected, and the ∆D1 and D2D2 mutants showed
a partial disruption of the co-clustering phenomenon. Visually,
the liprin-α2 clusters in cells co-transfected with ∆D1 or
D2D2 appeared intermediate between the WT and ∆ICR forms,
and the mutant PTPσ was recruited to these patches, though
to a lesser extent than with the WT protein. Quantification
also revealed an intermediate phenotype. When recruitment

was measured based on total PTPσ staining both ∆D1 and
D2D2 were statistically different from WT but not ∆ICR,
whereas when surface PTPσ was measured, the ∆D1 mutant was
significantly different from ∆ICR but not WT (Figures 7B,C).
These results are consistent with a model in which binding
between liprin-α and PTPσ is mainly mediated by the PTPσ

D2 domain as previously reported (Serra-Pagès et al., 1995) and
involve the QFG residues, but also involves some contribution
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FIGURE 7 | Measurement of PTPσ/liprin-α2 interaction based on co-clustering in HEK cells. (A) Representative images of HEK cells transfected with myc-liprin-α2,
V5-PTPσ WT or mutant, and CFP. Scale bar represents 5 µm. (B) Quantification of the extent to which PTPσ was recruited to sites of liprin-α clustering. “Total PTPσ

Recruitment” refers to the ratio between the intensity of V5-PTPσ colocalized with myc-liprin-α2 puncta vs. the remaining area of the cell, normalized to the mean
value for cells in the WT condition from the same culture. Overall p-value was 7.5 × 10−23, Kruskal-Wallis. ∗p < 0.05, ∗∗∗p < 0.001 compared to WT, #p < 0.05,
##p < 0.01, ###p < 0.001 compared to intracellular region (∆ICR), Dunn’s post hoc test. (C) Same as (B), but using surface stained V5-PTPσ rather than total.
Overall p-value was 2.3 × 10−31, Kruskal-Wallis. ∗p < 0.05, ∗∗∗p < 0.001 compared to WT, #p < 0.05, ##p < 0.01, ###p < 0.001 intracellular region (∆ICR), Dunn’s
post hoc test.

from the D1 domain. Thus, D1 and D2 together mediate
full-strength binding of PTPσ to liprin-α.

Recruitment of Liprin-α2 to Nascent
Synapses in the Presence of PTPσ Mutants
We predicted that the same PTPσ mutants which disrupted
binding to liprin-α in yeast or in HEK cells would also impair
recruitment of liprin-α to sites of presynaptic differentiation.
To visualize recruitment of liprin-α to presynaptic sites, we
transfected neurons with myc-liprin-α2, along with V5-PTPσ, at
the time of plating. When we performed cocultures with neurons
treated in this manner, we observed significant recruitment of
myc-liprin-α2 to COS cells expressing TrkC, compared to those
expressing the control protein CD4 (Figures 8A,B).

To visualize liprin-α recruitment by PTPσ mutants, we
performed additional cocultures in the same manner, except
that neurons were treated with shPTP to remove native LAR-
RPTPs. In addition to WT PTPσ, we tested the ∆D1, ∆D2,
D2D2, QFG, EGFID, and PPLL mutants. As in Figure 5, we
selected cells such that the surface levels of V5-PTPσ were equal
across conditions (Supplementary Figure S2E). We found that
∆D1, ∆D2, D2D2, and QFG all reduced the extent of liprin-
α2 recruitment substantially. Although ∆D1 mediated very
weak recruitment, it was significantly higher than that of ∆D2
(Figures 8C,D). The level of recruitment by PPLL was similar to
WT. Recruitment by EGFIDwas significantly different from both
WT and ∆D2, although it was much closer to WT. These results
suggest that direct binding between PTPσ and liprin-α is required
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FIGURE 8 | Recruitment of liprin-α2 by TrkC coculture in the presence of PTPσ mutants. (A) Representative images of cocultures with either CFP-CD4 or TrkC-CFP
in which neurons were transfected with and stained for myc-liprin-α2. Transfections were performed at DIV 0 and coculture assays were performed at DIV 13–14.
The transfected protein was recruited by COS cells expressing TrkC but not by those expressing CD4. MAP2 labeling of dendrites was used to exclude native
synapses from analysis. Scale bar represents 10 µm. (B) Quantification of recruitment shown in (A). Measurement was performed on the contact area only, defined
as the region where axons contact the inducer-expressing COS cell, excluding the area overlapped by MAP2-positive dendrites. Values are normalized to the mean
value of recruitment by TrkC from the same culture. Data are mean ± SEM. ∗∗∗p < 0.001, Mann-Whitney, n = 96 cells per condition from three independent cultures.
(C) Representative images of neurons co-transfected with myc-liprin-α2 and V5-PTPσ WT or mutant, treated with shPTP-expressing AAVs at DIV 6, and cocultured
with COS cells expressing TrkC. Scale bar represents 10 µm. (D) Quantification of the extent of myc-liprin-α2 recruitment relative to V5-PTPσ recruitment as shown
in (C). There were no differences in surface levels of the V5-PTPσ mutants in the areas assayed (Supplementary Figure S2E). Measurements were limited to the
area of the COS cell which lacked MAP2 signal. All values are normalized to the mean of the WT condition from the same culture. Data are expressed as
mean ± SEM. Overall p-value for this experiment was 3.43 × 10–39, Kruskal-Wallis, n = 20–50 cells per condition from two cultures. ∗∗∗p < 0.001,
∗∗∗p < 0.01 compared to ∆D2; ###p < 0.001, #p < 0.05 compared to WT, Dunn’s post hoc test.
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for liprin-α to be recruited to a nascent synapse and that indirect
interactions through mutual binding partners are not sufficient.

Synaptogenic Activity of PTPσ Point
Mutants
To determine the relative contributions to PTPσ’s synaptogenic
activity of the binding interactions between PTPσ and liprin-α,
caskin, and itself, we used the QFG, EGFID, and PPLL mutants
to rescue activity in the coculture assay. Transfection of shRNA-
resistant V5-PTPσ, infection by shPTP, and coculture with
HA-TrkC were performed as in Figure 5. Fields were selected
in order to ensure equal levels of axonal surface V5-PTPσ in
contact with the TrkC-expressing COS cells (Supplementary
Figure S2F), and recruitment of synapsin was measured. We
found that the QFG mutation reduced synapsin clustering to
levels similar to the ∆ICR mutant (Figure 9). In contrast,
synapsin clustering by the PPLL and EGFID mutants was not
significantly different from WT. Taken together, our results
revealed a parallel in the extent of interaction with liprin-α2 in
the yeast and HEK cell assays (Figures 6, 7), recruitment of myc-
liprin-α2 in neurons (Figure 8), and presynaptic differentiation
(Figures 5, 9). Thus, binding of PTPσ to liprin-α is likely
essential for synaptogenesis induced by the TrkC/PTPσ trans-
synaptic complex. In contrast, mutations which disrupt PTPσ

homodimerization and binding to caskin had minimal effect on
PTPσ-mediated presynaptic differentiation.

DISCUSSION

The results presented here provide insight into the roles
of the LAR-RPTP family in presynaptic differentiation. The
ability of the TrkC/PTPσ complex to induce new presynaptic
sites was not impaired by mutations which disrupted PTPσ

homodimerization, phosphatase activity, or binding to HSPGs or
to caskin. In contrast, we found that PTPσ-mediated presynaptic
differentiation requires liprin-α-binding regions in the PTPσ

D2 and D1 domains. While this article was in preparation,
Han et al. (2018) reported an overlapping study, but with some
important differences. Their findings are consistent with ours
regarding the importance of liprin-α but diverge regarding the
role of PTPσ’s phosphatase activity.

The LAR-RPTP Family Functions in Axon
Growth
We observed a reduction in axon outgrowth by neurons treated
with shPTP compared to those treated with shCtrl, with no
difference in dendritic outgrowth. The inability of V5-PTPσ to
rescue this phenotype could result both from technical factors,
such as the electroporation method used, which only targets a
portion (∼50%) of the cells, or from off-target effects of the
shRNA on neuronal process growth. Alternatively, the lack of
rescue could result from the fact that we used only a single
LAR-RPTP family member. In other words, the reduction in
growth might be caused primarily by the loss of LAR and/or
PTPδ, rather than by loss of PTPσ. Whereas TrkC-mediated
presynaptic differentiation assessed in the other experiments
involves only PTPσ (Takahashi et al., 2011), much evidence

indicates a role of all three LAR-RPTPs in axon outgrowth,
targeting, and regeneration (Chagnon et al., 2004; Stoker, 2015).
Furthermore, the roles of LAR-RPTPs in regulating axon growth
may be context dependent. PTPσ knockout mice have shown
accelerated axon outgrowth following nerve injury and in
cultures of cortical or dorsal root ganglion neurons (McLean
et al., 2002; Thompson et al., 2003; Sapieha et al., 2005; Siu
et al., 2007) and increased hippocampal mossy fiber sprouting
with aging or seizures (Horn et al., 2012). In contrast, disrupting
the function of CRYPα, the chicken homolog of PTPσ, inhibited
retinal axon outgrowth (Ledig et al., 1999). Uninjured PTPσ

knockout mice show a thinner corpus callosum compared to
WT controls, which could indicate defects in either outgrowth or
targeting (Meathrel et al., 2002). The extracellular region of PTPσ

can bind to both HSPGs and chondroitin sulfate proteoglycans
(CSPGs), and its status as an activator or inhibitor of axon
outgrowth appears to depend on the local balance of HSPGs and
CSPGs (Coles et al., 2011). Interestingly, the extracellular ligand
needed for CRYPα-dependent promotion of axon outgrowth,
although it was not identified specifically, was determined to
come from glial endfeet (Ledig et al., 1999). It is possible that
the culture system used in our experiments, in which neurons
contact substrates coated with glial-derived factors, results in an
environment in which the ligands that PTPσ (and possibly PTPδ

and LAR) are exposed to are, on the whole, growth-promoting
rather than growth-inhibiting.

Whatever the reason for the reduction in axon outgrowth with
shPTP, this change in neuronal morphology would complicate
the interpretation of many assays for native synapses. Any
potential reductions in synapse density could result from either
a reduction in axon/dendrite contacts as a result of reduced axon
length overall, or from specific roles of the LAR-RPTPs in local
differentiation of contacts into functional synapses. Thus, the
reductions in synapse density and in the frequency of miniature
synaptic currents reported with knock-down of LAR-RPTPs in
hippocampal cultures (Han et al., 2018) could reflect deficits in
axon outgrowth and/or in synapse development.

Effects of the shPTP treatment on axon outgrowth were also
apparent in the diminished level of axon recruitment in the
coculture experiments. Expression of shRNA-resistant V5-PTPσ

partially rescued axon recruitment, to a greater extent for cells
expressing TrkC than NGL-3 or NL2. In the statistical analyses,
axon recruitment was significantly diminished in the shPTP
knockdown and PTPσ rescue group compared with the shCtrl
group only for NL2 and not for TrkC or NGL-3. Considering that
NL2 is not a LAR-RPTP ligand, these effects on axon recruitment
in coculture are likely due to the effects of shPTP treatment on
axon growth in general. Thus to specifically assay synaptogenic
activity, we controlled for differences in axon recruitment in the
coculture assays.

Role of LAR-RPTPs in Synaptogenesis
We found that LAR-RPTP knockdown abolished the
synaptogenic coculture activity of both TrkC and NGL-3
almost entirely, whereas there was no effect on the activity of the
neurexin ligand NL2. Our findings contrast with those of another
recent study, which found no effect on coculture with NGL-3 in
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FIGURE 9 | The liprin-α2 binding site, but not the caskin1 binding site or homodimerization site, of PTPσ is required for TrkC synaptogenic activity. (A)
Representative images of HA-TrkC cocultures where neurons were treated with shPTP-expressing AAVs, and rescued using RNAi-resistant V5-PTPσ carrying the
indicated mutations. Rescue constructs were introduced by nucleofection at DIV 0, AAV shRNAs were applied at DIV 6, and coculture assays were performed at DIV
13–14. The V5-PTPσ constructs were recruited by TrkC-expressing COS cells, in some cases inducing local clustering of synapsin. MAP2 labeling of dendrites was
used to exclude native synapses from analysis. The QFG, EGFID, and PPLL mutations were shown to primarily disrupt binding of PTPσ to liprin-α2, caskin1 and to
itself, respectively (see Figures 6, 7). Scale bar represents 10 µm. (B) Quantification of induced synapsin clustering in (A). There were no differences in surface levels
of the V5-PTPσ mutants (Supplementary Figure S2F). Measurements were limited to the area of the COS cell which lacked MAP2 signal. All values are normalized
to the mean of the WT condition from the same culture. Data are expressed as mean ± SEM. Overall p-value for this experiment was 9.86 × 10−31, Kruskal-Wallis,
n = 34–71 cells per condition from three cultures. ∗∗∗p < 0.001 compared to ∆ICR, ###p < 0.001 compared to WT, Dunn’s post hoc test.
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response to knockdown of any or all of the LAR-RPTPs (Han
et al., 2018). It could be that NGL-3’s activity requires a fairly
low threshold amount of LAR-RPTPs and that the extent of
knockdown differed between the two studies. The finding that
loss of the LAR-RPTPs is sufficient to abolish NGL-3 activity is
consistent with the observation that NGL-3 binds to all three
LAR-RPTP family members (Kwon et al., 2010) and has no other
known extracellular binding partners. In the case of TrkC, we
observed an increase in clustering of synapsin in response to
transfection with V5-PTPσ relative to control V5-CD4, although
this difference was not significant. This could indicate that the
total level of LAR-RPTPs in untreated neurons is not saturating
with respect to presynaptic differentiation induced by TrkC.

Despite compelling evidence for a central role of LAR-RPTPs
in synaptogenesis in invertebrate systems (Kaufmann et al., 2002;
Ackley et al., 2005), assessing their roles in native synaptogenesis
in mammals has been more difficult, confounded in part by
their roles in axon growth. Mice lacking PTPσ show increased
hippocampal synapse density which may be related to increased
axon growth (Horn et al., 2012). Importantly, these PTPσ

deficient mice also show differences in synapse properties,
including elevated paired-pulse facilitation suggesting a reduced
probability of release, and reduced long term potentiation (Horn
et al., 2012). TrkC-PTPσ and NGL-3-LAR-RPTP complexes may
contribute to these synapse properties, and potentially to synapse
density as indicated by deficits upon knockdown of TrkC or
NGL-3 (Woo et al., 2009; Takahashi et al., 2011).

Domain Requirements for Liprin-α Binding
to PTPσ
Since no binding partners of the D1 domain besides PTPσ itself
are known, our initial hypothesis was that the D1 domain would
either be dispensable for synaptogenic activity or would be
required for its phosphatase activity or for homodimerization.
The finding that the ∆D1 mutation abolished coculture
activity, but the C1142S phosphatase-dead and PPLL
non-homodimerizing mutations had no effect, was surprising.
Another hypothesis which we considered was that the D1 domain
was not required for any catalytic or binding function, but instead
acted as a spacer which positioned the D2 domain some distance
from the plasma membrane, allowing for the formation of
multi-protein complexes required for synapse formation. This
hypothesis also turned out to be incorrect, as the D2D2 mutation
in which the D1 domain was replaced by a second copy of
the similarly-sized D2 domain also abolished activity. Thus,
it appeared that the D1 domain must be performing some
function which was previously unknown. One clue to this puzzle
came from the fact that the ∆D1 mutant surprisingly showed a
phenotype intermediate between WT and ∆ICR when we tested
its ability to co-cluster with liprin-α2 in HEK cells. Similarly,
replacement of the D1 domain by a second D2 domain (D2D2)
disrupted the ability of PTPσ to co-cluster with liprin-α2 in
HEK cells. Furthermore, the ∆D1 and D2D2 mutants were
deficient at recruiting liprin-α2 to TrkC-induced presynaptic
sites in neurons. Our data are consistent with a model in which
binding to liprin-α2 is primarily mediated by the D2 domain of
PTPσ, but the D1 domain is required for full-strength binding.

Binding between LAR and liprin-α was previously reported to
be mediated by the D2 domain, based on the observation that
the isolated D2 domain but not the isolated D1 domain showed
interaction with liprin-α in a yeast two-hybrid assay (Serra-Pagès
et al., 1995). However, this does not rule out the possibility that
D1 contributes to the strength of the interaction.

PTPσ-Liprin-α Interaction in Presynaptic
Differentiation
A major aim of this study was to examine the downstream
pathways and mechanisms which might mediate the
synaptogenic effects of PTPσ’s interactions with its postsynaptic
ligands. To test the functional relevance of PTPσ’s ability to
bind liprin-α, caskin, and itself, we employed a series of point
mutants identified using a protein complementation assay.
Unfortunately, we were not able to test the importance of a
third D2-interacting protein, trio, using this strategy because we
did not find any appropriate point mutants. This experiment
pointed to liprin-α as the likely most important downstream
interacting partner of PTPσ. The QFG mutant, which was able
to bind caskin and to homodimerize with PTPσ WT, but not
bind liprin-α, almost completely abolished coculture activity.
The EGFID and PPLL mutants, which disrupted caskin binding
and homodimerization respectively, had mild if any effects.

Our results agree with those of Han et al. (2018) in identifying
liprin-α as a likely mediator of PTPσ’s synaptogenic effects.
If binding between PTPσ and liprin-α is required, one would
expect that both proteins themselves would be necessary for
PTPσ-mediated synaptogenesis. Han et al. (2018) found that
knockdown of either PTPσ or of liprin-α2 and -α3 impaired the
ability of PTPσ ligands to induce synaptogenesis in the coculture
assay. Our work corroborates and extends upon this finding by
providing evidence that not only are LAR-RPTPs and liprin-α
required for synaptogenesis but that these two proteins must be
able to bind one another.

We did not find any effect of the extracellular 4K4A mutation
on coculture activity, indicating that PTPσ’s ability to bind
HSPGs is not required for its synaptogenic effects, at least when
triggered by binding to TrkC. Homodimerization via the ICR
of PTPσ also appeared to be dispensable, based on the ability
of the non-homodimerizing PPLL mutant to induce clustering
of both liprin-α2 and synapsin. However, this does not preclude
the possibility that indirect multimerization of PTPσ might be
necessary. The PTPδ postsynaptic ligand SALM5 has been shown
to induce formation of tetramers containing two molecules each
of PTPδ and SALM5, independently of any direct interactions
between PTPδ molecules (Goto-Ito et al., 2018; Lin et al., 2018).

We also found no effect of the phosphatase-dead C1142S
mutant on coculture activity of TrkC, indicating that
dephosphorylation of targets is not necessary for PTPσ to
mediate presynaptic differentiation. In contrast to this finding,
Han et al. (2018) reported that the same mutation (C1157S in
their PTPσ construct) impairs or abolishes coculture activity of
Slitrk1 and TrkC. Two potentially important methodological
differences between our study and Han et al. (2018) may
contribute to these differences in findings. First, we assessed
coculture regions with equal surface expression of the various
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PTPσ constructs, as differences in surface trafficking could
confound measures of presynaptic differentiation. Second, we
excluded native synapses (synapsin puncta associated with
MAP2-positive dendrites) from our measures and quantified
only presynaptic sites induced by contact with TrkC-expressing
cells. This issue may be particularly significant given the finding
that PTPσ phosphatase activity regulates native synapse density
in hippocampal cultures through a postsynaptic mechanism
(Dunah et al., 2005).

In summary, our results indicate that liprin-α binding is likely
required for PTPσ-mediated presynaptic differentiation, and
that caskin binding, homodimerization, phosphatase activity,
and HSPG binding are all dispensable. We cannot be certain
that the PTPσ mutations used in our molecular replacement
experiments did not disrupt multiple interactions, including
potentially those with as yet unidentified binding partners of
PTPσ. However, the correspondence between those mutations
which disrupted binding to liprin-α in yeast and/or HEK cells
and those which abolished recruitment of both liprin-α2 itself
and synapsin in the coculture assay is consistent with the
hypothesis that binding to liprin-α is necessary for PTPσ to
induce presynaptic differentiation.
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Optogenetics is widely used in neuroscience to control neural circuits. However,
non-invasive methods for light delivery in brain are needed to avoid physical damage
caused by current methods. One potential strategy could employ x-ray activation
of radioluminescent particles (RPLs), enabling localized light generation within the
brain. RPLs composed of inorganic scintillators can emit light at various wavelengths
depending upon composition. Cerium doped lutetium oxyorthosilicate (LSO:Ce), an
inorganic scintillator that emits blue light in response to x-ray or ultraviolet (UV)
stimulation, could potentially be used to control neural circuits through activation of
channelrhodopsin-2 (ChR2), a light-gated cation channel. Whether inorganic scintillators
themselves negatively impact neuronal processes and synaptic function is unknown, and
was investigated here using cellular, molecular, and electrophysiological approaches.
As proof of principle, we applied UV stimulation to 4 µm LSO:Ce particles during
whole-cell recording of CA1 pyramidal cells in acute hippocampal slices from mice
that expressed ChR2 in glutamatergic neurons. We observed an increase in frequency
and amplitude of spontaneous excitatory postsynaptic currents (sEPSCs), indicating
activation of ChR2 and excitation of neurons. Importantly, LSO:Ce particles did not affect
survival of primary mouse cortical neurons, even after 24 h of exposure. In extracellular
dendritic field potential recordings, no change in the strength of basal glutamatergic
transmission was observed during exposure to LSO:Ce microparticles. However, the
amplitude of the fiber volley was slightly reduced with high stimulation. Additionally, there
was a slight decrease in the frequency of sEPSCs in whole-cell voltage-clamp recordings
from CA1 pyramidal cells, with no change in current amplitudes. The amplitude and
frequency of spontaneous inhibitory postsynaptic currents were unchanged. Finally,

Abbreviations: aCSF, artificial cerebral spinal fluid; ChR2, channelrhodopsin-2; fEPSP, field excitatory postsynaptic potentials;
GFAP, glial fibrillary acidic protein; LED, light emitting diodes; LSO:Ce, Cerium doped lutetium oxyorthosilicate; LTP,
long term potentiation; PBS, phosphate buffered saline; RLP, radioluminescent particle; sEPSCs, spontaneous excitatory
postsynaptic currents; sIPSCs, spontaneous inhibitory postsynaptic currents; UV, ultraviolet.
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long term potentiation (LTP), a synaptic modification believed to underlie learning and
memory and a robust measure of synaptic integrity, was successfully induced, although
the magnitude was slightly reduced. Together, these results show LSO:Ce particles
are biocompatible even though there are modest effects on baseline synaptic function
and long-term synaptic plasticity. Importantly, we show that light emitted from LSO:Ce
particles is able to activate ChR2 and modify synaptic function. Therefore, LSO:Ce
inorganic scintillators are potentially viable for use as a new light delivery system
for optogenetics.

Keywords: radioluminescent, scintillator, optogenetics, biocompatible, LTP, LSO:Ce

INTRODUCTION

Over the past decade, the field of optogenetics has expanded
our knowledge about the role of individual neuronal cells
and specific brain circuits in behavior and disease states
(Gradinaru et al., 2009; Yizhar et al., 2011; Lim et al.,
2013; Gunaydin et al., 2014; Emiliani et al., 2015; Fenno
et al., 2015; Rost et al., 2017; Selimbeyoglu et al., 2017;
Barnett et al., 2018). Optogenetics relies on the expression
of exogenous light-activated ion channels, including the
blue light-activated channelrhodopsin-2 (ChR2), that causes
depolarization, or the orange-light activated halorhodopsin,
which causes hyperpolarization, of the membrane potential
of brain cells of interest. Despite these great advances,
improvements to the method are constantly being developed
(Rein and Deussing, 2012; Lim et al., 2013; Lin et al., 2017; Chen
et al., 2018). The use of optogenetics in vivo requires delivery
of light into the brain, which is most commonly done through
implantation of fiber optic waveguides (fibers) or light emitting
diodes (LEDs). These can be as large as several 100 microns,
which causes damage to delicate brain tissues, especially when
implanted deep within brain structures (Aravanis et al., 2007;
Ozden et al., 2013; Canales et al., 2018). In addition, attenuation
of light occurs through absorption and scattering in brain tissue,
resulting in the need for higher intensities of light at the source.
This illumination often results in enhanced local temperatures,
a consequence that is greater with stronger and more frequent
irradiance (Senova et al., 2017), and can lead to as much as a
30% increase in local neuron firing rates (Stujenske et al., 2015).
Lastly, glial scarring can occur at the light source (Podgorski
and Ranganathan, 2016), decreasing effective light intensities and
leading to variability in neuronal control. Currently, there are
very few options for noninvasive methods of light delivery into
the brain for optogenetics.

Efforts are ongoing to develop and refine minimally invasive
strategies for the generation of light within the brain to
combat the challenges mentioned above (Chen et al., 2018).
One potential strategy could employ the use of x-rays to
activate radioluminescent materials (Berry et al., 2015; French
et al., 2018; Shuba, 2019). Radioluminescence is the production
of visible light by a material exposed to ionizing radiation.
Radioluminescent particles (RLPs) can be generated from
inorganic scintillator material, which would emit light at
different wavelengths depending upon its composition. RLP

technology could be superior to current invasive methods
because it obviates the need for implanting devices into brain
tissue that can cause damage and lose effectiveness over time.
In addition, the light will be generated locally and have less
attenuation due to tissue scattering. This should allow for much
lower power densities needed to achieve opsin activation, thereby
reducing nonspecific heat-related effects to the tissue. Finally,
the uniformity of light delivery will reduce non-specific effects
of a graded response due to light absorption and scatter from
a single point source. However, it is unknown whether these
inorganic RLPs themselves will impact neuronal processes and
synaptic function.

One of the most common inorganic scintillators used in
medical imaging is Cerium-doped lutetium oxyorthosilicate
(LSO:Ce). LSO:Ce crystals are used as detectors in medical
imaging devices because they absorb x-rays and γ-rays extremely
well (high density of 7.41 g/cm3), have a high light output
(∼30,000 photons/MeV) and extremely fast decay kinetics
(∼40 ns; Melcher and Schweitzer, 1992; Roy et al., 2013). The
polycrystalline powder form of LSO:Ce has similar properties
to the single crystal (Lempicki et al., 2008), and would be
within the appropriate size range to be used as a RLP in less
invasive optogenetic control of brain circuits. Importantly for
optogenetics, activation of LSO:Ce by x-rays emits light in the
appropriate range to activate ChR2 (Melcher and Schweitzer,
1992). Since it is a rare-earth metal, it is considered to have a
low degree of toxicity. However, little is known about the effect
of LSO:Ce particles on neurons, which are extremely sensitive to
their environment.

Here, we demonstrate that LSO:Ce particles, applied for 24 h,
had no effect on neuronal survival in primary cortical cultures.
Using hippocampal brain slices, LSO:Ce particles did not alter
basal synaptic excitatory field potentials (fEPSPs) at CA3-CA1
synapses, however, there was a slight decrease in the fiber
volley. The frequency of spontaneous excitatory post-synaptic
currents (sEPSCs) in CA1 pyramidal cells was slightly reduced.
LSO:Ce microparticles did not impair the induction of long
term potentiation (LTP), although there was a slight decrease
in LTP amplitude. Importantly, we also demonstrate that light
emitted from LSO:Ce microparticles following irradiation is able
to activate ChR2 and modulate synaptic function. Together,
these results show that LSO:Ce particles are not overtly toxic
to neurons or brain slices, although there are modest effects on
baseline synaptic function and plasticity. Therefore, the LSO:Ce
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particles are a potentially viable tool for a less invasive form of
in vivo optogenetics.

MATERIALS AND METHODS

Animals
Approval was obtained for all experimental protocols from
the University of Alabama at Birmingham Institutional Animal
Care and Use Committee. All experiments were conducted in
accordance with the Guide for the Care and Use of Laboratory
Animals adopted by the National Institutes of Health. Young
adult male Sprague–Dawley rats were housed in a 22± 2◦C room
with food and water ad libitum. For a subset of experiments,
young adult C57Bl/6 mice and adult Emx:ChR2 mice were used.
The expression of ChR2 in excitatory neurons was accomplished
by crossing Emx-cre mice (B6.129S2-Emx1tm1(cre)Krj/J, JAX
#005628; Gorski et al., 2002) with floxed ChR2/EYFP mice Ai32
[RCL-ChR2 (H134R)/EYFP, JAX #012569; Madisen et al., 2012].
C57Bl/6 and Emx:ChR2 mice were housed in a 26 ± 2◦C room
with food and water ad libitum. Mice were housed with the
whole litter until weaned (P25-P28). Weaned mice were housed
with no more than seven mice in a cage. Mouse genotypes were
determined from tail biopsies using real-time PCR with specific
probes designed for cre and EYFP (Transnetyx, Cordova, TN,
USA). Pregnant mice (CD-1) were group-housed (four mice to
a cage) in a 22 ± 2◦C room with food and water ad libitum
and were monitored daily prior to use for neuronal cultures. The
animal rooms maintained a standard 12-h light/dark cycle.

Incubation of LSO:Ce Microparticles With
Acute Hippocampal Slices
Acute hippocampal slices were allowed to recover for an hour
before application of either vehicle (artificial cerebral spinal
fluid, aCSF) or 0.2–0.5 mg/mL of LSO:Ce radioluminescent
microparticles. The slices were incubated with and without
LSO:Ce microparticles for at least an hour, and up to
6 h. Incubation of microparticles with hippocampal slices
were performed using two types of chambers. Experiments
measuring spontaneous postsynaptic currents and baseline
synaptic transmission properties used a small incubation
chamber that contained 5 mLs of aCSF and was bubbled
with 95% O2, pH 7.35–7.45 for the incubation period. For
immunohistochemistry and LTP experiments, slices were placed
in 2 mLs of aCSF on top of a piece of filter paper within
a humidified oxygenated interface recovery chamber, both for
recovery and microparticle incubation.

Electrophysiology Using Rats
Rat Hippocampal Slice Preparation
Young adult male Sprague–Dawley rats (age 6–10 weeks;
Charles River Laboratories) were anesthetized with isoflurane,
decapitated, and brains removed; 400 µm coronal slices from
dorsal hippocampus were made on a VT1000P vibratome
(Leica Biosystems) in oxygenated (95% O2/5% CO2) ice-cold
high sucrose cutting solution (in mm as follows: 85.0 NaCl,
2.5 KCl, 4.0 MgSO4, 0.5 CaCl2, 1.25 NaH2PO4, 25.0 glucose,
75.0 sucrose). After cutting, slices were held at room temperature

from 1 to 5 h with continuously oxygenated standard aCSF (in
mm as follows: 119.0 NaCl, 2.5 KCl, 1.3 MgSO4, 2.5 CaCl2,
1.0 NaH2PO4, 26.0 NaHCO3, 11.0 glucose).

Electrophysiology—Field Recordings
Vehicle and LSO:Ce incubated slices were interleaved to account
for slice health. Extracellular field excitatory postsynaptic
potentials (fEPSPs) recorded from the dendritic region in
hippocampal area CA1were performed in a submersion chamber
perfused with standard aCSF at room temperature. All data were
obtained using the electrophysiology data acquisition software
pClamp10 (Molecular Devices, LLC, Sunnyvale, CA, USA)
and analyzed using Clampfit within the pClamp10 suite, and
Graphpad Prism 7 (GraphPad Software, Inc.). For CA3-CA1
synapses, Schaffer collateral axons were stimulated using a
twisted insulated nichrome wire electrode placed in CA1 stratum
radiatum within 200–300 µm of an aCSF-filled glass recording
electrode, and paired-pulse facilitation (PPF) characteristic of
this synapse (Wu and Saggau, 1994) was recorded. Baseline
fEPSPs were obtained by delivering 0.1 Hz stimulation for
200 µs to generate fEPSPs of 0.2–0.3 mV in amplitude. Only
experiments with ≤10% baseline variance were included in the
final data sets.

Input-Output Curves
After a stable 10 min baseline, input-output (I/O) curves
were generated by increasing the stimulus intensity (20 µA
increments) until a maximal fEPSP slope was obtained, usually at
200µA. Initial slope of the five fEPSPs generated at each stimulus
intensity was averaged and plotted as a single value. Statistical
significance was determined by two-way ANOVA with Sidak’s
multiple comparison test.

Paired Pulse Ratio
After a 10 min stable baseline, pairs of stimulation were delivered
at a 50 millisecond (ms) inter-stimulus interval (ISIs). The paired
pulse ratio (PPR) was calculated by dividing the initial slope of
the second fEPSP by the initial slope of the first fEPSP.

Long Term Potentiation
At CA3-CA1 synapses, following a 10 min stable baseline
(0.1 Hz, 200 µs with stimulation intensity set to elicit initial
fEPSP amplitude of 0.3–0.4 mV), NMDA receptor (NMDAR)-
dependent LTP was induced using high-frequency stimulation
(HFS, 100 Hz, 1 s duration × 5, 60 s interval). Statistical
significance was determined using unpaired Student’s t-test
by comparing the average of the fEPSP slope from the last
5 min of the recording (35–40 min) to baseline for each
genotype (∗p < 0.05).

Electrophysiology—Whole Cell
All recordings were performed in a submersion chamber with
continuous perfusion of oxygenated standard aCSF. Whole-cell
voltage clamp recordings were carried out in blind patched
CA1 pyramidal neurons. Inhibitory postsynaptic currents
(IPSCs) were pharmacologically isolated with bath perfusion
of DNQX (10 µM; Sigma) and DL-AP5 (50 µM; Tocris).
Spontaneous IPSCs (sIPSCs) were recorded using CsCl internal
solution (inmM: 140.0 CsCl, 10.0 EGTA, 5.0MgCl2, 2.0 Na-ATP,
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0.3 Na-GTP, 10.0 HEPES; ECl = 0 mV). All cells were dialized
for 3–7 min prior to the beginning of experimental recordings.
Stability of series resistance during the recording was verified
posthoc through comparing the average rise and decay time
of sIPSCs. Recordings were discarded if the rise or decay time
changed by >20%.

Electrophysiology in Mice
Mouse Hippocampal Slice Preparation
Male and female mice, 4–7 months of age, were anesthetized
with isoflurane and sacrificed by decapitation using a rodent
guillotine. Due to the age of the mice, a more neuroprotective
dissection solution was used during acute hippocampal slice
preparation (Tanaka et al., 2008). The brains were rapidly
removed and placed in ice-cold dissection solution containing
the following (in mM): 135 N-Methyl-D-glucamine, 1.5 KCl,
1.5 KH2PO4, 0.5 CaCl2, 3.5 MgCl2, 23 NaHCO3, 0.4 L-Ascorbic
acid, and 10 glucose, bubbled with 95% O2/5% CO2, pH
7.35–7.45, and osmolarity 295–305 (Albertson et al., 2017).
A vibratome (Campden 7000smz-2, Lafayette Instrument) was
used to cut 300 µM thick hippocampal brain slices. The slices
were maintained for 45–60 min at 37◦C in oxygenated recovery
solution containing (in mM) 120 NaCl, 3.5 KCl, 0.7 CaCl2,
4.0 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 glucose and
then kept at room temperature. Slices were stored at room
temperature in a holding chamber containing the recovery
solution and bubbled with 95% O2/5% CO2 for >30 min
before recording.

Whole Cell Electrophysiology Recording
Photostimulation of the microparticles occurred by using
pulses of ultraviolet (UV) light (315 nm or 365 nm, 500 ms
pulse duration). The 365 nm UV light was generated by a
Colibri.2 LED Light Source (Zeiss) applied to acute hippocampal
slices through a 10× objective, resulting in an illumination
area of 5.29 mm2. The 365 nm light intensity was measured
as being approximately 0.003 mW/mm2 by ThorLabs PM100D
Optical Power Meter. The 315 nm UV light was generated
by custom building the unit using components obtained from
ThorLabs (Figure 1). The 315 nm UV light is applied to
the acute hippocampal slice through a 2.5 mm stainless steel
ferrule, therefore allowing a similar illumination area to that
of the 10× objective. Both the Colibri.2 and the custom-built
315 nm portable unit were triggered by a Master-9 digital
stimulator (A.M.P.I).

For the recordings, slices were placed in a submersion
recording chamber and perfused (3–4 ml/min) with aCSF.
Experiments were performed at 28–32◦C. For spontaneous EPSC
(sEPSC) recordings, CA1 pyramidal cells were blindly patched
on a Zeiss Examiner A1 upright microscope. Neurons were
patched in the voltage-clamp configuration and recorded at a
holding potential of −60 mV using an Axopatch 200B amplifier
(Molecular Devices). Patch electrodes (4–6 M�) were filled
with a potassium gluconate based internal solution composed
of the following (in mM): 130 K-gluconate, 0.1 EGTA, 20 KCl,
2 MgSO4·7 H2O, 10 HEPES, 5 phosphocreatine-tris, 10 ATP,
and 0.3 GTP. The pH was adjusted to 7.2 with KOH and

osmolarity was 290–295. The access resistance and holding
current (<200 pA) were monitored continuously. Recordings
were rejected if either access resistance or holding current
increased≥25% during the experiment. The access resistance for
experiments performed without the particles was 29.6± 2.4 M�

and the slices with LSO:Ce microparticles was 26.2 ± 1.9 M�

(n = 16, 12 cells respectively, unpaired t-test, p > 0.3).
Analysis of sEPSC frequency and amplitude were performed

using custom software written in Visual Basic, which measured
amplitude and interevent interval. Events were fit to a template
response and all events that fit the template and passed visual
inspection were included in the analysis. The rise time and the
decay time constant were measured from averaged sEPSC events
for each individual experiment. The rise time is defined as the
time required to travel from 20% to 80% of the amplitude. The
decay time constant was determined by fitting with a single
exponential function equation.

Immunohistochemistry
Acute 300 µm hippocampal slices were obtained from P50 to
P70 C57Bl/6 mice. Slices were incubated with and without
0.25–0.5 mg/mL of LSO:Ce RPLs for 0, 1, 3, and 6 h. Slices
were fixed overnight at 4◦C in 4% paraformaldehyde in 0.1 M
phosphate buffered saline (PBS) and immunohistochemistry was
performed based on a modified protocol (Dissing-Olesen and
MacVicar, 2015; Miller et al., 2017; Yang et al., 2018). Briefly,
the free-floating fixed slices were washed five times for 10 min in
PBS. The slices were permeabilized for 1 h at room temperature
in 0.1 M PBS (pH 7.4) with 0.3% Triton X-100 and 20% DMSO
(PBSTD). Slices were blocked with 10% donkey serum (cat#
017-000-121, Jackson ImmunoResearch Inc.) in PBSTD for 3 h
at room temperature. Following blocking, the sections were
immunostained with a monoclonal mouse antibody against glial
fibrillary acidic protein (GFAP; 1:1,000, cat# 3670, Cell Signaling
Technology) for 48–96 h at 4◦C in blocking solution. After
washing, the slices underwent another blocking step. Then the
slices were incubated with Alexa Fluor 488 conjugated polyclonal
donkey anti-mouse antibody secondary (cat# 715-545-150,
Jackson ImmunoResearch Inc.) diluted 1:400 in blocking
solution for 16–40 h at 4◦C. Staining specificity was confirmed by
the omission of primary antibody. Sections were mounted with
the nuclear dye 4′,6-diamindino-2-phenylindole dihydrochloride
(DAPI) in the VECTASHIELD HardSet mounting medium
(cat# H-1500, Vector Laboratories). Immunostained slices were
imaged using an epifluorescent Nikon eclipse ni microscope
and NIS Elements v. 4.20.02 software. To individually count
CA1 pyramidal cells, images were taken using the 40× objective
of the DAPI stain. Images for GFAP analysis were taken
using a 10× objective. Analysis of images was performed
using ImageJ (Fiji).

Primary Cortical Neuronal Culture
Mouse primary cortical neuronal culture from pregnant CD-1
mice was made as previously described (Andrabi et al., 2014).
Embryos obtained from mice at Day 15–16 of gestation were
used to prepare primary cortical neuron cultures. Briefly,
the cortical regions of the embryonic brains were aseptically
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dissected, freed of meninges and dissociated in dissecting
medium (DMEM + 20% fetal bovine serum) and subjected
to trypsin digestion at 37◦C for 5 min. Tryptic digestion
was stopped by the addition of dissecting medium and the
cell suspension was centrifuged at 1,000 g for 5 min. Next,
the pelleted cells were subjected to mechanical trituration
in complete Neurobasal medium (10 mM glucose, 1 mM
GlutaMAX-I, 1 mM Na-Pyruvate and 2% B-27) and passed
through a 40 µm filter. The cells were plated to a density
of 5 × 105 cells/ml. On day in vitro (DIV) 1, the cultures
were treated with 5-fluoro 2-deoxyuridine (40 µM) to inhibit
glial cell growth and proliferation. Experiments were performed
between DIV 10 and 11. Under these conditions, mature neurons
represent 90% of the cells in the culture.

Cell Death Assay
Neurons at DIV 10 were incubated with either microparticles
(LSO:Ce, dispersed in PBS), at concentrations ranging from
0.05 to 0.2 mg/ml, or PBS for 24 h. Cell viability after addition
of nanoparticles was determined by using Alamar blue reagent,
a water-soluble resazurin dye (blue colored) which is reduced to
red fluorescent resorufin dye bymetabolically active cells. Alamar
blue reagent [10% (v/v)] was then added to each well containing
Neurobasal medium and incubated for 3 h at 37◦C. Blank control
well containing microparticles only were used to exclude possible
interactions with the assay. Neurobasal medium containing
Alamar blue reagent was added to these wells. Following 3 h of
incubation, 100 µL of the medium was collected from each well
and transferred to a 96-well microplate. The fluorescence was
measured at the excitation and emission wavelength of 540 and
595 nm, respectively using a microplate reader. The fluorescence
values were normalized by the control (PBS) and expressed as
percent viability.

Materials
Commercial lutetium oxyorthosilicate particles (median particle
size: 4 µm) were purchased from Phosphor Technologies and
were doped with cerium at a 1–10 atomic % cerium (LSO:Ce).
Prior to their use, the particles were washed with deionized water
and vacuum air-dried.

RESULTS

Light Emitted From LSO:Ce Particles Can
Weakly Activate Channelrhodopsin-2
LSO:Ce particles emit within the activation spectrum for ChR2.
Interestingly, these particles can be activated with UV light. As
a proof of principle, we took advantage of this property to test
whether light emitted from LSO:Cemicroparticles could enhance
synaptic activity. However, it was necessary to first test whether
ChR2 is activated by UV light. We used Emx:ChR2 mice to
determine the extent to which ChR2 is activated by various
wavelengths of UV light. UsingUV light at 365 nm, we observed a
photocurrent (−22.4±−2.3 pA, n = 10 cells) in recordings from
CA1 pyramidal cells in acute slices, even with a relatively low
light intensity (0.003 mW/mm2). We were concerned that the
activation of ChR2 with 365 nm light would hamper our ability
to see the activation of ChR2 from light generated by the LSO:Ce
particles. Therefore, we built a portable UV system that would
emit light around 315 nm (Figure 1). Application of 315 nm
light onto CA1 pyramidal cells that express ChR2 generated an
extremely small, but detectable, photocurrent (−5.5 ± −2.0 pA,
n = 5 cells, Figure 2B).

As the light emitted from the LSO:Ce particles might not
be uniform enough to generate a synchronized synaptic event,
we analyzed the impact on the amplitude and frequency of

FIGURE 1 | Schematic of Portable 315 nm ultraviolet (UV) light emitting diode (LED). All the components were obtained from ThorLabs. The general name of each
component is labeled, and the part number is in the parentheses. The LED Driver is the power source for the unit. The emission spectrum for the 300 nm LED
ranges from approximately 285 nm to 325 nm, with it peaking at 300 nm. The bandpass filter allows transmission between 315 nm to 445 nm, thereby narrowing the
range of emitted light to 315–320 nm. The custom 1 m long patch cable had the following parameters: Fiber-FG600AEA, Tubing-FT038, End 1-SMA, and End
2–2.5 mm (FC) stainless steel ferrule.
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FIGURE 2 | Light emitted from Cerium doped lutetium oxyorthosilicate (LSO:Ce) microparticles enhances synaptic transmission from channelrhodopsin-2 (ChR2)
expressing CA1 pyramidal cells. (A) Experimental schematic that shows the interleave nature of the application of the 315 nm UV light and the analysis. Every 10 s,
traces that lasted for 3 s were recorded (depicted by the inverted triangles), and each trace was repeated 50–100 times. The spontaneous excitatory postsynaptic
currents (sEPSC) events for each individual trace was analyzed during the 500 ms when the UV light was on or at the end of the trace when there was no UV light.
(B) Example averaged trace (at least 25 traces) of 315 nm induced photocurrents in acute hippocampal Emx:ChR2 mouse slices with (red trace) or without (black
trace) LSO:Ce particles. (C) Example of an individual trace of sEPSCs recorded from a CA1 pyramidal cell in an acute hippocampal slice from an Emx:ChR2 mouse
that was not incubated with LSO:Ce particles in the absence (left) or presence (right) of the 315 nm UV light. (D) Example of an individual trace of sEPSCs onto
CA1 pyramidal cells from an acute hippocampal Emx:ChR2 mouse slice that was incubated with LSO:Ce particles for at least 1 h in the absence (left) or presence
(right) of the 315 nm UV light. (E,F) For each experiment, the sEPSC amplitude and frequency measured in the presence of the 315 nm UV light was normalized to a
section of the same trace that was not exposed to UV light to account for cell to cell variability and recording stability. (E) Application of UV light alone decreased the
amplitude of sEPSCs compared to baseline (n = 5 cells/4 animals, Student’s t-test, p = 0.01). Nevertheless, the presence of the LSO:Ce particles enhanced the
sEPSC amplitude as compared to UV alone (n = 5 cells/4 animals no particles, 7 cells/5 animals LSO:Ce particles, Student’s t-test, p = 0.03). (F) There was a trend
for exposure to UV light alone to enhance the frequency of sEPSCs (n = 5 cells/4 animals, Student’s t-test, p = 0.19). The light emitted from LSO:Ce particles by UV
activation almost doubles the number of sEPSCs compared to baseline (n = 5 cells/4 animals no particles, 7 cells/5 animals LSO:Ce particles, Student’s t-test,
p = 0.04). ∗ Indicates significant difference (p < 0.05) with and without LSO:Ce particles; + Indicates significant difference (p < 0.05) compared to no UV light.

sEPSCs. As there is cell to cell variability with sEPSCs, we used
a within cell control (no UV light) to normalize the amplitude
and frequency of sEPSCs. Figure 2A depicts the experimental
paradigm showing that the periods of UV light stimulation
and no stimulation were interleaved throughout the experiment.
Even though only a small photocurrent was generated with
the application of 315 nm light, there was a trend for an
increase in the frequency of sEPSCs during UV light exposure
(Figures 2C,F). Importantly, the enhancement is much larger
when the LSO:Ce particles are present (Figures 2D,F). A similar

enhancement of the frequency of sEPSCs was seen when 365 nm
UV light was applied (UV only 149.4 ± 20.9% vs. UV + LSO:Ce
225.2 ± 24.4%, n = 8 cells, 7 cells, Student’s t-test, p = 0.04).
Interestingly, the amplitude of the sEPSCs is decreased with the
application of 315 nm light (Figure 2E). However, the addition
of the LSO:Ce particles enhances the amplitude of the sEPSCs
compared to UV alone (Figure 2E). Additionally, the overall
size of the photocurrent induced by the 315 nm UV light was
enhanced in the presence of the particles as compared to UV light
application alone (Vehicle slices −5.5 ± −2.0 pA, vs. LSO:Ce
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slices −12.3 ± 1.8 pA, n = 5 cells/4 animals, 7 cells/5 animals,
Student’s t-test, p = 0.03, Figure 2B). These data indicate that the
light emitted from LSO:Ce particles is able to activate ChR2 and
increase the frequency of sEPSCs.

Prolonged Exposure to LSO:Ce
Microparticles Does Not Alter Neuronal
Survival or Properties
We next tested the biocompatibility of LSO:Ce microparticles.
Neurons are extremely sensitive to changes in their environment
and any perturbations could lead to neuronal cell death, in as
little as 4 h (Hoque et al., 2019). We determined if prolonged
exposure to LSO:Ce particles had any effect on neuronal survival
using the Alamar Blue assay and primary cortical cultures. The
result demonstrates no significant sign of toxicity exerted by
the microparticles at any of the doses tested, even with 24 h of
exposure to the LSO:Ce microparticles (Figure 3).

Primary cortical cultures are more sensitive to extracellular
perturbations than acute slices. However, we confirmed
the results that neuronal survival was not affected by
acute application of the LSO:Ce microparticles using acute
hippocampal slices. We incubated slices with 0.25–0.5 mg/mL
of LSO:Ce microparticles for 0–6 h, and manually counted
the number of DAPI positive neurons in the pyramidal
layer. We saw no difference in the density of CA1 pyramidal
cells between unexposed and exposed slices even after 6 h
of treatment (No particle slices 109.0 ± 8.9 cells/mm2 vs.
LSO:Ce slices 105.9 ± 16.3 cells/mm2, n = 11 images/4 animals,
9 images/4 animals, Student’s t-test, p = 0.86). Additionally,
acute incubation of LSO:Ce particles did not change the
resting membrane potential of CA1 pyramidal cells (No
particle slices −63.9 ± 2.7 mV vs. LSO:Ce particle slices
−66.1 ± 2.1 mV, n = 16 cells/11 animals, 13 cells/7 animals,
Student’s t-test, p = 0.55). However, the input resistance
of the cells was slightly reduced (No particle slices
99.1 ± 6.6 M� vs. LSO:Ce particle slices 80.4 ± 5.1 M�,
n = 16 cells/11 animals, 13 cells/7 animals, Student’s t-test,
p = 0.04). Overall, exposure to LSO:Ce microparticles did not
affect neuronal health.

Implanted probes have been shown to increase glial
scarring (Canales et al., 2018), which takes several days
to develop (Wanner et al., 2013). One of the early steps
in glial scar development is the activation of astrocytes.
GFAP can be used as a way to measure astrocyte activation
and has been shown to be increased within 2–4 h after
damage (Schmidt-Kastner et al., 1993). Therefore, to determine
if astrocytes became reactive in the presence of these particles,
we used immunohistochemistry to analyze GFAP in LSO:Ce
preincubated slices compared to control slices (no particles). As
the LSO:Ce particles could potentially influence the visualization
of GFAP staining, we performed control experiments in which
we immediately processed slices after application of vehicle
(aCSF) or the particles (Figure 4) to test for differences in GFAP
fluorescent intensity caused by light being emitted or absorbed
by the particles. However, the overall fluorescent intensity of
GFAP staining was not different between vehicle-treated slices

FIGURE 3 | Prolonged exposure of LSO:Ce microparticles is not toxic to
neurons. (A) Representative image of primary cortical neurons at 11 days
in vitro (DIV). (B) Representative image of 11 DIV primary cortical culture that
were incubated with LSO:Ce particles (black dots) for 24 h. (C) Group data
for indicated LSO:Ce particles concentrations that were added to the neurons
at 10 DIV and the cell death assay was performed on DIV 11 using Alamar
Blue reagent. Results are expressed as percent of control. Data represent as
mean ± SEM, n = 6 wells per condition, one-way ANOVA with Tukey’s post
hoc test. n.s, not significant. Scale bars: 25 µm.

and LSO:Ce-treated slices at the 0 h time point, indicating that
measurement of GFAP fluorescence was not altered due to the
emission and absorbance capabilities of the LSO:Ce particles (No
particles slices 1.03× 106 ± 1.14× 105 vs. LSO:Ce particles slices
1.02× 106 ± 6.02× 104, n = 8 slices/4 animals, 8 slices/4 animals,
Student’s t-test, p = 0.98). Since the LSO:Ce particles fluorescent
properties do not alter our ability to visualize GFAP staining, we
can determine if their presence over time causes changes in the
GFAP intensity. Slices were incubated for up to 6 h with either
vehicle or the LSO:Ce microparticles. The results show that there
was no increase in the level of GFAP staining due to prolonged
incubation with the LSO:Ce particles (Figure 4). Our data suggest
that there is no gross changes in astrocyte activation with the
application of LSO:Ce particles.

LSO:Ce Microparticles Modestly Alter
Synaptic Transmission
Even though overall cell health was unaltered by exposure to
LSO:Ce particles, the synaptic transmission could still be affected.
We further analyzed this by incubating hippocampal slices with
LSO:Ce particles for 1–3 h, followed by recording extracellular
dendritic fields potentials (fEPSPS) from CA1 pyramidal cells
in stratum radiatum in response to increasing the number of
CA3 Schaffer collateral axons stimulated (Figures 5A–C). The
initial slope of the fEPSP represents the postsynaptic response,
and we found no difference in the maximal response generated
between the control and LSO:Ce-treated slices (Figure 5B).
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FIGURE 4 | Exposure of LSO:Ce microparticles to acute hippocampal slices does not elevate glial fibrillary acidic protein (GFAP). (A) Example images of GFAP
staining in acute hippocampal slices immediately after application of vehicle (no particles) or LSO:Ce particles. Merged images include 4′,6-diamindino-2-phenylindole
dihydrochloride (DAPI; blue) and GFAP (green) staining. Scale bars: 100 µm. (B) Example images of GFAP staining in acute hippocampal slices 6 h after application
of vehicle or LSO:Ce particles. Merged images include DAPI (blue) and GFAP (green) staining. Scale bars: 100 µm. (C) Group data shows that the intensity of GFAP
staining is not altered with the addition of the LSO:Ce particles (n = 8 slices/4 animals per condition, two-way ANOVA, F(3,63) = 1.76, p = 0.17). n.s, not significant.

However, a small decrease in the amplitude of the fiber volley,
a measurement of the number of axons activated, was seen
with high stimulation (Figure 5C). In addition, we saw a small,
but significant, increase in the PPR, suggesting that the LSO:Ce
particles may alter presynaptic function (Figure 5D).

To further investigate whether incubation with LSO:Ce
particles affects synaptic transmission, we preincubated acute
hippocampal slices with LSO:Ce particles for 1–3 h. We then
performed whole-cell recordings from CA1 pyramidal cells
and recorded spontaneous excitatory (sEPSCs; Figure 6) and
inhibitory postsynaptic currents (sIPSCs; Figure 7). There was
no change in the amplitude of sEPSCs (Figures 6A,B), however,
the frequency of the events was slightly but significantly reduced
with exposure to LSO:Ce particles (Figures 6A,C). On the other
hand, sIPSCs frequency and amplitude were unaltered in the
presence of the particles (Figure 7). Additionally, the kinetics
of the sEPSCs (Figures 6D,E) and sIPSCs (Figure 7C) were
unaltered in the presence of the LSO:Ce microparticles. This
suggests either that the particles are reducing the number of
excitatory synapses, modifying presynaptic function, or altering
axonal excitability.

LSO:Ce Microparticles Modestly Alter
Long Term Potentiation
Next, we asked if long-term plasticity, a more robust measure of
synaptic health and integrity, is compromised by pre-incubation
with LSO:Ce particles. LTP, an increase in synaptic strength

that lasts for at least 40 min in vitro and hours to days in vivo
and is thought to underlie learning and memory, has been
extensively characterized at CA3-CA1 synapses, and involves
the insertion of excitatory AMPA receptors (AMPARs) on
post-synaptic CA1 pyramidal cells. We again incubated acute
hippocampal slices for 1–3 h with LSO:Ce particles, and then
recorded extracellular fEPSPs in response to Schaffer collateral
stimulation in an interleaved fashion where control and LSO:Ce
microparticles treated slices were alternated. Following the
establishment of a 10-min baseline, we electrically induced LTP
at CA3-CA1 synapses by stimulating Schaffer collateral axons at
100 Hz for 0.5 s, five times, separated by intervals of 20 s. While
this protocol produced identical post-tetanic potentiation and
LTP up to 20 min post-tetanus in control and LSO:Ce treated
slices, there was a very small but significant decrease in LTP
expression at 40 min post-tetanus in the LSO:Ce treated vs.
control slices, which may suggest that the particles have a slightly
negative impact on long-term expression of LTP (Figure 8).

DISCUSSION

Our results provide proof of principle that light from LSO:Ce
microparticles can activate ChR2 and modulate synaptic
function. In addition, we demonstrate that LSO:Ce particles are
not overtly toxic to neurons, as there was no effect of the particles
on neuronal survival in culture even with incubations as long as
24 h. Synaptic function and plasticity also appear to be intact, as
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FIGURE 5 | Acute application of LSO:Ce microparticles has no effect on the strength of basal synaptic transmission but reduces axonal excitability at CA3-CA1
synapses. (A) Representative traces of field excitatory postsynaptic potentials (fEPSPs) at CA3-CA1 synapses in response to increasing stimulus intensity from acute
hippocampal slices incubated without and with LSO:Ce particles (black traces: no particles and red traces: particles). (B) No change in the input/output (I/O) curve in
in the presence of LSO:Ce particles (n = 6 slices/6 animals no particles, n = 6 slices/6 animals LSO:Ce; ∗p > 0.05). Data represent mean ± SEM. Significance
determined by two-way ANOVA with Sidak’s multiple comparison test. (C) Group data showing a reduction in fiber volley amplitude with increasing stimulus intensity
in the presence of LSO:Ce particles (n = 6 slices/6 animals no particles, n = 6 slices/6 animals LSO:Ce; two-way ANOVA, F(1,110) = 24.48, p < 0.001, ∗p < 0.05 with
Sidak’s multiple comparisons test. (D; left) Representative traces of paired fEPSPs (black traces: no particles and red traces: particles). (right) Paired-pulse ratio (PPR)
was significantly increased following incubation with particles (n = 6 slices/6 animals control, n = 6 slices/6 animals LSO:Ce; ∗p < 0.05).

there was no change in the input/output relationship in CA1, and
LTP was able to be induced. However, there were indications that
LSO:Ce particles themselves have effects on synaptic function
and plasticity, although the effects were small. Together, these
results suggest that LSO:Ce particles could potentially be suitable
for in vivo optogenetics.

LSO:Ce was introduced as a scintillator in the early 90s
(Melcher and Schweitzer, 1992) and has been extensively
characterized since. Cerium forms the luminescence centers in
LSO, and the Ce doped LSO displays a high emission intensity
under X-ray illumination, with an emissionmaximum at 420 nm.
This emission peak makes LSO:Ce well suited for optogenetics
applications using ChR2, which has maximal activation using
450 nm light (Berndt et al., 2011; Lin, 2011). The use of X-rays
has the distinct advantage over implanted LEDs to activate ChR2,
as X-rays are able to penetrate the skull, removing the need for an
invasive delivery method. However, before this study, it was not
known if LSO:Ce particles themselves could emit enough light to
activate ChR2.

Implantation of LEDs or a fiber requires the light output to be
proportionally higher than necessary to activate ChR2 because of
light scattering properties in brain tissue. One study using a fiber
to deliver light reported that local tissue temperature increased by
0.8◦C (Senova et al., 2017). Interestingly in that study, no effect

was seen on neuronal cell death with acute light applications at
the highest illumination used (Senova et al., 2017), however, the
question still remains how the tissue can handle local heating
with longer duration or repeated applications. If the conditions
are right, tissue heating under illumination can cause damage and
contribute to observed behavioral or physiological effects (Long
and Fee, 2008). The use of nanoparticles made from inorganic
scintillators will allow for the light source to be extremely close to
ChR2 and therefore less light would be needed to activate ChR2,
reducing the risk of damage caused by heat.

Here, we observed that light emitted from LSO:Ce
microparticles in response to UV stimulation caused an
increase in the frequency of sEPSCs onto CA1 pyramidal cells,
indicating activation of ChR2. However, we did not detect firing
of action potentials or large light-evoked EPSCs, suggesting that
the activation of ChR2 is modest. UV light alone is also able to
provide weak activation of ChR2, as seen by small photocurrents
and an increase in sEPSC frequency. The photocurrents were
modest with stimulation at 365 nm, and even smaller at 315 nm.
Even though UV light activates ChR2, using the 315 nm
wavelength improved our ability to detect events caused by light
emission from the microparticles. One limitation of the current
experiment is that the particles were applied to the surface of the
slice, and therefore are likely to be 100 microns or more from
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FIGURE 6 | Acute application of LSO:Ce microparticles reduces the
frequency, but not amplitude, of sEPSCs recorded from CA1 pyramidal cells.
(A) Example traces of spontaneous EPSCs onto CA1 pyramidal cells from
acute hippocampal slices incubated with (red trace) and without (black trace)
the particles for at least 1 h. (B; left) Group data showing that the amplitude of
sEPSCs was unaltered in the presence of LSO:Ce particles
(n = 15 cells/11 animals no particles, 11 cells/7 animals LSO:Ce particles,
Student’s t-test, p = 0.24). (right) Group data showing the frequency of
sEPSCs was significantly reduced in the presence of LSO:Ce particles
(n = 15 cells/11 animals no particles, 11 cells/7 animals LSO:Ce particles,
Student’s t-test, p = 0.03). (C; left) No change in the 20% to 80% rise time of
the sEPSC when incubated with the LSO:Ce particles (n = 15 cells/11 animals
no particles, 11 cells/7 animals LSO:Ce particles, Student’s t-test, p = 0.35).
(right) The decay time constant of the sEPSC is unaltered in the presence of
the LSO:Ce particles (n = 15 cells/11 animals no particles, 11 cells/7 animals
LSO:Ce particles, Student’s t-test, p = 0.46). ∗ Indicates significant difference
(p < 0.05) with and without LSO:Ce particles; n.s, not significant.

the cell expressing ChR2, which would partially account for
the modest ChR2 activation observed. However, the proposed
use of RLPs for in vivo optogenetics would use smaller particles
that will be located much closer to ChR2, thus reducing light
attenuation from scattering. As a result, the light needed for
ChR2 activation in vivo should be even less.

We observed no toxicity in primary neuronal cultures
following 24 h of LSO:Ce microparticle exposure, consistent
with another study using coated LSO:Ce nanoparticles (Burdette
et al., 2019). In acute hippocampal slices, there was no reactivity
of the astrocytes as assessed by GFAP staining or decrease
in the maximal strength of basal transmission assessed by
I/O curves at CA3-CA1 synapses. However, there were still
some minor effects on synaptic function. While there was no
effect on sIPSCs, there was a small reduction in the frequency
but not amplitude of sEPSCs together with an increase in
PPR of evoked excitatory transmission, indicating an effect of

FIGURE 7 | Acute application of LSO:Ce microparticles had no effect on
spontaneous inhibitory postsynaptic currents (sIPSCs) recorded from
CA1 pyramidal cells. (A) Example traces of sIPSCs onto CA1 pyramidal cells
from acute hippocampal slices incubated with (red trace) and without (black
trace) the particles for 1 h. (B; left) Group data showing the amplitude of
sIPSCs (n = 5 cells/2 animals no particles, 9 cells/2 animals LSO:Ce particles,
Mann-Whitney test, p = 0.18) and (right) frequency of the sIPSCs
(n = 5 cells/2 animals no particles, 9 cells/2 animals LSO:Ce particles,
Mann-Whitney test, p = 0.79) was unaltered in the presence of LSO:Ce
particles. (C; left) Group data showing that the rise time (n = 5 cells/2 animals
no particles, 9 cells/2 animals LSO:Ce particles, unpaired t-test, p = 0.78)
and (right) decay of sIPSCs (n = 5 cells/2 animals no particles,
9 cells/2 animals LSO:Ce particles, unpaired t-test, p = 0.89) was unaltered in
the presence of LSO:Ce particles. n.s, not significant.

the particles on presynaptic function (Dobrunz and Stevens,
1997). There was also a small reduction in the input resistance
of CA1 pyramidal cells, which could contribute to reduced
cell excitability. Alterations in neuronal excitability have been
shown to modulate presynaptic release probability (Crabtree
et al., 2017). The axonal excitability was slightly diminished in
the presence of the microparticles. Therefore, an alteration in
presynaptic function that diminishes vesicular release probability
could be the underlying mechanism for the minor effects on
synaptic function with LSO:Ce microparticles exposure.

We also observed a slight but significant decrease in the
magnitude of LTP, the long-term enhancement of synaptic
strength and a cellular correlate of learning and memory
(Malenka and Bear, 2004). Because LTP induction and
expression is highly susceptible to cellular and behavioral stress,
it is a sensitive measure of neuronal and synaptic health. LTP was
induced using high-frequency stimulation andwasmonitored for
40min post-tetanus.While the LSO:Ce particles did not affect the
magnitude of the post-tetanic potentiation or the magnitude of
LTP up to 20 min post-tetanus, there was a slight but significant
decrease in the LTP magnitude at 40 min post-tetanus in the
LSO:Ce treated slices. This suggests the possibility of a small
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FIGURE 8 | Acute application of LSO:Ce microparticles decreases long term
potentiation (LTP) at CA3-CA1 synapses. (A) The magnitude of High
Frequency Stimulation (HFS, 5× 1 s at 100 Hz) induced LTP at CA3-CA1
synapses was significantly decreased in slices incubated with particles.
(B) Averaged representative responses at −5 and +35 min to HFS stimulation
(black and gray traces: no particles and red and light red traces: particles).
The deficit in the LTP magnitude did not occur until 30 min post HFS in slices
incubated with particles for at least an hour (40 min LTP: 138 ± 5% and
118 ± 2%, n = 5 slices/5 animals no particles, n = 7 slices/7 animals LSO:Ce
particles, respectively; p = 0.0038; 20 min LTP: 124 ± 4% and 121 ± 2%,
n = 5 slices/5 animals no particles, n = 7 slices/7 animals LSO:Ce particles,
respectively; ∗p < 0.05). Data represent mean ± SEM. Significance
determined by unpaired Student’s t-test.

effect on the long-term expression of LTP, however, whether
this change is biologically relevant to learning and memory
is unknown.

Overall, the effects on synaptic and intrinsic neuronal
properties were modest, indicating that the LSO:Ce particles do
not majorly disrupt synaptic transmission and circuit function.
Whether these minor effects on synaptic transmission are a
result of physical interaction and the weight of the particles on
the delicate neuronal structures is not clear. This study used
particles that are larger (4 µM) than would be used in vivo
(<100–200 nm). It is possible that the effects of the smaller
particles on synaptic transmission may be different, although
they are unlikely to be greater. However, if toxic chemicals were

leaching out of the particles to negatively impact cell health or
if the weight of the particles was causing major cellular damage,
we would likely have observed cell death in the primary neuronal
cultures after 24 h of exposure. The GFAP staining is only able
to detect gross changes in astrocyte morphology, therefore we
cannot rule out small alterations in astrocytic processes in the
presence of the microparticles. Additional effects on neuronal
or astrocyte function or morphology might be observed with
longer exposure times to the particles. Future studies are needed
to determine if there are detrimental effects of LSO:Ce particles
with UV or X-ray exposure potentially through the release of
free radicals, as observed with cadmium-based quantum dots
(Jamieson et al., 2007). However, any potential toxic effects might
be overcome by PEGylation of the particles for in vivo use (Cheng
et al., 2011).

Together, our results support the possibility of using LSO-Ce
particles combined with ChR2 expression to non-invasively
regulate synaptic circuit function in vivo.
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Alpha1-Adrenergic Receptor
Mediated Long-Term Depression at
CA3-CA1 Synapses Can Be Induced
via Accumulation of Endogenous
Norepinephrine and Is Preserved
Following Noradrenergic Denervation
Katie Dyer-Reaves 1, Anthoni M. Goodman 1,2, Amy R. Nelson 1 and Lori L. McMahon 1*

1Department of Cell, Developmental, and Integrative Biology (CDIB), School of Medicine, University of Alabama at
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Locus coeruleus (LC) provides the sole source of noradrenergic (NA) innervation
to hippocampus, and it undergoes significant degeneration early in Alzheimer’s
disease (AD). Norepinephrine (NE) modulates synaptic transmission and plasticity at
hippocampal synapses which likely contributes to hippocampus-dependent learning
and memory. We previously reported that pharmacological activation of α1 adrenergic
receptors (α1ARs) induces long-term depression (LTD) at CA3-CA1 synapses. Here, we
investigated whether accumulation of endogenous NE via pharmacological blockade
of norepinephrine transporters (NETs) and the NE degradative enzyme, monoamine
oxidase (MAO), can induce α1AR LTD, as these inhibitors are used clinically. Further,
we sought to determine how degeneration of hippocampal NA innervation, as occurs in
AD, impacts α1AR function and α1AR LTD. Bath application of NET and MAO inhibitors
in slices from control rats reliably induced α1AR LTD when β adrenergic receptors
were inhibited. To induce degeneration of LC-NA innervation, rats were treated with
the specific NA neurotoxin DSP-4 and recordings performed 1–3 weeks later when NA
axon degeneration had stabilized. Even with 85% loss of hippocampal NA innervation,
α1AR LTD was successfully induced using either the α1AR agonist phenylephrine or the
combined NET and MAO inhibitors, and importantly, the LTD magnitude was not different
from saline-treated control. These data suggest that despite significant decreases in NA
input to hippocampus, the mechanisms necessary for the induction of α1AR LTD remain
functional. Furthermore, we posit that α1AR activation could be a viable therapeutic
target for pharmacological intervention in AD and other diseases involving malfunctions
of NA neurotransmission.

Keywords: hippocampus, norepinephrine, LTD, α1-AR, locus coeruleus

Abbreviations: AD, Alzheimer’s disease; AR, adrenergic receptor; Atmx, atomoxetine; Clor, clorgiline; DβH, dopamine
β-hydroxylase; DSP-4, N-(2-chloroethyl)-N-ethyl-2-bromobenzylamine; fEPSP, field excitatory postsynaptic potential;
LTD, long-term depression; MAO, monoamine oxidase; NA, noradrenergic; NE, norepinephrine; NET, norepinephrine
transporter; Phe, phenylephrine; PD, Parkinson’s disease; s. radiatum, stratum radiatum; TH, tyrosine hydroxylase.
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INTRODUCTION

Noradrenergic (NA) input from the locus coeruleus (LC) to
hippocampus is critical for hippocampus-dependent learning
and memory (Koob et al., 1978; Harro et al., 1999; Lemon et al.,
2009; Gibbs et al., 2010), and its degeneration in Alzheimer’s
disease (AD) has been well documented (Forno, 1966; Yamada
and Mehraein, 1977; Zarow et al., 2003). Specifically, loss of LC
cell bodies positively correlates with the severity of dementia
and duration of the disease in AD patients. In fact, the LC
is the first target of pretangle tau pathology, with measurable
cell loss occurring in the prodromal phase of AD (Grudzien
et al., 2007; Braak et al., 2011; Jucker and Walker, 2011; Arendt
et al., 2015; Chalermpalanupap et al., 2017) that may mediate
the emergence of cognitive changes (Braak et al., 2011; Arendt
et al., 2015; Chalermpalanupap et al., 2017; Kelly et al., 2017;
Theofilas et al., 2017). Despite this body of evidence, the effect
of early LC degeneration on hippocampal synaptic function is
poorly understood.

The LC is the sole provider of NA innervation in
hippocampus (Aston-Jones, 2004), and norepinephrine (NE)
modulates synaptic efficiency critical for learning and memory
(Harley, 1991, 2007; Scheiderer et al., 2004; Kemp andManahan-
Vaughan, 2008; Hagena et al., 2016). Selective electrolytic
lesioning using the neurotoxin N-(2-chloroethyl)-N-ethyl-2-
bromobenzylamine (DSP-4) or silencing of LC neurons using
optogenetics in murine models leads to deficits in learning,
memory, and cognitive flexibility (Koob et al., 1978; Harro et al.,
1999; Janitzky et al., 2015). NE, via activation of adrenergic
receptors (ARs), modifies the strength of synaptic transmission
at glutamatergic synapses and the ability of these synapses
to undergo long-term plasticity (Hopkins and Johnston, 1984;
Harley, 1991; Bröcher et al., 1992; Harley and Sara, 1992;
Bramham et al., 1997; Erickson et al., 1997; Katsuki et al., 1997;
Thomas and Palmiter, 1997a,b,c; Izumi and Zorumski, 1999).
Accordingly, blockade of β adrenergic receptors (ARs) reduces
NMDAR-dependent LTP in hippocampal slices (Harley, 1991),
while NE application facilitates the induction of LTP in dentate
and spatial memory formation through activation of β-ARs
(Hopkins and Johnston, 1984; Bröcher et al., 1992; Katsuki et al.,
1997; Izumi and Zorumski, 1999; Kemp andManahan-Vaughan,
2008; André et al., 2015). Along with β-ARs, α-ARs are necessary
for spatial memory learning tasks, as α1AR agonists enhance and
antagonists block the formation ofmemory (Pussinen et al., 1997;
Puumala et al., 1998). Activation of α1- and β-ARs by NE can
also facilitate tetanus-induced LTP at mossy-fibers synapses in
area CA3 (Hopkins and Johnston, 1984; Huang et al., 1996).
Transgenic mice harboring constitutively active α1 adrenergic
receptors (α1ARs) have enhanced learning and memory, while
α1AR knock-out mice showed deficits compared to WT (Doze
et al., 2011; Collette et al., 2014). We previously reported that NE,
or the selective α1AR agonist methoxamine, induces a form of
long-term depression (LTD) at CA3-CA1 synapses that is activity
and NMDA receptor-dependent, and also requires activation
of Src kinase and an increase in extracellular signal-regulated
protein kinase (ERK) activation (Scheiderer et al., 2004, 2008).
During expression of α1AR LTD, there is no change in the

paired-pulse ratio compared to baseline, consistent with a
post-synaptic locus of expression (Scheiderer et al., 2004).
Furthermore, α1AR LTD shares the same mechanism as a
form of LTD induced by activation of M1 muscarinic receptors
(mAChRs), which are also coupled to Gq signaling. When
weak activation of α1ARs is paired with weak activation of
M1 mAChRs, LTD can be successfully induced, demonstrating
the shared signaling pathways (Scheiderer et al., 2008).

Given that activation of α1ARs using exogenous agonists
induces LTD at hippocampal CA3-CA1 synapses (Scheiderer
et al., 2004, 2008), we wanted to determine if increasing
endogenous extracellular NE accumulation via pharmacological
inhibition of the norepinephrine transporter (NET) and the
degradative enzyme monoamine oxidase (MAO) similarly
induces α1AR LTD. This is important since these inhibitors
are widely used as therapeutic treatments in disorders such as
ADHD and depression, where imbalances in catecholamine
neurotransmission, specifically NE, are known to occur
(Zametkin and Rapoport, 1987; Castellanos et al., 1996; Vanicek
et al., 2014; Israel, 2015). Furthermore, because LC degeneration,
and loss of hippocampal NA innervation, is clinically relevant
to normal aging, AD, and Parkinson’s disease (PD; Mann,
1983; Mann et al., 1983; Marien et al., 2004; Szot, 2012), we
set out to investigate the impact of NA degeneration on the
ability of pharmacological activation of α1ARs to induce LTD at
hippocampal CA3-CA1 synapses.

MATERIALS AND METHODS

Animal Care
All experiments were conducted with an approved protocol from
the University of Alabama at Birmingham Institutional Animal
Care and Use Committee in compliance with the National
Institutes of Health guidelines. All efforts were made to minimize
animal suffering and to reduce the number of animals used.
Six-week-old male Sprague–Dawley rats (Charles River) were
used in all experiments. Animals were housed two per cage
and were kept on a 12-h light/dark cycle with ad libitum
food and water.

LC Lesion
Hippocampal NA denervation was performed using the NA
axon specific neurotoxin DSP-4 (Tocris, Ellisville, MO, USA),
known to cause terminal retrograde degeneration by targeting
the NE uptake system (Jaim-Etcheverry and Zieher, 1980; Ross
and Stenfors, 2015). DSP-4, delivered intraperitoneally (IP),
readily crosses the blood-brain-barrier and targets NA axons
of the central nervous system while peripheral NA systems
are unaffected (Jaim-Etcheverry and Zieher, 1980; Fritschy and
Grzanna, 1989; Ross and Stenfors, 2015). NE uptake in these
axons is rapidly blocked with maximum effect achieved by 4–6 h
and within 4–5 days DβH immunoreactivity declines (Ross,
1976; Fritschy et al., 1990). NA sprouting occurs in a region-
specific manner over approximately 5 weeks (Booze et al., 1988)
along with an observed 57% decline in LC cell bodies 1 year
after DSP-4 treatment (Fritschy and Grzanna, 1992). Rats were
lightly anesthetized with isofluorane and injected IP with DSP-4
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(50 mg/kg) in saline or saline alone at 48-h intervals for a total of
three injections.

Drugs and Solutions
All drugs (Sigma, St. Louis, MO, USA) were prepared as stock
solutions and diluted to the appropriate working concentration
at the time of electrophysiology. Phenylephrine (Phe, α1AR
agonist; in deionized water), propranolol (β-AR antagonist;
in DMSO) and prazosin (α1AR antagonist; in DMSO) were
prepared fresh daily and atomoxetine (Atmx, NET inhibitor;
in deionized water) and clorgiline (Clor, MAO inhibitor; in
deionized water) were frozen in 300 µL aliquots until used
for recordings.

Slice Preparation and Electrophysiological
Recordings
α1AR LTD was induced using the α1AR agonist phenylephrine
(Phe, 100 µM) that was bath applied for 10 or 15 min
following a 20 min stable baseline of recorded field excitatory
post-synaptic potentials (fEPSPs) as done previously (Scheiderer
et al., 2004, 2008). Experiments to test whether extracellular
accumulation of endogenous NE could induce LTD, as well as
to test the functionality of the NA fibers remaining following
DSP-4-mediated lesion, slices prepared from rats 7–8 days
post-DSP-4 treatment were exposed to bath application of
the NET inhibitor Atmx (500 nM) plus the MAO inhibitor
Clor (10 µM) for 10 or 20 min following stable baseline
transmission. Previous reports have documented the ability of
NET inhibition to block reuptake of NE and induce increases
in extracellular NE (Youdim and Riederer, 1993). Additionally,
selective inhibition of MAO, the enzyme responsible for NE
degradation, has also been shown to cause accumulation of
NE extrasynaptically (Youdim and Riederer, 1993). Because
NE has similar affinity for α- and β-ARs, it was necessary
to pharmacologically inhibit β-AR activation with propranolol
(10 µm) to reveal LTD following accumulation of extracellular
NE. To ensure the α1AR specificity of the LTD induced by
endogenous NE in these recordings, interleaved experiments
were conducted in the presence of 10 µM prazosin (in addition
to the cocktail of Clor, Atmx and propranolol, which is referred
to as CAP).

Immunohistochemistry
Following electrophysiological recordings, 400 µm-thick
hippocampal slices were stored in 4% paraformaldehyde at
4◦C until the time of staining. Twenty-four hours prior to
staining, slices were rinsed in phosphate buffered saline (PBS)
and then transferred to a 30% sucrose/PBS solution. Tissue
was resectioned to 50 µm using a freezing microtome. Sections
were washed 3 × 10 min in PBS at room temperature and
incubated in blocking buffer [10% normal donkey serum (NDS)
in 0.3% PBS Triton/PBS] for 90 min. Primary antibodies [rabbit
anti-tyrosine hydroxylase (TH, 1:200) and mouse anti-dopamine
β-hydroxylase (DβH, 1:300); Chemicon, Temecula, CA, USA]
were diluted in blocking buffer, and applied to free-floating
sections and incubated overnight at 4◦C. Slices were washed
3 × 10 min with PBS and were labeled with fluorescence-

activated secondary antibodies [donkey anti-rabbit Alexa 594
(1:200) and donkey anti-mouse Alexa 488 (1:200); Invitrogen,
Eugene, OR, USA] diluted in blocking buffer and incubated
for 1–2 h at room temperature. Slices were washed 3 × 30 min
and incubated with Hoescht nuclear stain (1 µl stock/10 ml
PBS) for 15 min at room temperature. Slices were mounted on
slides using Permafluor (Immunon, Waltman, MA, USA) and
viewed on a Leica (Exton, PA, USA) DM IRBE laser scanning
confocal microscope. The CA1 s. radiatum within the field
of view from one slice per animal was analyzed using ImageJ
software. Sequential scans of blue, green, and red channels
were obtained and ∼20 µm stacks of images were collected
in a z-axis of 1.0–1.5 µm step size, averaging two scans per
image. Maximum projections were generated and used for NE
fiber quantification. DβH-positive fibers were measured and
counted, following the criterion that only fibers with four or
more consecutive boutons be considered as a fragment of axon.

Data Analysis
Electrophysiology data were analyzed using custom-written
Labview data acquisition and analysis software (Scheiderer et al.,
2004, 2008) after being filtered at 3 kHz and digitized at
10 kHz. The fEPSP slope was measured and evaluated as a
series of five averaged raw data points plotted vs. time. The
LTD magnitude was calculated by comparing the average fEPSP
slope recorded during the last 10 min of baseline transmission
to the slope at 20 min post-drug washout. When more than
one slice was recorded per animal for a given experiment (e.g.,
Phe or Amtx ± Clor), the data were averaged together to
represent the finding for that animal. Therefore, the reported
n refers to animal number. Paired student’s t-tests were used
for statistical analysis within groups. Unpaired student’s t-tests
or one-way analysis of variances (ANOVAs) were used to
evaluate statistical significance between groups. The significance
level was set at p < 0.05 and the data are presented as the
mean ± SEM.

RESULTS

α1AR Activation Induces LTD at CA3-CA1
Synapses in Rat Hippocampus
Our laboratory previously reported that bath application of NE
or the selective α1AR agonist methoxamine is sufficient to induce
a NMDAR-dependent LTD of extracellular fEPSPs at CA3-CA1
glutamatergic synapses in hippocampal slices (Scheiderer et al.,
2004, 2008). Here, we show that application of another α1AR
agonist, Phe (100µM; phenylephrine) also reliably induces α1AR
LTD [Figure 1A, 84 ± 4% of baseline fEPSP slope (n = 6);
p < 0.01] similar to our previous report (Scheiderer et al., 2004,
2008). To test whether α1AR LTD can also be induced via
extracellular accumulation of endogenous NE in hippocampus,
the selective NET inhibitor Atmx (500 nM) was applied together
with an inhibitor of NE degradative enzyme MAO, Clor
(10 µM). Bath application of Atmx and Clor did not elicit a
significant change in synaptic strength compared to baseline
(Figure 1B1, 94 ± 5% of baselined fEPSP slope, n = 6, p = 0.14).
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FIGURE 1 | Long-term depression (LTD) is induced by the α1AR agonist,
phenylephrine, or endogenous NE when β-ARs are pharmacologically
blocked. (A) α1AR LTD is induced by the selective α1AR agonist Phe.
One-hundred micro molar is able to induce α1AR LTD in control animals
[84 ± 4% of baselined field excitatory postsynaptic potential (fEPSP) slope,
n = 6]. Top traces are averaged raw fEPSPs before (black) and after (red)
application of phenylephrine. Bottom traces are averaged, scaled fEPSPs
(red) during LTD expression overlaid onto baseline traces (black) showing no
change in the pair-pulse facilitation ratio (scale bar: 0.5 mV, 10 ms).
(B1) Averaged experiments in Clor/Atmx results in no significant change in
baseline transmission (94 ± 5% of baseline fEPSP slope, n = 6). (B2)
Representative example of LTD induced via norepinephrine transporter (NET)
and monoamine oxidase (MAO) inhibition by Atmx (500 nM) and Clor (10 µM,
respectively). (B3) Single example of LTP induced via endogenous NE
accumulation in the presence of Clor/Atmx.

FIGURE 2 | The β AR antagonist propranolol is able to unmask α1AR LTD
when used in addition to Clor and Atmx. (A) In the presence of the β AR
antagonist propranolol (1 µM) accumulation of endogenous NE induces α1AR
LTD (83 ± 6%of baselined fEPSP slope, n = 4). Top traces are averaged raw
fEPSPs before (black) and after (red) application of phenylephrine. Bottom
traces are averaged, scaled fEPSPs (red) during LTD expression overlaid onto
baseline traces (black) showing no change in the pair-pulse facilitation ratio
(scale bar: 0.5 mV, 10 ms). (B) α1AR LTD is prevented by application of the
α1AR antagonist prazosin (10 µM) in the presence of propranolol, Clor, and
Atmx (p > 0.05).

However, when we evaluated individual experiments there were
clear cases of Atmx and Clor induced depression (Figure 1B2)
and potentiation (Figure 1B3) of the extracellular fEPSP that
were masked when all of the experiments were averaged.
This variable response can be attributed to coincident global
activation of α1, α2, and β-ARs, as all of these receptors are
located at pre- or post-synaptic locations at CA3-CA1 synapses.

Because activation of β-ARs causes potentiation at CA3-CA1
synapses (Hopkins and Johnston, 1984; Bröcher et al., 1992;
Katsuki et al., 1997; Izumi and Zorumski, 1999), their activation
by endogenous accumulation of NE could be masking possible
α1AR LTD expression induced by Atmx and Clor application. To
determine whether blockade of β-AR activation would unmask
LTD, propranolol (10 µM) was applied for the duration of
the recording period during the Atmx and Clor experiments
(collectively named CAP), and this resulted in reliable, and
significant LTD expression (Figure 2A, 83% ± 6% of baseline
fEPSP slope, n = 4, p = 0.02). The LTD magnitude induced by
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FIGURE 3 | DSP-4 treatment causes significant NE degeneration in CA1 of
hippocampus. (A) Anti-DβH (green) and DAPI (blue) hippocampal staining of
NE fibers in area CA1 s. radiatum from a saline-treated (control) animal or
following DSP-4 treatment (scale bar: 40 µm). Arrows denote thicker, knobby
appearance of some remaining NE fibers. (B) Mean fiber number in DSP-4
treated animals in CA1 s. radiatum is significantly decreased compared to
saline-treated measured 7–21 days post-treatment. (C) Mean NE fiber length
is unchanged following DSP-4 treatment. (C) Total NE fiber number is
significantly decreased by DSP-4 treatment by ∼85% (saline, n = 7;
DSP-4, n = 19).

the selective α1AR agonist Phe (Figure 1A) is not significantly
different from that induced by the combination of NET, MAO,
and β-AR inhibition (Figure 2A; p = 0.8). Importantly, when
the raw traces during expression of LTD are scaled and overlaid
with traces during baseline control conditions, it is clear that
there is no difference in the paired-pulse facilitation ratio during
LTD expressed induced either with phenylephrine or by CAP,
similar to our previous reports (Scheiderer et al., 2004, 2008),
suggesting a postsynaptic mechanism. To confirm that the LTD
following accumulation of endogenous NE is also mediated by
α1AR activation, interleaved experiments were performed with

the α1AR antagonist prazosin (10 µM) resulting in a complete
block of LTD (Figure 2B, CAP plus prazosin, 96.5 ± 4% of
baseline fEPSP slope, n = 3, p = 0.4).

DSP-4 Causes a Significant Decrease in
NA Innervation in CA1 of Hippocampus
To determine whether loss of NA input to hippocampus is
sufficient to cause deficits in α1AR LTD, the NE specific
neurotoxin DSP-4 (50 mg/kg, in saline), was administered
intraperitoneally at 48-h intervals for a total of three injections
(control animals received injections of saline only). DSP-4 targets
the NE uptake system and induces alkylation of vital neuronal
structures (Ross, 1976) causing degeneration of hippocampal NA
innervation (Jonsson et al., 1981; Fritschy and Grzanna, 1989;
Fritschy et al., 1990). This robust treatment protocol was used
because a previous study reported thatmice treated with one dose
of DSP-4 had an increased probability of hippocampal NA axon
sprouting compared to mice treated three times with the toxin
(Puoliväli et al., 2000). NA innervation in s. radiatum of area
CA1 following DSP-4 treatment was evaluated using anti-DβH
immunohistochemical staining of NA fibers, which were then
imaged via confocal microscopy. DSP-4 induced a significant
decrease in NA fiber number (Figure 3B; F(3,19) = 23.28,
p < 0.001) but no change in individual fiber length in CA1
s. radiatum in animals sacrificed 7–21 days following the first
injection (Figure 3C; F(3,658) = 2.03, p = 0.108). This protocol
led to a reduction of ∼85% of DβH-positive immunostaining.
Interestingly, the morphology of some of the remaining DβH-
positive fibers in the DSP-4-treated animals have a thicker,
knobby appearance compared to the thin, more delicate
fibers found in the control group (Figure 3A, arrows).

α1AR LTD Remains Intact Following
NA-Fiber Degeneration
We next tested whether systemic treatment with DSP-4 and
subsequent ∼85% reduction of NA innervation would negatively
impact the ability of direct activation of α1ARs by the selective
α1AR agonist Phe to induce LTD. Surprisingly, we found that
the magnitude of α1AR LTD was not significantly different
between saline-treated and DSP-4 treated animals (Figure 4A,
DSP-4: 85 ± 3%, n = 7, p < 0.001 vs. Figure 4B, saline vs.
DSP-4, p = 0.85). Thus, despite an ∼85% decrease in NA
innervation in s. radiatum of area CA1, α1ARs remain coupled to
downstream signaling cascades (Src kinase and pERK; Scheiderer
et al., 2008) necessary for the induction of LTD. However, it is
unclear whether α1AR LTD can be induced by endogenously
released NE from the remaining 15% of NE fibers following
DSP-4 treatment.

To determine whether the NA fibers surviving neurotoxic
damage are able to functionally release NE and activate
α1ARs effectively to induce LTD, NET, MAO, and β-ARs
antagonists were bath applied. Again surprisingly, α1AR LTD
was observed (Figure 4B, DSP-4: 83 ± 3%, n = 11, p < 0.001)
and the magnitude was not different from saline-treated
animals; (Figure 4B, saline vs. DSP-4, p = 0.97). Furthermore,
the magnitude of LTD induced via activation of α1ARs by
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FIGURE 4 | α1AR LTD remains intact following NE degeneration and is able
to be induced by endogenous NE. (A) DSP-4 treatment does not prevent
α1AR LTD (85% ± 3% of baselined fEPSP slope, n = 7). The magnitude of
α1AR LTD induced by Phe is not significantly different between saline and
DSP-4 treatment groups (p > 0.05; control data replotted from Figure 1A).
Top traces are averaged raw fEPSPs before (black) and after (red) application
of phenylephrine. Bottom traces are averaged, scaled fEPSPs (red) during
LTD expression overlaid onto baseline traces (black) showing no change in
the paired-pulse facilitation ratio (scale bar: 0.5 mV, 10 ms). (B) α1AR LTD is
induced by endogenous NE accumulation in slices from DSP-4-treated rats
(83 ± 3% of baseline fEPSP slope, n = 11). The magnitude of α1AR LTD
induced by accumulation of endogenous NE is not significantly different
between saline and DSP-4 treatment groups (p > 0.05; control data replotted
from Figure 2A).

endogenously released NE was not significantly different from
that via direct α1AR activation by Phe (Figures 4A,B, DSP-4,
CAP vs. Phe p = 0.58).

To determine if α1AR LTD induced by endogenous
NE release elicits maximal depression and occludes further
depression induced by subsequent application of Phe, the drug
mixture CAP was bath applied for 10 min to induce LTD. In
interleaved slices, Phe (100 µM) was coapplied with CAP for
15 min beginning 20 min after CAP application to determine
if additional LTD could be elicited (Figure 5). We found that
no additional LTD could be induced by Phe in the presence
of CAP, such that α1AR LTD induced by CAP that was not
significantly different when Phe was added to the CAP mixture
(denoted CAPP; Figure 5, CAP: n = 6; CAPP: n = 10,
t(6) = 2.08 p = 0.0827).

FIGURE 5 | Endogenous NE accumulation is sufficient to cause maximal
α1AR LTD. α1AR LTD is induced by endogenous NE accumulation in slices
and subsequent application of Phe is unable to induce further LTD (CAP:
n = 6; CAPP: n = 10, t(6) = 2.08, p = 0.0827). Red data points denote the
interleaved experiments in which the addition of Phe was included in the CAP
mixture following 20 min of CAP application CAPP is CAP plus Phe.

DISCUSSION

α1AR LTD
Here, we have established that increasing extracellular
accumulation of endogenously released NE can activate α1ARs
and induce α1AR LTD at CA3-CA1 synapses in hippocampus.
Furthermore, lesion of NA input to hippocampus from the LC
did not prevent induction or expression of α1AR LTD, despite
the loss of ∼85% of hippocampal NA innervation. Surprisingly,
the NA fibers that remained following DSP-4 induced lesion
release enough NE that can accumulate following NET and
MAO inhibition to activate postsynaptic α1ARs at CA3-CA1
synapses to induce LTD. NET and MAO inhibitors increase the
accumulation of DA and 5-HT, especially in the hippocampus
where NET serves as the primary reuptake mechanism for
DA (Borgkvist et al., 2012). Although accumulation of DA
and 5-HT are likely present, the LTD induced by NET and
MAO inhibition was completely prevented by the α1AR
antagonist prazosin, indicating that this LTD is dependent on
activation of α1ARs. The blockade by prazosin also suggests
that DA and 5HT must not be accumulating enough to
induce LTD through D4 receptors (Navakkode et al., 2017)
or 5HT4 receptors (Wawra et al., 2014). Therefore, these
data suggest that in light of severe NE degeneration, α1ARs
remain coupled to their signaling cascade and are able to
be activated by specific α1AR agonists or via endogenously
released NE from surviving NA fibers to induce LTD at
CA3-CA1 synapses.

Previously, our lab has shown that M1 mAChRs LTD
(mLTD) is lost following degeneration of hippocampal
cholinergic innervation from the medial septum, but is rescued

Frontiers in Synaptic Neuroscience | www.frontiersin.org 6 October 2019 | Volume 11 | Article 2778

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Dyer-Reaves et al. Endogenous α1-AR LTD Following Denervation

when hippocampal NA sympathetic sprouting occurs with
an accompanying cholinergic reinnervation of hippocampus
at 15% of control levels (Scheiderer et al., 2006). Because
M1 mAChRs and α1ARs couple to the same G protein
signaling pathway (Porter et al., 2002), and we have shown
that their simultaneous weak pharmacological activation
induces LTD (Scheiderer et al., 2008), we expected that loss
of NA innervation to hippocampus would cause the same
deficit in α1AR LTD as we have observed for M1 mAChR
LTD following cholinergic degeneration in the absence of
sprouting (Scheiderer et al., 2006). However, the successful
expression of α1AR LTD at synapses in slices with 15% NA
fibers remaining is consistent with the ‘‘rescued’’ mLTD by the
approximate 15% cholinergic reinnervation stimulated by NA
sympathetic sprouting after medial septal lesion. Thus, 15%
of control cholinergic or NA innervation in hippocampus is
enough to maintain the function of M1 mAChRs or α1ARs,
respectively. Based on these findings, we speculate that α1ARs
remain functional in AD and PD patients even with 67.9% and
83.2% cell loss (Marien et al., 2004). In fact, α1AR expression
is increased in AD patients, but unfortunately, this has been
associated with increased aggression in these patients (Szot
et al., 2006; Sharp et al., 2007). Due to this, prazosin, an α1AR
antagonist, has been used clinically in AD patients and has
been shown to improve aggravation and aggression symptoms
(Wang et al., 2010).

DSP-4 Induced Lesion of Hippocampal NA
Innervation
In humans, the severity of LC degeneration is positively
correlated with intensity of AD symptoms and is detectable in
the prodromal phase, prior to the onset of cognitive deficits
(Grudzien et al., 2007; Braak et al., 2011; Arendt et al., 2015).
While the onset of this degeneration is driven by tauopathy in
humans (Hertz, 1989; Parvizi et al., 2001; Geula et al., 2008;
Grinberg et al., 2009; Simic et al., 2009), we were able to
recapitulate the effects of AD-driven LC degeneration with the
neurotoxin, DSP-4 in healthy rats.

The DSP-4 treatment protocol employed reduced NA
innervation by∼85%; additional injections or increases in DSP-4
concentration were not used due to observed increases in animal
mortality (unpublished observations). It is important to note
that the DSP-4 induced NA lesion is a variable model, as
DSP-4 only provides a temporary decrease in NA innervation,
whereas neurodegeneration is permanent. In fact, several studies
have shown that DSP-4 induced NA degeneration is reversed
several months following treatment (Fritschy and Grzanna,
1989, 1992; Fritschy et al., 1990). The LC-NA system is known
to be capable of initiating these compensatory mechanisms
in response to damage, which includes an increase in NE
turnover (Jonsson et al., 1981) and release (Abercrombie and
Zigmond, 1989) in surviving cell axons, as well as inducing α

and β receptor supersensitivity (Dooley et al., 1983; Berridge
and Dunn, 1990; Starke, 2001). Interestingly, AD patients have
elevated NE levels even though there is LC cell loss (Szot
et al., 2006), and α2-AR positive axonal sprouting has been
identified in AD post-mortem human hippocampus (Szot et al.,

2006). Thus, it can be postulated that excessive release, in
addition to depletion, of NE could also lead to deficits in
hippocampal-dependent learning and memory, and therefore,
synaptic plasticity. Furthermore, the lesion protocol used here
may cause increased activation of the NA compensatory
mechanisms thought to be responsible for lesion reversal
(Fritschy and Grzanna, 1992). In support of this idea, the DβH
positive fiber morphology appears thicker and has a knobby
appearance in the DSP-4 treated group compared to saline-
treated control (Figure 3A, arrows). This morphology change
could be an early indication of compensatory LC sprouting
because as mentioned above, it has been shown that DSP-4
induced lesions are not permanent, and after a variable period of
time hyperinnervation of NA fibers can occur (Booze et al., 1988;
Fritschy and Grzanna, 1992; Kalinin et al., 2006). Altogether, we
were unable to induce a complete loss of all NA hippocampal
innervation using DSP-4 and were therefore unable to observe
α1AR uncoupling and α1AR LTD loss that we predict would
happen in the complete absence of endogenous NE, similar to
our previous studies of M1 mAChR LTD following complete
medial septal lesion (Scheiderer et al., 2006). It is interesting
to note that uncoupling of α1AR function and loss of α1AR
LTD occurs at glutamatergic synapses in mPFC in adult rats as
a consequence of neonatal lesion of the ventral hippocampus
(Bhardwaj et al., 2014).

The maintenance of α1AR function we observe following
DSP-4 induced lesion could explain the inconsistent findings in
learning and memory assays following DSP-4 treatment, with
some studies reporting minimal effects (Prado de Carvalho and
Zornetzer, 1981; Decker and McGaugh, 1991; Ohno et al., 1993,
1997), whereas others find deficits (Prado de Carvalho and
Zornetzer, 1981; Decker and McGaugh, 1991). The reversibility
of DSP-4 treatment, as well as variable treatment paradigms
could lead to the confounding behavioral results following
NA degeneration.

CONCLUSION

Here, we show that pharmacological inhibition of NET and
MAO leads to extracellular accumulation of NE which is capable
of activating ARs that modulate synaptic efficacy at CA3-CA1
synapses. This finding is important, as NET and MAO inhibitors
are used clinically in the treatment of several neurological
and neuropsychiatric illness (Zametkin and Rapoport, 1987;
Castellanos et al., 1996). Furthermore, the DSP-4-driven loss
of ∼85% of NA fibers in hippocampus recapitulates the loss
of cortical projecting LC-cells in human AD (German et al.,
1992; Grudzien et al., 2007; Braak et al., 2011; Arendt et al.,
2015). The present findings suggest that α1ARs are preserved in
CA3-CA1 glutamatergic synapses following extensive NA fiber
denervation. This preservation of α1AR function may be due to
compensatory NE levels released from remaining fibers or may
suggest that these receptors are resilient to change even under
conditions of chronically low stimulation. Thus, possible use of
NET and MAO inhibitors in the treatment of AD will need
much more investigation, as chronic elevation of NE may lead to
receptor desensitization, and the role of each α and β AR subtype
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in modulating hippocampal function and learning and memory
is complex.
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Dopamine D2-like receptors (D2R) play an important role in the regulation of hippocampal
neuronal excitability and contribute to the regulation of synaptic plasticity, the encoding
of hippocampus-dependent memories and the regulation of affective state. In line with
this, D2R are targeted in the treatment of psychosis and affective disorders. It has
been proposed that the dorso-ventral axis of the hippocampus can be functionally
delineated into the dorsal pole that predominantly processes spatial information and the
ventral pole that mainly addresses hippocampal processing of emotional and affective
state. Although dopaminergic control of hippocampal information processing has been
the focus of a multitude of studies, very little is known about the precise distribution
of D2R both within anatomically defined sublayers of the hippocampus and along its
dorsoventral axis, that could in turn yield insights as to the functional significance of
this receptor in supporting hippocampal processing of spatial and affective information.
Here, we used an immunohistochemical approach to precisely scrutinize the protein
expression of D2R both within the cellular and dendritic layers of the hippocampal
subfields, and along the dorso-ventral hippocampal axis. In general, we detected
significantly higher levels of protein expression of D2R in the ventral, compared to the
dorsal poles with regard to the CA1, CA2, CA3 and dentate gyrus (DG) regions. Effects
were very consistent: the molecular layer, granule cell layer and polymorphic layer of the
DG exhibited higher D2R levels in the ventral compared to dorsal hippocampus. D2R
levels were also significantly higher in the ventral Stratum oriens, Stratum radiatum, and
Stratum lacunosum-moleculare layers of the CA1 and CA3 regions. The apical dendrites
of the ventral CA2 region also exhibited higher D2R expression compared to the dorsal
pole. Taken together, our study suggests that the higher D2R expression levels of the
ventral hippocampus may contribute to reported gradients in the degree of expression of
synaptic plasticity along the dorso-ventral hippocampal axis, and may support behavioral
information processing by the ventral hippocampus.
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INTRODUCTION

Synaptic plasticity and memory formation in the hippocampus,
in their essence, are dependent on excitatory glutamatergic
transmission (Citri and Malenka, 2008; Lisman, 2017). However,
various neurotransmitter systems exert a modulatory role,
thereby influencing the direction of change (Kemp and
Manahan-Vaughan, 2005), effectiveness (Hansen and Manahan-
Vaughan, 2015), duration (Twarkowski and Manahan-Vaughan,
2016) or robustness (Manahan-Vaughan and Kulla, 2003) of
synaptic strength, and learning and memory. The dopaminergic
system is one such modulatory influence on neuronal and
synaptic activity (Kulla and Manahan-Vaughan, 2000; Lemon
and Manahan-Vaughan, 2012; Hansen and Manahan-Vaughan,
2014; Madadi Asl et al., 2019).

Dopamine exerts its action by means of slow modulation
of fast neurotransmission through its G-protein-coupled
receptors. Five types of dopaminergic receptors have been
identified that are subdivided into D1 (D1 and D5) and D2
(D2, D3 and D4) classes of receptors based on their ability to
modulate cAMP production and their structural, biochemical
and pharmacological properties (Sibley and Monsma, 1992;
Vallone et al., 2000; Beaulieu and Gainetdinov, 2011). While
the D1-class receptors stimulate adenylyl cyclase (AC) activity
and therefore cAMP production, the D2-class receptors inhibit
AC activity, thus hindering cAMP production. D2 receptors
also modulate the beta-arrestin/GSK3 pathway and can alter
the excitability of hippocampal mossy cells through this
mechanism (Etter and Krezel, 2014). Both classes of dopamine
receptors are postsynaptically expressed on dopamine-receptive
cells (Rankin et al., 2009). Interestingly, only the D2-class
receptors exist in different isoforms (Gingrich and Caron,
1993). The D2 dopamine receptor (D2R) exists in D2S (short)
and D2L (long) variants. Whereas D2S is predominantly
expressed presynaptically, D2L is mostly postsynaptically
expressed (Usiello et al., 2000; De Mei et al., 2009). Thus,
the D2R enables a more complex modulation of neuronal
circuitry than that exerted by other dopamine receptor types.
Moreover, the D2R is the only dopamine receptor that has
been directly implicated in several brain conditions, such as
drug addiction, Parkinson’s disease and schizophrenia (Wong
et al., 1986; Volkow et al., 2007; Chaudhuri and Schapira, 2009).
Therefore, in-depth knowledge about the spatial expression
pattern of D2R would be beneficial for understanding not
only the physiological role, but also, the pathological role of
this receptor.

Surprisingly, despite the wealth of studies on the
dopaminergic system, very little is known about D2R expression
in the hippocampus proper (Gasbarri et al., 1997; Beaulieu
and Gainetdinov, 2011); most studies to date, focused on the
basal ganglia and occasionally on the frontal cortex (Levey
et al., 1993; Yung et al., 1995; Santana et al., 2009; Lavian et al.,
2018). The most extensive examination of D2R expression in
rat hippocampus up to now was performed by Yu et al. (2019).
In their work they showed that D2R is mainly expressed in
cells of the Stratum pyramidale (sp) and Stratum radiatum
(sr) layers of the CA1–3 regions, in the dentate gyrus (DG),

and in axon terminals innervating the Stratum lacunosum-
moleculare (slm) of the CA1 of the dorsal hippocampus. Despite
their extensive investigation, the authors omitted scrutiny of
the overall expression level of D2R across the layers of the
trisynaptic circuit of the hippocampus, as well as across its
dorso-ventral axis.

The hippocampal dorso-ventral axis is functionally segregated
into the dorsal part that is essential for visuo-spatial information
processing, the ventral part that is involved in emotional,
motivational and affective responses, and the intermediate part
that integrates information from both poles (Bast et al., 2009;
Fanselow and Dong, 2010; Strange et al., 2014). Hippocampal
dopamine originates from neurons of the ventral tegmental area
(VTA) and locus coeruleus (LC; Lisman and Otmakhova, 2001;
Lemon et al., 2009; Smith and Greene, 2012) . Projections from
the LC predominantly terminate in the dorsal hippocampus
(Kempadoo et al., 2016), whereas projections from the VTA
are the strongest in the ventro-intermediate hippocampal
two-thirds (Gasbarri et al., 1994). This segregation in innervation
by dopamine-containing terminals (Duszkiewicz et al., 2019)
further suggests that dopaminergic transmission may exert a
non-uniform influence across the hippocampal longitudinal axis.
This may be mediated by the degree of dopamine release, but
also by differences in receptor expression. Here, the D2R is of
particular interest: it is intrinsically involved in the regulation of
hippocampal basal synaptic transmission and of the robustness
of synaptic plasticity (Manahan-Vaughan and Kulla, 2003).

In this work, we used an immunohistochemical approach
to conduct a detailed study of the expression and distribution
pattern of D2R across the layers of the DG and cornu
ammonis (CA) regions of the dorsal, intermediate and ventral
hippocampus of the rat. We observed differences in the
expression gradient of this receptor along the dorso-ventral
hippocampal axis, and within the microcircuitry of the
hippocampus. Our data provide new insights into hippocampal
D2R expression that may help in understanding the cellular
mechanisms behind D2R modulation of neuronal excitability
and synaptic plasticity in the hippocampus.

MATERIALS AND METHODS

Animals
All experiments were conducted using 8–12-week-old male
Wistar rats (Charles River Laboratories, Sulzfeld, Germany).
Animals were housed in custom-made climatized and ventilated
holding cupboards in an animal-housing room with a controlled
12-h light/dark cycle. No female rats were housed in the room.
Water and food were available ad libitum. The study was
carried out in accordance with the European Communities
Council Directive of September 22nd, 2010 (2010/63/EU)
for care of laboratory animals and all experiments were
conducted according to the guidelines of the German
Animal Protection Law. They were approved in advance
by the North Rhine-Westphalia (NRW) State Authority
(Landesamt für Arbeitsschutz, Naturschutz, Umweltschutz und
Verbraucherschutz, NRW). All efforts were made to reduce the
number of animals used.
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Slice Preparation
Wistar rats were deeply anesthetized with sodium pentobarbital
and transcardially perfused with cold Ringer’s solution + heparin
(0.2%) followed by 4% paraformaldehyde (PFA) in phosphate
buffered saline (PBS, 0.025 M). Brains were removed, fixed
in 4% PFA for 24 h, and cryoprotected in 30% sucrose in
0.1 M PBS for at least 3 days. Serial 30-µm thick horizontal
sections were collected with a freezing microtome. For each
animal (N = 10), three horizontal sections from the most
dorsal (between 3.6 and 4.1 mm posterior to Bregma), middle
intermediate (around 5.6 mm posterior to Bregma) and most
ventral hippocampal parts (between 7.1 and 7.6 mm posterior
to Bregma) were simultaneously used for immunohistochemical
staining (Figure 2).

Verification of Antibody Specificity
The specificity of the D2R antibody was conducted using
western blotting (Figure 1). Following brain removal, the
hippocampus was rapidly isolated and then homogenized in
20 mM Tris–HCl buffer (pH 7.4) containing 10% sucrose,
followed by centrifugation at 14,000 rpm for 30 min at 4◦C in
20 mM Tris–HCl buffer supplemented with protease inhibitor.
The supernatant was removed and the pellet was resuspended in
20 mM Tris–HCl buffer supplemented with protease inhibitor.
The protein concentration of the samples was determined with
a Bradford assay. Protein samples were separated in 8% SDS
polyacrylamide gels that were prepared 1 day before use. Prior
to gel electrophoresis, the required amount of sample (minimum
10 µg of protein per sample) was mixed with the same amount
of twice-concentrated (2×) Laemmli buffer. Samples were then
heated for 5 min at 100◦C, briefly centrifuged and loaded on
to gels. The first line on the gel was always filled with protein
marker in the amount of 5 µg, which was then separated into
fragments of distinct molecular weights. Gel-electrophoresis was
performed for ∼1.5 h at 400 V and 15 mA settings per gel.
Afterward, gels were removed from the running chamber and
left in the cold transfer buffer, while the polyvinyl difluoride
membranes (PVDF) were incubated with methanol for approx.
5 min. Membranes were then briefly washed with distilled water
and covered with transfer buffer. After the transfer ‘‘sandwiches’’
were assembled, they were placed into the transfer chamber,
covered with cold transfer buffer and the wet-transfer of proteins
from gel onto membranes began (400 V, 300 mA, 1.5 h).

Membranes were then blocked for 1 h [5% non-fat
dry milk, 0.1% Tween 20 in tris-buffered saline (TBS)] at
room temperature. Blots were then incubated overnight at
4◦C with the primary D2R antibody that was used for
immunohistochemistry: rabbit polyclonal anti-D2R (ab-1558,
Millipore) at 1:1,000 dilution. The primary antibody was
dissolved in boost signal solution (Calbiochem). Membranes
were then washed 3 times in 0.1% Tween 20 in TBS and
incubated with secondary antibody dissolved in boost signal
solution (Calbiochem). Protein bands were visualized using an
enhanced chemiluminescence reagent. A distinct bandwas found
at ca. 55 kDa (Figure 1) consistent with specific labeliing of the
D2L receptor that is postsynaptically localized, by the antibody
used here (Gemechu et al., 2018).

FIGURE 1 | Verification of antibody specificity. Example of a western blot
showing binding specificity of the dopamine D2-like receptor (D2R) antibody
used in the immunohistochemistry experiments. The antibody labeled a band
of ca. 55 kDa, corresponding to the reported kDa weight of the target
receptor as reported by others (Gemechu et al., 2018).

Immunohistochemistry
Endogenous peroxidase was blocked by pretreating the
free-floating brain sections in 0.3% H2O2 for 20 min. They
were then rinsed in PBS and incubated with blocking solution
containing 10% normal serum and 20% avidin in PBS with 0.2%
Triton X-100 (PBS-Tx) for 90 min at room temperature. Sections
were incubated overnight at room temperature with primary
D2R antibodies (rabbit polyclonal, 1:250; ab-1558, Millipore)
in medium containing 1% normal serum in 0.2% PBS-Tx +
20% biotin. Sections were then rinsed in PBS and incubated
with biotinylated goat anti-rabbit (1:500; BA-1,000, Vector)
antibodies in 1% normal serum in 0.1% PBS-Tx for 90 min at
RT. Afterward, sections were washed in PBS and incubated for
90 min at RT with ABC kit (PK-6,100, Vector) in 1% normal
serum in 0.1% PBS-Tx. Finally, sections were washed in PBS
and treated with diaminobenzidine (DAB) and 0.01% H2O2 for
approx. 10 min.

Quantitative Analysis
Regions of interest were defined using the rat brain atlas of
Paxinos and Watson (1982) and Nissl staining where every
12th section throughout the whole hippocampus was stained
with 0.1% Cresylviolet (c5042, Sigma) as a reference. Fifteen
areas of interest included: the molecular layer (ml) of the DG;
the granule cell layer (gcl) of the DG; the polymorphic layer
(pl) of the DG; the Stratum oriens (so) of CA3/CA2/CA1;
the pyramidal cell layer (pcl) of CA3/CA2/CA1; the Stratum
radiatum (sr) of CA3/CA2/CA1; and the Stratum lacunosum-
moleculare (slm) of CA3/CA2/CA1 on sections taken from
the dorsal, intermediate and ventral hippocampal subdivisions
(Figure 2). Both, right and left hippocampi were used for
the analysis and considered as replicates. For background
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FIGURE 2 | Illustration of hippocampal separation into longitudinal and transverse axes. (A) A drawing of the rat brain with horizontally sectioned hippocampus is
presented. Representative images of immunohistochemically stained sections against D2R of the dorsal (a), intermediate (b) and ventral hippocampus (c) from the
same animal are shown. Scale bar is 500 µm. Squares on each image correspond to zoom-in fragments on the panel (C). (B) Schematic representation of the
hippocampal transverse axis and laminar separation (left). Immunohistochemically stained section with marked regions taken for the analysis is depicted (right).
Abbreviations correspond to: ml, molecular layer of the DG; gcl, granule cell layer of the DG; pl, polymorphic layer of the DG; so, Stratum oriens of CA3/CA2/CA1;
pcl, pyramidal cell layer of CA3/CA2/CA1; sr, Stratum radiatum of CA3/CA2/CA1; and slm, Stratum lacunosum-moleculare of CA3/CA2/CA1. (C) A closer view of
subsections of the dentate gyrus (DG) and CA regions from the dorsal (a), intermediate (b) and ventral (c) hippocampal sections, including the laminar delineation,
is shown.
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FIGURE 3 | In the DG, the dorsal component exhibits the lowest D2R expression. The molecular layer (ml) (A) and granule cell layer (gcl) of the ventral DG (B)
exhibit higher D2R levels compared to the dorsal DG. The polymorphic layer (pl) (C) of the dorsal DG shows the lowest receptor expression as opposed to the
ventro-intermediate DG. Values expressed in arbitrary units (a.u.). Error bars indicate standard error of the mean (SEM). ∗p < 0.05 or ∗∗p < 0.01. ml, molecular layer;
gcl, granule cell layer; pl, polymorphic layer.

subtraction, we used receptor-devoid tissue. In the dorsal
sections this comprised the fimbria. In the intermediate sections,
this comprised the superior thalamic radiation, and in the
ventral sections, this was the internal capsule. Pictures of stained
sections were acquired with a light microscope (Leica DMR,
Germany), equipped with a digital camera (MBF Bioscience) and
stored in TIFF format. The regions of interest were analyzed
at 2.5× lens magnification. The digitized high-resolution
pictures were obtained using Neurolucida software (MBF
Bioscience) and quantified using open-source ImageJ software
(National Institute of Health). Given that images were acquired
with a RGB camera the ‘‘Color Deconvolution’’ plugin in
ImageJ was used to deconvolve the color information as
well as to convert images to 8-bit format, thus increasing
the dynamic range of the signal. R software was used to
scale data from several independent stainings/plates using
generalized residual sum of squares algorithm to account for
batch variability in staining intensities (Kreutz et al., 2007;
von der Heyde et al., 2014).

Statistical Analysis
Receptor expression differences between hippocampal subfields
for each layer of the trisynaptic circuit were statistically analyzed
using a one-way analysis of variance (ANOVA) followed by
Tukey HSD post hoc test. Here, statistical comparisons were
made for a hippocampal layer of interest between the dorsal,
intermediate and ventral subdivisions of 10 animals. In the
subsequent text descriptions, ‘‘M’’ corresponds to the mean,
while ‘‘SD’’ refers to the standard deviation. All significant
differences were defined as p < 0.05, p < 0.01 or p < 0.001.
Values are expressed as mean values ± the standard error of the
mean (SEM).

RESULTS

In the Dentate Gyrus the Dorsal
Component Exhibits the Lowest D2R
Expression
In order to better understand the functional differences across
the hippocampal longitudinal axis, we examined the protein
levels of D2R in the DG, CA3, CA2 and CA1 regions
of the rat dorsal, intermediate and ventral hippocampus by
immunohistochemical staining. Of all regions examined, the
dorsal DG exhibited the lowest levels of D2R compared to
expression levels in the ventral hippocampus. Effects were
significant for the molecular layer, granule cell layer and the
polymorphic layer (Figure 3).

A one-way ANOVA analysis revealed a significant effect
for the three hippocampal parts in the molecular layer of the
DG (Figure 3A; F(2,57) = 5.665, p < 0.01). Post hoc Tukey
HSD test revealed that the mean score for the dorsal part
(M = 1, SD = 0.12) was significantly lower from the ventral
part (M = 1.19, SD = 0.22). The intermediate part (M = 1.12,
SD = 0.17) did not differ from the other two hippocampal
poles (Figure 3A).

Similarly, there was a significant effect in the granule cell layer
of the DG (Figure 3B; F(2,57) = 3.52, p < 0.05) analysis. Again,
the post hoc test showed a difference in the mean score between
the dorsal part (M = 1, SD = 0.14) and the ventral one (M = 1.16,
SD = 0.26), while the intermediate part (M = 1.11, SD = 0.16) was
not different compared to the other two (Figure 3B).

In case of the polymorphic layer of the DG (Figure 3C),
the dorsal part (M = 1, SD = 0.14) displayed significantly
lower D2R levels (F(2,57) = 7.691, p < 0.01) compared
to both, the intermediate (M = 1.23, SD = 0.24) and
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the ventral hippocampi (M = 1.28, SD = 0.32). Receptor
expression did not differ between the intermediate and ventral
parts (Figure 3C).

In the CA3 Region, the Ventral Component
Shows the Highest D2R Expression
Analysis of the D2R expression between the dorsal, intermediate
and ventral hippocampal parts for the four layers of the
CA3 region (Figure 4) revealed uniformly higher D2R levels in
the ventral third, compared to the dorso-intermediate two-thirds.

Specifically, in the Stratum oriens of the CA3 statistically
significant higher D2R expression was found in the ventral CA3
(F(2,57) = 8.973, p< 0.001). This was apparent between the ventral
(M = 1.3, SD = 0.28) vs. the dorsal part (M = 1, SD = 0.19),
and the ventral vs. the intermediate part (M = 1.1, SD = 0.21;
Figure 4A). In the pyramidal cell layer of the CA3, the ventral
part (M = 1.21, SD = 0.2) also showed significantly higher D2R
expression (F(2,57) = 9.386, p < 0.001) compared to the dorsal
layer (M = 1, SD = 0.12), as well as compared to the intermediate
layer (M = 1.08, SD = 1.44; Figure 4B).

Furthermore, D2R expression was higher in the Stratum
radiatum of the ventral CA3 region: the dorsal (M = 1, SD = 0.21)
and intermediate (M = 1.14, SD = 0.19) parts express significantly
less D2R (F(2,57) = 14.05, p < 0.001) compared to the ventral
hippocampus (M = 1.39, SD = 0.29; Figure 4C). In addition, the
Stratum lacunosum-moleculare of the CA3 region followed the
same pattern with D2R expression being higher in the ventral
component (F(2,57) = 8.499, p < 0.001; ventral portion:M = 1.28,
SD = 0.26; dorsal:M = 1, SD = 0.18; and intermediate:M = 1.09,
SD = 0.2; Figure 4D).

In the CA2 Region, D2R Expression Is
Highest in the Ventral Apical Dendrites
Statistical analysis did not reveal any differences between the
dorsal (M = 1, SD = 0.14), intermediate (M = 1, SD = 0.19)
and ventral parts (M = 1.12, SD = 0.19) of the Stratum oriens
of the CA2 region (F(2,57) = 3.324, p < 0.05; Figure 5A).
Likewise, no differences were found (F(2,57) = 0.332, p = 0.718)
for the pyramidal cell layer of the CA2 region (dorsal:
M = 1, SD = 0.12; intermediate: M = 0.97, SD = 0.16;
ventral: M = 1.01, SD = 0.13; Figure 5B). However, the
ventral Stratum radiatum (M = 1.21, SD = 0.2) exhibited
significantly higher D2R levels (F(2,57) = 7.259, p < 0.01) as
opposed to the dorsal (M = 1, SD = 0.15) and intermediate
parts (M = 1.04, SD = 0.19; Figure 5C). In case of the
Stratum lacunosum-moleculare of the CA2 region, the ventral
portion of the hippocampus (M = 1.22, SD = 0.19) has also
exhibited significantly higher expression of D2R (F(2,57) = 8.427,
p < 0.001) compared to the dorsal (M = 1, SD = 0.14)
and intermediate parts (M = 1.05, SD = 0.2; Figure 5D).

D2R Expression Is Higher in the Ventral
CA1 Region
D2R expression levels were uniformly higher across the
non-somatic sublayers of the ventral CA1 region compared to
the dorsal CA1 (Figure 6). Thus, expression was found to be

FIGURE 4 | In the CA3 region, the ventral component shows the highest
D2R expression. All layers of the ventral CA3 region, namely the Stratum
oriens (so) (A), pyramidal cell layer (pcl) (B), Stratum radiatum (sr) (C), and
Stratum lacunosum-moleculare (slm) (D) display high D2R levels compared to
the dorso-intermediate CA3. Values expressed in arbitrary units (a.u.). Error
bars indicate SEM. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p <0.001. so, Stratum oriens;
pcl, pyramidal cell layer; sr, Stratum radiatum; and slm, Stratum
lacunosum-moleculare.

the highest in the ventral Stratum oriens (M = 1.14, SD = 0.19)
of the CA1 region (F(2,57) = 3.492, p < 0.05) as opposed to the
dorsal part (M = 1, SD = 0.14), while no differences were observed
with the intermediate part (M = 1.02, SD = 0.2; Figure 6A).
In case of the Stratum radiatum, the ventral hippocampus
(M = 1.17, SD = 0.19) showed significantly higher D2R levels
(F(2,57) = 4.561, p < 0.05) compared to the dorsal part (M = 1,
SD = 0.17). The intermediate sr (M = 1.04, SD = 0.21) was
not significantly different from its counterparts (Figure 6C).
The Stratum lacunosum-moleculare followed a similar pattern
(F(2,57) = 9.07, p < 0.001) and exhibited higher receptor levels
in the ventral portion (M = 1.28, SD = 0.2) as opposed to the
dorsal (M = 1, SD = 0.19) and intermediate ones (M = 1.1,
SD = 0.23; Figure 6D).

Receptor expression was of similar level (F(2,57) = 2.018,
p = 0.142) in the dorsal (M = 1, SD = 0.16), intermediate
(M = 1.02, SD = 0.17) and ventral pyramidal cell layers of the
CA1 region (M = 1.1, SD = 0.19; Figure 6B).
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FIGURE 5 | In the CA2 region, D2R expression is highest in the ventral
apical dendrites. The D2R is equally expressed in the Stratum oriens (so) (A)
and pyramidal cell layer (pcl) (B) across the longitudinal axis of the
CA2 region. Receptor protein expression is highest in the ventral Stratum
radiatum (sr) (C) and Stratum lacunosum-moleculare (slm) (D) as opposed to
dorso-intermediate CA2. Values expressed in arbitrary units (a.u.). Error bars
indicate SEM. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001. so, Stratum oriens; pcl,
pyramidal cell layer; sr, Stratum radiatum; and slm, Stratum
lacunosum-moleculare.

DISCUSSION

In this study, we report that the D2R expression differs across the
dorsal, intermediate and ventral hippocampus of rat. Specifically,
we demonstrate that the total D2R levels are the highest in all
layers of the ventral DG and CA3 regions, as well as in the
dendritic layers of the ventral CA2 and CA1 regions. The dorsal
hippocampus shows the overall lowest D2R content, while the
intermediate part shows levels that are either in-between the
differing levels of the dorsal and ventral poles, or alternatively
are equivalent to levels detected in one of the poles. Testing of
antibody specificity revealed protein labeling at 55 kDa. This
corresponds to the D2L dopamine receptor that is postsynaptic
(Lindgren et al., 2003; Gemechu et al., 2018).

Importantly, our study is the first to provide a more complete
picture of D2R expression across the hippocampal dorso-ventral
axis, as the majority of already published studies focused on
brain regions other than the hippocampus (Vincent et al., 1993;
Sesack et al., 1994; Yung et al., 1995; Lazarov and Pilgrim, 1997;
Jung and Bolam, 2000) or on animal species other than the
rat (Khan et al., 1998; Gangarossa et al., 2012; Puighermanal

FIGURE 6 | D2R expression is higher in the ventral CA1 region. Proximal
dendrites (A,C) of the ventral relative to the dorsal CA1 display high D2R
protein levels. D2R show similar expression levels throughout the pyramidal
cell layer (pcl) layer of the CA1 region (B). Distal dendrites of the ventral
CA1 express higher D2R levels compared to the dorso-intermediate parts.
(D) A gradient of expression of D2R occurs in the Stratum lacunosum
moleculare. Expression is highest in the ventral, and lowest in the dorsal SLM.
Values expressed in arbitrary units (a.u.). Error bars indicate SEM.
∗p < 0.05 or ∗∗∗p < 0.001. so, Stratum oriens; pcl, pyramidal cell layer; sr,
Stratum radiatum; and slm, Stratum lacunosum-moleculare.

et al., 2015; Wei et al., 2017). Only very few studies report
on aspects of the D2R expression in the rat hippocampus.
Among them, an immunocytochemical study by Levey et al.
(1993) described relatively low D2R immunoreactivity in the
hippocampus on sagittal sections from albino rat brains. An
earlier autoradiographic study reported the presence of D2R
high-density binding sites in the Stratum lacunosum-moleculare
of the dorsal CA1 and lower densities in the rest of the rat
hippocampus (Charuchinda et al., 1987). The most recent work
by Yu et al. (2019) demonstrated cellular expression patterns
of D2R in transgenic rat forebrain. They studied D2R positive
cells across the transverse axis of only the dorsal hippocampus
and reported on D2R expression in the pyramidal cell layer
and Stratum radiatum of the CA1–3 regions and the DG, as
well as in axon terminals innervating the Stratum lacunosum-
moleculare of the CA1 region. With regard to the dorso-ventral
distribution of the D2R only one study has addressed this to
date. Using a radioligand binding assay, Bruinink and Bischoff,
1993, demonstrated a bimodal distribution from the dorsal to
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the ventral hippocampus that comprised a high D2R density in
one portion of the dorsal part and in the entire ventral part. The
results of our current study are in line with this report. We show
here that the ventral hippocampus has the highest expression
density of D2R. The discrepancy between a bimodal distribution
in the aforementioned study and a lack thereof in our case, is
probably because in our examination of the D2R expression we
used sections from the dorsal part that are very close to the tip
of the hippocampus, while in the Bruinink and Bischoff study
the dorsal hippocampus was separated into three subdivisions,
whereupon the one closest to the intermediate hippocampus
showed the high receptor density. Moreover, this study showed
that the proportion of the D2R in the high affinity state is
higher in the dorsal hippocampus as opposed to the ventral one
(Bruinink and Bischoff, 1993). This may have masked differences
in receptor distribution, especially considering that the amount
of dopaminergic projections reaching the hippocampus is more
dense in the ventral portion (Verney et al., 1985). Interestingly,
dopamine D1 receptors show a similar pattern of expression
along the dorsoventral axis (Dubovyk and Manahan-Vaughan,
2018), with higher levels being apparent in the ventral and
intermediate CA1 region compared to the dorsal part. Here, in
particular, expression is higher in the ventral and intermediate
Stratum lacunosum-moleculare and Stratum radiatum of the
CA1 region (Dubovyk and Manahan-Vaughan, 2018).

Studies that scrutinized the binding affinity of D1-like and
D2-like receptors (Edelmann and Lessmann, 2018) showed that,
at low concentrations, dopamine activates presynaptic D2R
leading to a reduction of excitatory responses in the hippocampal
CA1 neurons. These findings suggest that during the tonic firing
of dopaminergic neurons projecting to the hippocampus, the
D2R become activated first, adding to a generalized inhibition
of neuronal excitatory postsynaptic currents. This interpretation
is consistent with findings, in behaving rats, that intracerebral
application of a D2R agonist reduces basal synaptic transmission
in the hippocampus (Manahan-Vaughan and Kulla, 2003). These
low concentrations of D2R agonist also inhibit vulnerable forms
of LTP (Manahan-Vaughan and Kulla, 2003). This process may
serve to enhance signal-to-noise ratios and prevent the long-term
storage of less salient information.

At higher concentrations, dopamine begins to activate other
D2-like receptors followed by D1-like receptors (Gribkoff and
Ashe, 1984; Hsu, 1996; van Wieringen et al., 2013). In line with
this, high D2R agonist concentrations increase the spontaneous
firing rate of dorsal CA1 pyramidal neurons in rat slices
(Smiaowski and Bijak, 1987), as well as in the dorsal DG granule
cells of freely moving rats (Yanagihashi et al., 1991). Given
our finding of an overall dorso-ventral gradient in the D2R
expression, it is tempting to assume that the ventral hippocampus
may be under a stronger inhibitory control upon tonic dopamine
release, but may have an increased neuronal excitability when
phasic elevations of dopamine levels occur. This may explain
why neuroleptics that antagonize dopamine D2R ameliorate the
symptoms of acute, or positive, symptoms of psychosis (Giannini
et al., 2000; Dold et al., 2015): by antagonizing the receptor,
the balance of activity is restored to one that mediates neuronal
inhibition, as opposed to excitation. Our study suggests that

these effects may be mediated predominantly by the ventral
hippocampus, an interpretation that is supported by studies
that suggest that the ventral (and not the dorsal) hippocampus
engages predominantly in information processing related to
affective state (Fanselow and Dong, 2010).

The involvement of D2R signaling in the modulation of
hippocampal synaptic plasticity has been described by several
studies. For example, pharmacological blockade of D2R, using
a ligand concentration that does not affect basal synaptic
transmission, prevents a weak form of long-term potentiation
(LTP) in the dorsal DG in vivo (Manahan-Vaughan and Kulla,
2003). This study also reported an involvement of the D2R
in the regulation of depotentiation, which involves a reversal
of recently induced LTP (Manahan-Vaughan and Kulla, 2003).
With regard to the CA1 region of hippocampal slices, antagonism
of D2R inhibits LTP maintenance but has no effect on the
initiation phase (Frey et al., 1989, 1990). Activation of D2-like
receptors results in inhibition of long-term depression (LTD)
in the CA1 region in vitro (Chen et al., 1996). While all of the
reported studies on synaptic plasticity have been performed on
the dorsal part of the rat hippocampus, only one such study
was performed on the ventral part, in this case, of the mouse
hippocampus (Rocchetti et al., 2015). Here, the authors reported
that both LTP and LTD were severely impaired in the ventral
CA1 of hippocampal slices from D2R knockout mice, as well
as following the pharmacological blockade of the D2R in naive
mice.Moreover, they showed that specific deletion of presynaptic
D2R leads to deficits in LTD, but not in LTP. All of these
studies show that D2R plays a significant role in the expression
of hippocampal synaptic plasticity at both, dorsal and ventral
hippocampal parts and, at least, in the DG and CA1 regions.

Mechanistically, the D2R-dependent modulation of synaptic
plasticity may occur through GABAergic interneurons, as
receptor activation was shown to reduce GABA synthesis in
the hippocampus (Steulet et al., 1990), thus allowing for LTP
to occur (Wigström and Gustafsson, 1983). However, higher
D2R expression in the ventral hippocampus does not seem to
be able to fully compensate for differences in LTP between
the dorsal and ventral hippocampal parts, as LTP is known
to be of lower magnitude in the ventral CA1 compared to its
dorsal counterpart (Dubovyk and Manahan-Vaughan, 2018).
This difference relates to expression levels of subunits of the
NMDA receptor (Dubovyk and Manahan-Vaughan, 2018), but
may also relate to differences in D2R expression and/or to
the expression of other neurotransmitter receptors. Further
studies are required to access the precise contribution of D2R
to synaptic plasticity in other CA regions as well as in the
intermediate hippocampus.

Functionally, the D2R has been implicated in hippocampus-
dependent learning and memory: systemic application of
receptor blockers triggers an array of learning and memory
deficits (Gasbarri et al., 1993; Sigala et al., 1997; Stuchlik
et al., 2007; Rocchetti et al., 2015). Similarly, D2R knockout
mice have impaired both, short-term and long-term spatial
memory as well as recognition memory (Rocchetti et al., 2015).
Interestingly, a direct infusion of a D2R antagonist into the
ventral hippocampus of wildtype mice reproduced learning
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deficits observed in the D2R knockout mice (Rocchetti et al.,
2015). The same was found for the rat upon D2R blockade in
the ventral hippocampus (Wilkerson and Levin, 1999; Umegaki
et al., 2001), suggesting that the systemic effect on spatial
learning and memory may, in fact, be mediated by the ventrally
expressed D2R. Interestingly, systemic injection of D2R agonist
(Imperato et al., 1993, 1994), as well as focal injection into the
ventral hippocampus, dose-dependently stimulates acetylcholine
release (Umegaki et al., 2001). However, injection of the D2R
agonist into the dorsal hippocampus had no such effect on
hippocampal acetylcholine release (Day and Fibiger, 1994).
Therefore, the involvement of the D2R in memory performance
in the ventral hippocampus may happen through the regulation
of acetylcholine release.

Accurate spatial navigation is thought to be mediated by
place-cell representation of spatial context (Eichenbaum et al.,
1999) that is known to differ in the dorsal and ventral
hippocampus (Strange et al., 2014). Here, the density of place
cells, size of the place fields and their precision are known
to gradually change from pole to pole (Jung et al., 1994).
Importantly, in D2R knockout mice, the number of place cells
is significantly decreased and is accompanied by changes in basic
firing properties (intra-field firing rate, spatial tuning and spatial
coherence) and reduced stability of place fields (Nguyen et al.,
2014). Therefore, the difference in D2R expression between the
dorsal and ventral hippocampus that was found in the current
work may also account, in part, for dorso-ventral differences
in place cells and place fields properties, whereupon the dorsal
part encodes high-resolution spatial information for a small
environment, while the ventral part processes low-resolution
information for a larger environment.

It has been proposed that the hippocampal dorso-ventral
axis is functionally segregated on a cognitive level. Whereas
the dorsal part is predominantly engaged in visuo-spatial
information processing, the ventral part is involved in emotional,
motivational and affective responses (Fanselow and Dong, 2010;
Strange et al., 2014). The intermediate part may integrate
information from both poles (Bast et al., 2009; Fanselow and
Dong, 2010; Strange et al., 2014). Interestingly, the ventro-
intermediate hippocampal subfields receive a more intense
afferent projection form the VTA than does the dorsal subfield
(Gasbarri et al., 1994). The higher expression levels of D2R
receptors as reported in the present study, along with higher
levels of D1DR as reported previously (Dubovyk and Manahan-
Vaughan, 2018), suggest that the ventral hippocampus is
subjected to quite potent control by the VTA. This indicates

in turn, that the ventral part of the hippocampus should be
subjected to much closer scrutiny in terms of obtaining an
understanding of how the dopaminergic system engages with the
hippocampus, and enables hippocampal information encoding
and hippocampus-dependent non-spatial behavior.

CONCLUSION

Taken together, our study demonstrates that the overall
expression of dopaminergic D2R is strikingly different between
the ventral pole of the hippocampus and its dorso-intermediate
two-thirds of the dorso-ventral axis. In all hippocampal sublayers
studied, expression levels were always highest in the ventral
compared to the dorsal pole. This difference is likely to
contribute to known dorso-ventral differences in synaptic
plasticity (Dubovyk and Manahan-Vaughan, 2018) as well as to
state-dependent learning and memory.
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Neurotransmitter release relies on an evolutionarily conserved presynaptic machinery.
Nonetheless, some proteins occur in certain species and synapses, and are absent in
others, indicating that they may have modulatory roles. How such proteins expand the
power or versatility of the core release machinery is unclear. The presynaptic protein
Mover/TPRGL/SVAP30 is heterogeneously expressed among synapses of the rodent
brain, suggesting that it may add special functions to subtypes of presynaptic terminals.
Mover is a synaptic vesicle-attached phosphoprotein that binds to Calmodulin and the
active zone scaffolding protein Bassoon. Here we use a Mover knockout mouse line
to investigate the role of Mover in the hippocampal mossy fiber (MF) to CA3 pyramidal
cell synapse and Schaffer collateral to CA1. While Schaffer collateral synapses were
unchanged by the knockout, the MFs showed strongly increased facilitation. The effect
of Mover knockout in facilitation was both calcium- and age-dependent, having a
stronger effect at higher calcium concentrations and in younger animals. Increasing
cyclic adenosine monophosphate (cAMP) levels by forskolin equally potentiated both
wildtype and knockout MF synapses, but occluded the increased facilitation observed
in the knockout. These discoveries suggest that Mover has distinct roles at different
synapses. At MF terminals, it acts to constrain the extent of presynaptic facilitation.

Keywords: synaptic transmission, short-term plasticity, hippocampus, CA3, mossy fiber, presynapse

INTRODUCTION

The molecular machinery mediating neurotransmitter release is strongly conserved throughout
evolution: Ca2+ triggers exocytosis of neurotransmitter from synaptic vesicles (SVs) in less than a
millisecond by binding to Synaptotagmin, which together with Complexins activates a core fusion
machinery composed of SNAREs and SV proteins (Südhof, 2013). These events are confined to
specialized sites of the presynaptic plasma membrane, called active zones, by a network of proteins
including RIMs, RIM binding proteins, Munc13s, α-liprins and CAST/ERC proteins. One of the
ways by which these scaffolding molecules act is that RIMs recruit both calcium channels and
Munc13s, which make SVs tethered at the active zone fusion competent (Südhof, 2012; Imig et al.,
2014; Acuna et al., 2016). The physical and functional interactions of all these proteins represent
an evolutionarily conserved machinery mediating regulated neurotransmitter release at active
zones. The evolutionarily conserved Ca2+ binding proteins Calmodulin and Synaptotagmin-7
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further refine the machinery by regulating presynaptic plasticity
such as short-term depression and short-term enhancement to
transmitter release (Junge et al., 2004; Jackman et al., 2016).

Piccolo/Aczonin and Bassoon are particularly large active
zone scaffolding molecules, consisting of approximately 5000 and
4000 amino acids, respectively (Cases-Langhoff et al., 1996; tom
Dieck et al., 1998; Wang et al., 1999). Piccolo is evolutionarily
related to RIM (Bruckner et al., 2012) and shares 10 Piccolo-
Bassoon homology regions with Bassoon (tom Dieck et al., 1998;
Gundelfinger et al., 2016). Piccolo and Bassoon do not seem to
be essential for the process of transmitter release (Hallermann
et al., 2010; Mukherjee et al., 2010; Mendoza Schulz et al., 2014;
Butola et al., 2017; Parthier et al., 2018), but maintain synaptic
integrity by reducing the degradation of presynaptic molecules
by proteasomes and autophagy (Waites et al., 2013; Okerlund
et al., 2017). As scaffolding proteins that appear very early at
nascent active zones and bind a large number of proteins they
may also act to recruit regulatory molecules to active zones
(Fejtova and Gundelfinger, 2006; Schoch and Gundelfinger, 2006;
Gundelfinger et al., 2016).

In a yeast-2-hybrid assay we identified the SV phospho-
protein Mover – also called SVAP-30 and TPRGL (Burré
et al., 2006; Antonini et al., 2008) – as a binding partner for
Bassoon (Kremer et al., 2007; Ahmed et al., 2013). Mover is
a small, 266 amino acid, protein that does not appear to have
orthologs in the nematode Caenorhabditis elegans and the fruit
fly Drosophila, suggesting that it is not required for the basic
functions of the transmitter release machinery. In the rodent
brain, its distribution is remarkably heterogeneous. For example,
inhibitory synapses in the hippocampal CA3 region lack Mover,
while excitatory synapses in the same region contain Mover
(Kremer et al., 2007). Quantitative analysis revealed that the
levels of Mover relative to the number of SVs vary among
synapses throughout the brain (Wallrafen and Dresbach, 2018).
These observations suggest that Mover may perform regulatory
functions at certain synapses. To test how the absence of
Mover affects synaptic transmission, we investigated two different
hippocampal synapses. We assumed that synapse function would
not be abolished, but a modulatory role would emerge. We
found that the absence of Mover affects short-term plasticity
in the hippocampal CA3 but not in CA1. We show that
this effect is age- and Ca2+-dependent, and interacts with the
cyclic adenosine monophosphate (cAMP) pathway in the mossy
fiber (MF) synapses.

MATERIALS AND METHODS

KO Generation, Genotyping, and
Confirmation
All animal experiments were performed in accordance with
the guidelines for the welfare of experimental animals issued
by the State Government of Lower Saxony, Germany. All
mice (Mus musculus) were bred and maintained at the central
animal facility of the University Medical Center, Göttingen.
Embryonic stem cells (129/Ola) harboring the recombined
Mover locus were generated by PolyGene (Switzerland), and

injected into blastocysts. Mice with the targeted locus were
crossed with a Flp deleter line to remove the Neo cassette.
The resulting conditional knockout mice were crossed with
mice expressing Cre recombinase under the E2A promoter
to generate a global Mover knockout (Akula et al., 2019).
Knockout (KO) animals were compared to their wildtype
(WT) littermates.

Mice were routinely genotyped by PCR using genomic
DNA extracted from tail biopsies using a DNA extraction kit
from NextTec (Germany). For amplification the following
oligonucleotide primers were used: forward primer P1
(5′-CCAATCACAAGGCGAACGAG-3′); forward primer P2
(5′-CATTCAGTGGGACAAGCAGA-3′); reverse primer P3
(5′-CTTGGATCAGGAGAGCCTTG-3′). The PCR reaction was
carried out for 40 cycles with denaturation at 95◦C for 30 s,
annealing at 56◦C for 1 min, and extension at 72◦C for 1 min.
WT and KO animals were identified by the presence of a specific
867 bp and a 697 bp band, respectively. Initially, the KO was
verified by purifying and sequencing the 697 bp band.

For immunohistochemical confirmation of the knockout of
Mover, mice were perfused with 4% paraformaldehyde and had
their hippocampi sectioned with 50 µm thickness. Commercially
available anti-Mover and anti-Synaptophysin antibodies
(Synaptic Systems, Germany) were used in combination
with Cy2 and Cy5 secondary antibodies (Dianova, Germany).
Stainings were visualized by epifluorescence through an Observer
Z1 inverted microscope (Zeiss, Germany).

Slice Preparation and Electrophysiology
Acute transverse hippocampal slices 400 µm thick were prepared
from male and female 18–22 days old mice unless otherwise
noted. Hippocampi were isolated and cut in a Thermo Scientific
HM650V vibratome in a cutting solution containing (in mM):
215 sucrose, 2.5 KCl, 20 glucose, 26 NaHCO3, 1.6 NaH2PO4,
1 CaCl2, 4 MgCl2, and 4 MgSO4. After sectioning, the slices
were incubated for 30 min in a solution comprised of 50%
cutting solution and 50% recording solution, which contained
(in mM): 124 NaCl, 2.5 KCl, 26 NaHCO3, 1 NaH2PO4, 2.5
CaCl2, 1.3 MgSO4, and 10 glucose; 300 mOsm/kg. Recording
solution for whole-cell patch clamp recordings, was comprised
of (in mM): 119 NaCl, 2.5 KCl, 26 NaHCO3, 1 NaH2PO4,
4 CaCl2, 4 MgSO4, and 10 glucose; 300 mOsm/kg. After the
aforementioned 30 min incubation, the mixed solution was
changed to 100% recording solution. After changing of solution,
slices were incubated for at least 60 min at room temperature. All
solutions were continuously gassed with carbogen (95% O2, 5%
CO2) and were recorded at 27± 0.2oC.

Excitatory post synaptic potentials (EPSPs) and receptor
excitatory postsynaptic currents (EPSCs) were recorded using a
HEKA EPC-10 amplifier connected to a chlorided silver wire
in a borosilicate glass pipette. Recording pipettes had 0.5–
1.5 M� pipette resistance and were filled with 1 M NaCl
for extracellular recordings, and 2.0–4.0 M� for whole-cell
recordings with a solution containing (in mM): 123 Cs-gluconate,
8 NaCl, 10 HEPES, 10 Glucose, 10 BAPTA, 5 ATP-Mg, 0.4 GTP-
Na; 300 mOsm/kg, pH 7.2. Stimulation of axons was delivered
through a patch-type pipette connected to either a Model A395
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linear stimulus isolator (World Precision Instruments) or a
Model DS3 isolated current stimulator (Digitimer).

Schaffer collateral responses were recorded at the stratum
radiatum of the CA1, with the stimulation electrode placed
rostral to the recording electrode. Mossy fiber field EPSPs
(fEPSPs) were recorded in the stratum lucidum of the
hippocampus, whereas whole-cell recordings were performed
by patching CA3 pyramidal cells. In both cases the MFs
were stimulated at the border between the dentate gyrus and
the hilus. At the end of each MF experiment, the group II
metabotropic glutamate receptor agonist DCG-IV (2S,20R,30R-
2-[20,30-dicarboxycyclo-propyl] glycine) was applied to the bath
(1 µM) to selectively block MF responses (Kamiya et al.,
1996). Recordings in which responses did not reduce by at
least 80% were excluded from the analysis. For whole-cell
recordings 100 µM picrotoxin was added to the solution
to avoid inhibitory transmission. For each sample, every
recording was repeated at least three times and traces were
averaged. Data was sampled at 20 or 50 kHz and low-pass
filtered at 2.9 kHz.

Experimental Design and Statistical
Analysis
Electrophysiological data were analyzed using custom-written
procedures in Igor Pro 6.3 (Wavemetrics). Statistical significance
was tested using GraphPad Prism 7.04 (GraphPad Software).
Two-way ANOVA tests were used to analyze high-frequency
trains of stimulation. Extra sum-of-squares F test was used
to test differences between curve fits. This statistical method
was chosen due to its robustness in comparing two nested
models and returning a p-value in response to whether one
curve adequately fits both data sets or whether two different
curves better describe the data (Motulsky and Christopoulos,
2003). For all other tests two-tailed Student’s unpaired T
test was used. For every experiment 3 or more animals
were used. Results are reported as mean ± SEM whereas
“n” refers to the number of slices recorded. Stimulation
artifacts were digitally removed from electrophysiological
traces for clarity.

RESULTS

To obtain a global knockout of Mover we bred Mover
conditional knockout mice generated in the lab (Akula
et al., 2019) with E2A-Cre mice. The E2A promoter drives
Cre expression in the early mouse embryo, thus excising
Mover in all cells from early embryonic stages on. The
entire Mover gene consists of less than 4000 base pairs,
including four exons and three introns (Figure 1A). We
verified the expected excision of Mover exons 1, 2, and 3
by PCR (Figure 1B), and by sequencing the PCR product
(Figure 1C). Western blotting revealed that Mover was not
detected in hippocampal lysates from Mover knockout mice
(Figure 1D). Likewise, there was no Mover immunofluorescence
in sections of the hippocampus from Mover knockout
mice (Figure 1E).

Mover Knockout Affects Mossy Fiber but
Not Schaffer Collateral Synaptic
Transmission
The absence of Mover in inhibitory synapses of the hippocampus
(Wallrafen and Dresbach, 2018), together with its layered
structure, makes it an ideal target to study the effect of Mover
knockout in glutamatergic transmission. Recording of fEPSPs in
the hippocampal CA1 with stimulation of the Schaffer collaterals
(SC, Figure 2A) with increasing stimulation strength allows for
an assessment of synaptic strength based on input–output curves.
Input–output curves showed no difference in synaptic strength
between WT and KO mice (Figure 2B).

To further probe changes in presynaptic transmission we
evaluated short-term plasticity with three different protocols:
paired-pulse facilitation with two pulses given at different inter-
stimulus intervals (ISIs; Figure 2C), burst-induced facilitation
with a 25 Hz train consisting of five stimuli (Figure 2D). In all
protocols no differences between WT and KO were detected.

With no apparent differences in SC, we moved to investigate
the CA3, more specifically the CA3 pyramidal cell inputs from
MFs (Figure 3A). Mover was first observed to have high
expression in the stratum lucidum, where MF form boutons
with CA3 pyramidal cells (Kremer et al., 2007). However, we
have recently shown that Mover is also strongly present in the
stratum radiatum, where SC synapses are present (Wallrafen and
Dresbach, 2018). MF boutons have very low release probability
with particularly strong short-term plasticity effects (Nicoll and
Schmitz, 2005) and would more easily reveal any possible changes
in synaptic function in the absence of Mover.

Similarly to SC, input–output curves were unchanged
by the absence of Mover (Figure 3B). However, a first
assessment of the short-term plasticity parameters of MF
KO already indicated a change in the absence of Mover:
paired-pulse facilitation was slightly increased in KO synapses
(Figure 3C), most pronouncedly at 40 ms ISI (p = 0.039,
Extra-sum-of-squares F test).

These results were surprising considering that a previous
report using whole-cell recordings found a reduced paired-pulse
ratio in a knockdown of Mover at the calyx of Held (Körber et al.,
2015). Therefore, to verify our finding we employed whole-cell
patch clamp recordings from CA3 pyramidal cells. We initially
characterized spontaneous activity onto the pyramidal cells in the
presence of 1 µM tetrodotoxin (TTX) and 100 µM of the GABA
receptor blocker picrotoxin, so that recordings comprised of only
miniature EPSCs. Amplitude and frequency of miniature EPSCs
were unchanged in the KO (Figures 4A–D). The kinetics of
transmission, namely rise time and decay, were also comparable
between WT and KO (Figures 4E,F).

With absence of changes in spontaneous synaptic activity
in the CA3 pyramidal cells we set out to verify the change
in facilitation observed in extracellular recordings using
intracellular recordings. These recordings were also done in
the presence of 100 µM picrotoxin to abolish possible biases
introduced by inhibitory transmission. Because the CA3 is
a highly auto-associative area (Hablitz, 1984; Traub et al.,
1993) we took extra precautions to prevent polysynaptic inputs

Frontiers in Synaptic Neuroscience | www.frontiersin.org 3 November 2019 | Volume 11 | Article 3096

https://www.frontiersin.org/journals/synaptic-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-11-00030 November 14, 2019 Time: 13:36 # 4

Viotti and Dresbach Mover Affects Hippocampal Synaptic Facilitation

FIGURE 1 | Global knockout of Mover. (A) Gene targeting strategy for Mover KO mice. (B) Results of the PCR used for genotyping. Primers P1, P2, and P3 shown
in panel (A) were always used in the same reaction. When a WT and a KO allele were present, P1 and P3 produce a 697 bp band, P2 and P3 produce a 867 bp
band (lane “Het”). When only WT alleles are present the primers produce only the 867 bp band (lane “WT”), when only KO alleles are present the primers produce
only the 697 (lane “KO”). (C) Example of sequencing results for WT (top) and KO (bottom). Examples shown start from nucleotide 45 from sequencing result and
show a part of intron 3 using the primer P2 for WT and the flox site followed by intron 3 in KO, showing the absence of exons 1–3. (D) Western blot of lysates from
dissected hippocampi from WT (left) and KO mice (right) probed for β-Tubulin and Mover. (E) Immunofluorescence of WT (left) and KO (right) mouse brain sections
stained for Mover and Synaptophysin.

by blocking α-amino-3-5-methyl-4-isoxazolepropionic acid
(AMPA) receptors with 10 µM of 2,3-dihydroxy-6-nitro-7-
sulfamoylbenzo[f]quinoxaline-2,3-dione (NBQX). Therefore,
the responses comprised of N-methyl-D-aspartate receptor
EPSCs (NMDA-EPSCs).

The amplitude of single evoked NMDA-EPSCs did not
vary between WT and KO (Figure 5A). Confirming the
previous observation in extracellular recordings and adding to
it, paired-pulse facilitation was increased across all ISIs tested
(Figure 5B, p = 0.016, Extra-sum-of-squares F test). This
confirmed the change in short-term plasticity observed with
extracellular recordings.

Mover Strongly Affects Release Upon
Repetitive Stimulation
One of the hallmarks of MF is the ability to strongly
facilitate, not only during a paired-pulse protocol, but also
during repetitive stimulation under a vast range of frequencies
(Nicoll and Schmitz, 2005). We therefore proceeded to analyze
the effect of Mover deletion on responses upon repetitive
stimulation, which could make the effects of the deletion
even more prominent.

Trains of five stimuli at 25 Hz with extracellular recordings
elicited a strong facilitation in both WT and KO MF. However,

KO MF had even stronger facilitation than WT (p = 0.0004, two-
way ANOVA), reaching more than a 10-fold increase in fEPSP
amplitude (Figure 6A).

An increase in synaptic transmission in response to increasing
stimulation frequencies, even at low frequencies, is a hallmark
of MF facilitation, often referred as frequency facilitation (Nicoll
and Schmitz, 2005). Using low-frequency stimulation led to
similar enhanced facilitation of KO responses: change from
frequency of stimulation from 0.05 to 0.2 Hz led to KO
responses 30% stronger than WT (Figure 6B, p = 0.0007). Further
increasing the frequency of stimulation to 0.5 Hz led to KO
responses to facilitate 40% more than WT (p < 0.0001).

Furthermore, we probed the paired-pulse facilitation elicited
by stimulation of an ISI of 40 ms, repeated with a waiting
time of either 20 s (0.05 Hz), 5 s (0.2 Hz), or 2 s
(0.5 Hz), i.e., the frequencies described in the previous
experiment. Because both frequency facilitation and paired-pulse
ratio depend on the residual calcium inside the presynaptic
terminal we expected that the two would interact negatively,
i.e., as frequency facilitation rises, paired-pulse ratio would
decrease; and Mover should still affect paired-pulse ratio.
Indeed, as expected, paired-pulse ratios were smaller at
higher frequencies and the absence of Mover increase paired-
pulse ratio on frequencies 0.05 (Figure 6C, p = 0.042) and
0.2 Hz (p = 0.046).
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FIGURE 2 | Synaptic transmission is unchanged in SC in absence of Mover.
(A) Diagram representing stimulation of Schaffer collaterals and extracellular
recording at stratum radiatum of the CA1. (B) Example traces (left) and
quantification (right) of fEPSP slopes versus fiber volley amplitude recorded at
increasing stimulation strengths depicts an input–output relationship
unchanged by the absence of Mover. (C) Paired-pulse ratios recorded from
fEPSP amplitudes across varying inter-stimulus intervals show no difference
between WT and KO. (D) Normalized responses to a 25 Hz train of
stimulation showed unchanged facilitation in KO MF when compared to WT.
Scale bars: vertical = 250 µV, horizontal = 20 ms. Error bars indicate SEM.
WT n = 10–13; KO n = 12–18.

Because of this recent evidence of its influence on MF
short-term facilitation and previous evidence of its influence in
calcium-sensitivity of release (Körber et al., 2015), we decided
to investigate whether there is a calcium-dependency of Mover
effects on synaptic release. And since residual calcium is changed

FIGURE 3 | Increased paired-pulse ratio in MF in absence of Mover. (A)
Diagram representing stimulation of mossy fibers and extracellular recording in
the stratum lucidum of the CA3. (B) Example traces (left) and quantification
(right) of fEPSP slopes versus fiber volley amplitude recorded at increasing
stimulation strengths depicts an input–output relationship unchanged by the
absence of Mover. (C) Paired-pulse ratios recorded from fEPSP amplitudes
across varying inter-stimulus intervals reveal increased facilitation in KO when
compared to WT. Scale bars: vertical = 250 µV, horizontal = 20 ms. Error bars
indicate SEM. MF WT n = 11–18; KO n = 13–22. ∗p < 0.05.

in MF with age (Mori-Kawakami et al., 2003) we decided to
investigate the effect of the KO in older animals.

Mover Affects MF Facilitation Under
High Calcium Conditions
The extent of facilitation in MF is known to reduce with age
(Mori-Kawakami et al., 2003). Hence, to further explore the
effect of the absence of Mover we analyzed the effect of MF
stimulation in older mice (8-week old) with different extracellular
calcium concentrations. The change in calcium concentration
was compensated with magnesium, to keep the concentration of
divalent ions constant.

Firstly, increasing the concentration of calcium from 1.25 to
2.5 mM and further to 3.5 mM led to an increase in fEPSP
amplitude. This increase was similar when comparing WT and
KO responses (Figure 7A).
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FIGURE 4 | Absence of Mover does not interfere with miniature EPSC parameters in CA3 pyramidal cells. (A) Representative traces from WT (gray) and KO (red)
CA3 pyramidal cells under presence of 1 µM TTX. (B) Representative miniature EPSC waveform from traces in A. (C) Amplitudes of miniature EPSC events were
unchanged in their average amplitude (C1) and in their cumulative probability (C2). (D) Frequency of events was not changed by the absence of Mover. Miniature
EPSC kinetics, namely the time constant of decay (E) and the 10–90 rise time (F), showed no difference between WT and KO. Error bars indicate SEM. WT n = 15;
KO n = 11.

When testing the previously used short-term plasticity
protocols, at 1.25 mM Ca2+ the extent of facilitation did not differ
between WT and KO anymore (Figure 7B). Surprisingly, after

increasing Ca2+ to 2.5 mM, WT and KO continued to facilitate
to the same extent (Figure 7C), whereas the same calcium
concentration in 3 week-old animals promoted a stronger
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FIGURE 5 | Whole-cell recordings confirm increased paired-pulse ratio in
MF-CA3 pyramidal cells in Mover KO. (A) Example traces and quantification
of single evoked NMDA EPSCs had similar amplitude between WT and KO.
(B) Paired-pulse ratios recorded from NMDA EPSC amplitudes across varying
inter-stimulus intervals show increased ratios in KO pyramidal cells. Scale
bars: vertical = 100 pA, horizontal = 100 ms. Error bars indicate SEM. WT
n = 9; KO n = 10. ∗p < 0.05.

facilitation in MF KOs (Figures 6A,B). This reveals an age-
dependency of the effect that Mover has on facilitation.

When further increasing Ca2+ concentration to 3.5 mM, the
difference in the extent of facilitation between KO and WT
becomes obvious again for both high-frequency (Figure 7D2;
p = 0.04) and low-frequency facilitation (Figure 7D1; 0.05 Hz vs.
0.2 Hz: p = 0.04; 0.05 Hz vs. 0.5 Hz: p = 0.03). The KO responses
facilitate more than WT, corroborating what was observed in
younger animals and the idea that Mover acts in a calcium-
dependent manner.

Forskolin Occludes the Boost in
Facilitation Observed in KO
Synaptic plasticity in MF is known to be strongly tied to
intracellular levels of cAMP and is, therefore, subject to
regulation by forskolin (Weisskopf et al., 1994). Hence, since both
forskolin and Mover strongly affect plasticity in MF we decided to
investigate if Mover acts in the cAMP pathway.

We anticipated that, if Mover participates in this pathway
and is involved in the potentiation caused by forskolin, we
would observe changes in the degree of potentiation between
WT and KO. However, application of forskolin led to a similar
potentiation of WT and KO fEPSPs, suggesting that Mover is not
necessary forskolin-driven potentiation. On the other hand, after
forskolin potentiation we observed a lack of difference between
WT and KO low- and high-frequency facilitation (Figures 8A,B).

This lack of a KO effect in facilitation after forskolin potentiation
contrasts with the increased facilitation we observed in the
absence of forskolin (Figures 6A,B, also in Figure 8B for
comparison). Therefore, potentiation by forskolin occluded the
increase in facilitation observed in the KO. These results suggest
that Mover interacts with the cAMP pathway in MF, dampening
facilitation in situations of high activity.

DISCUSSION

Mover is a synaptic vesicle protein with a remarkably
heterogenous expression pattern in the rodent brain (Wallrafen
and Dresbach, 2018). In addition, C. elegans and Drosophila lack
Mover related genes. Thus, Mover is not essential for synaptic
transmission. Instead, it may modulate neurotransmitter release
at certain synapses, contributing to synaptic heterogeneity. To
test whether Mover has a role in transmitter release we analyzed
a mouse-line lacking Mover. We found that the knockout of
Mover affects short-term synaptic plasticity in the hippocampal
MFs but not in the downstream synapses, i.e., SC. Paired-
pulse ratio and responses to train of stimulation led to stronger
facilitation in MF terminals in the absence of Mover. In particular,
frequency facilitation, a hallmark of presynaptic plasticity at MF
terminals (Nicoll and Schmitz, 2005), was strongly increased in
Mover knockout mice. This increased facilitation was stronger in
younger animals and in situations of high calcium concentration,
and was occluded by increasing cAMP levels.

Mover Has Synapse-Specific Effects on
Neurotransmitter Release
The increase in paired-pulse facilitation in KO MF can be
explained by a reduction in synaptic vesicle release probability,
because of the inverse relationship between the two (Zucker and
Regehr, 2002). The change in MF contrasts with the absence
of changes in release in KO SC. Curiously, despite the lack of
the effect of the KO in SC, Mover concentration in WT mice
is known to be higher in the area of SC synapses than that
of MF synapses (Wallrafen and Dresbach, 2018), so the effect
of Mover on synaptic release does not seem to scale with its
concentration. To add to the heterogeneity of Mover function,
a study in the calyx of Held described an increase in release
probability in a knockdown of Mover in the calyx of Held (Körber
et al., 2015). The contrasting results between the calyx of Held
and MF could arise from the different approach (knockdown
vs. knockout) or from the different species (rat vs. mouse).
However, when seen in combination with the lack of changes
in SC, a hypothesis arises: Mover has synapse-specific effects.
The synapse-specific way in which Mover seems to regulate
transmission could add heterogeneity to the ubiquitous functions
of the transmitter release machinery. In addition, we speculate
that at certain synapses, i.e., at MF and the calyx of Held, the
differential action of Mover could have a common effect in
constraining synaptic strength. MF transmission relies heavily
on facilitation for efficient information transfer and is, therefore,
considered a “conditional detonator” (Vyleta et al., 2016). We
have shown that Mover constrains facilitation in this synapse,
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FIGURE 6 | Increased facilitation in MF in the absence of Mover. (A) Example traces and normalized responses to 25 Hz trains of stimulation showed increased
facilitation in KO MF when compared to WT. (B) Normalized responses to stimuli delivered at 0.05, 0.2, and 0.5 Hz reveal increased facilitation in KO MF. Responses
were normalized to the amplitude of the first fEPSP. (C) Paired-pulse ratio with an inter-stimulus interval of 40 ms using the same stimulation frequencies as above
(0.05, 0.2, and 0.5 Hz, see text). Scale bars: vertical = 500 µV, horizontal = 20 ms. Error bars indicate SEM. SC WT n = 10–13; SC KO n = 12–18; MF WT n = 18;
KO n = 22. ∗p < 0.05; ∗∗∗p < 0.001.

possibly keeping detonation within physiological range. On the
other hand, Mover reduces the amplitude of the first response
to a train of stimuli and subsequent depression in a synapse
where this initial response is vital for transmission of fast and
reliable auditory information, the calyx of Held (Englitz et al.,
2009; Körber et al., 2015). Thus, in general, Mover could have
the potential to act as a buffer for synaptic strength. Further
experiments to test this in different synapses and to elucidate
the mechanism of action of Mover could help prove or disprove
such a hypothesis.

Such a differential effect on synaptic release in different
synapses is not exclusive to Mover. For example, a similar
synapse-specific effect on hippocampal synaptic transmission
and plasticity was previously observed with the priming protein
Munc13-2, where deletion of this protein led to increased facili-
tation and lower release probability in MF but not in SC
(Breustedt et al., 2010). In the case of Munc13-2, the mecha-
nism through which it affects neurotransmitter release is more
straightforward since the Munc13 proteins are known to be vesicle
priming factors (Augustin et al., 1999; Varoqueaux et al., 2002).

Alternatively, Mover may affect facilitation directly – with or
without affecting release probability – in a similar way like
the calcium sensor protein Synaptotagmin 7 (Jackman et al.,
2016). In this case, however, Mover would be acting as an
inhibitor of facilitation, i.e., in the opposite direction compared to
Synaptotagmin 7, which increases facilitation. In any case, Mover
seems to be under the influence of Ca2+, as discussed below (see
section “Ca2+ Dependency of Mover Action”).

Calcium Dependency of MF Plasticity:
Technical Considerations
Synaptic facilitation is largely dependent on free or bound
residual Ca2+ in the presynaptic terminal (Zucker and Regehr,
2002; Jackman and Regehr, 2017). One exception to this is
the activity-dependent release of polyamine blocks in AMPA
receptors (Rozov and Burnashev, 1999), but it is not present in
MF to CA3 pyramidal synapses (Toth et al., 2000). Facilitation
at MF-CA3 synapse is closely correlated with the concentration
of Ca2+ in the presynaptic terminal (Regehr et al., 1994) and
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FIGURE 7 | Increased facilitation in KO is age- and calcium-dependent. MF of 8-week old animals KO (KO adult) has stronger facilitation than WT (WT adult) only in
high extracellular calcium concentration. (A) Increasing calcium concentration leads to similar baseline responses in WT and KO. Responses were normalized to
fEPSP amplitudes at 3.5 mM Ca2+. (B–D) Short-term plasticity at different extracellular calcium concentrations. (B1) Normalized responses to stimuli delivered at
0.05, 0.2, and 0.5 Hz at 1.25 mM extracellular calcium. (B2) Normalized responses to a 25 Hz train of stimulation at 1.25 mM extracellular calcium. (C1) Normalized
responses to stimuli delivered at 0.05, 0.2, and 0.5 Hz at 2.5 mM extracellular calcium, in four different conditions: 8-week old WT (adult), 8-week old KO (adult),
3-week old WT (WT young), and 3-week old KO (KO young). The last two conditions are the same dataset as presented in Figures 6A,B. (C2) Normalized
responses to a 25 Hz train of stimulation at 2.5 mM extracellular calcium. (D1) Normalized responses to stimuli delivered at 0.05, 0.2, and 0.5 Hz at 3.5 mM
extracellular calcium. (D2) Normalized responses to a 25 Hz train of stimulation at 3.5 mM extracellular calcium. (B1,C1,D1) Each dot represents the average
response to five consecutive stimuli. (B–D) Responses were normalized to the amplitude of the first fEPSP. (Insets) Representative traces from WT (black) and KO
(red) hippocampi. Scale bars: vertical = 1 mV, horizontal = 10 ms. Error bars indicate SEM. WT adult n = 13; KO adult n = 13. ∗p < 0.05; ∗∗∗p < 0.001.

happens over a wide range of frequencies (Salin et al., 1996),
which we also observed in our experiments.

Different mechanisms have been proposed to explain the
relationship between Ca2+ and facilitation at this synapse.
First, the presence of calcium buffers coupled with a loose
coupling between Ca2+ channels and Ca2+ sensors (Blatow
et al., 2003; Vyleta and Jonas, 2014) could act in a way that
repeated stimulation could saturate the buffers and allow for
a stronger presence of available Ca2+ to act on the release
sensor. Another proposed mechanism is the presence of a second

Ca2+ sensor, a “facilitation sensor,” with high affinity and slow
kinetics, which would remain bound to calcium after the action
potential-evoked calcium transient. In Jackman et al. (2016)
proposed that this sensor is Synaptotagmin 7 as the KO of
Synaptotagmin 7 shows a dramatic reduction on the degree of MF
facilitation. Other mechanisms that could underlie facilitation
at MF-CA3 synapse include distinct contribution from different
Ca2+ channel types (Chamberland et al., 2017), modulation
by adenosine receptors (Moore et al., 2003; Gundlfinger et al.,
2007a; Klausnitzer and Manahan-Vaughan, 2008), by Kainate
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FIGURE 8 | Forskolin potentiation occlude KO boost in facilitation.
(A) Normalized MF fEPSP amplitudes during the time course of experiment in
which forskolin (fsk, 10 µM) is applied for 10 min and frequency of stimulation
is changed from 0.05 to 0.2 and further to 0.5 Hz. Each data point
corresponds to the average response to five consecutive stimuli. (Inset)
Representative traces from WT (black) and KO (red) hippocampi.
(B) Normalized MF responses to a 25 Hz train of stimulation in four different
conditions: WT without forskolin application (WT-NoFsk), KO without forskolin
application (KO-NoFsk), WT after forskolin potentiation (WT-Fsk), and KO after
forskolin potentiation (KO-Fsk). The first two conditions are the same dataset
as present in Figure 6B. Responses were normalized to the amplitude of the
first response. Scale bars: vertical = 200 µV, horizontal = 10 ms; WT n = 10;
KO n = 10. Error bars indicate SEM. n.s.: not significant; ∗∗∗p < 0.001.

receptors (Lauri et al., 2001; Schmitz et al., 2001; Breustedt and
Schmitz, 2004) often in connection with increased Ca2+ influx
or Ca2+ release from internal stores (Kamiya et al., 2002;
Lauri et al., 2003; Scott and Rusakov, 2006; Scott et al., 2008)
and the CaM and/or adenylyl cyclase pathways (Salin et al.,
1996; Wang et al., 2003; Rodríguez-Moreno and Sihra, 2004;
Andrade-Talavera et al., 2012).

The mechanisms that affect facilitation in response to high-
frequency stimulation and low-frequency stimulation (frequency
facilitation) greatly overlap. It has been previously described
that both phenomena act on residual calcium and occlude each
other (Salin et al., 1996). As in Salin et al. (1996), our work
shows that increase of frequency facilitation led to a reduction
in paired-pulse facilitation (Figure 6), suggesting that both
processes operate under a common mechanism. Admittedly, due
to the long-lasting nature of frequency facilitation, and different
modulation between the two time ranges (Gundlfinger et al.,
2007b), the involvement of intermediary biochemical processes
that are independent of residual Ca2+ have been suggested
(Nicoll and Schmitz, 2005; Sihra and Rodríguez-Moreno, 2013)

possibly by acting in the CaM and cAMP pathways (Salin
et al., 1996; Wang et al., 2003; Rodríguez-Moreno and Sihra,
2004; Andrade-Talavera et al., 2012). Nevertheless, manipulations
affecting frequency facilitation but not facilitation in the
millisecond range still need to be performed to decisively show
a mechanistic difference between the two different time scales.

In order to study how Mover is affecting facilitation and
its calcium-dependency we have used different extracellular
Ca2+ concentrations, which influence the Ca2+ influx into
the synaptic terminal and changes release probability. The
increase in Ca2+ was compensated by a decrease in extracellular
Mg2+ in the opposite direction. This way, the concentration of
divalent ions was kept constant. This minimizes the possible
voltage shifts that could occur due to changes in surface
charge screening. Nevertheless, we cannot rule out that shifts
could have occurred since Ca2+ produces a stronger shift in
surface potential than Mg2+ (Hille, 2001). Other mechanisms
through which changing extracellular Ca2+ concentrations can
lead to changes in excitability include its binding to voltage-
gated channels, blocking channel pores, through a G-protein
coupled receptor called calcium-sensing receptor (CaSR) and
through a calcium- and voltage-dependent cation channel called
calcium homeostasis modulator 1 (Armstrong and Cota, 1990,
1991; Santarelli et al., 2007; Ma et al., 2012; Jones and Smith,
2016). In every case increased Ca2+ concentration leads to
decreased excitability. On the other hand, the decrease of Mg2+

can also lead to consequences in neuronal transmission. Most
notably, the reduction of Mg2+ concentration would lead to a
reduced block on NMDA receptors (Nowak et al., 1984). The
activation of NMDA receptors by glutamate in this situation
would lead to stronger EPSCs with a slower decay. While the
aforementioned effects may occur in our approach, we applied
changes in Ca2+and Mg2+ concentrations equally to both WT
and KO samples. This way, even though excitability and synaptic
responses would be altered when the Ca2+/Mg2+ ratio is changed
they should be comparable between WT and KO and should not
interfere with the analysis done here.

It is also important to note that CA3 pyramidal cells form
an auto-associative network through associational recurrent
axonal collaterals that target other CA3 pyramidal cells (Hablitz,
1984; Traub et al., 1993; Nicoll and Schmitz, 2005). Such
organization can lead to the situation where the cell being
recorded shows responses, not to a MF input, but from
the synaptic release from another pyramidal cell, which was
activated by the stimulation. Therefore, di- or poly-synaptic
contamination, or even contamination from direct stimulation
of association/commissural fibers is common in CA3 recordings.
We took the following precautions to ensure monosynaptic MF-
CA3 pyramidal cell responses. Firstly, recordings were succeeded
by application of DCG-IV, which selectively blocks MF responses
(Kamiya et al., 1996). Therefore, recordings in which responses
did not reduce by 80% were excluded from the analysis. Secondly,
in whole-cell recordings NBQX was applied to the bath so that
only NMDA receptor responses would occur. Because NMDA
receptors are blocked by Mg2+ at resting potential polysynaptic
responses are unlikely to occur (Weisskopf and Nicoll, 1995;
Nicoll and Schmitz, 2005). Furthermore, the use of 4 mM Ca2+
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and Mg2+ during whole-cell recordings further ensures pure
monosynaptic responses due to three factors: increased block
of NMDA receptors at resting membrane potential, reduced
release probability and hyperpolarization of neurons due to
surface charge screening (Nowak et al., 1984; Hille, 2001). Such
strategies are commonly used (Salin et al., 1996; Kwon and
Castillo, 2008a,b; Kaeser-Woo et al., 2013) to ensure absence of
contamination in recordings and better quality of recordings.

Ca2+ Dependency of Mover Action
How does Mover interact with calcium signaling or the release
machinery? The amino acid structure of Mover does not reveal
any canonical calcium binding domain (Kremer et al., 2007).
Here we observe an occlusion of the KO effect after activation
of adenylyl cyclase by forskolin, which suggests that Mover
and adenylyl cyclase – or its product, cAMP – act in the
same pathway. Activation of adenylyl cyclase has been shown
to increase neurotransmitter release in MF (Weisskopf et al.,
1994; Tzounopoulos et al., 1998; Rodríguez-Moreno and Sihra,
2004). cAMP has been shown to influence release in MF through
its direct targets Epac2 (exchange protein directly activated by
cAMP) and protein kinase A (Weisskopf et al., 1994; Rodríguez-
Moreno and Sihra, 2004). One proposed way through which
synaptic activity increases cAMP levels is by the activation of
adenylyl cyclases 1 and 8 by CaM (Villacres et al., 1998; Wang
et al., 2003; Sihra and Rodríguez-Moreno, 2013). Mover could
participate in this pathway via its known CaM binding property
(Körber et al., 2015; Akula et al., 2019). Further experiments
would be necessary to test this hypothesis.

The participation of Mover in a Ca2+-sensing pathway is
corroborated by the observation that Mover affects MF plasticity
differently under different extracellular calcium concentrations
(Figure 7). This differential response indicates that there is a
calcium-dependency of Mover action: it only influenced release
in higher calcium concentrations.

The Ca2+-dynamics in MF also seem to change with age. The
knockout of Mover also did not show an effect on short-term
plasticity in older mice under the same experimental conditions
as juvenile mice (Figure 7). When comparing 3- and 9-week old
mice Mori-Kawakami et al. (2003) show reduced paired-pulse
ratios and frequency-dependent facilitation in older mice. This
was attributed to a lower availability of residual Ca2+. This lower
Ca2+ concentration, in addition to the calcium-dependency of
the effect of Mover explains the smaller effect of the KO in older

animals. It is also possible to assume that homeostatic plasticity
could have played a stronger role in the older mice and, therefore,
reduced the consequences of the absence of Mover. Nonetheless,
the exact mechanism through which Mover acts to, most likely
indirectly, sense intracellular Ca2+ levels and influence release
will be the object of future studies.
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Presynaptic Boutons That Contain
Mitochondria Are More Stable
Robert M. Lees †, James D. Johnson † and Michael C. Ashby*

School of Physiology, Pharmacology, and Neuroscience, Faculty of Biomedical Sciences, University of Bristol, Bristol,
United Kingdom

The addition and removal of presynaptic terminals reconfigures neuronal circuits of the
mammalian neocortex, but little is known about how this presynaptic structural plasticity
is controlled. Since mitochondria can regulate presynaptic function, we investigated
whether the presence of axonal mitochondria relates to the structural plasticity of
presynaptic boutons in mouse neocortex. We found that the overall density of axonal
mitochondria did not appear to influence the loss and gain of boutons. However,
positioning of mitochondria at individual presynaptic sites did relate to increased stability
of those boutons. In line with this, synaptic localization of mitochondria increased as
boutons aged and showed differing patterns of localization at en passant and terminaux
boutons. These results suggest that mitochondria accumulate locally at boutons over
time to increase bouton stability.

Keywords: presynaptic bouton, synaptic plasticity, in vivo 2-photon imaging, mitochondria, neocortex, synapse
turnover

INTRODUCTION

Individual cortical presynaptic terminals can be added and removed on axonal branches on a
timescale ranging from days to years (De Paola et al., 2006; Grillo et al., 2013; Mostany et al., 2013;
Qiao et al., 2015). Alterations in this presynaptic turnover are related to learning (Holtmaat and
Caroni, 2016; Johnson et al., 2016; Ash et al., 2018) and disease (Jackson et al., 2017), showing
their importance for the plasticity of neural circuits. However, little is known about cellular control
of bouton structural plasticity, although it has been suggested that mitochondria may play a role
(Smit-Rigter et al., 2016).

Mitochondria and synaptic efficacy are strongly linked. Ultrastructural features of efficacy
(e.g., postsynaptic density size or number of docked vesicles) are positively correlated to
presynaptic mitochondria (Kasthuri et al., 2015; Smith et al., 2016; Cserép et al., 2018),
mitochondrially-derived ATP is required to sustain neurotransmission during elevated levels
of stimulation (Hall et al., 2012; Rangaraju et al., 2014; Sobieski et al., 2017) and mitochondria
modulate presynaptic release by sequestering cytosolic calcium or altering ATP concentrations
(Sun et al., 2013; Kwon et al., 2016; Vaccaro et al., 2017; Lewis et al., 2018). However,
mitochondria only localize to a subpopulation of boutons (Chang et al., 2006; Kang et al.,
2008; Obashi and Okabe, 2013; Smit-Rigter et al., 2016; Vaccaro et al., 2017) and very little
is known about whether the spatial distribution of mitochondria relative to presynaptic sites
is related to bouton formation, longevity or removal (Smit-Rigter et al., 2016). To address
this, we have used chronic, in vivo two-photon (2P) imaging to investigate the relationship
between mitochondrial localization in axons and the structural plasticity of presynaptic boutons.
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MATERIALS AND METHODS

Item Supplier Description Code

AAV2/1-hSyn-EGFP-P2A-MTS-
TagRFP-WPRE at 1–2 × 1013 GC
ml-1

Eli Lilly Custom viral vector

Cortex buffer 125 mM NaCl, 5 mM KCl, 10 mM Glucose, 10 mM HEPES,
2 mM CaCl2, 2 mM MgSO4 in dH2O, pH 7.4

Glass microcapillary Harvard apparatus Borosilicate, thin wall, without filament, Clark capillary glass 300035
Skull screw Bilaney 0–80 UNF thread × 1/16 inch length
Vetbond Vet tech solutions Surgical adhesive IN004
Coverslip (cranial window) Harvard Apparatus CS-5R Coverslips, 0.15 mm (0.006 in), 5 mm diameter,

pack of 100
640700

Stainless steel head bar Custom-made, 10 × 3 × 1 mm with 2 × M2 holes centered
2 mm from each end

Bone cement DePuy With gentamicin
Hydrogel solution kit Logos biosystems C1310X
Electrophoretic tissue clearing solution Logos biosystems C13001
Mounting solution (cleared brain) Logos biosystems X-CLARITY mounting solution C13101
Fluoromount-Gw/DAPI Thermo Fisher Scientific 00-4959-52

Equipment

Item Supplier Description

Two-photon microscopy (in vivo imaging) Scientifica Custom-built with filter cube carousel and epifluorescence capabilities
Ti-Sapphire laser Spectra-Physics MaiTai Ti-Sapphire tuneable laser (680–1, 040 nm)
60× water-immersion objective Olympus For in vivo 2P imaging, 1.1 NA
X-CLARITY tissue clearing system Logos Biosystems
Two-photon microscopy (cleared brain imaging) Leica Leica SP8 AOBS laser-scanning microscope w/Leica DM6000 upright

epifluorescence microscope
Ti-Sapphire laser Spectra-Physics MaiTai DeepSee Ti-Sapphire tuneable laser (680–1,300 nm)

Software
Software Developer Version Description

ScanImage Vidrio technologies 5.1 Two-photon microscope control
Micromanager Open imaging 1.4 Camera control
ImageJ (FIJI package) ImageJ Development Team 1.51a (2.0.0-rc-43) Image processing and analysis
MATLAB MathWorks R2016a Data processing and analysis
Prism GraphPad 7 Graph making and basic statistical testing
G∗Power Universität Düsseldorf Statistical power calculations
SPSS statistics IBM 24 Statistical testing

Animal Husbandry
All procedures involving animals adhered to the Animals
(Scientific Procedures) Act 1986 and Amendment Regulations
2012 as outlined in UK law and approved by the University of
Bristol Animal Welfare and Ethics Review Board.

Adult (2.5 months old) C57Bl/6 male mice were used for
all experiments, living on a 12-h light-dark cycle. Animals were
housed individually to avoid loss of the cranial window implant
due to fighting. Large (∼30 × 50 × 25 cm) cages were used
and extra enrichment was provided for each cage, consisting of
tunnels, shelters, wheels and foraging food to increase experience-
dependent turnover of presynaptic terminals (Briones et al., 2004;
Nithianantharajah et al., 2004; Landers et al., 2011).

Viral DNA Construct
The virus used for intracranial injection was a custom-made
adeno-associated virus (AAV) of serotype 2/1 expressing a
bi-cistronic vector (AAV2/1-hSYN-EGFP-P2A-MTS-TagRFP).

The human synapsin promoter (hSYN) was used to limit
expression to neuronal cells. Cytosolic enhanced green
fluorescent protein (EGFP) was separated by a P2A peptide
from mitochondrially-targeted tagRFP (red fluorescent protein,
fused to amino acids 1–29 of Cox8a subunit of cytochrome
oxidase), which localized to the inner mitochondrial membrane.
The P2A peptide is a self-cleaving peptide of the 2A family
from porcine teschovirus, which has a high cleaving efficiency
(Kim et al., 2011). Additionally, Woodchuck Hepatitis Virus
Posttranscriptional Regulatory Element was used to increase
protein expression (Zufferey et al., 1999). The viral titer used for
injections was in the range of 1–2× 1013 particles ml−1 in cortex
buffer (125 mM NaCl, 5 mM KCl, 10 mM Glucose, 10 mM
HEPES, 2 mM CaCl2, 2 mMMgSO4 in dH2O, pH 7.4).

Surgery
To reduce stress, animals were allowed at least 1 week to
acclimatize to unfamiliar environments after relocation before
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the commencement of procedures. Intraperitoneal injections of
Rimadyl (analgesic, 4 mg ml−1 kg−1) and dexamethasone (anti-
inflammatory, 0.5 mg ml−1 kg−1) were given pre-operatively
to reduce pain and inflammation. Aseptic technique was used
to limit the possibility of infection, guidelines were followed as
outlined by the Laboratory Animal Science Association1. The
protocol described in Holtmaat et al. (2009) was followed for
cranial window implantation, which is briefly described below
with amendments.

Animals were anesthetized using gaseous isoflurane at 3–4%
for induction and 1–2% to sustain anesthesia throughout surgery,
carried by O2. The top of the head was shaved and placed
in a stereotaxic frame, and the scalp and periosteum were
removed. The skull bone was kept moist throughout surgery with
cortex buffer.

The intracranial viral injection site was measured +0.7 mm
lateral (always to the right) and +1.0 mm anterior from Bregma,
as these coordinates correspond to the primary/secondary motor
cortex (Lein et al., 2007; Petreanu et al., 2012). A small (∼0.5 mm
diameter) burr hole was made in the skull using a high-speed
motorized hand drill. For viral injections, a glass capillary tube
was pulled into a micropipette with a long, pointed tip and
beveled on a whetstone to sharpen it further. The virus was
injected intracranially using a Hamilton syringe and motorized
pump at a rate of 100 nl/min. A volume of 300 nl was
injected at depths of 300 µm (first) and 700 µm (second)
from the pial surface to spread it across all cortical layers.
The virus was allowed to spread for 3 min before moving
the micropipette.

After viral injection, a screw (0–80 UNF thread, 1/16 inch
length) was implanted in the left parietal skull bone to anchor the
cranial window implant to the skull. Subsequently, a thin layer of
VetBondTM glue was spread across the skull, to the skin edges,
avoiding the right parietal skull bone where the cranial window
was to be implanted. A 3–4 mm diameter craniectomy was made
using a motorized hand drill centered on +2.5 mm lateral and
−1.8 mm anterior of Bregma. A 5 mm circular glass coverslip
was then secured over the craniectomy on top of a small volume
of cortex buffer using VetBondTM glue.

Quick-drying bone cement (with gentamycin, DePuy) was
used to apply a 1–2 mm thick layer of cement over the layer
of VetBondTM glue. Cement was spread just over the edge of
the coverslip as well as up to the edges of the skin incision. A
stainless-steel bar (10 × 3 × 1 mm; used for securing the head
during in vivo imaging) was placed over the left hemisphere as
close to the cranial window as possible while leaving enough
space for microscope objective access.

Animals were left for ∼24 days before imaging to allow
for any inflammation to clear under the window and to allow
viral expression.

In vivo Imaging
For in vivo imaging, a customized Scientifica upright 2P
microscope was used along with a motorized stage to aid precise
movement in coordinate space for relocation of regions of

1http://www.lasa.co.uk/wp-content/uploads/2017/04/Aseptic-surgery-final.pdf

interest (ROIs). Epifluorescence was used for low-resolution
mapping of expression across the window to guide 2P imaging.
Two MaiTai Ti-Sapphire tuneable lasers (tuneable from 680 to
1,040 nm, Spectra-Physics) were used and attenuation of laser
power was controlled through either a Pockel’s cell or half-wave
plate. 2P excitation wavelengths for imaging were typically
920 nm (EGFP) and 1,040 nm (TagRFP). Laser lines were
combined using a polarising beamsplitter cube in reverse, and
combined power never exceeded 60 mW at the back focal plane
of the objective. The acquisition was controlled by ScanImage
software (Pologruto et al., 2003, version 5.1) and Micromanager
software (Edelstein et al., 2014, version 1.4). Objective lenses
used: 4× air 0.15 NA, 10× water-immersion 0.6 NA and
60× water-immersion 1.1 NA. Emission filter sets used for
PMTs were BP 620/60 nm for TagRFP and BP 525/50 nm for
EGFP. The stage was fitted with a micromanipulator for precise
head fixation and rotation in every repeated imaging session
using the implanted steel bar on the animal’s head, increasing
ROI relocation efficiency. During in vivo imaging, mice were
anesthetized by gaseous isoflurane anesthetic (1–2% carried by
O2) and breathing was monitored to judge depth of anesthesia.
Breathing was kept in the range of 80–100 beats per minute
by eye.

For each mouse, a large blood vessel bifurcation was chosen
using reflected light and set as the origin for recording
coordinates of ROIs. 2P imaging was used to locate ROIs based
on the following criteria: sparse labeling, to reduce background
and contamination from crossing axons; distinctive axonal
structures, for easy relocation; distance from other ROIs, to
increase the diversity of sampling.

Z-stacks of 20–50 µm were acquired at each ROI with a step
size of 1 µm (60×, 1.1 NA objective). Images were acquired with
3× frame averaging, 1 µs pixel dwell time at 1,024× 1,024 pixels
and a field of view of 76 × 76 µm, resulting in a final pixel
size of 74 nm. Signal was matched between sessions by adjusting
laser power because of differences in window quality between
imaging sessions, which altered the signal-to-noise ratio. Up to
seven ROIs were chosen per animal and each imaging session was
kept between 1 and 2 h.

Axons were tracked for up to 35 days after the initial session,
for a total of nine sessions (ethical limit) or until the cranial
window was no longer optically clear due to bone regrowth or
dural thickening. A small proportion of ROIs were first tracked at
days one and two, rather than day zero of the imaging paradigm.
Most ROIs and animals were tracked for the entire imaging
time series.

Histology
Following the end of an imaging paradigm, mice were
administered a dose of 70–100µl of Euthatal (200 mg/ml sodium
pentobarbital) intraperitoneally to achieve terminal anesthesia.
When the animal was deeply anesthetized, exsanguination was
performed, and the animal was transcardially perfused with
5–10 ml of 0.01 M PBS. This was followed by an infusion of
20–30 ml of 4% paraformaldehyde (PFA) in 0.01 M PBS. The
brain was then dissected out and post-fixed in 4% PFA in 0.01 M
PBS at 4◦C.
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Tissue Clearing
Tissue clearing was carried out by following the protocol
described in Lee et al. (2016), which is briefly outlined below. The
brain was post-fixed for 24 h in 4% PFA followed by overnight
incubation in hydrogel solution (4% w/v acrylamide without bis-
acrylamide, 1% w/v VA-044 initiator in 0.01 M PBS) at 4◦C.
Oxygen was removed from the solution by degasification using
pure nitrogen bubbling through the solution (providing some
agitation). Polymerization of the hydrogel was carried out at
37◦C in a water bath for∼3 h. The brain was thenmounted inside
the X-CLARITY electrophoresis chamber (Logos Biosystems) in
electrophoretic tissue clearing solution (4% SDS and 200 mM
boric acid). The X-CLARITY machine was used according to the
manufacturer’s instructions.

Tissue Sectioning
Histological sectioning was achieved using either a vibratome
or freezing microtome. For vibratome sectioning, brains were
embedded in 2% agarose (in distilled H2O), trimmed to the
region of interest and series of 50 µm-thick sections were cut
in 0.01 M PBS on a vibratome. For freezing microtomy, brains
were incubated in a 30% sucrose solution (w/v) for up to 1 week.
The brains were then sectioned in optimal cutting temperature
(OCT) solution. The sections were directly mounted on glass
microscope slides with No. 1.5 coverslips using Fluoromount-G
containing DAPI nuclear stain.

Imaging of Tissue Sections
Imaging of whole tissue sections was carried out on a widefield
microscope (Leica DMI6000) with a mercury lamp and CCD
camera (Leica DFC365FX monochrome) using Leica LAS X
software. Filter sets were assigned for the following fluorophores:
DAPI (Ex. 350/50 nm, 400 nm dichroic mirror, Em. BP
460/50 nm), EGFP (Ex.: 480/40 nm, 505 nm dichroic mirror, Em.
BP 527/30 nm), TagRFP (Ex. 620/60,660 nm dichroic mirror,
Em. BP 700/38). Objective lenses used: 5× dry 0.15 numerical
aperture (NA) and 20× dry 0.4 NA. Brightfield and DAPI
signal of coronal or sagittal tissue sections were compared to the
PaxinosMouse Brain Atlas (Franklin and Paxinos, 2008) or Allen
Mouse Brain Atlas (Lein et al., 2007) as a reference to confirm the
positions of viral injections and window sites.

Imaging of Cleared Tissue
The cleared brain was immersed in a small volume (5–10 ml)
of mounting medium (X-CLARITY mounting solution) inside
a 50 ml Falcon tube for at least 2 h before mounting. It was
then placed in the center of a circular wall of Blu-tac inside the
lid of a 35 mm dish to create a water-tight well. The well was
filled partially with fresh X-CLARITY mounting medium and
the chamber was sealed on top with a 35 mm coverslip pressed
into the Blu-tac. The chamber was filled from a small inlet in
the Blu-tac using a 200 µl pipette and the inlet was sealed by
squeezing the Blu-tac back together.

Cleared tissue was imaged using a Leica SP8 AOBS confocal
laser scanning microscope attached to a Leica DM6000 upright
epifluorescence microscope with a Ti-Sapphire laser (MaiTai
DeepSee; tuneable from 680 to 1,300 nm) and a fixed-wavelength
1,040 nm laser. Two-hybrid GaAsP detectors were used with a

BP 525/50 nm filter for EGFP and BP 630/75 nm for TagRFP.
Objectives lenses used: 10× water-immersion 0.3 NA and 25×
water-immersion 0.95 NA. Large z-stack mosaic images (5 µm
steps for ∼1 mm) were acquired using the tilescan function
in Leica LAS X software. The laser intensity was attenuated at
shallower imaging depths to maintain the signal-to-noise ratio.
The images were then resliced to obtain the correct viewing angle.

Image Processing
In vivo images were processed using the FIJI package for
ImageJ (Schindelin et al., 2012, version 2.0.0-rc-43/1.51a) and
a custom ImageJ macro. The macro allowed for automated
processing of images for each ROI, carrying out the following
functions: (1) alignment of the EGFP signal within a single
z-stack to correct drift and application of the transformation
to the TagRFP channel using the MultiStackReg registration
plugin; (2) matching of z-stack sizes between time-points by
addition of blank slices; (3) alignment of z-stacks between time-
points in the x- and y-axes using maximum z-projections and
the MultiStackReg plugin; and (4) alignment of z-stacks in the
z-axis using an edited version of the Correct 3D Drift plugin
to only include the z-axis transformation. This resulted in a
5-dimensional (5D—XYZCT) stack of each ROI aligned to
within 5 µm in x, y and z for both channels across all timepoints.
For presentation in figures only, images were cropped and had
brightness and contrast adjusted and a median filter (74 nm
kernel) applied.

Data Quantification
Axonal segments were manually traced using the segmented line
tool with spline as part of a custom ImageJ macro script. After
tracing at each time point, a minimum volume that encompassed
the axon across all the timepoints was cropped from the original
5D stack. Between 1 and 12 axonal segments were chosen from
each ROI. Factors used to choose axonal segments were: good
signal-to-noise (subjective measure by the analyst), few crossing
axons and existence in all time-points.

Identification and indexing of presynaptic terminals and
mitochondria were carried out manually on each cropped axonal
segment using a custom ImageJ macro script and the multi-
point tool. A gaussian blur (sigma = 2 pixels, 154 nm) was
used to smooth the signal and presynaptic terminals were scored
subjectively, using the local intensity profile as a guide (further
information below). The position of each object (bouton or
mitochondrion) was estimated from a point placed by the analyst.

Boutons were tracked across imaging sessions from the first
timepoint they were identified. Boutons in separate timepoints
were linked if they were in the same place relative to fiducial
markers, including any crossing axons, kinked structure or other
persistent boutons. Any bouton that was lost from the field of
view for one timepoint (through a shift in alignment in the x- or
y-axes) was excluded entirely. All boutons were scored blind to
the mitochondrial signal.

En passant boutons (EPBs) were larger in volume than the
axon backbone and therefore had higher intensity relative to
the backbone due to increased numbers of fluorescent molecules
(cytosolic EGFP). An EPB had to have contiguous pixels in
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the x-, y- and z-axes to ensure it was not the result of noise.
The intensity profile of an EPB needed to include sharp edges
(relatively steep curve either side of the peak) to exclude gentle
changes in the axonal thickness. If the peak of an EPB was twice
that of the local axon backbone (1.5µmeither side of the bouton)
at any time point, the bouton was scored as being present. A
bouton was scored as lost if it was below 1.3 times the local
axon backbone. These criteria have been shown to be faithful
indicators of synapse presence in correlative light and electron
microscopy studies (Grillo et al., 2013; Song et al., 2016).

Terminaux boutons were scored as unilateral protrusions
from the axon backbone with a bulbous appearance and
sometimes consisted of a resolved thin neck that extended for
less than 5 µm. Those extending for longer than 5 µm were
considered to be axonal branches (Grillo et al., 2013).

A small proportion of boutons changed bouton type (en
passant or terminaux) over the time series and so those boutons
were classified based on their predominant type.

Mitochondria were identified as discrete objects that were 2×
the global median background signal, with contiguous pixels in
the x-, y- and z-axes and steep edges to their intensity profile. The
axonal EGFP signal was used to verify that each mitochondrion
was inside the axon only after it was scored.

Data Analysis
A priori power calculations were performed in G∗Power software
(Faul et al., 2007) to calculate the number of newly-formed
boutons required to detect a 10% difference in survival between
the two mitochondrial conditions (less than or greater than
1.5 µm from a bouton). This calculation resulted in an estimated
sample size of 450 newly-formed boutons. The number of
animals required to achieve this was estimated from pilot studies
to be 10–15 animals. In this study, 21 animals were used, 15 were
imaged and 12 produced high-quality data that was included (see
exclusion criteria below).

The final dataset was obtained from three different batches of
littermates. A total of 51 ROIs and 306 axons were tracked. The
total number of mitochondria counted across all time-points was
11,264 along with 4,892 unique boutons. Mitochondria were not
linked between timepoints because they lacked individuality due
to their ability to move, fuse and split (Lewis et al., 2018).

Some data were excluded from the final dataset. Any ROI
that was too dim for accurate axon tracing (subjectively based
on analyst experience) within the first four time points was not
tracked. Any axon where the signal-to-noise in a session was low
enough that the scorer could not be confident in bouton scoring
was removed. Data from one animal that had only two axons
tracked was also removed.

The bouton dynamic fraction was calculated as the proportion
of unique boutons on an axon that were either lost or gained.
Specifically, the sum of gains and losses divided by the total
number of unique boutons across the two time-points: (gained
+ lost)/(gained + totaltime1).

Mitochondrion and Bouton Co-localization
Mitochondria were classified as being present at a bouton
if the distance between their centroids (defined by points

placed by the analyst) was less than or equal to 1.5 µm. A
dichotomous variable (mitochondria present or not) was chosen
for analyses rather than a continuous variable (distance from
nearest mitochondrion) because the axonal segment was a
small sample of the axonal arbor and the true distance to the
nearest mitochondria from each bouton could not be accurately
measured, especially for boutons at the edge of the field of
view. The distance of 1.5 µm was biologically-relevant because
a distance-dependent relationship with synaptic ultrastructure
has been seen up to 3 µm away (edge of vesicle pool to edge
of mitochondrion) using electron microscopy (Smith et al.,
2016). Stronger effects on synaptic ultrastructure were seen with
closer distances of mitochondria. The accuracy of the measured
distance in our study was limited due to the resolution of light
microscopy and accuracy of point placement by the analyst,
therefore only one distance was chosen in the middle of the range
(0–3 µm).

The Randomization of bouton or mitochondrion position
was carried out in a similar fashion to Smit-Rigter et al.
(2016). Axons were first plotted in two dimensions in MATLAB
using interpolation from segmented line coordinates recorded
in ImageJ. The length of the axon was then estimated using
Euclidean distances and a line was created and split into segments
of 74 nm (the original pixel size of the 2P images). The real
positions of the objects of interest (mitochondria or boutons)
were plotted to the closest segment of the axon based on where
they were in the original image using nearest neighbor distance
calculations. Either mitochondria or boutons were then removed
and randomly re-plotted along the axon without being placed
closer than 1 µm together. Intervals of at least 1 µm were
chosen to attempt to match the resolution limit with which
two objects could be resolved using the 2P microscope in this
study. This was repeated 1,000 times for each axon and the
range plotted.

Statistics
Statistics were calculated using MATLAB (release 2016a),
GraphPad Prism 7 or SPSS (IBM). Statistical significance was set
at p< 0.05. Confidence intervals for proportions were calculated
using the formula for single samples (Newcombe, 1998). The
z∗-value for a 95% coverage of a gaussian distribution is 1.96.
Therefore, the formula is as follows:

p̂ ± z∗
√
p̂(1− p̂)

n

where prop1 is the proportion, z∗ is 1.96 and N is the number of
samples in the population. Errors are given as 95% confidence
intervals for proportions and standard deviation for all other
data, unless otherwise stated.

For repeated measures statistical tests, group sizes were
matched by only including axons present in all relevant
time-points for the particular test. To avoid pseudo-
replication, samples were not pooled together across time
from repeated measures.

A Gaussian mixture model was used to calculate posterior
probabilities of axons being in EPB-rich or TB-rich groups based

Frontiers in Synaptic Neuroscience | www.frontiersin.org 5 January 2020 | Volume 11 | Article 37111

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Lees et al. Mitochondria and Presynaptic Turnover

on EPB and TB densities. An assumed number of two Gaussian
components were defined by the analyst. Axons that fell under
the threshold of 0.7 probability for both groups were not assigned
a group.

Kaplan-Meier curves were created for survival analysis, based
on time-to-event data. For bouton survival, this was the time
from first observation until the bouton was no longer observed.
Boutons that were no longer observed due to reasons other than
loss were classed as ‘censored’ for the analysis.

RESULTS

To monitor presynaptic bouton structure alongside axonal
mitochondria, we transduced neurons of the mouse primary
and secondary motor cortex (M1 and M2) with an AAV
that co-expressed cytosolic EGFP and mitochondrially-targeted
(MTS)-TagRFP (Figure 1A). There was a substantial projection
from the motor cortex made up of long-range axons that
ramify in the ipsilateral somatosensory cortex (Figure 1B;
Veinante and Deschênes, 2003; Petreanu et al., 2009; Mao et al.,
2011; Oswald et al., 2013). Imaging of intact cleared brains
showed that these axons travel over distances of more than
3 mm via cortical layers 5/6 or, to a lesser extent, superficially
within layer 1 (Supplementary Figures S1, S2). By placing a
cranial window over the primary somatosensory cortex (S1),
we imaged segments of these long-range axons within layer
1 using in vivo 2P microscopy. Mitochondria, putative EPBs and
terminaux boutons (TBs) were clearly identified as increases in
fluorescence intensity along the local axon backbone (Figure 1C,
see ‘‘Materials and Methods’’ section). We tracked structural
synaptic plasticity of individual boutons by repeated imaging
of the same axons at daily and weekly intervals over a total
of up to 35 days (Figure 1D; n = 12 animals, 306 axons).
Visual inspection (Figure 1C) and statistical analysis based on
the density of EPBs and TBs along each axon (Figure 1E)
indicated that axons were mostly either EPB-rich or TB-rich.
As this is the first characterization of boutons in this axonal
pathway, we compared the density and turnover of boutons in
individual axonal branches. While there was a higher density of
boutons in TB-rich axons, no differences were found in bouton
turnover between EPB-rich and TB-rich axons (Supplementary
Figure S3).

As mitochondria can support presynaptic function, we
assessed whether the numerical density of boutons and
mitochondria are correlated in axons (population mean
overtime was 1.09 ± 0.41, 1 SD, and 0.69 ± 0.23 per 10 µm,
respectively; Figure 2A). For individual axonal segments
(median length of 75 µm, Supplementary Figure S4), there
was a strong correlation between the densities of mitochondria
and putative boutons (mean over time; Pearson’s correlation,
R2 = 0.50, p = 1.16 × 10−20; Figure 2B). This suggested that
the formation and/or elimination of boutons may relate to
the mitochondrial population. To assess this, we compared
the fraction of dynamic boutons (proportion lost and gained
divided by the total number of unique boutons) across daily
and weekly intervals to the mean mitochondrial density
between the two time-points (Figure 2C, Supplementary Table

S1). Bouton dynamics were not significantly correlated to
mitochondrial density in axonal segments at daily or weekly
intervals (Rs = 0.005, Spearman’s correlation, p = 0.944;
Figure 2C, Supplementary Table S1). Similarly, there was
no apparent correlation between bouton dynamics and
mitochondrion-to-bouton ratios (Rs = 0.024, Spearman’s
correlation, p = 0.733; Figure 2C, Supplementary Table S1),
indicating that the overall availability of mitochondria along a
stretch of axon is not related to the degree of structural plasticity
occurring there.

As the overall density of axonal mitochondria was related
to bouton density, but not to bouton dynamics, we assessed if
there was instead a more local relationship between individual
boutons and mitochondria near them. Based on previous studies
and effective resolution limits of our imaging, we chose 1.5 µm
as a biologically relevant distance to presynaptic terminals
Smith et al., 2016; Smit-Rigter et al., 2016; see ‘‘Materials and
Methods’’ section). Whereas most mitochondria (65%) were
found within 1.5 µm of presynaptic terminals (centroid-to-
centroid distance; Figure 3A), only a minority of the total
pool of putative boutons (44%) had mitochondria closer than
1.5 µm (Figure 3B). This local organization did not occur
by chance, as randomizing or mirroring positions of either
mitochondria or boutons along the axon backbone resulted in
greater distances between them (Figures 3A–C). To determine
if the structure of boutons affected the ability of mitochondria
to localize there, we divided the bouton population into EPBs
and TBs. There was a higher likelihood of mitochondria at EPBs
(45 ± 3%, 95% CI) than TBs (measured from TB head, 27 ± 3%;
Chi-squared test, p < 0.0001; Figures 3D–F). It is possible that
mitochondria reside near TBs, but do not traverse their neck
region. Therefore, we estimated the location of the base of TBs
by re-plotting them to where they joined the axon backbone
(Figure 3G). The probability of mitochondria at the base of
TBs was higher (42 ± 3%) than at the head, and not different
from that of EPBs (data from day 0; Chi-squared test, p = 0.188;
Figures 3F,G).

Given that mitochondria have been implicated in the control
of presynaptic function, we hypothesized that mitochondrial
presence may relate to bouton maturity. To test this hypothesis,
we separated boutons by age (new or pre-existing; Figure 4A).
New boutons were formed between daily imaging sessions
(<24 h old), whereas pre-existing boutons were present before
imaging began (mixed ages). Some pre-existing boutons would
have been formed in the previous day and should have been
classed as new boutons, but we estimated this to be <10%
of the total population as this was the rate of daily bouton
formation (Supplementary Figure S5). Pre-existing boutons
were more likely than newly-formed boutons to have a resident
mitochondrion (proportion with mitochondria on the first
day tracked, pre-existing 38 ± 2%, new 32 ± 4%, 95% CI,
Chi-squared test, p = 0.0024; Figure 4B). However, new
boutons were still more likely to have mitochondria nearby
than predicted by chance (17 ± 3%, 95% CI, Chi-squared
test, p < 0.0001), as were pre-existing boutons (17 ± 2%,
Chi-squared test, p < 0.0001; Figure 4B). Further to this,
the likelihood of mitochondrial presence at long-lived boutons
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FIGURE 1 | Tracking bouton plasticity and mitochondrial positioning in axons of motor cortex neurons. (A) Adeno-associated virus (AAV) expressing cytosolic EGFP
and a mitochondrial targeting sequence (MTS) conjugated to TagRFP was injected into M1/M2 and a glass cranial window was implanted over S1. (B) A series of
coronal brain slices showing the viral injection site across the M1/M2 border (inset, top) and the axonal projection site at S1 under the cranial window (inset, bottom).
Only the ipsilateral half of the brain sections are shown. Pr = parietal cortex, D = dorsal, L = lateral, A = anterior. (C) Cropped two-photon (2P) images from in vivo
imaging show axons with high EPB density (EPB-rich) or high TB density (TB-rich). (D) (top) Imaging timeline for tracking bouton structural plasticity bouton loss and
gain. Viral injection and cranial window implantation were performed 24 days prior to initial 2P imaging. Arrowheads indicate imaging time-points. (bottom) Structure
and mitochondrial localization in a single cropped axon over 35 days imaged using in vivo 2P microscopy. Some boutons are labeled with arrowheads to show
examples of stable (yellow), lost (red) or gained (green) boutons. (E) Gaussian mixture modeling (GMM) was used to determine two potential populations (EPB-rich
and TB-rich axons) that result in the observed sample distribution of axonal EPB and TB densities (mean across time). Axons that had posterior probabilities below
70% were not assigned to a group (circled; see “Materials and Methods” section). Contour lines indicate the slope of the GMM distribution.

(those that survived the entire imaging period from the start)
rose over time (new boutons 28 ± 12% to 43 ± 13%, pre-
existing 46 ± 4% to 52 ± 4%, Cochran’s Q test, new, p = 0.235,

pre-existing, p < 0.0005; Figure 4C). This was not the case
with randomized mitochondrial positions, suggesting it is not
a chance phenomenon (pre-existing 15 ± 3% to 18 ± 3%, new
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FIGURE 2 | Mitochondrial density along an axonal segment is correlated to bouton density but not bouton dynamics. (A) Mitochondrial and bouton density
distributions for all axons (mean across time, n = 306 axons). (B) (left) Bouton and mitochondrial densities for each axon were strongly correlated (mean across time;
R2 = Pearson’s correlation, n = 306). Red dashed line = linear regression. (right) Histogram showing the distribution of mitochondrion-to-bouton ratios for all axons
(median = 0.65, approximately two mitochondria to every three boutons). (C) Example correlations between the fraction of boutons on each axon that were dynamic
(lost or gained; bouton dynamic fraction) and either: (left) the number of mitochondria relative to the number of boutons (mito:bouton ratio), or (right) mitochondrial
density. Results from the first weekly interval (between days 7 and 14) are shown (n = 196 axons over all weekly intervals, RS = Spearman’s rank correlation, see
Supplementary Table S1).

13 ± 9% to 22 ± 11%, Cochran’s Q test, new, p = 0.578, pre-
existing, p = 0.134). It was also not due to a general trend towards
increased synaptic localization of mitochondria over time, as
this was stable across the imaging paradigm (Supplementary
Figure S6). These data show that the longer a bouton survives,
the more likely it is to have a mitochondrion nearby.

It has been shown that newly-formed cortical boutons tend
to be lost more quickly than pre-existing boutons (Qiao et al.,
2015; Ash et al., 2018). Here, we show this is also true for
boutons on long-range axons of motor cortical neurons, in
which less than 30% of new boutons survived more than
1 week compared to ∼70% survival for pre-existing boutons
(median survival: new, 4 days, pre-existing, 35 days, Log-rank test,
p < 0.0001; Figure 4D). Interestingly—despite their differing
structures—TBs and EPBs show similar survival within these
groups (Figures 4E,F), with only a small difference in median
survival between new EPBs and TBs (new EPB, 4 days, new TB,
6 days, pre-existing EPB and TB, 35 days, Log-rank test, new,
p = 0.0006, pre-existing, p = 0.154; Figure 4F). This aligns with
the similarity in overall bouton turnover rates between EPB-rich
and TB-rich axons (Supplementary Figure S3).

To determine if mitochondria relate to the stability of
individual boutons locally, we assessed the survival of boutons

with and without mitochondria. For new synaptic boutons,
the chance of being removed was only slightly reduced if
mitochondria were present (without mitochondria 45 ± 6%
chance of being removed, with mitochondria 36 ± 8%;
Fisher’s Exact test, p = 0.031; Figure 4G). As localization
of mitochondria at TBs and EPBs appeared to be different,
we assessed the impact of having resident mitochondria
on the survival of the two bouton types separately. This
stabilizing effect on new boutons appeared to be mediated
by influence on EPBs, which were less likely to be lost if
they had a mitochondrion, whereas we did not detect any
mitochondrial influence on TB survival, albeit with lower n
numbers (Figure 4G; Fisher’s Exact test—EPBs, p = 0.031;
TBs, p = 0.784). The effect was much more pronounced for
older, pre-existing boutons, in which having mitochondria
decreased the probability of subsequent removal by ∼60%
(without mitochondria 17 ± 2%, with mitochondria 7 ± 2%;
Chi-squared, p < 0.0005; Figure 4H). This relationship between
mitochondrial proximity and enhanced bouton survival was
consistent across time for pre-existing boutons (Supplementary
Figure S7). Again, we assessed whether the stabilization of
boutons was dependent on bouton type. Even more strongly
than in new boutons, mitochondrial presence was strongly
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FIGURE 3 | Mitochondria are positioned more closely to en passant boutons (EPBs) than terminaux boutons (TBs). (A) The distribution of distances between each
mitochondrion and its nearest bouton was plotted against the results from 1,000 rounds of randomized positioning of boutons for comparison to chance levels.
Median ± range (shaded area). Kolmogorov–Smirnov (K–S) test between real data and the median of randomized positioning. As a further control, the real bouton
positions were mirrored along the axon backbone to maintain the inter-bouton distances (black line) resulting in a similar distribution to the randomized positioning.
(B) Same as in (A), but for boutons and their nearest mitochondrion compared to results from randomized/mirrored positioning of mitochondria. (C) Illustration of the
routine for randomizing positions. The original image was manually traced and a 2D skeleton interpolated from the segmented line trace. TBs were approximately
placed at the nearest point on the axon backbone (their base) for randomizing in 1D. The 2D skeleton was then straightened to 1D and either mitochondria were
randomly positioned alongside real bouton positions or vice versa. (D,E) Same as in (B), but for TBs only (D; using TB base position, see G) or EPBs only (E). (F) A
greater proportion of EPBs have mitochondria within a biologically relevant distance (1.5 µm, see “Materials and Methods” section) than TBs (day 0 data;
Chi-squared test). When mitochondrial localization was considered from the TB base instead of the head the difference was lost (Chi-squared test). Error
bars ± 95% CI. (G) Estimated location of TB bases was achieved by finding the nearest neighbor point on the axon backbone that was closest to the TB head and
re-plotting the TB to that position. 2P images were cropped for easier visualization.

related to decreased loss of pre-existing EPBs, but not of
TBs (Figure 4H; Fisher’s Exact test—EPBs, p < 0.0005; TBs,
p = 0.506). Overall, these results suggest that the immediate
survival of new boutons is weakly related to local mitochondrial
presence, but this relationship becomes stronger and more
consistent as boutons age.

DISCUSSION

It has long been reported that many, but not all, presynaptic
release sites have mitochondria in close proximity to them (Gray,
1959; Shepherd and Harris, 1998; Chang et al., 2006; Kang
et al., 2008; Obashi and Okabe, 2013; Smit-Rigter et al., 2016;
Vaccaro et al., 2017). We found that axonal mitochondria in
motor-somatosensory projection neurons are also preferentially
associated with a subpopulation of synaptic boutons (Figures 3,

4B,C), suggesting bouton-specific recruitment and/or anchoring
mechanisms (Kang et al., 2008; Courchet et al., 2013). The
fact that mitochondria can modulate synaptic function suggests
that having a resident mitochondrion may also relate to
the activity-dependent plasticity of the synapse. Here, we
have shown that there is indeed an association between
mitochondrial positioning at presynaptic terminals and their
structural longevity. As with other axons (De Paola et al.,
2006; Qiao et al., 2015; Ash et al., 2018; Morimoto et al.,
2018), we found that these motor-somatosensory axons exhibit
structural plasticity driven by the turnover of a minority of
their synaptic boutons (Figures 4D–F). Newly-formed boutons
are more likely to possess mitochondria within their first 24 h
(our smallest imaging interval) than by chance (Figure 4B),
suggesting a link between synaptic and mitochondrial function
even in the early stages of the synaptic lifecycle. Long-lasting
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FIGURE 4 | Mitochondrial presence at individual boutons is positively related to bouton age and longevity. (A) Timeline indicating the classification of pre-existing
boutons (first identified on day 0) and newly-formed boutons (first identified on days 1, 2 or 3). (B) Pre-existing boutons were more likely to have mitochondria
(<1.5 µm) than newly-formed boutons (Chi-squared test). Newly-formed boutons had more mitochondria present than with randomized positioning of mitochondria,
as did pre-existing boutons (Chi-squared test). Error bars ± 95% CI. (C) Boutons that persisted in every time point after day 2 (after all newly-formed boutons were
identified) had their mitochondrial localization tracked. Pre-existing boutons showed a significant increase in mitochondrial presence (Cochran’s Q test: χ2

(6) = 51.359,
p < 0.0005). New boutons also showed an increase; however, this was not statistically significant (Cochran’s Q test: χ2

(5) = 6.81, p = 0.235). When mitochondrial
positions were randomized, both new and pre-existing boutons did not show significant increases in mitochondrial localization (Cochran’s Q test: New, χ2

(5) = 3.807,
p = 0.578; pre-existing, χ2

(6) = 9.787, p = 0.134). Shaded areas are ± 95% CI. (D) Survival of boutons was measured as the time until bouton loss. Pre-existing
boutons were significantly more stable than new boutons (Log-rank test). The new bouton population was pooled from day 1–3 (light red lines). (E,F) Of the
pre-existing population, TB and EPB survival was similar (E), however, there was a small significant decrease in survival for new EPBs compared to TBs (F; Log-rank
test). (G) The proportion of new boutons with or without mitochondria that were lost after their first day. There was a significant decrease in bouton loss when
mitochondria were present at new boutons (Fisher’s exact test). This relationship was due to the population of EPBs and not TBs. (H) Similarly, pre-existing EPBs
with mitochondria were half as likely to be lost when compared to those without mitochondria (Fisher’s exact test). Error bars ± 95% CI.
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boutons are even more likely to have resident mitochondria
(Figures 4B,C) and this decreases the chance of those
boutons being removed by half (Figure 4H). This results in
a persisting population of synaptic boutons that are more
likely to contain mitochondria. As such, it seems likely that
mitochondrial recruitment links to some synaptic function
that promotes synaptic longevity (Rangaraju et al., 2019).
This aligns with the previous finding that, in local axons
within the visual cortex, boutons without mitochondria are
more likely to be lost over a 4-day period (Smit-Rigter
et al., 2016). Presynaptic mitochondria can modulate short-term
plasticity of neurotransmitter release via their sequestration
and slow release of calcium (Billups and Forsythe, 2002;
Sun et al., 2013; Kwon et al., 2016). Also, presynaptic
release probability does correlate with overall synaptic strength
and vesicle pool size suggesting that there may be a link
between mitochondrial influence on presynaptic release and
the likelihood of a synapse becoming stronger and/or more
stable (Monday et al., 2018). However, it remains unknown
whether mitochondria directly influence long-term plasticity of
synaptic function, as recently shown within dendrites (Smith
et al., 2016; Divakaruni et al., 2018), or are simply recruited by
alterations in synaptic activity to support ongoing presynaptic
function (Vaccaro et al., 2017).

Our data suggest that any link between mitochondria and
plasticity is local to neighboring synapses. This is because,
although the density of mitochondria along different axonal
branches varied considerably, it did not correlate with rates of
bouton plasticity at the branch level (Figure 2). In contrast,
the close proximity of mitochondria (within 1.5 µm) did relate
to individual bouton stability (Figure 4). Mitochondria can
be highly dynamic, undergoing rapid rounds of fusion and
fission alongside axonal trafficking (Lewis et al., 2018), making it
difficult to identify individual mitochondria over long periods of
time with low imaging frequency. However, it has been reported
that, despite the overall axonal positioning ofmitochondria being
unstable, there are more likely to be mitochondria stably retained
near boutons than non-synaptic locations (Smit-Rigter et al.,
2016). In this study, we found that the spatial arrangement of
mitochondria and synaptic boutons depends on bouton type
as mitochondria were generally located closer to EPBs than
to TBs (Figure 3). This may be because physical access to
the bouton head is restricted by the neck of TBs or could
reflect functional differences between bouton types. Indeed, the
difference in proximity was mirrored by the fact that local
mitochondria were strongly linked to the survival of EPBs
but not TBs. Interestingly, reported alterations in the stability
of EPBs associated with aging might hint at parallel changes
in synapse-mitochondrial coupling in the aged brain (Grillo
et al., 2013). There is no information on potentially different

mechanisms linking mitochondria to presynaptic function or
plasticity in TBs vs. EPBs. Perhaps the longer distance between
active zone and mitochondria in TB alters the way in which
mitochondria can influence local signals, such as Ca2+, that
may be crucial for plasticity. Potentially divergent plasticity
mechanisms at TBs and EPBs highlights the need for further
investigation of the underexplored differences between different
axonal bouton types.
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Dendritic spines are the morphological basis of excitatory synapses in the cortex

and their size and shape correlates with functional synaptic properties. Recent

experiments show that spines exhibit large shape fluctuations that are not related to

activity-dependent plasticity but nonetheless might influence memory storage at their

synapses. To investigate the determinants of such spontaneous fluctuations, we propose

a mathematical model for the dynamics of the spine shape and analyze it in 2D—related

to experimental microscopic imagery—and in 3D. We show that the spine shape is

governed by a local imbalance between membrane tension and the expansive force

from actin bundles that originates from discrete actin polymerization foci. Experiments

have shown that only few such polymerization foci co-exist at any time in a spine, each

having limited life time. The model shows that the momentarily existing set of such foci

pushes the membrane along certain directions until foci are replaced and other directions

may now be affected. We explore these relations in depth and use our model to predict

shape and temporal characteristics of spines from the different biophysical parameters

involved in actin polymerization. Approximating the model by a single recursive equation

we finally demonstrate that the temporal evolution of the number of active foci is sufficient

to predict the size of the model-spines. Thus, our model provides the first platform to

study the relation between molecular and morphological properties of the spine with a

high degree of biophysical detail.

Keywords: dendritic spines, actin, simulations, model, spontaneous shape change

1. INTRODUCTION

Dendritic spines are small protrusions from neural dendrites, which form the post-synaptic part of
most excitatory synapses in the cortex (Yuste, 2010). One of the central paradigms of neuroscience
is that synapses store memories by changing their transmission efficacies during learning (Martin
et al., 2000) and it has been shown that synaptic transmission efficacy correlates with size and
shape of the spines. This has been mostly studied using the volume of the spine head (Matsuzaki
et al., 2001, 2004; Zhou et al., 2004; Hotulainen and Hoogenraad, 2010, more details in Fauth and
Tetzlaff, 2016) providing evidence for a link between spine-morphological and synaptic-functional
properties. However, it recently became clear that most of the dynamic properties of changing
spine volumes emerge from spontaneous spine specific processes that are not determined by
the activity of the pre- or post-synaptic neuron (Dunaevsky et al., 1999; Yasumatsu et al., 2008;
Dvorkin and Ziv, 2016). As such spontaneous fluctuations could affect memory functions due to
the above described link (Mongillo et al., 2017), a thorough understanding of their characteristics
and underlying processes is necessary. Experiments imaging the shape of dendritic spines can
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provide snapshots at distinct time points, but mathematical
models are needed to bridge between these time points and to
understand shape fluctuations and their properties. However,
so far only phenomenological models have been proposed
(Yasumatsu et al., 2008; Loewenstein et al., 2011; Statman et al.,
2014; Hartmann et al., 2015) that describe fluctuations coarsely
on a timescale of days. Here, we take a different approach by
modeling the fast actin dynamics underlying shape fluctuations.
This approach also allows us to explore the influence of the
molecular and mechanical processes involved and to make
predictions on the fluctuations when their properties vary.

The spine shape is determined by its cytoskeleton, the main
component of which is actin. Actin is a globular protein (G-
actin), which can assemble into filamentous polymers (F-actin).
These polymers undergo a continuous treadmilling process
(Figure 1A; see e.g., Pollard et al., 2000; Mogilner and Edelstein-
Keshet, 2002; Bennett et al., 2011 for details): G-actin with
bound ATP is added preferentially to the barbed (+) ends of
the filament (see for example added monomer marked with P in
Figure 1A), while at the pointed (−) end older actin monomers
of the filament are mostly depolymerized. Thus, actin filaments
are polar structures with one end growing more rapidly than
the other. This asymmetry between barbed and pointed end is

FIGURE 1 | Components of the proposed spine fluctuation model. (A) Schematic picture of actin filaments in a polymerization foci at successive time-points.

Additional to polymerization of new actin monomers at the barbed ends, other events can occur in actin filaments, such as: branching the barbed ends by inserting

branching protein Arp2/3, capping barbed ends with capping proteins, uncapping minus end and depolymerizing uncapped minus ends. These events are indicated

by an arrow and the corresponding first letter (see glossary above the panels). (B) Our model for spine fluctuation assumes that the shape of the membrane is

determined by the membrane forces Fmem resisting bending and stretching and the forces generated by actin polymerization Ffil at a few foci. (C) Actin filaments at

the foci are considered to extent laterally to the membrane. Hence, force is proportional to the number of barbed ends at the focus and attenuated by a spatial kernel

W(x). The membrane is simulated by a discrete mesh (here depicted by dots) that moves every time-step proportional to imbalance of the acting forces (black

membrane → gray membrane). (D) The dynamics of actin in each focus are abstracted to a Monte Carlo model describing the state of the barbed and pointed ends

of any filament. We depict these state representations for the time course shown in (A). During simulations, the transitions between different states happen according

to the processes described in (A) with defined rates. See main text for details.

further strengthened when the ATP bound at actin filaments
hydrolyzes to ADP, which promotes disassembling of the pointed
ends by severing proteins, such as cofilin (D in Figure 1A),
when the pointed end is in an uncapped state (U in Figure 1A).
Following this, the disassembled cofilin-ADP-actin dissociates to
cofilin and anADP-actinmonomere and finally, profilin catalyzes
the exchange of ADP to ATP and the resulting ATP-actin is
again available for the polymerization process at the barbed end
(omitted in Figure 1A). Additional to this treadmilling process,
complexes, such as Arp2/3 can induce branching of a filament
whose two daughter-filaments have uncapped barbed ends (B in
Figure 1A) and capped minus ends. Moreover, barbed ends can
become unable to polymerize G-actin due to capping proteins (C
in Figure 1A).

Although the treadmilling process in dendritic spines occurs
at different velocities, two distinctive pools of F-actin can be
identified (Honkura et al., 2008): The static pool, which has a
slow treadmilling velocity and is localized at the base of the spine
head whilst the dynamic pool treadmills faster and is found at
the tip of the spine head. Honkura et al. (2008) suggest that these
pools have different functions: the static pool gives stability to the
base of the spine, while the dynamic pool causes spine expansion
due to the higher rate of actin polymerization resulting from
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the fast treadmilling velocity. Therefore, in this paper, we will
focus on the dynamic pool. Interestingly, the fast treadmilling in
this pool is not occurring uniformly distributed over the whole
spine, but at discrete foci of actin polymerization (Frost et al.,
2010). There are usually only a handful of those foci in one spine,
which are well-separated from each other and can be identified
by their increased polymerization rate. Because polymerization
has been identified as the molecular mechanism responsible
for spine shape fluctuations (Fischer et al., 1998), it can be
assumed that these foci generate the main expansive force that
underlies shape fluctuations, which are usually inhomogeneous
and asymmetric. Although the role of actin in synaptogenesis and
synaptic function has been thoroughly described (Cingolani and
Goda, 2008; Hotulainen et al., 2009; Korobova and Svitkina, 2010;
Basu and Lamprecht, 2018; Borovac et al., 2018), the exact role of
actin spontaneous protrusions is still unknown, albeit found in
the living mouse brain (Berning et al., 2012) and across different
neuron types (Dunaevsky et al., 1999).

Mathematical models that link actin activity to such
asymmetric spine fluctuations are, however, missing so far.
Although models of the actin treadmilling process have been
derived (Mogilner and Edelstein-Keshet, 2002) and adapted to
the conditions in the dendritic spine (Bennett et al., 2011), they
have not been connected to spine shape. To evaluate how shape
is influenced by actin dynamics, one has to consider not only
the forces created by the filaments, but also the counteracting
forces from the lipid membrane that encloses the spine. Such
models for force generation by actin filaments (Mogilner and
Oster, 1996) and their interaction with the membrane have been
derived and successfully applied to the movement of bacteria,
cell motility (Mogilner and Oster, 2003; Rubinstein et al., 2009;
Craig et al., 2015; for a review see Mogilner, 2006), and to
explain dendritic spine maturation (Miermans et al., 2017). Yet,
most of these models describe the dynamics of the cell shape
based on density descriptions of the actin filaments or assume
a homogeneous distribution of F-actin. However, considering
the comparably small numbers of filaments within the spine
(compare Korobova and Svitkina, 2010), a density description is
not applicable. The homogeneity assumption, in turn, entails very
regular and symmetric spine shapes, which are not observed in
experiment (e.g., Fischer et al., 1998) and also are not consistent
with the existence of actin polymerization foci.

Here, we present a model that considers heterogeneous actin
dynamics caused by foci of actin polymerization. We use the
forces generated by their treadmilling activity together with the
counteracting forces from the membrane and the membrane-
mediated coupling to other foci to derive a model of spine
membrane shape fluctuations in 2D. Moreover, we extend the
model to 3D to have a more realistic description of the spine
and show that shape fluctuations behave similarly to those in 2D,
suggesting that the 2D model can be used as a computationally
more efficient surrogate. We show that the properties of spine
fluctuations are strongly influenced by the dynamics of filament
assembly constituting the determinants of the force generation
by actin. The central finding of this study is that spine shape
fluctuations can be fully explained by the effect that the small
number of polymerization foci leads to a discretization of the

outwards pushing-force direction, while their limited life time
determines the temporal properties of these fluctuations. Thus,
we can also show that spine area evolution can be predicted by
the number of polymerization foci. Thus, this model provides the
required biophysically detailed basis for future investigations of
spine shape changes induced by synaptic plasticity.

2. MATERIALS AND METHODS

2.1. Model
Based on the findings of Frost et al. (2010), we assume that
the spine shape is determined by a small number of distinct
foci of actin polymerization (gray filaments in Figure 1B), for
which the processes of treadmilling, branching, and capping
of the filaments are modeled individually (see section 2.1.2).
As a consequence, each focus can have multiple barbed
ends generating forces that push the membrane outward (see
section 2.1.4, red arrows in Figures 1B,C). These forces concur
with the inward directed forces generated by the membrane’s
resistance against deformation (see section 2.1.5, green arrows
in Figures 1B,C). If these forces are locally unbalanced, the
membrane moves giving rise to shape fluctuations (transition
from black to gray membrane shape in Figure 1C). To simulate
this interaction of membrane shape and forces, we use discrete
time-steps and the finite elements method. In particular, the
membrane is represented by a mesh of points (or vertices)
for which geometrical properties, forces, and movements are
calculated (see Supplementary Material).

2.1.1. Membrane Mesh Initialization and

Morphological Constraints
As stated above, we represent the membrane enclosing the spine
by a mesh of vertices k ∈ {1, 2, ...nvertices} described by their (two-
dimensional) position vectors xk = (xk, yk), 1 ≤ k ≤ n. Upon
initialization, a polygonal approximation for a circle with radius
rs and centered at the origin of the x-y plane is created. As in this
study we focus on the shape fluctuations of mature spines, we
implement two major morphological constraints:

On the one hand, the spine neck of mature spines typically
contains heavily interlinked actin bundles which are rather stable
and have a much slower treadmilling velocity than those in the
spine tips (Okamoto et al., 2004). Along this line, the spine
neck width is largely stable on the here considered timescale of
hours (Tønnesen et al., 2014). Therefore, we fix the location of
mesh-points at the neck throughout the whole simulation. We
establish those fixed mesh points during the mesh initialization
by selecting all points x = (x, y) with y ≤ hneck and fixing them
to (x, hneck). Here we define hneck as the value of y where x = rneck
and y < 0.

On the other hand, the movement of the post-synaptic
density (PSD) is constrained as it is heavily interlinked with
the presynaptic site. Also, the PSD size on unstimulated spines
is conserved over the timescale of hours (Meyer et al., 2014).
Therefore, we fix the mesh-points (x, y) with y ≥ hPSD to
(x, hPSD), where hPSD is the value of y where x = rPSD and
y > 0. Hence, the resulting initial shape resembles a flat disk.
A schematic depiction of this process is given in Figure S1. Note
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that because the number of synaptic receptors is correlated with
PSD size, the assumption of fixed PSD size implies no change in
synaptic current.

2.1.2. Actin Dynamics at Individual Foci
We adapt the stochastic model proposed by Bennett et al. (2011)
for F-actin dynamics of the actin dynamic pool in the spine head.
Because we are concerned about the spontaneous spine shape
fluctuations, we only simulate the treadmilling process of Bennett
et al. (2011) in which G-actin is polymerized at the uncapped
barbed ends in every time-step of length 1t . In addition, the
following processes can occur at each actin filament:

• Uncapped barbed ends branch by including an Arp2/3
molecule and give rise to a new filament with a probability
1tγbranch(t).

• Uncapped barbed ends are capped by a capping protein
with a probability 1tγcap. Because polymerization is not
possible when a barbed end is capped, such barbed end does
not generate force. As uncapping occurs very seldom, these
filaments are eliminated from the simulation.

• Capped minus ends are uncapped with a probability 1tγuncap.
• Uncapped minus ends are severed with a probability 1tγsever ,

which leads to the removal of the respective filament.

Note that these events are necessary so that the length and
concentration of F-actin are within a biologically plausible range.
Otherwise, filaments will grow and live indefinitely. In Bennett
et al. (2011), the branching rate for a filament γbranch(t) depends
on the total number of barbed ends B(t) in the spine at time t,
γbranch(t) = γ̂branch(t)/B(t). However, in our model we assume
that there are discrete foci of actin polymerization. Hence,
we adapt the branching rate to be proportional to the local
number of barbed ends Bi at each focus i, thus γ i

branch
(t) =

γ̂branch(t)/B
i(t).

Moreover, actin dynamics in our model are embedded in a
2Dmembrane that approximates the dendritic spinemorphology
instead of one straight line used by Bennett et al. (2011) in which
the barbed ends at the membrane branch freely at a rate γ̂branch(t)
proportional to a constant treadmilling velocity vT(t). However,
the cell membrane imposes a resistance to filament assembly
and thus, decreases this rate: if the membrane resistance is high,
then the filament will be less likely to branch. In our model,
this membrane resistance depends on the local spine geometry.
Hence, following Mogilner and Edelstein-Keshet (2002) we
assume that the branching rate depends on the treadmilling
velocity vT(t) = φkonδa where δ is the length of an actin
monomer, kon the barbed end monomer assembly rate, and a the
concentration profilin-ATP-actin available for polymerization.
As we are notmodeling plasticity related changes in this study, we
can consider a as a constant (see Supplementary Material). This
free polymerization velocity is attenuated due to a counteracting
membrane force according to the Brownian ratchet theory
(Mogilner and Oster, 1996; Footer et al., 2007), which takes into
account the absolute temperature T, the Boltzmann’s constant kB
and the force Fimem(t) working against polymerization which is
generated by the membrane at the ith focus center. Thus, the

branching probability at each focus is given by

γ i
branch(t) = φkonδa exp

(

−||Fimem(t)||δ
kBTBi(t)

)

1

Bi(t)
. (1)

Note that this membrane-force-dependency of the branching rate
generates a feedback between the number of barbed ends and
membrane shape.

In this study, we are not interested in the geometrical
configuration of the actin filaments but rather in the amount
of force generated by actin polymerization. Therefore, we
characterize F-actin by the states (capped/uncapped) of its barbed
end (normally uncapped) and pointed end (normally capped
or bound to a Arp2/3 complex) instead of explicitly simulate
each filament and how it grows in space as in Bennett et al.
(2011). Such filament states change when a branching, capping
or severing event occur in the model described above, i.e., when a
random number drawn for this filament falls below the indicated
probability. We iterate through all filaments with uncapped
barbed ends within the active actin polymerization foci and the
above processes in the indicated order. Afterwards, the remaining
uncapped barbed ends in each polymerization focus i are counted
and their number Bi is used to calculate the expansive force
exerted by that focus (see section 2.1.4). Figure 1D shows an
exemplary temporal evolution of the active filaments in one of
the polymerization foci, where all of these processes occur. The
rate values are stated in Table 1.

2.1.3. Foci Generation and Removal
Note that the activity of a focus is determined by its uncapped
barbed ends, which can only emerge from other uncapped barbed
ends due to branching; hence, foci naturally become inactive and
removed as soon as they have no uncapped barbed ends left.
Therefore, mechanisms for generation of new foci are necessary.
Frost et al. (2010) observed that the discrete actin polymerization
foci locate mostly at the spine tip but also through out the spine.
The majority of their F-actin is shorter than 200 nm and reaches
a peak density within 300 nm of the PSD center. Moreover, Frost
et al. (2010) noted that the dynamics of F-actin at these foci must
be regulated near the membrane due that the branching protein
Arp2/3 concentrates within 100 nmof the spinemembrane whilst
the filament severing protein cofilin concentrates within 200 nm
of the membrane. Furthermore, data from Rácz and Weinberg
(2008) show that Arp2/3 complex is mainly distributed in a
doughnut-shaped domain within the spine that could represent
a zone where F-actin branches and generates the forces necessary
for membrane protrusion. Taken all together, we assume that
actin polymerization foci must initiate near to the membrane and
PSD so that filaments conserve their small size and co-locate with
the branching proteins.

Therefore, in our model the nucleation of a new actin
polymerization focus i is implemented in two steps: First,
a two dimensional nucleation position denoted by a vector
Xi
n (see Figure 1C) is selected in the following way: To

simultaneously account for the above geometrical restrictions
and the asymmetrical form of the spine head, we generate a set
of 1,000 uniformly distributed candidate points inside the spine.

Frontiers in Synaptic Neuroscience | www.frontiersin.org 4 March 2020 | Volume 12 | Article 9123

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Bonilla-Quintana et al. Shape of Synaptic Spines

TABLE 1 | Model parameter values.

Symbol Unit Definition Value References

1t s Length of the time-step 1/8 Frost et al., 2010 (fitted as in Mogilner and Edelstein-Keshet, 2002)

δs µm Target length of and edge 0.03 Fitted for numerical accuracy (see text)

rs µm Initial spine radius 0.5 Tønnesen et al., 2014; Miermans et al., 2017

rneck µm Neck radius 0.0995 Tønnesen et al., 2014; Miermans et al., 2017

rPSD µm PSD radius 0.3571 Meyer et al., 2014

nf0 1 Initial number of nucleation points 4 Frost et al., 2010

γcap s−1 Barbed-end capping rate 1 Bennett et al., 2011

γuncap s−1 Uncapping rate for—ends 1/30 Bennett et al., 2011

γsever s−1 Depolymerization/Severing rate of—ends 1 Bennett et al., 2011

γf s−1 Nucleation rate of new actin focus of activity 0.1 Basu and Lamprecht, 2018, see text

a µM Concentration of profilin-ATP-actin at steady state 3.8 Bennett et al., 2011, see Supplementary Material

φ µm−2 Proportionality constant 75 –

kon µM−1s−1 Barbed-end monomer assembly rate constant 11.6 Mogilner and Edelstein-Keshet, 2002

δ µm Length of an actin monomer 0.0022 Mogilner and Edelstein-Keshet, 2002

kBT pNµm Thermal energy 0.0041 Mogilner and Edelstein-Keshet, 2002

P pNµm−2 Difference between internal and external pressure 85.7143 Young-Laplace law see Deserno, 2015

τ pNµm−1 Surface tension 15 Pontes et al., 2013

κ pNµm Bending modulus 0.18 Pontes et al., 2013

α pN Strength of filament influence 3.8 Miermans et al., 2017

σ 1 Extend of filament influence 0.3 –

ζ µm2s−1pN−1 Strength of force update 0.002 –

λ µm Nucleation distance parameter 0.025 –

From this candidate set, we remove all points that are not within
a distance of 0.1µm from the membrane and that are within
0.1µm from the PSD. Then, one of the remaining ncand points

j is selected with probability pj = e−dj/λ

(

ncand
∑

l=1

e−dl/λ

)−1

, which

depends on its distance from the PSD dj via a scale parameter λ.
For λ → 0+ nucleation near to the PSD is favored whereas for
λ → ∞ the distance to the PSD has no influence.

Second, the primary nucleation direction is randomly selected
as the vector pointing from Xi

n to one of the membrane points
that are within 0.1µm. The position of the selected membrane
vertex k is referred to as the center of the focus Xi

c : = xk. As the
foci are relatively short-lived, we assume that this direction does
not change over the lifetime of the focus.

2.1.4. Actin-Generated Force
As in Mogilner and Oster (2003), we take the propulsive
force generated by actin polymerization to be proportional
to the number of uncapped barbed ends within each focus.
Here, such force is assumed to be acting at the center of an
actin polymerization focus Xi

c and to extend laterally to the
nearby vertices. When a branching event occurs, a new filament
extends at an angle of 70◦ from the branched filament. Here,
instead of explicitly modeling each filament, as in Bennett et al.
(2011), we assume that a continuously changing amount of
short-lived filaments with uncapped barbed ends at each focus
generates a force that distributes symmetrically. Hence, the force
contributions can be summed into a Gaussian Kernel around the

focus center, given by

W(x) = α

σ
√
2π

e
− x2

2σ2 , (2)

with an amplitude α and standard deviation σ . Then, the
resulting force vector at the vertex k (located at xk) is proportional
to the number of barbed ends in the focus and is given by

Ffil(x
k) =

∑

i∈1,2,..nf
W(||xk − Xi

c||)Bi(t)Vi,k, (3)

with nf being the number of currently active actin foci with

B barbed ends and Vi,k = xk − Xi
n

||xk − Xi
n||

the normalized direction

vector of the force from focus i. In this way, the force exerted by
actin is spatially extended proportionally to the number of barbed
ends at each focus.

2.1.5. Membrane Force
Biological lipid membranes, such as the one confining the
spine head, are composed of single molecules that self-assemble
into stable fluid films of macroscopic lateral scales with lateral
dimensions greatly exceeding their thickness (Deserno, 2015).
Therefore, modeling approaches consider themembranes as two-
dimensional elastic continuum (Guckenberger and Gekle, 2017)
(described by a manifold Ŵ) in which any deviation of the
equilibrium shape increases the membrane energy and induces
response forces that return the membrane to its equilibrium
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(Krüger, 2012). Generally, the bending contributions to this
energy are described by the Helfrich free energy (Helfrich, 1973),
for which constrains of size and total surface conservation are
often added. Hence, the membrane energy is given by

Emem = P� + τS+ 2κ

∫

Ŵ

H2ds (4)

where the membrane’s physical properties are characterized by
the difference between internal and external pressure P, the line
tension (or surface tension in 3D) τ , and the bending modulus
κ . � is the area enclosed by the membrane (or volume in 3D),
S is the boundary length (or surface area) and H is the mean
curvature. The membrane force vector Fmem(x

k) at vertex k is
given by

Fmem(x
k) = −∂Emem

∂xk
. (5)

On our discrete mesh, the geometrical properties �, S, and
H, and hence, the resulting force can be approximated for
each vertex by taking its next neighbors in the mesh into
account (see Supplementary Material). Note, however, that the
approximations of the geometrical properties are only valid when
the mesh is dense enough. Therefore, when the vertices move too
far apart from each other, we refine our mesh (remeshing, see
section 2.2).

Together with the fixed spine neck and PSD vertices, the
membrane force gives rise to a characteristic “resting shape,”
to which the spine converges in the absence of other forces
to minimize area, length and curvature (see e.g., Figure 4A for
resting shapes resulting for different PSD-sizes).

2.1.6. Membrane Movement
In the presence of both actin and membrane generated forces,
the spine shape is determined by a balance between them. If
the forces are unbalanced at one of the mesh vertices, they will
generate a movement of that vertex and deformation of the
membrane. For simplicity, we assume that the motion of the
vertex k is proportional to the net force with a proportionality
constant ζ . Thus, the displacement of vertex k in time is given by

dxk

dt
= ς

(

Fmem(x
k)+ Ffil(x

k)
)

. (6)

This equation is implemented in discrete time-steps using a
classical Runge-Kutta algorithm, in which we keep Fk

fil
constant

during the whole calculation step. However, the interaction
between neighboring membrane points can still give rise to
diverging oscillations. Therefore, if the membrane displacement
in a single time-step exceeds a certain displacement tolerance
(dtol = 0.0001µm), we split this time-step in two intervals and
calculate the displacement of all membrane vertices in each of
them until the displacement is smaller than the tolerance.

2.2. Simulation
2.2.1. Individual Foci
First, a single actin polymerization focus is simulated using
the Monte Carlo model (section 2.1.2) with fixed ||Fmem|| in

Equation (1). The focus is initialized with different numbers of
barbed ends (between 1 and 20) and simulated until all barbed
ends have vanished. Hereby, the number of barbed ends in each
time-step as well as the lifetime of the focus are tracked. In order
to compare the outcomes of these simulations with theoretical
expectations, we investigate the dynamics of the barbed ends
in a deterministic framework where we take B as a continuous
quantity. For this, we derive the rate equations assuming that
a focus has B filaments with barbed ends that classify into two
types according to the state of its minus end. Here, mc denotes
the filaments with capped andmu filaments with uncappedminus
end, and the deterministic dynamics of B in a focus is given by

dmu

dt
= γuncapmc − γsevermu − γcapmu,

dmc

dt
= γ̂branch(t)− γuncapmc − γcapmc,

B = mu +mc. (7)

As γ̂branch(t) in turn depends on B, these equations are
highly non-linear and have been solved for their stationary
state numerically. Note that the steady state of such
deterministic system should match the mean value of our
stochastic simulations.

2.2.2. 2D Model
Simulations are performed in MATLAB on a desktop computer.
Table 1 contains the parameters used in the simulations, unless
stated otherwise. We first initialize the mesh by tracing a
circle with equidistant vertices of δs, then the vertices of PSD
(neck) are fixed as described in section 2.1.1. Subsequently, we
simulate an initialization period in which the mesh points xk

move considering only the force generated by the membrane
(see Figure S1). In such simulation, the force generated by
the membrane is computed for each vertex (following to the
calculations given in the Supplementary Material). Then the
vertices move according to Equation (6), except those belonging
to the PSD or neck that we fixed when generating the initial
shape. During this initialization period the spine shape shrinks
until it reaches a stable configuration, which we refer to as the
resting shape.

As discussed above, the finite elements approximations of
the geometrical properties are only valid when the mesh is
dense enough. If the vertices move too far apart from each
other these properties are lost, and therefore, the mesh has to
be redefined. Thus, we perform remeshing at each time-step
by calculating recursively the distance between two neighboring
vertices and remove one if the distance between them is below
dmin = (3/5)δs or add a new vertex in between if the
distance is above dmax = (4/3)δs. Hence, for a mesh with

vertices {x1, . . . , xk, xk+1, . . . , xnvertices}, if
∥

∥

∥
xk, xk+1

∥

∥

∥
> dmax

then xnew = (xk + xk+1)/2 and the new mesh is given by
{x1, . . . , xk, xnew, xk+1, . . . , xnvertices}. Note that the order of the
mesh persists despite the addition or deletion of vertices that
changes the size of the mesh nvertices.

After finding the resting shape configuration of the
dendritic spine, we include actin dynamics and forces in
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the simulation (sections 2.1.2 and 2.1.4). For this, initially, nf0
actin polymerization foci are inserted as described in section
2.1.3 and the generation of new foci is enabled. Note, that the
indicated simulation times start after the initialization phase.
During the simulations (Figure 3) we track the spine shape by
saving the mesh regularly as well as the spine area, which is
recorded every time-step. To assess the influence of different
model parameters (Figures 4–10), we perform one 90 min
simulation for each parameter value and determine the mean,
standard deviation and auto-correlation function of the spine
area fluctuations. Moreover, we evaluate the distribution over the
assumed values of the number of foci and barbed ends and the
mean lifetime of polymerization foci. We then perform fifteen
15-min-simulations with different initial polymerization foci to
obtain statistics for different initial conditions, estimate their
uncertainty, and test whether values vary significantly.

2.2.3. 3D Model
Simulations in 3D are performed as in 2D, albeit with some
changes in the analytical calculations for the membrane force.
For example, the curvature calculation of a vertex in 2D only
considers that and the next adjacent vertices, whilst in 3D
this calculation is a function of the six neighbors of that
vertex (see Supplementary Material formore details). Therefore,
simulations in 3D are more complex.

In the 3D case, the mesh is initialized using the MATLAB
function icosphere.m (Ward, 2015) which generates a unit
geodesic sphere that we multiply by rs. Additionally, in 3D the
mesh has to be isotropic and conserve the number of neighbors

of each vertex at each time-step to maintain the geometrical
properties of the finite elements approximation. Thus, remeshing
is implemented using the MATLAB function remeshing.m (Helf,
2015), that is based on OpenMesh (Botsch et al., 2002; Computer
Graphics Group, 2018). The target edge length is set to δs
and three iterations are performed each time. To compare the
3D shapes with the 2D simulations we do a two-dimensional
projection of the three-dimensional mesh. For this, we project all
points to the x-z-plane and trace a boundary around the projected
points using the MATLAB function boundary.m. Likewise, we
project to the y-z-plane to compare the two 2D projections of the
same spine.

3. RESULTS

3.1. Individual Polymerization Foci Have
Finite Lifetime Depending on the
Membrane Force
In order to understand the highly non-linear interaction between
actin dynamics and membrane force, we first simulated the
model for a single actin polymerization focus with a constant
counteracting membrane force Fmem in Equation (1). We then
tracked the time course of the number of barbed ends in our
Monte-Carlo model (Figure 2A). During these simulations the
number of barbed ends changes on the scale of 100 ms, meaning
that there is a fast turnover of barbed end, which justifies our
assumption of force kernel (section 2.1.4). Moreover, the number
of barbed ends fluctuates around a mean value (dashed lines in

FIGURE 2 | Actin polymerization focus. (A) Evolution of barbed ends over time at a single actin polymerization focus. Blue solid line corresponds to ||Fmem|| = 0pN

and orange solid line to ||Fmem|| = 3pN. Dotted lines indicate theoretical mean values calculated using the deterministic model for barbed ends in Equation 7. Colors

correspond to the different values of ||Fmem||. Arrow indicates the lifetime of the focus corresponding to the blue curve. (B) Occurrence frequency (x-axis) of each

number of barbed ends (y-axis) over all time-steps (of length 1t ) in (A). Colors as in (A). (C) Mean and standard deviations of mean number of barbed ends B over 50

simulations each for different values of ||Fmem||. (D) Same for focus lifetimes. Blue and red dots mark the force values used in (A,B). (E) Mean lifetime over mean

number of barbed ends for 50 simulations varying force values.
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Figure 2A) on a timescale of seconds. This mean value depends
on the counteracting force: If Fmem increases, the mean number
of barbed ends decreases (blue and orange dashed lines in
Figures 2A–C). Importantly, the foci have non-zero probability
to transit to B = 0. At that point no barbed end can be generated
by branching anymore and the focus is dynamically dead. As a
result all foci have limited lifetime. We also tracked this lifetime
at different counteracting forces and find that it decreases when
increasing the force (see Figure 2D). We finally evaluated the
relation between the mean number of foci and the lifetime for
varying forces and find that foci with more barbed ends live
longer (Figure 2E), as expected from the above reasoning.

The dependency of the mean number of barbed ends
(Figure 2C) and the lifetime of a focus (Figure 2D) on the
membrane force can be explained by the fact that increasing
Fmem decreases the branching rate (see Equation 1). Accordingly,
the mean number of barbed ends is smaller and the distribution
is shifted toward smaller numbers of B (Figures 2B,C). This
increases the probability of being at B = 1, and, in turn, the
probability to reach zero barbed ends. Consequently, the lifetime
of these actin polymerization foci decreases when increasing the
counteracting force. This relation between membrane force and
focus lifetime indicates that the spine shape, which determines
the membrane force, influences magnitude and the temporal
properties of the shape fluctuations.

3.2. Shape-Fluctuations of the Spine
In the next step, we studied the interplay between the membrane
and actin forces. For this, we simulated the full model with
multiple actin polymerization foci distributed within a spine head
(Figures 3A,B). We initialized the model with four of such foci
that push the spine membrane outward. However, as the lifetimes
of foci (Figures 3C,G) are much shorter than the lifetime of
spines, which can persist over months (Holtmaat et al., 2005),
we introduced a focus creation mechanism (i.e., nucleation of
new actin polymerization foci, see section 2.1.3) where new foci
are created at the beginning of each time-step at a rate γf . As
it is not clear from experimental data where such nucleations
happen, we also introduced a distance parameter λ which allows
us to scale continuously between focus nucleation everywhere
within the spine and nucleation close to the PSD. The influence
of these parameters on the emerging shape fluctuations will
be investigated in detail later (see section 3.3.5). Without this
nucleation mechanism, all foci quickly reach zero barbed ends
(in <9 s in Figure 3G) and the spine returns to the resting shape
(gray line in Figure 3B). Moreover, spine area fluctuations also
cease (gray line in Figure 3D).

Figures 3A,B (blue line) show the resulting shape dynamics
of the spine in our model. The proposed nucleation mechanism
together with the short lifetimes of individual foci allows the
spine to have different asymmetric shapes over time, which
are qualitative similar to the experiments (Fischer et al., 1998).
Note that during the depicted time interval, several foci have
died out and several others have been nucleated (Figure 3E).
Moreover, the mean number of barbed ends at these foci is
continuously fluctuating (Figure 3F). In general, we observed
that spine area increases when several foci are active at the same

time or when a focus is long-lived (Figures 3D,E). Thus, shape
and area fluctuations of a spine are the result of the transiently
active foci working against the membrane. In particular, they are
generated by the stochasticity of the molecular dynamics of actin
filament assembly, which eventually leads to the die-out of foci.
Therefore, it can be expected that the molecular dynamics as well
as themechanics through which they interact with themembrane
will have a major impact on the emerging fluctuations.

3.3. Influence of Model Parameters
In order to better understand how spine size fluctuations are
affected by the dynamics of actin and the interplay between forces
generated by actin polymerization foci and spine membrane,
we investigated the effect of varying multiple model parameters.
For this, we used the parameters in Table 1 and increased or
decreased the value of one selected parameter at a time.

3.3.1. Size of the Post-synaptic Density
Experimental studies show that there is a strong correlation
between spine volume and PSD size (Arellano et al., 2007; Meyer
et al., 2014). Therefore, we tested if this correlation holds in the
presence of spontaneous fluctuations by changing the size of the
PSD (rPSD, see section 2.1.1), which affected the size, and thus,
also the area of the resting spine shape. For example, when the
radius of the PSD was enlarged to rPSD = 0.4330, the distance
between PSD and neck was also affected, which altered the resting
shape of the spine (Figures 4A,C, black line). Accordingly, the
mean spine area, evaluated over 90 min simulations of individual
spines, increased with the PSD size (Figure 4G, pale bars). To test
whether this tendency is significant, we performed a Welch-test
comparing the mean spine areas in fifteen 15 min simulations for
each PSD size (Figure 4G, full colored bars). We found that the
small PSD size (set to rPSD = 0.2179) gives rise to significantly
smaller mean areas.

Figures 4D,F shows that area fluctuations behave differently
when the PSD size varies. To quantitatively describe such
fluctuations, we used the standard deviation and autocorrelation
functions. A small standard deviation indicates that spine area
fluctuations tend to be close to the mean, whilst high values
indicate larger area fluctuations. The autocorrelation function
shows the area correlation with itself at different time points.
Therefore, if the autocorrelation function decays fast, then the
area fluctuation is correlated to itself only for a short time,
indicating that the area fluctuations occurmore rapidly. Thus, the
area standard deviation accounts for the size of area fluctuations
and the slope of the autocorrelation function for their speed.
Using these functions, we find that the medium PSD-size spine
from the 90 min simulation shows a smaller area standard
deviation than the 90 min simulations of spines with different
PSD-size (Figure 4H, pale bars), multiple simulations show that
the area standard deviations are similar. We found that the area
of spines with large PSD-size is temporally longer correlated
to itself, indicating that the fluctuations occur more slowly
(Figure 4I). One reason for this might be that the membrane
forces typically decrease for larger spines such that the decay
back to the rest shape happens more slowly. Interestingly, the
autocorrelation for spines with medium PSD size decays even
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FIGURE 3 | Shape fluctuations of the spine. (A) Snapshots of the spine head shape with (blue line) and without (gray line) nucleation of new actin polymerization focus

taken every 15 s. Asterisk correspond to the initial nucleation positions Xn and blue squares indicate nucleation positions of the active foci at the indicated time. (B)

Same as (A) but taken every 60 s. (C) Occurrence frequency of foci lifetime over all time-steps (of length 1t ) in the simulation with nucleation. (D–F) Evolution of the

spine area (D), number of foci (E), and mean number of barbed ends (F) over time. Gray and blue lines represent the simulation without and with nucleation of new

foci, respectively. (G) Evolution of the number of barbed ends in each actin focus (color-coded) in the simulation without nucleation of new foci.

faster than that for small PSD size. This may be due to the fact
that the actin polymerization foci in spines with smaller PSD
tend to last longer (Figure 4L). Taken all together, the correlation
between the spine and PSD size find in experiments hold in our
model with spontaneous shape fluctuations. Interestingly, the
size of these fluctuations was similar despite PSD size due that
the number and lifetime of the actin polymerization foci were not
significantly affected by the PSD size.

The 90 min simulation of the spine with a large PSD-
size also exhibits a period (between min 60 and 70) where
the spine area fluctuations cease (blue bar in Figure 4F, spine

shapes in Figure 4C.II). Although new foci are nucleated during
this period, changes in spine shape are minor because new
foci randomly nucleate nearby each other (locations marked
by circles in Figure 4C.II). Moreover, the curvature near these
foci is large, such that the force generated by the membrane is
higher decreasing the branching rate; and hence, the lifetime of
those foci.

3.3.2. Branching Rate Amplitude φ

The branching rate of actin polymerization foci γbranch in
Equation (1) is scaled by an amplitude φ. Three simulations with
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FIGURE 4 | Spines with varying PSD size. Spine shapes (gray lines, plotted every 15 s) over 90 min of simulation for (A) small, (B) medium, and (C) large sized PSDs.

Black line corresponds to the resting shape. (C.II) Shapes of the large PSD-size spine between min 60 and 70 (color-coded from dark to light blue). Black open circles

correspond to the nucleation points. (D–F) Evolution of the spine area over time. (G) Temporal mean over area in 90 min simulation (pale bars, errors are standard

deviations over 50 bootstraps) and average of temporal means over fifteen 15 min simulations (saturated color, errors are standard deviations of the mean) over

different PSD sizes. The p-value for significant Welch-tests is indicated. (H) Same as (G) but for standard deviation of the area fluctuations. (I) Autocorrelation

functions for the area fluctuations in the 90 min simulations. (J) Histogram of the mean number of barbed ends at the polymerization foci at each time-step of the

90 min simulation. (K) Histogram of the active actin polymerization foci. (L) Mean lifetime of a focus, color-coded as in (G).

different values of φ over 90 min, as well as the fifteen 15 min
repetitions with different initial conditions, show that an increase
of φ enlarges the mean spine head area significantly (compare
orange and blue bars in Figure 5D, p-value for significantWelch-
tests indicated). The 90 min simulations (Figures 5A,B) show
that a decrease of φ induces a small decrease in spine mean area
(light bars in Figure 5D). However, the fifteen 15 min simulation
show a larger decrease (full bars in Figure 5D). This relation
between the mean area and φ can be explained by the fact that
spines with a larger value of φ also have more barbed ends at
the actin polymerization foci (Figure 5G). Due to this increased
number of barbed ends, the polymerization foci of those spines
tend to last longer (Figure 5I). As a consequence, there are more
actin polymerization foci in spines with a larger branching rate
amplitude (Figure 5H), which push the membrane outwards and
increase the area. A similar picture emerges for the magnitude of
the fluctuations measured by the standard deviation (Figure 5E)
of the area as well as for the timescale of the autocorrelation
decay (Figure 5F). Especially for large values of φ we observe a
significantly larger standard deviation (Figure 5E) and a slower
autocorrelation decay (Figure 5F). This fits well with the idea that
the polymerization foci are more long lived; and therefore, push
the membrane outward for longer times leading to larger area
deviations. We conclude that an increase of φ enlarges the mean,

the standard deviation and the autocorrelation decay timescale
of the spine area fluctuations due to an increase of the lifetime
of actin polymerization foci. However, a decrease in φ by the
samemagnitude does not affect the spine area to the same degree,
which highlights that the underlying processes are subject to
non-linear interactions.

3.3.3. Lateral Extent of Actin Filament σ

Besides the number of barbed ends at the actin polymerization
foci, the actin generated forces and the resulting deformations
of the membrane are also determined by the lateral spatial
extent of actin filaments (σ in Equation 2). When the lateral
extent is small, the width of the bump pushing the membrane
forward generated by the focus is narrow. The shape of this bump
has a direct effect on the geometrical properties of the spine
membrane around the focus. For example, a narrow protrusion
has a greater curvature, which produces an increase in ||Fmem||
working against this deformation. This entails a decrease in
the branching rate as well as in the mean number of barbed
ends (Figure 6G) and leads to less active foci with a shorter
lifetime (Figures 6H,I). This shorter lifetime implies that foci
push the membrane for shorter time such that the variations
in the spine area become smaller (Figure 6E) and decay faster
(Figure 6F).
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FIGURE 5 | Varying the branching rate amplitude φ. (A–C) Evolution of the spine head area over time for different values of φ: (A) φ = 65, (B) φ = 75, and (C) φ = 85.

(D) Temporal mean of the spine head area. Light bars correspond to values from single 90 min simulations (standard deviations obtained from 50-fold bootstrap). Full

colored bars and errors correspond to the mean and standard deviation over fifteen 15 min simulations. The p-value for significant Welch-tests is indicated. (E)

Standard deviation of the spine head area over time. (F) Autocorrelation functions for the area fluctuations in the 90 min simulations. (G) Relative frequency of the

mean number of barbed ends per focus over all simulation time-steps from (A–C). (H) Relative frequency of the number of actin polymerization foci. (I) Mean lifetime

of a focus.

FIGURE 6 | Varying the filament lateral extent σ . (A–C) Evolution of the spine head area over time for different values of σ : (A) σ = 0.2, (B) σ = 0.3, and (C) σ = 0.4.

(D) Temporal mean of the spine head area. Light bars correspond to values from single 90 min simulations (standard deviations obtained from 50-fold bootstrap). Full

colored bars and errors correspond to the mean and standard deviation over fifteen 15 min simulations. The p-value for significant Welch-tests is indicated. (E)

Standard deviation of the spine head area over time. (F) Autocorrelation functions for the area fluctuations in the 90 min simulations. (G) Relative frequency of the mean

number of barbed ends per focus over all simulation time-steps in (A–C). (H) Relative frequency of the number of actin polymerization foci. (I) Mean lifetime of a focus.

3.3.4. Movement Speed ζ

The conversion factor between force imbalance and movement
ζ can be expected to have a strong influence on the magnitude
of spine shape change per time-step. Judging from the dynamics
shown in Figures 7A–C, the area fluctuations also seem to be
much faster when increasing ζ . However, this is mostly due to an

increase in the amplitude of the fluctuations (Figure 7E) whereas
the timescale of the autocorrelation decay remains relatively
constant. Note that an increase of ζ enhances spine fluctuation
extent, and it also affects the membrane geometrical properties,
the membrane force and, hence, the barbed end branching rate.
This leads to less barbed ends (Figure 7G) and a reduction of the
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FIGURE 7 | Varying the movement speed ζ . (A–C) Evolution of the spine head area over time for different values of ζ : (A) ζ = 0.001, (B) ζ = 0.002, and (C)

ζ = 0.003. (D) Temporal mean of the spine head area. Light bars correspond to values from single 90 min simulations (standard deviations obtained from 50-fold

bootstrap). Full colored bars and errors correspond to the mean and standard deviation over fifteen 15 min simulations. (E) Standard deviation of the spine head area

over time. The p-value for significant Welch-tests is indicated. (F) Autocorrelation functions for the area fluctuations in the 90 min simulations. (G) Relative frequency of

the mean number of barbed ends per focus over all simulation time-steps in (A–C). (H) Relative frequency of the number of actin polymerization foci. (I) Mean lifetime

of a focus.

foci lifetime (Figure 7I). Still, in sum, spines with different values
of ζ have similar mean area over time (Figure 7D).

3.3.5. Nucleation Rate γf and Location λ

Additionally to the parameters that influence force generation
and translation to movement, the parameters of the nucleation
mechanism proposed in section 3.2 can have a strong influence.
First, we vary the nucleation rate γf at an intermediate value
of the PSD distance scaling parameter λ. As expected, an
increase in γf raises the number of actin polymerization foci
and the spine area over time (Figure 8H). This leads to a
significant increase in the mean area and a trend toward
increasing standard deviations (Figures 8D,E). Although these
foci have slightly shorter lifetimes (Figure 8I), the decay of
the autocorrelation remains at the same timescale (Figure 8F).
The main reason for the reduction of foci lifetime is the
feedback between the number of barbed ends and the branching
rate in Equation (1). If B increases then γbranch decreases
ensuring a limited number of barbed ends at the actin
polymerization foci.

The location for the polymerization of new foci depends on
the distance from the PSD scaled by parameter λ, as stated in
section 2.1.3. For larger values of λ, the nucleation points are
more likely to be located far from the PSD and the spine mean
area is larger due an increase in the lifetime of the actin foci
(Figures 9E–I). We speculate that this can be explained by the
fact that for small λ all foci nucleate close to the PSD. Hence,
all foci push outward the same small fraction of the membrane,
which thereby assumes a strong curvature. This, in turn, leads
to a strong counteracting force and hence a shorter lifetime of
the foci.

In conclusion, we find that geometrical constraints as well as
parameters related to actin filament assembly, force generation
and focus nucleation have a strong influence on the emerging
fluctuation. We summarized the most prominent effects in
Table 2.

3.3.6. Influence of Parameter Variation on Spine Area
After evaluating the influence of individual parameters, we
investigated whether there are general relations between the
evaluated quantities that are preserved over all these variations.
To investigate this, we used the fifteen 15 min simulations
for each parameter variation and plotted the values of mean
area, focus lifetime and mean number of foci for each of these
individual simulations against each other. On the one hand,
we find that spines with greater mean area over time, have
larger mean foci lifetimes (Figure 10A). However, spines with
smaller mean area can also have long-lasting foci when the
force generated by the membrane is not affecting the branching
rate strongly. For example, when the focus nucleation rate γf
is high or the movement speed ζ is small. On the other hand,
there is a positive correlation between the mean number of
actin polymerization foci and spine mean area (Figure 10B),
which has also been found in experimental data from Frost
et al. (2010). These results imply that the macroscopic spine area
fluctuation is heavily relying on the stochastic dynamics of the
actin polymerization foci and filament dynamics therein.

3.4. Correlation of the Number of Foci and
Spine Area Fluctuations
Although the spine shape is determined by a complex interplay
between forces emerging from actin activity and the geometrical
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FIGURE 8 | Varying the focus nucleation rate γf . (A–C) Evolution of the spine head area over time for different values of γf : (A) γf = 0.075, (B) γf = 0.100, and (C)

γf = 0.125. (D) Temporal mean of the spine head area. Light bars correspond to values from single 90 min simulations (standard deviations obtained from 50-fold

bootstrap). Full colored bars and errors correspond to the mean and standard deviation over fifteen 15 min simulations. The p-value for significant Welch-tests is

indicated. (E) Standard deviation of the spine head area over time. (F) Autocorrelation functions for the area fluctuations in the 90 min simulations. (G) Relative

frequency of the mean number of barbed ends per focus over all simulation time-steps in (A–C). (H) Relative frequency of the number of actin polymerization foci.

(I) Mean lifetime of a focus.

FIGURE 9 | Varying the nucleation distance parameter λ. (A–C) Evolution of the spine head area over time for different values of λ: (A) λ = 0.005, (B) λ = 0.025, and

(C) λ = 0.125. (D) Temporal mean of the spine head area. Light bars correspond to values from single 90 min simulations (standard deviations obtained from 50-fold

bootstrap). Full colored bars and errors correspond to the mean and standard deviation over fifteen 15 min simulations. (E) Standard deviation of the spine head area

over time. The p-value for significant Welch-tests is indicated. (F) Autocorrelation functions for the area fluctuations in the 90 min simulations. (G) Relative frequency of

the mean number of barbed ends per focus over all simulation time-steps in (A–C). (H) Relative frequency of the number of actin polymerization foci. (I) Mean lifetime

of a focus.

properties of the membrane, the above described correlations
indicate that there is a strong link between spine area and
its polymerization foci. Therefore, we investigated whether the
number of polymerization foci at each time-step can be used to
predict not only the mean but also the time-course of the spine

head size, which is commonly measured in experiments. As the
expanding force in our model comes from the actin foci, we first
tested whether there is a relationship between number of actin
polymerization foci and the spine head area. To quantify this,
we tracked the area and the number of foci throughout a 90 min
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simulation of a spine (Figure 11A) and evaluated the correlation
between these quantities. We found a significant correlation,
but with a very small correlation coefficient (Figure 11B). When
examining the time courses in Figure 11A, we see that when
there is no focus the area shrinks to a state close to the resting
shape area and a slight increase in area when the number of
foci increases. Hence, we investigated the relationship between
the actin foci and spine area changes 1area (Figure 11C) and
found that there is indeed a significant correlation with a
high correlation coefficient between these quantities. Thus, we
constructed a simple model that predicts the area of a spine using
only the number of foci at a given time-step. Apart from the
area change being proportional to the number of foci, we also
included mean retrieval that drives the area back to the area of
the Helfrich resting shape As. In particular, the estimator A for
the spine area A at each time-step tj is recursively calculated by
the following model

A(tj) = A(tj−1)− 8
(

A(tj−1)− As

)

+mnf (tj)+ b, (8)

where the term mnf (tj) + b accounts for the change of area
that scales linearly with the number of actin polymerization
foci nf at time tj and 8 represents a decay rate to the resting

TABLE 2 | Summary table.

Increase in Mean area Standard deviation Foci lifetime

PSD-size ⇑ – –

Branching rate amplitude φ ⇑ ⇑ ⇑
Lateral extent of F-actin σ ⇑ ⇑ ⇑
Movement speed ζ – ⇑ ⇓
Nucleation rate γf ⇑ ↑ ↓
Nucleation location λ ⇑ ↑ –

Here ↑ (↓) denotes a tendency to increase (decrease) the mean area, standard deviation
of the area or foci lifetime whilst ⇑ (⇓) indicates a significant increase (decrease).

area As, which we extracted from our simulations. The model
parameters m, b and 8 from Equation (8) and the initial area
A(t0) were fitted using the fit.m function in MATLAB with the
non-linear least square method and the area trace of Figure 11A
from min 1 to 60 (Figure 11D, fit results: root mean square
error (RMSE) = 0.0562, A(t0) = 0.7507,m = 0.002734, b =
−0.0004135,8 = 0.002734). Hereby, the obtained values for b
andm are close to a linear fit to the relation between the number
of foci and the change of the area (orange line in Figure 11C;
1area = m′nf + b′, with m′ = 0.00197 and b′ = −0.000570).

Also, and A(t0) is close to the actual starting value A(t0) =
0.7239. Given that our area estimator is recursive and could
accumulate errors over time, A performs well, even for a time
interval that it was not fitted to (Figure 11D from min 60 to
90, RMSE = 0.0652). Moreover, it performed well when applied
to a different simulation with the same parameters (Figure 11F,
RMSE = 0.0822). Note that the estimator error increases in
periods with large areas (Figures 11E,G), which may be due
to the fact that the relation between foci and the change in
area may be non-linear (compare Figure 11C). Nevertheless, we
deduce that area fluctuations can be predicted very well from the
number of actin polymerization foci. Because the fitted model
performed well with different simulations, we can conclude that
the behavior of the spine area over time is similar regardless of
the stochasticity of the model. Thus, already such a relatively
simple model gives a good description of the area dynamics. This
again underlines a strong link between themicroscopic stochastic
dynamics at the actin polymerization foci and the macroscopic
area fluctuations. Note, however, that this simple model cannot
be used as a surrogate for the complete model proposed in this
paper, as it relies on knowledge about the number of foci, which
is, in turn, only obtainable by stimulating the full non-linear
interaction between actin and membrane geometry.

3.5. Model Extension to 3D
So far we have only considered spine shapes in 2D, but in order to
verify if the dynamics of actin polymerization foci influence spine

FIGURE 10 | Summary of the parameter variation simulations. (A) Mean focus lifetime over mean spine area for different parameter variations. Each dot represents

one simulation with a parameter variation corresponding to its color. Standard values of the parameters are reported in Table 1. For every variation of a parameter 15

simulations of 15 min were performed. cc denotes the linear correlation coefficient and pval is the p-value for testing the hypothesis of no correlation against the

alternative hypothesis of a non-zero correlation, using Pearson’s Linear correlation coefficient. (B) Same for mean number of foci over mean area.
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FIGURE 11 | Temporal evolution of spine area can be predicted by number of actin polymerization foci. (A) Evolution of number of actin polymerization foci (orange

line) and spine area (blue line). (B) Spine area over the number of actin polymerization foci for each time-step of the simulation. Color saturation indicates overlay of

data points; darker regions contain more data observations. Orange line is a linear fit to the data, cc denotes the linear correlation coefficient and pval is the p-value for

testing the hypothesis of no correlation against the alternative hypothesis of a non-zero correlation, using Pearson’s Linear Correlation Coefficient. (C) Same for the

difference in spine area over the number of actin polymerization foci. Yellow line is a linear function using the parameters fitted to Equation (8) in (D). (D) Simulated area

(blue line) and its approximation by estimator A (green line, Equation 8) over time. Red shaded zone depicts the training data set for fitting the estimator parameters.

(E) Difference between simulated and predicted area in (D). (F) Simulated area (blue line) corresponding to the plot in Figure 5B and its approximation (green line)

over time. (G) Difference between the simulated and predicted area in (F).

shape fluctuations in real three-dimensional spines in a similar
way, we extended our model to 3D. In this extended model, actin
dynamics are preserved but the membrane mesh, all positions
and forces are adapted to 3D (see Supplementary Material).
Note that the calculation of geometrical properties in 3D is
more complex, as more neighboring vertices must be considered.
Furthermore, the 3Dmesh contains far more vertices than the 2D
mesh. Thus, the 3D simulations are computationally expensive
and rigorous statistical analysis, as conducted for the 2D model
above, is not feasible.

However, we wanted to check whether the qualitative behavior
of the 3D and the 2D simulation are comparable. For this, we
assumed that the 3D spine shape is observed as in a microscope
and projected to a two-dimensional plane. Hereby, we performed
projections from multiple sides, in particular to the y-z- and the
x-z-plane (Figures 12B–C,G–H, respectively). Deformations in
the 3D model where the acting forces are not in the projection
plane will appear to be effectively slowed down in 2D projections.
To compensate for this, the movement speed of the 2D model
has been slowed down by adjusting the movement speed ζ .
Moreover, multiple foci in the 3D model may be projected
onto the same 2D bump such that it appears as if the foci
are more long-lived. To compensate for this, an adjustment in
the branching rate amplitude φ allows the 2D model to have

more barbed ends such that the foci last longer. After adjusting
the parameters for these geometrical properties, 3D simulations
exhibit qualitatively similar fluctuations to 2D simulations.
Hence, we assume that the parameter dependencies and relations
between molecular and geometric dynamics discussed above
apply similarly to the three-dimensional model.

4. DISCUSSION

We proposed a model for dendritic spine shape fluctuations
based on actin polymerization foci. We used the model to
simulate the dynamics of a single focus as well as the interaction
of multiple foci within a spine in 2D and 3D and analyzed
the resulting fluctuations of the spine head size. We find that
the fluctuations from the projected 3D model are similar to
the area fluctuations from the 2D model. Variations of the
model parameters revealed that the properties of the molecular
processes and mechanics have strong influence on the emergent
shape fluctuations. Along these lines, we showed that the changes
of the spine head size could be very well-predicted from only
knowing how many foci were active over time. Importantly,
we showed that the lifetime and hence, the number of foci
result from the highly non-linear interactions between actin
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FIGURE 12 | Comparison between 3D and 2D model. (A) 3D simulation snapshots at different time points. Yellow dots indicate the PSD. (B,C) Projection of the 3D

simulation to two 2D views. Black dots are the corresponding 3D vertices and lines are a fitted boundary around these points. (D) Time evolution of volume (3D

simulation) and area (2D simulation and 2D projections). (E) Number of actin foci during the 2D/3D simulation. (F) Mean number of barbed ends. (G,H) Spine shapes

emerging from the 2D projections of the 3D model in time intervals of 10 s. Black lines represent the initial shape and green and purple lines correspond to the

snapshots in (B,C), respectively. (I) Spine shapes emerging from 2D simulation of the model. Parameters for 3D and 2D simulations are in Table 1 except that in 3D

δs = 0.06, ζ = 0.004, and φ = 30, and in 2D ζ = 0.0015.

and membrane forces revealing the importance of embedding
actin dynamics on a realistic membrane. Thus, our model
provides a platform to study the relation between molecular and
morphological properties of the spine.

The proposed model is, to our knowledge, the first to
reproduce the rapid asymmetric shape fluctuations observed in
experiments. Although the functional role of these fluctuations
is an open question, there is the hypothesis that the dynamic
actin pool generating the fluctuations is necessary to maintain

the spine volume by a dynamic equilibrium (Honkura et al.,
2008), and that the dynamic F-actin distribution in the discrete
polymerization foci optimizes the spine reaction to plasticity-
related events (Frost et al., 2010). In the future, the here presented
model can be extended to test this hypothesis.

In our model the asymmetric shape fluctuations result from
local imbalances between forces generated by membrane
deformation and forces generated by the active actin
polymerization foci. Strikingly, these foci have a limited
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lifetime due to the stochastic nature of the actin filament
dynamics. Thereby, the stochasticity of actin dynamics is also
transferred onto the spine shape and size, which is evidenced
by the fact that the number of active foci can predict the spine
area (Figures 10, 11). Our model shows that the focus lifetime
is inversely proportional to the force generated by the spine
membrane (Figure 2), which is caused by a feedback between
this force and the branching rate. This mechanism, thus, couples
geometric properties and molecular dynamics, and links the
dynamics of multiple foci via the membrane. Moreover, it
exhibits that spine size can be maintained by the dynamic actin
pool, as proposed by Honkura et al. (2008), while allowing large
shape changes seen in Fischer et al. (1998).

Due to the limited lifetime of the actin polymerization foci, we
proposed a nucleation that mechanism stochastically generates
foci at different locations in the spine. The generation rate and
the initial location of these new foci have a great impact on the
evolution of spine area over time. For example, an increase of
the nucleation rate causes increases of the mean spine area and
its standard deviation (Figure 8). Interestingly, foci generated
with fast nucleation rate also tend to have a shorter lifetime
evidencing a saturating mechanism or self-regulation (compare
Statman et al., 2014). Moreover, we used our model to test the
influence of the nucleation location of these foci. Experimentally,
it has been observed that actin foci are mainly located at the
tip of the spine (Honkura et al., 2008; Frost et al., 2010) and
the branching protein Arp2/3 is mainly located in a doughnut-
shaped zone around the PSD (Rácz and Weinberg, 2008). Such a
constraint on the nucleation location of polymerization foci has
a strong impact on the shape fluctuations of our model-spines
(Figure 9): When foci nucleate closer to the PSD, they tend to
last for shorter time intervals such that the mean number of foci
is smaller which, in turn, reduces the mean area of the spine.
This demonstrates that changes in the polymerization activity can
be caused only by differences in geometry without changing any
reaction rates.

Furthermore, we observed that, despite the change of shape,
the spine area always fluctuates around a mean value, in
agreement with experimentally observed spine fluctuations on
short timescales (Fischer et al., 1998). This mean value, as
well as the magnitude and timescale of the fluctuations are
affected by various model parameters. For example, there is
a strong influence of the PSD-size on the mean spine area
(Figure 4) which is in line with the experimentally observed
correlation between these quantities (Boyer et al., 1998; Arellano
et al., 2007). Similarly, reducing the branching rate in our
model by decreasing φ leads to a decrease in the mean and
standard deviation of spine area (Figure 5), which is in line
with findings that the branching factor Arp2/3 is necessary for
spine enlargement and maintenance of spine morphology (Kim
et al., 2013). Furthermore, an increase of the movement speed
parameter ζ leads to a increase in spine area standard deviation
(Figure 7), which has been similarly observed experiments that
artificially decreased the density of the extra-cellular matrix in
visual cortex (De Vivo et al., 2013). Overall, these results indicate
that the mean spine size as well as the magnitude and timescale
of spine shape fluctuations are regulated by the properties of
the underlying molecular processes (e.g., reaction rates, force

generation). Therefore, our model can represent a broad variety
of different fluctuation characteristics as observed in experiments
through different parameterizations. Moreover, our model agrees
with experimental observations that spine size changes, which are
not just fluctuations but, instead, affect the mean spine size over
longer periods of time or lead to spine loss, result from processes
different from actin polymerization (Fischer et al., 1998). Such
processes have a longer timescale than that used in this study
and may involve the induction of LTP or LTD that can affect the
dynamics of actin polymerization. For example, alterations that
affect actin-binding proteins change the mean spine size and the
spine density (Fortin et al., 2012). Interestingly, this can lead to
spine abnormalities that are present in brain-related disorders,
such as Alzheimer’s disease (Lin and Webb, 2009; Bellot et al.,
2014), where memory storage is heavily affected. Thus, it appears
that processes that alter the production or function of actin-
related proteins, which lead to prominent changes of the spines,
can interfere with memory, while spontaneous shape fluctuations
presented in this study may aid memory storage by maintaining
the spines’s typical characteristics.

In conclusion, our model can serve as a basis to investigate
the relation between microscopic properties like molecular
dynamics, membrane geometry and emerging properties as spine
volume fluctuations. As such, it can be extended into various
directions: On the one hand, the shape fluctuationsmay influence
the model parameters, such as PSD size, molecule concentrations
and reaction rates on longer timescales. Hence, the mean area
around which the spine fluctuates as well as other fluctuation
characteristics could be continuously adapted giving rise to
a slower feedback-loop (compare Yasumatsu et al., 2008 and
Statman et al., 2014). On the other hand, so far, the proposed
model only considers spines at basal neuronal activity. However,
in the future, it can be extended to include induction of activity-
dependent plasticity (LTP/LTD) bymodeling the changes in actin
treadmilling process during plasticity (compare Bennett et al.,
2011).
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The presynaptic compartment of the chemical synapse is a small, yet extremely complex
structure. Considering its size, most methods of optical microscopy are not able to
resolve its nanoarchitecture and dynamics. Thus, its ultrastructure could only be studied
by electron microscopy. In the last decade, new methods of optical superresolution
microscopy have emerged allowing the study of cellular structures and processes at
the nanometer scale. While this is a welcome addition to the experimental arsenal, it
has necessitated careful analysis and interpretation to ensure the data obtained remains
artifact-free. In this article we review the application of nanoscopic techniques to the
study of the synapse and the progress made over the last decade with a particular
focus on the presynapse. We find to our surprise that progress has been limited,
calling for imaging techniques and probes that allow dense labeling, multiplexing, longer
imaging times, higher temporal resolution, while at least maintaining the spatial resolution
achieved thus far.

Keywords: presynapse, active zone, exo-endocytosis, nanoscopy, CLEM

INTRODUCTION

The classical chemical synapse in the central nervous system (CNS) of vertebrates is a discontinuous
structure consisting of a presynapse formed by the signal transducing neuron and a postsynapse
formed by the receiving neuron. The existence of the synapse was originally put forward by Ramón
y Cajal (1904), but the first direct observation and most of our current knowledge about the
structure of this intercellular contact site has been derived from electron microscopy (EM) (for
review see, e.g., Siksou et al., 2009; Harris and Weinberg, 2012). The two halves of the synapse are
separated by a synaptic cleft with a width of approximately 15–20 nm (De Robertis and Bennett,
1955; Palay and Palade, 1955) and the presynaptic swelling or bouton is densely filled with granular
structures designated as synaptic vesicles (SVs). The discovery of SVs occurred in parallel with
establishment of the quantal hypothesis of neurotransmitter (NT) release (Del Castillo and Katz,
1954) and it was only later that SVs were unambiguously identified as subcellular compartments
releasing discrete packages of NT (“quanta”) upon fusion with the plasma membrane (PM) (De
Robertis et al., 1963; Heuser and Reese, 1973).

The advent of nanoscopic light microscopy techniques more than a decade ago, held the
particular promise that nanometer resolution in combination with highly efficient protein labeling
strategies, either by immunostaining or genetically encoded fluorescent proteins will greatly
increase our understanding of the presynaptic nano-architecture and protein networks far beyond
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the electron-microscopic picture. Thus, in combination with
live cell experiments, nanoscopic light microscopy should
contribute to a better understanding of fundamental presynaptic
processes such as SV release, compensatory endocytosis and
cargo sorting. After briefly summarizing the previous results
made by EM, we ascertain the advances in our understanding
of the presynaptic nano-architecture driven by the application of
nanoscopic techniques.

THE SYNAPSE IN THE ELECTRON
MICROSCOPIC PICTURE

The classical chemical synapse in the vertebrate CNS has a
size of 0.5 to 2 µm and can harbor between 100 and 400
SVs in boutons of hippocampal pyramidal neurons. In contrast,
large mossy fiber boutons of dentate gyrus granular cells in the
hippocampus contain up to several thousand SVs (Schikorski
and Stevens, 1997; Rollenhagen et al., 2007). In most mature
synapses SVs exhibit a low size variation with a typical diameter
of 40–50 nm (De Robertis and Bennett, 1955; Harris and Sultan,
1995). A small pool of SVs is docked at the presynaptic PM at
the active zone (AZ), a spatially defined region where SV fusion
and NT release occur (Couteaux and Pecot-Dechavassine, 1970;
Heuser et al., 1979). Docked SVs are associated with a dense
amorphous material, termed the cytomatrix of the presynaptic
active zone (CAZ) (Pfenninger et al., 1972; Harlow et al., 2001).
In the postsynapse, a submembrane layer of electron-dense
material can be distinguished, the so-called postsynaptic density
(PSD) (Palay, 1958; Gulley and Reese, 1981). Based on the
observation that SVs in the presynapse tend to cluster opposite
to the PSD, it is common sense today that the PSD constitutes
a postsynaptic cytoskeleton involved in organizing postsynaptic
receptor localization face to face to the presynaptic AZ. The size
of the average presynaptic AZ, estimated by the size of the PSD is
200–400 nm in diameter (Cohen and Siekevitz, 1978).

Besides such common features, EM also revealed a remarkable
diversity in synaptic ultrastructure both between different
organisms and between neuronal types (Figure 1). Synapses
at the neuromuscular junction (NMJ) vary noticeably between
species but display common structural features, such as their
large size compared to CNS synapses (30 µm in mice). NMJs
are also notable for their complex internal structure including
hundreds of individual regularly distributed AZs with a mean
inter-AZ spacing of about 1 µm (Rowley et al., 2007). In
vertebrates, the synaptic cleft of the NMJ contains the basal
lamina and evidently, the width of the cleft is much larger
compared to CNS synapses (de Harven and Coërs, 1959).
In the NMJ of Drosophila larvae (Figure 1D), CAZ proteins
form specialized electron-dense projections, the so called T-bars
(Prokop and Meinertzhagen, 2006).

Large specialized hippocampal mossy fiber boutons in the
mammalian CNS (Figure 1F) contain more than a few ten
AZs and contact multiple postsynaptic partners (Rollenhagen
et al., 2007). Another type of specialized synapses comprises
ribbon synapses of the visual and auditory system of vertebrates
(Figure 1C). Their distinguishing feature is the presence of

large rod-shaped structures in the presynaptic terminal. These
structures are joined by dozens of SVs (Sjoestrand, 1958).
It is believed that these ribbons facilitate fusion of SVs with
the presynaptic membrane either by an active mechanism
that shuttles SVs downward toward docking/release sites
(conveyor belt model) or by compound fusion of SVs allowing
multivesicular release and thus, extremely high release rates
(safety belt hypothesis) (Parsons and Sterling, 2003; Matthews
and Sterling, 2008). Remarkably, presynaptic filamentous
structures that partially resemble those of ribbons also exist in
the cytomatrix of hippocampal boutons (Siksou et al., 2007).

In classical EM chemical fixation methods are applied,
such as aldehyde and/or osmium fixation. Fixation is typically
followed by dehydration, embedding in a suitable resin, slicing
and heavy metal staining (Hayat, 2000). Large structures can
be reconstructed in 3D by manual serial sectioning (Stevens
et al., 1980), automated serial block face imaging (Denk and
Horstmann, 2004) or by focused ion beam (FIB) milling in
combination with scanning electron microscopy (SEM) (Knott
et al., 2008). For the 3D reconstruction of fine structures, electron
tomography (ET) with axial resolution well below slice thickness
can be utilized (Perkins et al., 2015).

However, chemical fixation may alter the synaptic
ultrastructure by inducing protein polymerization and tissue
shrinkage. For example, EM tomography in frog NMJ revealed
intricate scaffold structures forming a highly ordered network.
The macromolecular assemblies could be sorted according to
their shape into distinct classes such as beams, pegs or booms
(Harlow et al., 2001, 2013). Nonetheless, the dense projections
observed in these chemically fixed synapses might at least
partially stem from condensation and collapse of filamentous
structures by cross-linking during chemical fixation. In recent
years, physical fixation methods have become widespread, and
these methods allow overcoming most of the artifacts inherent in
chemical fixation.

High-pressure freezing (HPF) followed by freeze-substitution
preserves the synaptic ultrastructure significantly better and
avoids distortions of the cellular morphology induced by slow
chemical fixation (Studer et al., 2001; Rostaing et al., 2006).
In addition, it allows rapid vitrification within a few tens of
milliseconds even for thicker specimens. HPF in combination
with ET of rat hippocampal slices uncovered that SVs are
surrounded by a dense network of filaments that link SVs
together. Furthermore, longer filaments were observed that
directly link SVs to the AZ (Siksou et al., 2007). Nevertheless,
HPF is also not artifact-free since ice-crystal formation, high
pressure-induced shearing and collapse of air-filled spaces can
deform the tissue.

In freeze fracturing, samples are also rapidly frozen and then
broken up in the vacuum. A carbon-platinum replica is prepared
from the fractured sample surface that can be analyzed by EM
(Moor and Mühlethaler, 1963; Bullivant and Ames, 1966). Since
PMs can be split into half-membrane leaflets, this method is
very well suited for membrane studies. In addition, epitopes
of membrane proteins are partially preserved for immune-gold
labeling after SDS replica cleaning (Fujimoto, 1995; Masugi-
Tokita et al., 2007). This method contributed to the further
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FIGURE 1 | Common cellular model systems for studying synaptic structure and function with super-resolution methods include (A) Chromaffin cells
(B) Hippocampal cell culture (C) Retinal biopolar neurons (D) Drosophila neuromuscular junction (E) Calyx of Held (F) Isolated mossy fiber boutons. However, all
these model systems have their advantages and disadvantages, which we briefly discuss in this figure.
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characterization of presynaptic SV recycling (Heuser et al., 1979;
Heuser and Reese, 1981). However, as with HPF, freeze fracturing
necessitates rapid cooling and some biological samples require
treatment with a cryo-protectant to minimize ice crystal damage.

Cryo-electron tomography (cryo-ET) in conjunction with
cryo-fixation techniques and relative mild sample preparation
also aims to overcome some of the above mentioned limitations
and allows reconstruction of molecular assemblies under more
native conditions (Lucić et al., 2005). This technique is discussed
in more detail in a later section.

Though for all EM techniques the preservation of biological
structures in a state as native as possible is a crucial and
vividly discussed issue, EM in principle resolves fine structures
well and in conjunction with correlative approaches, like
electrophysiology and genetic modification of synapses by gene
ablation, EM gave a wealth of information on the structural
organization of synapses. Yet, labeling of specific proteins
to unravel the exact molecular assembly of proteins remains
challenging in EM. Pre- or post-embedding protein labeling
using gold-conjugated antibodies usually results in low labeling
densities. A notable exception is the giant reticulospinal axons
in lamprey. These axons can be cut along their longitudinal axis
providing access for antibodies to target the sites of SV recycling
(Evergren et al., 2004).

Genetically encoded tags suitable for EM, like the singlet
oxygen generator miniSOG (Shu et al., 2011) or the peroxidase
APEX (Martell et al., 2012) are still far from being used
routinely since the experimental conditions for the generation of
precipitate resolvable by EM have to be carefully adjusted. Thus,
we are still lacking tools in EM akin to fluorescent proteins in cell
biology and light microscopy.

SUB-DIFFRACTION MICROSCOPY:
BEARING FRUIT AFTER A DECADE OF
IMPLEMENTATION

A wide range of fluorescence microscopy techniques using
different physical principles to overcome the diffraction limit
has emerged during the last two decades (for review see, e.g.,
Sahl et al., 2017; Schermelleh et al., 2019) and consequently,
these techniques found their way into neuroscience (Tønnesen
and Nägerl, 2013; Igarashi et al., 2018). Among these super-
resolution (SR) concepts, stimulated emission depletion (STED)
and stochastic optical reconstruction microscopy (STORM) or
photoactivated localization microscopy (PALM) are the most
commonly used techniques and have been rewarded with the
Noble Prize for Chemistry in 2014. Here, we briefly describe the
main principles underlying these techniques (Table 1).

In STED microscopy, the effective excitation volume is
shrunk by overlaying the excitation spot with a doughnut-
shaped red-shifted depletion laser that de-excites molecules in the
periphery of the excitation spot. By these means, a resolution of
40 nm and below can be achieved (Hell and Wichmann, 1994;
Klar et al., 2000).

In STORM or PALM, stochastic switching of photoactivatable
(PA) or switchable fluorophores is employed to visualize single

emitters. Subsequently, the intensity profiles of single emitters
are fit by, e.g., a 2D Gaussian function to determine the exact
localization of these molecules. After repeatedly imaging different
subsets of fluorescent molecules, a high-resolution image is
reconstructed by summing up the single molecule coordinates.
Depending on the number of detected photons per molecule, a
localization precision down to 10 nm is feasible (Betzig et al.,
2006; Hess et al., 2006; Bates et al., 2007) allowing to separate,
e.g., pre- and postsynaptic compartments with fluorescence light
microscopy (Figure 2).

Other concepts in SR microscopy are structured
illumination microscopy (SIM) and lattice light sheet
microscopy (LLSM). In SIM, the sample is illuminated
with a periodic excitation pattern. By these means, high-
resolution information is shifted into the resolvable regime
and can be extracted by linear image processing to obtain a
final image with twofold increased resolution (Gustafsson,
2000). Resolution in SIM can be even further improved by
using nonlinear structured illumination patterns (Gustafsson,
2005). LLSM is a specialized version of ultramicroscopy in
which light sheets are created by 2D optical lattices. This
illumination mode enables high spatiotemporal resolution
and low phototoxicity for live cell imaging. Furthermore,
LLSM can be operated in different modes allowing either
high-speed 3D imaging down to the single molecule
level or spatial resolution beyond the diffraction limit
(Chen et al., 2014).

A further SR approach that was recently introduced is
MINFLUX. Like in STED microscopy, the exact position of
individual molecules is determined with a doughnut-shaped laser
beam. However, the doughnut is not used to deplete but to
excite fluorescence, and emitter positions are probed with the
local intensity minimum of the doughnut. This way, the absolute
photon number for precise emitter localization is minimized
(Balzarotti et al., 2017).

While at first the application of these techniques was reserved
for a few expert laboratories, the commercial availability of these
instruments today also enables the non-advanced user to perform
SR microscopy. Here, we briefly summarize some of the key
applications in the neuronal field.

Time-lapse STED microscopy has been successfully employed
to visualize plasticity-dependent morphological changes of YFP-
positive dendritic spines in hippocampal organotypical slices
with a resolution of ∼ 70 nm (Nägerl et al., 2008) and the
distribution and dynamics of actin within spines could be
resolved at a resolution of 60–80 nm in (Urban et al., 2011).

The distances between synaptic proteins and even individual
epitopes of single proteins in fixed brain slices and cultured
neurons were determined using 3D STORM (Dani et al., 2010;
Herrmannsdörfer et al., 2017; Lagache et al., 2018). These studies
revealed, e.g., that the large AZ proteins Bassoon and Piccolo are
organized in an extended and oriented manner forming the CAZ
together with other presynaptic proteins.

PALM in combination with single particle tracking (sptPALM)
was used in live cells to analyze the distribution and
mobility of individual synaptic proteins such as Syntaxin1A
(Bademosi et al., 2017), voltage gated Ca2+ channels (VGCCs)
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TABLE 1 | Comparison of different super-resolution methods.

Super-resolution method SIM STED Single molecule localization microscopy

STORM PALM/sptPALM DNA-PAINT

Illumination/ Detection Wide-field/TIRF Scanning confocal Wide-field/TIRF Wide-field/TIRF TIRF/ spinning disk
confocal

Lateral resolution ∼100 nm (linear)
∼60 nm (non-linear)

40–70 nm 10–30 nm 10–30 nm 10–30 nm

Axial resolution 300 nm (3D SIM) Down to 40 nm (iso-STED) ∼20 nm (astigmatism)
∼10 nm (interference)

∼20 nm (astigmatism)
∼10 nm (interference)

∼100 nm (TIRF)
∼80 nm (astigmatism)

Acquisition time Seconds Seconds Minutes ms-seconds (sptPALM)
minutes (PALM)

Minutes-hours

Dyes Conventional Dyes suitable for efficient
stimulated emission

Photoswitchable dyes Photo-activatable
fluorescent proteins

Dye-conjugated
oligonucleotides

Live cell imaging Yes Yes No Yes Very limited

Number of frames for single SR-image 9–15 frames 1 frame Several thousand
frames

Several thousand
frames

Several thousand
frames

Post-processing Yes (reconstruction in
reciprocal space)

No Yes
(emitter localization)

Yes
(emitter localization)

Yes
(emitter localization)

(Schneider et al., 2015; Heck et al., 2019) and postsynaptic AMPA
receptors (Hoze et al., 2012; Nair et al., 2013). The results show,
e.g., that physical interactions with a large number of PM surface
binding sites rather than molecular crowding is responsible
for the high density of AMPA receptors at the postsynapse
(Hoze et al., 2012).

However, one of the most surprising observations in this
context is certainly the discovery of periodic Actin cytoskeleton
rings by STORM and STED microscopy (Xu et al., 2013; D’Este
et al., 2015). Here it was shown that Actin and Spectrin form
alternating ring-like structures with a periodicity of 180–190 nm
to stabilize the dendritic and axonal PM.

The application of SR techniques to the presynapse comes
along with several challenges. Synapses are usually small
structures with a high density of supramolecular complexes.

FIGURE 2 | Pre- and postsynaptic compartments resolved with STORM
microscopy. A classical CNS synapse and STORM reconstruction of primary
hippocampal neurons stained for presynaptic (Bassoon, red) and postsynaptic
(Homer, green) markers (adapted from Boening et al., 2017; Copyright (2017)
Wiley. Used with permission).

The orientation in space of CNS synapses in culture or slices is
random, complicating reconstruction of synaptic structures by
simple averaging approaches unless 3D imaging is performed. In
addition, the differentiation of pre- and postsynaptic structures
is hampered by the small width of the synaptic cleft. Therefore,
many structural reconstructions of protein distributions have
been performed on large and highly specialized synapses such as
the NMJ of Drosophila larvae (Figure 1D).

THE PRESYNAPTIC COMPARTMENT
AND SV RECYCLING

Excitatory synapses of cultured hippocampal neurons have a
diameter of 600–800 nm and are densely filled with SVs of
40 nm size (Schikorski and Stevens, 1997). A combination of
genetic perturbation, electrophysiology, EM and fluorescence
microscopy culminated in the current model of NT release
(Lisman et al., 2007). First, membrane docked SVs fuse with
the presynaptic PM by Ca2+-triggered exocytosis. Subsequently,
exocytosed SV membranes and proteins are resorted and recycled
by triggered compensatory endocytosis, followed by refilling
of newly formed SVs with NTs. The hallmark of presynaptic
SV recycling is the tight coupling of exo- and endocytosis in
space and time, which is necessary to sustain high release rates.
Therefore, processes like exocytosis, release site clearance, re-
sorting of SV components post fusion and endocytosis have to
occur in a highly coordinated manner. A complex set of proteins
is required to organize the SV release and retrieval machinery
and they are a natural target for SR microscopy to elucidate
their molecular organization and dynamics at the presynapse to
finally address the following questions: (1) Are there defined SV
fusion sites? (2) How tight are release sites and VGCCs coupled
in space? (3) Are there defined endocytic sites? (4) What is the
mechanism responsible for tight temporal and spatial coupling
of exo- and endocytosis? (5) What is the fate of SV proteins at
the presynaptic PM after SV fusion? (6) Are presynaptic release
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sites and postsynaptic NT receptors spatially correlated across the
synaptic cleft?

AZ ARCHITECTURE AND
ORGANIZATION OF SV RELEASE SITES

Synaptic vesicles fuse with the presynaptic PM at the AZ
(Heuser et al., 1979). In order to elucidate the molecular
organization of the underlying release sites, it is essential
to understand the molecular assembly and relative position
of CAZ-proteins, VGCCs, SNARE proteins and other release
factors. STED microscopy has been intensively used in the
NMJ of Drosophila larvae to unravel the molecular scaffold
responsible for AZ organization (Figure 3). These presynaptic
terminals contain several AZs and the protein Bruchpilot
(BRP) was observed in doughnut-shaped structures centered
at these AZs (Kittel et al., 2006). AZs of a BRP mutant
displayed loss of T-bars, reduced clustering of VGCCs and
depressed evoked SV release. Thus, BRP was one of the first
scaffolding proteins identified as being responsible for AZ
integrity by establishing a close proximity between docked SVs
and VGCCs. Later on, other CAZ proteins such as Rab3-
interacting molecule (RIM), RIM-binding protein (RIM-BP) and
Fife were identified to play major roles in correct AZ formation
and thus, NT release (Liu et al., 2011; Graf et al., 2012; Bruckner
et al., 2017). A recent two-color STED microscopy study in
Drosophila NMJ uncovered yet another protein, the priming
factor Unc13A, as essential for stable release site generation
(Reddy-Alla et al., 2017).

The mammalian CAST/ELKs proteins are orthologs of BRP
and deletion of CAST/ELKs, similar to deletion of BRP in
Drosophila, led to impairment of the AZ ultrastructure in mouse
retinal ribbon synapses (Hagiwara et al., 2018). In contrast, loss of
CAST/ELKs hardly affected AZ integrity in cultured hippocampal
neurons. Here, only minor effects on readily releasable pool
(RRP) size and Ca2+ influx were observed (Liu et al., 2014;
Held et al., 2016).

In mammalian neurons, the large scaffolding proteins Bassoon
and Piccolo are integral parts of the CAZ (Figure 3). Dual-color
STED microscopy in mouse NMJ disclosed non-overlapping
punctuate patterns for these presynaptic scaffolding proteins,
and it was found that the Bassoon puncta co-localized with P/Q
type VGCCs (Nishimune et al., 2016), in agreement with the
earlier finding that Bassoon localizes P/Q type VGCCs to the AZ
in hippocampal cultures (Davydova et al., 2014). Furthermore,
loss of Bassoon impairs recruitment of SVs to release sites in
mossy fiber synapses (Hallermann et al., 2010). However, despite
the aforementioned phenotypes, loss of function studies for
Piccolo and Bassoon have not been shown to affect the AZ
ultrastructure in CNS synapses (for review see Gundelfinger et al.,
2015) pointing to functional redundancy of CAZ proteins in
these synapses. The situation is different for vertebrate sensory
synapses. In mice hair cells, STED microscopy upon genetic
disruption of Bassoon revealed a lack of ribbons and a reduced
number of VGCCs at the AZ (Frank et al., 2010). Deletion
of Piccolino, a Piccolo splice variant specifically expressed in

FIGURE 3 | AZ Nano-architecture in common synapse models as suggested
by SR microscopy. (A) Rat neuroendocrine cells. SR microscopy revealed
syntaxin clusters (Syx) potentially serve as docking sites for dense-core
vesicles in neuroendocrine cells. Vesicle fusion causes disassembly of the Syx
nanoclusters. SNAP25 also form clusters at the plasma membrane;
nevertheless, these clusters do not overlap with Syx. (B) Drosophila NMJ. The
large T-bar forming proteins Bruchpilot (BRP) and Rim-binding protein (RBP)
are positioned with their N-terminus and C-terminus, respectively, close to
Ca2+-channel clusters (CaV). Syx clusters are situated in the active zone near
Brp and RBP. (C) Mammalian CNS synapse. The large filamentous protein
Bassoon (Bas) faces the AZ with its C-terminus. Munc13-1, CaV, and Syx
clusters are positioned close to the SV release sites. The postsynaptic
neurotransmitter receptors (NTRs) are aligned with SV fusion sites in a
columnar manner via synaptic cell adhesion molecules (SCAMs).
Compensatory endocytosis of SVs occurs in a spatially distinct region of the
presynapse, the peri-active zone. Here, a surface fraction of SV proteins, the
readily retrievable pool (RRetP), is pre-assembled.

sensory ribbon synapses, compromised the synaptic ribbon
ultrastructure (Regus-Leidig et al., 2014).

Isoforms of Munc13, the mammalian homolog of Unc13, have
also been implicated in organizing SV release sites. Munc13-3
regulates density and localization of VGCCs at the AZ (Kusch
et al., 2018). However, the role of Munc13 isoforms in presynaptic
VGCC recruitment is still disputed. A direct interaction of,
e.g., Munc13-1 and VGCCs has been shown (Calloway et al.,
2015) but attributed to control of VGCC function rather than
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recruitment. 3D STORM revealed that Munc13-1 molecules
form multiple supramolecular clusters that serve as independent
SV release sites by recruiting Syntaxin1A, one of the target
SNARE proteins (t-SNARE) in the presynaptic PM (Sakamoto
et al., 2018). In this way, Munc13-1 provides platforms for open
Syntaxin1A molecules to generate activated SNARE complexes
(Rizo, 2018) that facilitate bridging of PM and SVs.

Not surprisingly, Syntaxin1A has emerged as another
candidate for organizing the SV fusion machinery. Much of
the investigation into this protein has focused on its tendency
to cluster at the PM, triggered by the interaction with PIP2
(Milovanovic et al., 2016). Early evidence from neuroendocrine
PC12 cells showed the granule fusion sites are “premarked”
with Syntaxin1A clusters (Knowles et al., 2010) and L-type
VGCCs expressed in HEK cells exhibit strong co-localization
with Syntaxin1A clusters (Bar-On et al., 2012; Sajman et al.,
2017). The role of Syntaxin1A clusters as release site organizers
is challenged by the lack of overlap with clusters of SNAP25, its
t-SNARE partner, in PC12 cells (Bar-On et al., 2012) (Figure 3).
Moreover, a significant pool of extrasynaptic t-SNARE-proteins
exists that is recruited to the presynapse during stimulation
(Maidorn et al., 2019). Furthermore, an increase in Syntaxin1A
trapping was observed after treatment with the widely used
anesthetic propofol (Bademosi et al., 2018). However, propofol-
induced clustering of Syntaxin1A is associated with impaired
neurotransmission, which lends itself to the conclusion that
clustered Syntaxin1A is excluded from the SV fusion process.
Thus, the exact function of these t-SNARE clusters in organizing
release sites remains open to debate.

In a recent study using live hippocampal neurons, single SV
fusion events were detected using the pH-sensitive fluorescent
protein pHluorin fused to the vesicular glutamate transporter
vGlut (Maschi and Klyachko, 2017). The individual fusion events
were spatially mapped with a precision of∼30 nm and the results
show that mammalian CNS synapses indeed display a dozen of
stable SV release sites per bouton. Moreover, the spatial pattern
of these fusion sites changed in an activity-dependent manner.

To summarize, presynapses harbor distinct SV fusion sites
that are defined by a complex interplay between CAZ proteins,
VGCCs, Munc13 and t-SNARES and significant contributions
from SR microscopy has helped shed to more light on AZ
architecture and organization of SV release sites.

THE MECHANISM OF SV EXOCYTOSIS

Exocytosis of SVs is mediated by SNARE-proteins that drive
fusion of the SV membrane with the presynaptic PM. However,
the exact mechanism of SNARE-mediated membrane fusion is
still under debate. Different models have been proposed and one
of these involves priming of docked SVs into a stable hemifused
intermediate, in which the inner leaflet of the PM is already fused
with the outer leaflet of the SV membrane before cargo release
(Kweon et al., 2017). ET has been utilized to reconstruct high-
resolution images of docked SVs in different preparations like
frog NMJ (Jung, 2019), mice photoreceptors (Zampighi et al.,
2011) and thin sections of rat brain (Zampighi et al., 2006). In

these studies, hemifused structures at SV/PM contact sites could
be frequently observed. However, the results depend heavily on
image processing and interpretation and have not been accepted
in the field as a strong evidence for a stable hemifused primed
state for SVs. In addition, these attempts are limited by the fact
that a real population of hemifused SVs might simply be lost
during chemical fixation.

Recently, evidence supporting the fusion-through-hemifusion
model was reported for fusion of dense core vesicles (DCVs)
in live bovine chromaffin cells (Zhao et al., 2016). The authors
analyzed the reorganization of the inner PM leaflet lipid
PtdIns(4,5)P2 before and during DCV fusion using 3D STED
microscopy. They could observe hemifused �-shaped structures
seconds before fusion pore opening with the transition to full
fusion or fission depending on a completion between fusion and
a Ca2+/Dynamin mediated fission mechanism.

Furthermore, STED microscopy enabled the observation of
dynamic fusion pore behaviors in neuroendocrine cells (Shin
et al., 2018). The results showed a surprisingly large pore size
range with varying rates for expansion, constriction and closure
(kiss-and-run), critically determining cargo release. The same
study found constriction to be mediated by Ca2+/Dynamin
while expansion was driven by Actin-dependent membrane
tension. However, these studies were only possible on bovine
chromaffin cells with large secretory granules (up to 400–500 nm
in diameter). And while chromaffin cells share essentially the
same core exocytosis machinery with neurons, AZ specializations
are missing (Neher, 2018). At presynaptic AZs, proteins like,
e.g., Rim and RimBP are implicated in docking and priming and
confer extra speed and an extra layer of control for exocytosis.
But interestingly, similar �-shaped profiles can be induced in
Lamprey synapses by electrical stimulation after treatment with
Actin-depolymerizing drugs (Wen et al., 2016), suggesting that
Actin-induced merging of �-shaped release intermediates also
occurs in neurons.

SPATIAL COUPLING OF Ca2+CHANNELS
AND RELEASE SITES

Synaptic vesicles fusion is tightly coupled to the entry of Ca2+

ions into the presynapse. Ca2+ influx upon opening of VGCCs
triggers SV priming and fusion with the presynaptic PM. Precise
timing of transmitter release relative to the arrival of an action
potential requires a certain proximity between VGCCs and
docked SVs. Typically, presynaptic VGCCs organize into distinct
clusters (Kittel et al., 2006; Holderith et al., 2012; Nishimune et al.,
2016) and using immuno-gold labeling of SDS-treated freeze
fracture replicas, it was found that the number of VGCC clusters
matches the number of presynaptic SV docking sites (Miki et al.,
2017). However, classical experiments with Ca2+ chelators like
BAPTA and EGTA have shown that the spatial coupling of Ca2+

entry points and Ca2+ sensors varies, ranging from 10 to 30 nm
in some types of cortical glutamatergic and GABAergic synapses
(Bucurenciu et al., 2008; Schmidt et al., 2013) to 100 nm in
the mature Calyx of Held (Borst and Sakmann, 1996). Using
STED microscopy in Drosophila NMJ it has been found, that the

Frontiers in Synaptic Neuroscience | www.frontiersin.org 7 August 2020 | Volume 12 | Article 32145

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-12-00032 August 11, 2020 Time: 14:37 # 8

Nosov et al. Super-Resolution Microscopy of the Presynapse

topology of docked SVs and VGCCs can be regulated by isoform
specific interactions between Unc13 and scaffold proteins like
Syd-1, Liprin-α, BRP, and Rim-BP (Böhme et al., 2016). In
cerebellar preparations weak synapses exhibited three-fold more
VGCCs than strong synapses, but with a five-fold longer coupling
distance pointing toward a diverse arrangement of SV/VGCCs
even in CNS synapses (Rebola et al., 2019).

The picture of VGGC coupling was further enhanced by using
sptPALM on live hippocampal neurons (Schneider et al., 2015).
Here it was shown that around 60% of VGCCs are mobile while
confined to the presynaptic PM. These data suggest that the
fractions of mobile and immobile channels are transient within
the AZ and that an interplay between channel density, mobility
and Ca2+ influx supports Ca2+ domain co-operativity to control
release probability.

PRESYNAPTIC ENDOCYTIC SITES AND
COUPLING OF EXO-ENDOCYTOSIS

Synaptic vesicle exo- and endocytosis in the presynapse
are temporally coupled but spatially segregated in different
PM domains (Wienisch and Klingauf, 2006). Compensatory
endocytosis occurs in the peri-AZ (Roos and Kelly, 1999; Teng
et al., 1999), and preformed endocytic patches organized around
the AZ could be visualized by iso-STED microscopy (Hua et al.,
2011). The main pathway for SV retrieval at the peri-AZ under
moderate stimulation conditions was considered to be Clathrin-
dependent (Heuser and Reese, 1973; Granseth et al., 2006).
However, optogenetics in combination with ultrafast freezing
followed by EM analysis revealed that after a single stimulus
SVs fuse in the AZ and are directly retrieved by a Clathrin-
independent mechanism at the AZ periphery within 50–100 ms
(Watanabe et al., 2013). EM, however, only provides snapshots
of the presynaptic ultrastructure and in order to finally resolve
the mechanism of compensatory endocytosis, it is essential to
perform high-resolution live-cell imaging and visualize single
SV recycling. Video-rate (28 frames/s) STED microscopy already
enabled mapping of the movement and mobility of single SVs in
live presynaptic boutons (Westphal et al., 2008). Furthermore,
spatially highly resolved tracking of single endocytosed SVs
has been performed (Joensuu et al., 2016). Nevertheless, these
attempts have not yet brought novel insights into the SV
retrieval mechanism.

In addition, the mechanism that tightly couples exo-
endocytosis in time is controversial and could not finally
be resolved with the help of SR microscopy. It has been
reported that Ca2+ modulates the time course of endocytosis
(Sankaranarayanan and Ryan, 2001; Wu et al., 2009; Leitz and
Kavalali, 2011). While in the calyx of Held a Ca2+/Calmodulin-
dependent mechanism was found to highly stimulate and to
initiate all modes of endocytosis (Wu et al., 2009), in hippocampal
cultures Ca2+ inhibits endocytosis for single APs (Leitz and
Kavalali, 2011). However, in most studies Ca2+ stimulates
endocytosis (Sankaranarayanan and Ryan, 2001; Wu et al., 2009;
Wu and Wu, 2014). The exact molecular mechanism how
Ca2+ can couple SV fusion and retrieval remains elusive, but

Calmodulin and myosin light chain kinase are strong candidates
(Wu et al., 2009; Yue and Xu, 2014). Recently it has been
shown that endocytosis is also triggered upon Ca2+-independent
exocytosis suggesting that compensatory endocytosis might also
be initiated by biophysical changes induced by addition of the
SV membrane to the presynaptic PM (Orlando et al., 2019).
But this finding does not rule out an important role of Ca2+ in
compensatory endocytosis.

THE FATE OF SV PROTEINS AT THE
PRESYNAPTIC PM AFTER SV FUSION

Synaptic vesicle function relies on a distinct set of proteins
present in a defined stoichiometry. The molecular sorting
mechanisms for individual SV components during exo-
endocytosis, however, remain largely unresolved. In one
scenario, SV constituents remain clustered upon fusion and
diffuse as a raft-like patch to the peri-AZ, preventing the
need for re-sorting prior to endocytosis. Indeed, it was shown
using live cell STED microscopy that Synaptotagmin1 remains
clustered after SV exocytosis (Willig et al., 2006). In contrast,
other reports claim rapid dispersion of SV proteins by diffusion
upon exocytosis (Wienisch and Klingauf, 2006; Funahashi et al.,
2018) and re-sorting and clustering into patches at the peri-AZ
(Hua et al., 2011). In this context the exact role of adaptor
proteins like, e.g., AP2, Stonin2 and AP180 in productive cargo
clustering at endocytic sites is still not fully understood since
knockdown or knockout in neurons often resulted in only minor
inhibition of SV retrieval (for review see Gauthier-Kemper et al.,
2015). The precise sorting of SV constituents for retrieval is
a complex process involving self-assembly and several layers
of adaptor protein interactions. Thus, the picture remains far
from being complete.

TRANS-CELLULAR NANO-ALIGNMENT
BETWEEN PRESYNAPTIC AND
POSTSYNAPTIC COMPARTMENTS

While on the presynaptic PM stable SV release sites exist at
which SVs fuse and release their NT content, the postsynaptic
PM harbors the NT receptors that bind NTs. SR microscopy
revealed that postsynaptic receptors and scaffolding proteins are
organized in clusters of 70–80 nm size (MacGillavry et al., 2013;
Nair et al., 2013). Based on these observations the hypothesis was
established that PM nanodomains involved in neurotransmission
in pre- and postsynaptic membranes are aligned on both sides of
the synaptic cleft (Figure 3). Indeed, a trans-synaptic alignment
of RIM1 and PSD95 nanoclusters was visualized by 3D STORM
in cultured hippocampal neurons (Tang et al., 2016). In inhibitory
synapses, postsynaptic GABAA receptors are strongly associated
with presynaptic RIM clusters (Crosby et al., 2019). According to
this model, RIM nanoclusters define SV release sites that align
opposite to postsynaptic receptor-scaffold ensembles within tens
of nanometers creating a functional unit across the synaptic cleft.
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Recently, trans-synaptic nano-alignment was also observed in the
mammalian NMJ (York and Zheng, 2017).

Clustered patterns are also described for several synaptic cell
adhesion molecules (SCAMs) including postsynaptic LRRTM2
and presynaptic Neurexin1β, while postsynaptic Neuroligin1
is dispersed in dendritic spines (Chamma et al., 2016). In
addition, Neurexin1 nanodomains are dynamically regulated
by the matrix metalloproteases ADAM-10. Blocking ADAM-
10 mediated Neurexin1 cleavage leads to an increase in cluster
size (Trotter et al., 2019). These SCAM clusters are likely to be
involved in the trans-synaptic alignment as, e.g., expression of
truncated Neuroligin1 disrupts trans-synaptic alignment causing
mislocalization of SV fusion sites away from AMPAR clusters
(Haas et al., 2018).

RECONSTRUCTION OF THE CELLULAR
ULTRASTRUCTURE BY LOCALIZATION
MICROSCOPY

For the analysis of protein distributions, localization microscopy
techniques (STORM and PALM) feature a unique advantage as
these pointillist methods provide single molecule coordinates
allowing for comprehensive cluster analysis. Cluster formation at
pre- and postsynaptic membranes has been described for CAZ
proteins, SNARE proteins, SCAMs and NT receptors. Similar
protein clusters were observed not only in neurons but also in
neuroendocrine cells (Bar-On et al., 2012). Moreover, the advent
of localization microscopy prompted a surge of publications
reporting clusters of PM and PM-associated proteins in almost
every cell type (Aaron et al., 2012; Itano et al., 2014; Lima
et al., 2018) underlining the theory, that nano-clustering of
PM proteins is an integral part of the hierarchical organization
at the PM (Garcia-Parajo et al., 2014). These results have
come to be viewed more critically because the protein clusters
observed might be at least partially based on artifacts resulting
from poor sample preparation or of inappropriate imaging
conditions and reconstruction algorithms (Burgert et al., 2015;
Culley et al., 2018).

Aggregate-forming labels and low labeling densities result in
apparent protein clusters, which hardly reflect the underlying
protein distribution (Figure 4). In addition, artificial clustering
can be induced by the interaction of cell membranes with the
polymer coating on the cover slide (Santos et al., 2018) or
by sample preparation, e.g., during chemical fixation (Whelan
and Bell, 2015). Thus, the development of improved labeling
strategies is crucial to elucidate structure and function of sub-
synaptic compartments.

High labeling densities carries its own risks since, in
combination with inappropriate photo-switching rates, it can
lead to overlapping single fluorophore signatures (Burgert et al.,
2015). This introduces artificial sharpening during data analysis
and thus, false protein clusters. This can be overcome with the
judicious application of experimental and analytical tools such
as variation of labeling density (Baumgart et al., 2016), temporal
band pass filtering using Haar wavelet kernels (Marsh et al., 2018)
or compressed sensing (Zhu et al., 2012).

Thus, the interpretation of localization microscopy data
is a non-trivial task. The localization precision for single
molecules scales with the inverse of the square root of the
number of detected photons (Thompson et al., 2002) and
benchmark studies have been performed to compare different
software packages in terms of filtering and fitting algorithms
for optimized data analysis (Sage et al., 2015). Nevertheless,
the resolution in reconstructed images depends on both, the
localization uncertainty and density of fluorescent labels, and
several approaches have been proposed to estimate the true
resolution in reconstructed images based, e.g., on estimation
theory (Fitzgerald et al., 2012) or Fourier ring correlation
(Nieuwenhuizen et al., 2013).

Once the single molecule coordinates have been accurately
determined, cluster analysis can be applied. For this purpose,
several standardized quantitative methods have been proposed.
The most widespread methods to distinguish a clustered from a
random distribution are nearest neighbor and pair correlation
analysis (Sengupta et al., 2011; Rajappa et al., 2016; Sajman
et al., 2017). Unfortunately, these methods are susceptible to the
level of single molecule background and cluster shape (Lagache
et al., 2013). It is possible to detect false clustering caused by
stochastic local density increases for proteins mostly uniformly
present in the PM (Baumgart et al., 2016). Recently, more
advanced methods for cluster analysis have been introduced.
These methods avoid artifacts caused by the geometry of the
cell surface, the level of protein labeling and multiple blinks of
fluorophores (Itano et al., 2014; Dinic et al., 2015). Bayesian
statistical analysis of localization data, e.g., significantly increases
the chance to find real protein clusters (Rubin-Delanchy et al.,
2015; Griffié et al., 2016). However, the most promising methods
for cluster analysis are Voronoi tessellation and Delaunay
triangulation (Levet et al., 2015; Alán et al., 2016; Andronov
et al., 2016; Boening et al., 2017). These methods are only
minimally sensitive to the background signals, and are applicable
for detecting clusters of various shape (Figure 4).

In addition, PALM exploits the possibility to count the number
of individual molecules (Specht et al., 2013). In contrast to small
organic fluorophores used in STORM, PA proteins emit a limited
number of photons after activation before they irreversibly
photobleach. However, most of the PA proteins display a blinking
behavior, which may cause an over counting of the molecules in
the sample. But knowing the time between multiple appearances
of a fluorophore, one can convert the number of detections into
the number of molecules (Lee et al., 2012; Nino et al., 2017).
Nevertheless, it should be borne in mind that the labeled protein
is often expressed in addition to the endogenous protein and
thus, the number of molecules in a cluster can be easily over-
or underestimated.

MOBILITY ANALYSIS BY SINGLE
TRACKING AND sptPALM

The era of SR microscopy started with the advent of
single molecule imaging and tracking techniques (Schmidt
et al., 1996; Dickson et al., 1997; Schütz et al., 2000;
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FIGURE 4 | Pointillist localization microscopy and the sparse labeling problem. Localization microscopy techniques base on the precise localization of single emitters
followed by image reconstruction using the single molecule coordinates. (A) Different methods of cluster analysis for the interpretation of STORM/PALM data.
Ripley’s K function describes the molecular density as a function of an area of interest around a reference particle. The radial distribution function (also known as pair
correlation function) describes density variations as a function of distance from a reference particle. Delaunay triangulation is a triangulation method such, that no
point is inside the circumcircle of any triangle in the triangulation. Delaunay triangulation maximizes the minimum angle of all the angles of the triangles in the
triangulation. Cluster distributions can be extracted by deleting edges longer than individually set thresholds. Voronoi tessellation splits the area into convex polygons
such that each polygon contains one seed (molecule coordinate). The polygon areas consist of all points that are closer to their generating seed than to any other.
Based on individually set thresholds (e.g., molecular density) image segmentation based on the Voronoi diagram results in cluster distributions. (B) STORM
reconstruction of a hippocampal synapse stained for presynaptic (Bassoon, red) and postsynaptic (Homer, green) markers and Delaunay triangulation built on these
localization (adapted from Boening et al., 2017; Copyright (2017) Wiley. Used with permission). (C) Though in principle the localization of single emitters can be as
precise as 10 nm, the overall resolution is also determined by labeling density. Thus, if the labeling density is not high enough, relevant information is missing and
cellular structures are falsely reconstructed.

Triller and Choquet, 2008; Kusumi et al., 2014). The evolution of
these techniques and the fluorescent probes used, from sparse
antibody or quantum dot labeling to sptPALM using photo-
convertible fluorescent proteins is well documented in a number
of studies analyzing localization and mobility of postsynaptic
AMPA receptors (Tardin et al., 2003; Opazo et al., 2010; Nair
et al., 2013). Tracking the motion of individual protein molecules
provides information, which can be used for quantification of
molecular mobility (Manley et al., 2008). However, localization
precision can be compromised by motion blur, i.e., fast diffusing
molecules spread out their emitted photons over multiple
pixels. Furthermore, high particle densities can lead to tracking
errors when molecules are falsely connected into trajectories.
Technical and analytical solutions have been provided that
overcome these biases like stroboscobic illumination (Elf et al.,
2007) or data analysis using sophisticated kinetic frameworks
(Hansen et al., 2018).

sptPALM revealed, that synaptic molecules like VGCCs,
Syntaxin1A and AMPA receptors and are highly mobile
and usually exhibit only transient trapping in nanodomains
(Bademosi et al., 2017; Lee et al., 2017). The relevance of this
mobility becomes increasingly clear since it was recently shown
that transient confinement of VGCCs shapes presynaptic short
term plasticity (Heck et al., 2019) and that AMPA receptor surface
diffusion is required for postsynaptic long term potentiation
(Penn et al., 2017).

However, in order to gain insights into molecular motion
from single molecule trajectories, adequate physical models are
needed (Masson et al., 2014; Holcman et al., 2015). Diffusing
molecules in the PM often exhibit non-Brownian motion due to
interaction with other molecules in the PM, cytoskeletal elements
or adaptor proteins (Weigel et al., 2011; Metzler et al., 2016).
Hidden Markov chain modeling (HMM) has been applied to
distinguish diffusional states with different diffusion coefficients
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in sptPALM data sets (Persson et al., 2013; Slator and Burroughs,
2018). This kind of analysis not only provides a quantitative
description of different diffusion modalities but also an estimate
of transition probabilities between them. Such an approach allows
different diffusive states to be characterized for Syntaxin1A at the
presynaptic PM of Drosophila NMJ (Bademosi et al., 2017) and
for single SVs which were labeled with internalized fluorescent
Vamp2 in hippocampal boutons (Joensuu et al., 2016).

A comprehensive analysis of diffusional properties of proteins
in the cell is essential for understanding the molecular
underpinnings of cellular processes. However, we cannot
measure the diffusion of any protein molecule without the
addition of a molecular tag. While fusion of the protein of
interest with a fluorescent protein has mostly only a minor
effect on mobility (the diffusion coefficient scales (hydrodynamic
radius)−1 or (molecular mass)−3 for spherical molecules
according to Stokes’s law) fluorescent proteins may induce
artificial dimerization, as reported for EGFP (Snapp et al., 2003).
In the PM where the local concentration of PM proteins can be
very high due to crowding, dimerization may have a significant
impact on protein mobility. It was, e.g., shown that mEos2
causes artificial clustering of PM proteins in the cell (Zhang
et al., 2012), putting the diffusion coefficients measured for
Syntaxin1A with mEos2 (Bademosi et al., 2017) or anti-EGFPF
antibodies (Wang et al., 2014) under debate. Therefore, the use of
fluorescent proteins with highly reduced dimerization properties
such as Dendra2 or mEos3.2 is preferable for cluster analysis and
diffusion coefficient estimation.

DISCUSSION

What is the status after more than a decade of SR microscopy?
At first glance, the wealth of data is impressive. With the help
of SR microscopy the architecture of the AZ could be described
in more detail, SV fusion sites could be mapped and a trans-
synaptic alignment between presynaptic SV fusion sites and
postsynaptic NT receptors could be observed. Moreover, due to
the applicability of SR microscopy to living cells, it was possible to
analyze the single molecule dynamics of presynaptic membrane
proteins. On closer examination, however, it is noticeable that
structural reconstruction in the range 100–200 nm works well,
such as in the case of the periodicity of actin filaments of 190 nm,
the width of spine necks or the localization of BRP in doughnut-
shaped structures of 190 nm length. However, the fundamental
resolution of the corresponding techniques is significantly higher
and can be as good as 20–40 nm. Structural reconstructions
in this resolution range usually produce an analysis-dependent
dot pattern, the meaning of which is subject to an individual
interpretation. The outcome strongly depends on the algorithms
and thresholds used. The mean cluster size of Syntaxin1A in the
PM of PC12 cells, e.g., has been estimated to be around 90 nm
by STORM but to be around 60 nm by STED (Sieber et al., 2007;
Bar-On et al., 2012). Thus, meticulous acquisition and analysis
is required. Fortunately, the toolbox for data acquisition and
evaluation is constantly growing, which helps to increase the
reliability of SR microscopy data interpretation.

However, in SR microscopy we now face a problem, which
has been discussed analogously in EM since years: What is the
best labeling procedure to analyze the cellular ultrastructure
in a state as native as possible? It has become increasingly
obvious that immuno-labeling is subject to a sparse labeling
problem, not as strongly as in immuno-gold EM, but in
dense protein assemblies like CAZ and PSD this is a severe
limitation. Despite this, STORM studies persist in utilizing classic
standard labeling methods like immunostaining using primary
and secondary antibodies. In principle, promising alternatives
are already available such as the use of nanobodies (Ries et al.,
2012; Seitz and Rizzoli, 2019) or RNA-based aptamers (Gomes de
Castro et al., 2017). Nevertheless, the available labeling strategies
are the limiting factor to exploit the full resolution capability of
SR microscopy right now.

For other issues like multiplexing, i.e., imaging several
proteins of interest, minimizing photon count (and thus
photodamaging), and the problem of thick specimens promising
solutions have been developed. Most of the variations of STORM,
PALM, and STED techniques are not applicable to the use of more
than two different fluorescent markers. Recently, DNA-PAINT
was introduced which is theoretically unlimited with respect to
the number of probes being analyzed (Jungmann et al., 2010;
Agasti et al., 2017). Thus, DNA-PAINT appears advantageous for
multiplexing and multi-channel reconstruction. However, DNA-
PAINT can be best applied in conjunction with total internal
refection microscopy (TIRFM), since then the background due
to freely diffusing labeled DNA strands is low compared to the
signal of bound labeled DNA. Thus, to decipher molecular events
in presynaptic boutons with this technique a TIRFM-amenable
presynaptic preparation is desirable. Some modifications of
dSTORM, such as the recently invented MadSTORM (Yi et al.,
2016) are also applicable for multiplexing.

For minimizing the number of detected photons needed
for localization and thus avoiding photobleaching as well as
photodamage, the recently introduced MINFLUX concept is one
of the most promising developments with regard to driving the
field forward (Balzarotti et al., 2017). Recently, the postsynaptic
protein PSD-95 was imaged with 3D resolution of 2–3 nm in
hippocampal cultures using MINFLUX (Gwosch et al., 2020).

For imaging of whole cells and thicker specimens like, e.g.,
slice preparations, light sheet-based methods, in particular LLSM,
will be of great importance in the future since these methods
allow imaging with strongly reduced phototoxicity (Dodt et al.,
2007; Chen et al., 2014). Bessel lightsheet microscopy has recently
successfully combined with imaging of spontaneous blinking
fluorophores to obtain an imaging speed of 2.7 × 104 µm3 s−1

with a lateral resolution of 75 nm (Lu et al., 2019).
Strong limitations for the application of SR methods in vivo

are high levels of autofluorescence and tissue photodamage,
in particular for the green/yellow spectral range (König, 2000;
Berning et al., 2012). To overcome these limitations, far red-
emitting fluorescent proteins have been employed in STED
microscopy (Wegner et al., 2017). However, red-emitting
fluorescent proteins display low photostability and quantum yield
compared to their shorter wavelengths analogs. Nevertheless, the
quality of the in vivo SR imaging could be increased by using red
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and far-red emitting organic fluorophores linked to the protein
of interest via click-chemistry (Masch et al., 2018). Here the
authors succeeded in recognizing PSD95 domains labeled with
the far-red emitting fluorophore SiR in live mouse brain using
HaloTag based labeling.

For sptPALM, it will become more relevant to circumvent
overexpression of tagged proteins and observe localization and
mobility of the endogenous population of proteins. A toolbox
for targeted genomic integration of fluorescent tags via CRISPR
mediated knock-in in neurons has recently been published
(Willems et al., 2019). Additionally, the MINFLUX concept also
appears to be an encouraging approach for single molecule
tracking since the spatiotemporal resolution can be greatly
improved (Eilers et al., 2018).

But despite the enormous achievements of EM and constant
improvements in the field of SR fluorescent microscopy, as
well as long-term biochemical and electrophysiological studies,
many questions regarding synaptic structure and function
remain unresolved. The fine structure of the presynaptic AZ
and the distribution and function of CAZ-proteins is still not
fully understood. The importance of molecular clusters, like
e.g., observed for t-SNAREs, remains enigmatic. In addition,
the dynamics and molecular mechanisms of exo-endocytosis
coupling, compensatory endocytosis and cargo sorting prior to
endocytosis are still only incompletely described.

In summary, we conclude that SR microscopy on the one
hand did deliver important insights into presynaptic molecular
mechanisms and the underlying ultrastructure, on the other
hand, SR microscopy could not fully hold its promise. However,
the limitations are mostly not the microscopy techniques
themselves but lie in sample preparation and labeling strategies.
Thus, the development of artifact-free methods for labeling and
analysis is still paramount with urgent imperative to the solution
of the sparse labeling problem.

What could be the avenues for future structural research? In
CNS synapses, however, to date EM has been only combined with
immuno-gold labeling to introduce protein-specific contrast. For
instance, the regularly spaced cone shaped structures frequently
observed in EM at the presynaptic PM (also referred to as
dense projections), could be positively correlated with the
abundance of the scaffold proteins Piccolo and Bassoon (Limbach
et al., 2011). Nevertheless, these probes were chemically fixed,
which might introduce artifacts, and immune-gold labeling is in
general poor because of steric hindrance (typically 10 nm gold
particles are used).

Therefore, correlative light and electron microscopy (CLEM)
seems to be a favorable way to go. Here, high-resolution
light microscopy provides specific protein distributions while
EM unravels the underlying cellular structures. Thus, CLEM
mitigates the sparse labeling problem, as structural information

is not solely extracted from light microscopy data. This approach
has been successfully employed to show that endocytic proteins
distribute into distinct spatial zones in relation to the edge of the
clathrin lattice in non-neuronal cells using SEM on unroofed cells
(Sochacki et al., 2017).

In terms of structure conservation, cryo-ET conjunction with
cryo-fixation techniques appears to be superior among EM
techniques. Indeed, using cryo-ET on isolated synaptosomes,
the dense projections seen in chemically fixed samples (Harlow
et al., 2001) could no longer be observed. Instead, numerous
small filamentous tethers that link docked SVs to the presynaptic
PM could be resolved and it appears that Rim1α plays a
critical role in correct tether formation (Fernández-Busnadiego
et al., 2013). Recently, an experimental pipeline for CLEM that
combines cryo-ET with cryo-fluorescence microscopy has been
published (Tao et al., 2018). Here, intact excitatory and inhibitory
synapses could be distinguished in hippocampal culture, and
their organelles and macromolecules could be visualized close to
the native state.

In addition, cryogenic techniques were successfully applied
to localization microscopy (Li et al., 2015; Weisenburger
et al., 2017). It was shown that fluorophores under cryogenic
conditions are much more photostable allowing the collection
of more than 106 photons, thus providing down to Ångstrom
resolution. Therefore, correlation of cryogenic localization
microscopy with cryogenic EM tomography appears to be a
promising approach. Recently a platform for correlative 3D
imaging of entirely frozen cells using cryo-SR fluorescence
microscopy and cryo-FIB EM has been published (Hoffman et al.,
2020). However, at the moment such correlative approaches
are reserved for a few expert labs and need to be optimized
for routine use.

In summary, we conclude that high-resolution microscopy on
its own has not fully lived up to its promises, and that we still need
to rely on EM. This is likely to remain the case until correlative
methods come to full fruition and the development of a “GFP” for
EM, i.e., a reliable protein-specific tag for EM, remains elusive.
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The majority of synaptic activity in the brain consists of glutamatergic transmission,
and there are numerous mechanisms, both intra- and inter-cellular that regulate
this excitatory synaptic activity. Importantly, uptake of glutamate plays an important
role and a reduced level of astrocytic glutamate transporters affect the normally
balanced neurotransmission and is observed in many mental disorders. However,
reduced glutamate uptake affects many different synaptic mechanisms in the astrocyte
as well as in the neuron, and the effects are challenging to delineate. Combining
electrophysiological recordings from neurons and astrocytes as well as extracellular
glutamate recordings in rat hippocampal slices, we confirmed previous work showing
that synaptic stimulation induces a long-lasting depolarization of the astrocytic
membrane that is dependent on inward-rectifier potassium channels. We further
showed that when glutamate transporters are blocked, this astrocytic depolarization is
greatly enhanced although synaptic responses are reduced. We propose that increasing
the levels of synaptic glutamate through blocking glutamate transporters reduces
the AMPA-mediated synaptic response while the NMDA receptor current increases,
contributing to a rise in extracellular K+ leading to enhanced astrocytic depolarization.

Keywords: EAAT-1, EAAT-2, GLAST, GLT-1, synapse, currents, adaptation

INTRODUCTION

Glutamate uptake is a key component in the regulation of excitatory synaptic strength. In the
central nervous system the astrocytic excitatory amino acid transporters 1 and 2 (EAAT-1 and -
2) are responsible for the majority of glutamate uptake (Bergles and Jahr, 1998), and the neuronal
transporters EAAT 3–5 contribute to a lesser extent (Rose et al., 2018). Glutamate transporters
are crucial for proper neuronal functioning (Anderson and Swanson, 2000; Rose et al., 2017).
Interestingly, a reduction in the expression of these transporters is seen in neurodegenerative
as well as psychiatric disorders (Gomez-Galan et al., 2013, 2016; Spangaro et al., 2014; Chung
et al., 2015; Garcia-Esparcia et al., 2018) and glutamate transporters have been suggested as targets
for new pharmacological treatments of mental disorders (Jensen et al., 2015). A reduction in
glutamate uptake leads to increased extracellular glutamate and activation of extrasynaptic NMDA
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receptors as well as presynaptic metabotropic glutamate receptors
(Potier et al., 2010), increasing postsynaptic excitation (Tong
and Jahr, 1994; Arnth-Jensen et al., 2002) and eventually to
excitotoxicity. However, with increased knowledge about the very
tight synapse-astrocyte interaction, it is becoming clear that a
pathological increase in glutamate affects the neuronal activity
in more complex ways than by inducing excessive increase in
activity and excitotoxicity (Goncalves-Ribeiro et al., 2019).

In addition to glutamate uptake, astrocytes regulate synaptic
activity through release of gliotransmitters (Araque et al.,
2014), potassium buffering (Orkand, 1980; Sibille et al., 2014),
regulation of extracellular fluid circulation (Iliff et al., 2012)
etc. Vice-versa, the astrocytes themselves can be regulated by
a plethora of mechanisms, including pressure (Bowman et al.,
1992), metabolism (Bélanger et al., 2011), inflammatory signals
(Habbas et al., 2015) and, most importantly for their integral
role in neural circuits, by neuronal activity (Martin et al., 2015;
Adamsky et al., 2018; Covelo and Araque, 2018). Indeed, the
close functional and anatomical interaction between perisynaptic
astrocytic processes and the synaptic structure, often referred to
as the tripartite synapse, is fundamental for a balanced network
activity (Araque et al., 1999; Santello et al., 2019).

A prerequisite for the close astrocyte-synapse interaction is
that astrocytes can sense neuronal activities. Several mechanisms
have been proposed, including metabotropic glutamate receptors
(Panatier et al., 2011), metabolic signals (Choi et al., 2012), and
extracellular potassium concentration (Bellot-Saez et al., 2017).
A considerable attention has been given to intracellular Ca2+

signal in astrocytes (Khakh and McCarthy, 2015; Bazargani and
Attwell, 2016) whereas much less is known about a change
in membrane potential could act as a signal transduction
mechanism. Compared to neurons, astrocytes are electrically
passive and do not seem to express voltage sensitive channels
to any large extent (Steinhauser et al., 1992; Verkhratsky
and Nedergaard, 2018). Their low resting membrane potential
(approximately −80 mV) and low input resistance are largely
determined by the high number of potassium channels (Ransom
and Goldring, 1973; Djukic et al., 2007; Dallerac et al., 2013;
Hwang et al., 2014). Although astrocytes have been shown to
depolarize in response to synaptic response (Zhang et al., 2003;
Pannasch et al., 2012) as well as to direct application of glutamate
and GABA (Kettenmann and Schachner, 1985) we still lack an
understanding of the electric response of astrocytes in normal or
pathological conditions.

In this work, we examine the effect of astrocyte membrane
potential, mimicking the pathological state of reduced glutamate
uptake where the levels of extrasynaptic glutamate is increased
by blocking glutamate transporters. We confirm that evoked
synaptic activity in the Schaffer collaterals, axons projecting
from the CA3 area to the CA1 area of the hippocampus, leads
to a distinct, slow depolarization mediated by an increase in
extracellular K+, and that this depolarization is significantly
increased in conditions of increased extracellular glutamate.
Interestingly, this response is not a linear readout of the synaptic
signal, since an inhibition of glutamate transporters leads to a
decrease in the synaptic response concomitant to the increase in
astrocytic membrane depolarization. Instead the slow astrocytic

membrane depolarization is dependent on an increase in NMDA
receptor activation.

MATERIALS AND METHODS

Animals and Husbandry
All experiments were performed using male Sprague Dawley
rats (Charles River Laboratories) aged 21–29 days for patch
clamp recordings or 6–8 weeks for field recordings. The animals
were housed at the Karolinska Institutet animal facility at 12:12
light/dark cycle and kept and used according to local and
national regulation. Experiments were performed with the ethical
permit granted by the Animal Ethics Committee at the County
Administrative Board (Norra Stockholms Djurförsöksetiska
Nämnd, approval N13/15).

Slice Preparation
Rats were deeply anesthetized with isoflurane, decapitated and
the brain was quickly removed. For field recordings the brain
was placed in ice-cold standard artificial CSF (aCSF) containing
in mM: 130 NaCl, 3.5 KCl, 1.25 NaH2PO4, 24 NaHCO3, 10
glucose, 2 CaCl2, and 1 MgCl2 (pH 7.3–7.4, 310–330 mOsm),
bubbled with carbogen gas (5% CO2, 95% O2). Hippocampal
horizontal slices (400 µm thick) were prepared using a Leica
VT1200S vibratome (Leica Microsystems). Immediately after
slicing, sections were transferred into an interphase incubation
chamber filled with standard aCSF (in mM: 130 NaCl, 3.5 KCl,
1.25 NaH2PO4, 24 NaHCO3, 10 glucose, 2 CaCl2, and 1.3
MgCl2). The chamber was held at 34◦C during the slicing and
was subsequently allowed to cool down at room temperature. For
patch clamp recordings 300 µm slices were prepared in the same
way, with dissection solution containing (in mM): 250 sucrose,
2.5 KCl, 1.4 NaH2PO4, 26 NaHCO3, 10 glucose, 1 CaCl2, and 4
MgCl2 (310–330 mOsm). The recovery and recording was done
in the same standard aCSF solution as above.

Patch-Clamp Recordings
After a recovery period of at least 1 h, slices were transferred to
a submerged recording chamber with perfusion rate 2–3 ml per
min with aCSF at 32 ± 1◦C, bubbled with carbogen. Picrotoxin
(50 µM, Tocris Biosciences) was added to the recording solution
to omit effects of inhibitory input. Ag/AgCl electrode was used
with borosilicate glass pipettes with a tip resistance of 5–7 MOhm
for patching astrocytes, and 4–5 MOhm for neurons. The glass
pipettes were filled with a solution containing (in mM): 110
K-gluconate, 10 KCl, 4 Mg-ATP, 10 Na2-phosphocreatine, 0.3
Na-GTP, 10 4-(2-hydroxyethyl)piperzine-1-ethanesulfonic acid
(HEPES) and 0.2 ethylene glycol tetraacetic acid (EGTA) (pH
7.2–7.4; 270–290 mOsm). Neurons were identified by shape
and localization in the pyramidal cell layer, astrocytes were
identified by shape and localization in the stratum radiatum.
Astrocyte identity was confirmed by a hyperpolarized membrane
potential (−75 to −85 mV) and no voltage dependent currents
(see Figures 1A–C). Voltage response to an injected current
pulse was monitored to ensure the quality of the recording
throughout the experiment and data was included only for stable
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values (<20% variation). Synaptic responses were evoked by
electrical stimulation of the Schaffer collaterals (SC) using a
bipolar concentric electrode and stimulation intensity to evoke
50–60% of the maximal response was used. A single stimulation
pulse was given and the postsynaptic response was averaged
over 5 sweeps. Data acquisition was done using Multiclamp
700B amplifier and Clampex 10.0 (Molecular Devices), digitized
with Digidata 1440A (Molecular Devices). Glutamate transporter
currents were recorded in astrocytes voltage clamped at−80 mV
in the presence of NBQX (10 µM) and DL-APV (50 µM) in
response to increasing Schaffer collateral stimulation using a
bipolar electrode. For neuronal recordings, all neurons were
voltage clamped at−65 mV. Traces were analyzed in the pClamp
or Minianalysis software (Synaptosoft, United States).

Field Recordings
After a recovery period of 2 h, slices were transferred to a
submerged recording chamber with perfusion rate of 2–3 ml
per min with standard aCSF at 32 ± 1◦C, bubbled with
carbogen gas. Field excitatory postsynaptic potentials (fEPSPs)
were evoked at 0.1 Hz by electrical stimulation of the Schaffer
collaterals (SC) using a bipolar concentric electrode coupled to
an isolated stimulator. Stimulation intensity to evoke 50–60% of
the maximal response were used. Responses were recorded in the
CA1 using an Ag/AgCl electrode coupled to an amplifier (EXT-
02, npi), digitized (Digidata, Molecular Devices, United States)
and monitored with the pClamp software (Molecular devices).
Traces were analyzed in the pClamp software. A 20 min stable
fEPSP baseline was recorded before the slices were perfused
with specific drugs (see below). The size of the responses was
measured by determining the slope of the linear rising phase
of the fEPSP (between 10 and 80% before reaching the peak
amplitude). Experiments were normalized to their individual
baseline periods. The effect of each specific drug was determined
by comparing a 5 min average of the normalized fEPSP slope
after treatment (minutes 16–20) to the averaged fEPSP slope of
baseline recording (30 sweeps, respectively).

Glutamate Recordings
R1 ceramic-based microelectrode arrays (MEAs; The Center for
Microelectrode Technology, University of Kentucky) containing
four vertical-aligned recording sites were used to monitor
glutamate concentration in hippocampal slices. The glutamate-
sensitive site of the MEA, was coated with glutamate oxidase (0.1
unit/µL; G4001-01, US Biological, United States), BSA (0.8%),
and glutaraldehyde (0.1%). An adjacent site, used as a sentinel
detector for background noise and non-specific signals, was only
coated with BSA and glutaraldehyde. Coated MEAs were allowed
to dry for 48 h at room temperature and then electroplated
with a size-exclusion m-phenylene diamine layer. Prior to every
experiment, MEAs were calibrated using a potential of 0.7 V
versus an Ag/AgCl reference electrode. Briefly, calibration was
performed in PBS solution (0.05 M, 40 ml, pH 7.4, 37◦C). After
stabilization of the baseline signal, Ascorbic Acid (250 µM), L-
Glutamate (3 µM × 20 µM), Dopamine (2 µM), and H2O2
(8.8 µM) were sequentially added to the calibration beaker.

Amperometric signals were acquired at 10 Hz using a FAST-
16 mkIV electrochemical recording system (Quanteon LLC,
United States) and analyzed off-line. The final concentration of
glutamate in the slice was calculated by subtracting the signal
recorded by the sentinel to that of the glutamate-sensitive site.

Drugs
The following (concentrations of) drugs were delivered through
the recording aCSF solution: GABAA receptor antagonist:
Picrotoxin, PTX (50 µM), AMPA receptor antagonist NBQX (1,
2,3,4-Tetrahydro-6-nitro-2,3-dioxo-benzo[f]quinoxaline-7-sulf-
onamide hydrate; 10 µM), NMDA receptor antagonist DL-AP5
(DL-2-Amino-5-phosphonopentanoic acid; 25 µM), EAAT
blocker DL-TBOA (DL-threo-beta-Hydroxyaspartic acid;
50 µM), Group II mGluR antagonist LY341495 were from Tocris
Bioscience (United Kingdom). Barium chloride, BaCl2 (100 µM)
and NMDA antagonist MK-801 [(5S,10R)-(+)-5-Methyl-10,11-
dihydro-5H-dibenzo[a,d]cyclohepten-5,10-imine; 10 µM] were
from Sigma-Aldrich (United States). Both DL-AP5 and MK-801
completely blocks NMDA receptors under these conditions and
are considered equivalent.

Statistics
Unless otherwise noted, data is presented as average
value ± SEM. Statistical analysis was done using the
GraphPad software and assuming normal distribution. Statistical
significance is analyzed with Student t-test when two groups
are compared or with ANOVA followed by Tukey’s multiple
comparison for comparing values before and after treatment in
the same cell or Bonferroni’s multiple comparison to compare
unpaired values from different cells or slices.

RESULTS

Synaptic Activation Generates a Slow
Depolarization of Astrocytes
Patch-clamp recordings from astrocytes in the stratum radiatum
revealed an average resting membrane potential (RMP) of
−77.33± 0.43 mV (n = 18; Figure 1A). The cells did not respond
with action potentials at depolarizing voltage pulses up to
+40 mV (Figure 1B) and showed a linear I–V curve (Figure 1C).
Synaptic activity triggered by stimulation of Schaffer collaterals
generated a fast membrane potential response (Figure 1D) with
an average peak amplitude of 0.49 ± 0.05 mV (Figure 1E)
and decay time of 2.11 ± 0.25 ms (n = 18; Figure 1F). This
fast response has previously been described and is a reflection
of the field EPSP that can be measured in the astrocyte due
to the low membrane resistance (Henneberger and Rusakov,
2012) and is present in all our astrocytic recordings when the
Schaffer collateral is stimulated. In addition, we identified a long-
lasting depolarization of the astrocytic membrane in response
to collateral stimulation (Figure 1G) with a decay time of
1.51 ± 0.93 s and an average peak amplitude of 0.92 ± 0.10 mV
(n = 18; Figures 1H,I). Since astrocytic membrane potential is
largely set by potassium, we examined the role of K+ channels in
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FIGURE 1 | Astrocytic long lasting depolarization induced by increase in extracellular K+ at synaptic activity. (A) Baseline resting membrane potential (RMP) of all
astrocytes recorded in current clamp for this paper (n = 18). (B) Voltage steps protocol and (C) I–V curve of a representative astrocyte showing a linear relationship
between current and voltage confirming astrocyte identity. (D) Representative trace of the fast astrocytic response to synaptic stimulation with (E) mean peak
amplitude and (F) mean decay time (n = 18, including cells also analyzed in Figures 3, 5). (G) Representative trace of the long-lasting astrocytic depolarization in
response to synaptic activity and quantification of (H) peak amplitude and (I) decay time (n = 18). (J) Representative trace of the long-lasting astrocytic
depolarization in the absence and presence of barium chloride, BaCl2 (100 µM), purple and brown, respectively, with the baseline adjusted. BaCl2 application
significantly reduces the (K) peak amplitude (time of measurement indicated by line in J) of the astrocytic long-lasting depolarization (p < 0.01, n = 6). (L) BaCl2
application depolarizes the astrocyte resting membrane potential (RMP) (p < 0.01, n = 6). Electrical stimulation artifact removed from displayed traces for clarity.
*Denotes statistical significance.

this response by blocking them with 100 µM BaCl2. As expected,
BaCl2 resulted in a significantly depolarized astrocytic resting
membrane potential compared to baseline (−74.36 ± 0.48 mV
with BaCl2 versus −77.83 ± 0.57 mV before, p < 0.01, n = 6;
Figure 1L). To investigate the effect of blocking of potassium
channels on the slow depolarization evoked by synaptic activity
the change in potential compared to the baseline was measured
and showed that BaCl2 completely blocked the depolarization
(0.04 ± 0.04 mV, compared to 0.74 ± 0.06 mV in control;
p < 0.01, n = 6; Figures 1J,K). These results suggest that
astrocytes respond to synaptic activity with a slow depolarization
mediated by an increase in extracellular K+ triggered by synaptic

activity. The recordings display a biphasic response to BaCl2, with
a slow depolarization appearing about 0.5 s after stimulation.
Although we did not explore this effect, it indicates that blocking
K+ channels affects many cellular processes, including the
Na+/K+-ATPase, that can affect the membrane potential.

Astrocytic Response to Glutamate
Transporter Blocking
Glutamate transporters are critical for regulating synaptic
strength, and they are highly relevant target for the treatment
of many mental disorder. When glutamate is released through
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FIGURE 2 | Astrocytic glutamate transporter currents increase linearly with synaptic stimulation and blocking glutamate transporters doubles baseline extracellular
levels of glutamate. (A) Representative trace of EAAT current measured in the presence of NBQX and AP5, at schaffer collateral stimulation corresponding to 50%
(red), 75% (blue), and 90% (green) of maximal stimulation strength. (B) Peak amplitude of EAAT current normalized to the amplitude at 50%, showing that glutamate
transporter currents increase linearly with increase in stimulation strength. (C) Representative recordings of EAAT current in the presence of EAAT blocker DL-TBOA
(50 µM). (D) Average glutamate transporter currents normalized to current before the application of EAAT blocker are significantly reduced in the presence of
DL-TBOA (p < 0.01, n = 9). Enzyme coated microelectrode were used for recording of glutamate concentration. (E) Representative figure showing L-glutamate
recordings under baseline conditions (black) and after application of DL-TBOA (50 µM; orange). (F) Glutamate concentrations before and 15 min after DL-TBOA
(50 µM) application shown for each slice, the averages are significantly different (p < 0.05, n = 6). Electrical stimulation artifact removed from displayed traces for
clarity. *Denotes statistical significance.

presynaptic stimulation of Schaffer collaterals, a glutamate
transporter mediated inward current that can be recorded in
patch-clamped astrocytes in the presence of AMPA and NMDA
receptor inhibitors NBQX (10 µM) and AP5 (25 µM). In
fEPSP recordings, with synaptic release triggered by Schaffer
collateral stimulation, we identified the stimulation triggering
50, 75, and 90% of maximal fEPSP response. This stimulation
generated a linear increase of glutamate transporter currents
(r2 = 0.99, slope = 0.03, n = 10; Figures 2A,B), suggesting
that under basal conditions, the main determinant of glutamate
transporter activity is extracellular glutamate concentrations.
The current’s identity was confirmed by applying the glutamate
transporter blocker DL-TBOA (50 µM) that reduced the fast
component of the current (peak amplitude 0.38 ± 0.04 of

control, p < 0.01, n = 9; Figures 2C,D), leaving a slow
residual current previously described as potassium mediated
(Cheung et al., 2015).

We further assessed the effect of glutamate transporter
blocking on the levels of ambient glutamate. Extracellular
glutamate concentrations were recorded in slices using an
enzyme-coated microelectrode coupled to amperometric
detection and DL-TBOA was applied to the slice to block
astrocytic as well as neuronal glutamate transporters.
The amount of glutamate measured increased gradually
after DL-TBOA bath perfusion (Figure 2E), reaching a
significant twofold increase from 61 ± 4 to 220 ± 3 nM
(p < 0.05, n = 6, Figure 2F) 15 min after application
of DL-TBOA.
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FIGURE 3 | EAAT blocking enhances astrocytic membrane depolarization
while reducing neuronal evoked EPSC. (A) Representative trace showing
astrocytic long-lasting depolarization under control conditions (purple) and
2 min after DL-TBOA application (orange). (C) DL-TBOA significantly
increases the peak amplitude of the long-lasting depolarization (p < 0.01,
n = 9, where 6 out of 9 cells are the same as in Figure 5) with no significant
changes in the (D) decay time and (B) resting membrane potential (RMP).
Voltage-clamp recordings from individual neurons held at −65 mV during
stimulation of Schaffer collateral under control conditions and in the presence
of glutamate transporter blocker DL-TBOA. (E) Representative trace of
evoked EPSC before (blue) and 2 min after DL-TBOA application (orange),
insert shows traces with amplitude scaled. (F) Peak amplitude of evoked
EPSC normalized to before application of DL-TBOA for each cell, the average
amplitude is significantly reduced in presence of DL-TBOA compared to
before (p < 0.05, n = 4). Electrical stimulation artifact removed from displayed
traces for clarity. *Denotes statistical significance.

Astrocytic and Neuronal Response to
Acute Blocking of Glutamate
Transporters
To investigate the response of astrocytes to reduced glutamate
uptake, we recorded membrane potential changes in patched
astrocytes in response to Schaffer collateral stimulation in
the absence or presence of DL-TBOA (50 µM) to block
the glutamate transporters. DL-TBOA application significantly
increased the average peak amplitude of astrocytic depolarization
from 1.04 ± 0.18 mV to 1.61 ± 0.28 mV (p < 0.01, n = 9;
Figures 3A,C) without modifying the decay time (1.55 ± 0.22 s
in the presence of DL-TBOA compared to 1.55 ± 0.15 s at
baseline, n = 9; Figure 3D). DL-TBOA had no significant effect

on the RMP (−76.6 ± 0.43 mV before DL-TBOA compared
to −76.6 ± 0.75 mV after treatment, n = 9; Figure 3B).
A possible explanation for the increased astrocytic depolarization
after glutamate transporter inactivation is that the increase in
extracellular glutamate (Figure 2) leads to increased neuronal
activity, thus enhancing the synaptically evoked depolarization.
To confirm this, we recorded the evoked EPSC from CA1
neurons in response to Schaffer collateral stimulation. To
our surprise, blocking glutamate transporters with DL-TBOA
reduced the evoked EPSC peak amplitude significantly to
0.65 ± 0.08 of control (p < 0.05, n = 4; Figures 3E,F). When the
recordings were scaled to the same amplitude (Figure 3E, inset) a
slight and not significant increase of the decay time was observed,
from 12.72 ± 1.5 ms at baseline to 14.6 ± 1.0 ms in the presence
of DL-TBOA (p = 0.14, n = 4).

Blocking Glutamate Transporters
Induces a NMDA Mediated Reduction of
EPSP Amplitude
To understand the effect of glutamate transporter blocking on the
overall synaptic activity, we turned to extracellular recordings of
evoked field EPSPs (fEPSP) at Schaffer collateral-CA1 pyramidal
cell synapses. Again, DL-TBOA (50 µM) treatment reduced the
normalized fEPSP to 0.67± 0.04 (n = 5; Figures 4A,B) of baseline
as measured by the slope of the response. This decrease was
significantly different from control slices in which the normalized
fEPSP remained at 0.98 ± 0.03 (p < 0.05; n = 5) of baseline
at the same timepoint after mock change of perfusion solution.
Adding glutamate (1 mM) to the perfused aCSF induced a
similar reduction in fEPSP response as DL-TBOA (0.53 ± 0.06
of baseline, p < 0.01, n = 4; Figures 4A,B), confirming that
DL-TBOA indeed mediated the synaptic adaptation through
elevating the levels of extracellular glutamate. LY341495 to
inhibit presynaptic metabotropic glutamate receptors and MK-
801 to block NMDA receptors were then used to understand
how the decreased synaptic response was mediated. In the
presence of 200 nM LY341495 (Losonczy et al., 2003) the evoked
fEPSP was still significantly decreased after DL-TBOA treatment
(0.72 ± 0.07 of baseline, p < 0.05, n = 4; Figures 4C,D),
however, in the presence of MK-801 (10 µM) the recorded
response remained unaltered from baseline level both in the
presence of DL-TBOA (0.98 ± 0.05, n = 4) and 1 mM glutamate
(0.86 ± 0.07, n = 4, Figures 4E,F). MK-801 alone did not change
the fEPSP slope (1.01 ± 0.06, n = 3). This result suggests that the
observed reduction in synaptic strength after blocking glutamate
transporters is the result of an active homeostatic response
to increased extracellular levels of glutamate orchestrated by
the NMDA receptor activation and is in line with previous
work showing that glutamate overload can induce an NMDA
receptor mediated AMPA receptor removal from the synapse
(Siddoway et al., 2014).

A Switch in AMPA/NMDA Activity After
Glutamate Transporter Blocking
The fact that astrocytic depolarization is increased, whereas
synaptic activity is reduced to less than half when glutamate
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FIGURE 4 | EAAT blocking or exogenous glutamate reduce the evoked synaptic population response in an NMDA receptor-dependent manner. (A) Representative
traces showing baseline field EPSPs evoked by electrical stimulation of Schaffer collateral and recorded in the striatum radiatum of the CA1 (black traces) and 15 min
after 50 µM DL-TBOA or 1 mM glutamate application (orange and blue traces, respectively). (B) The fEPSP reduction induced by DL-TBOA and 1 mM glutamate
was significantly different when compared to control experiments measured at the same time point after a mock change of perfusion solution (p < 0.05, n = 5 for
DL-TBOA and p < 0.01, n = 5 for 1 mM glutamate). (C) Representative traces showing baseline fEPSP responses (black traces) and 15 min after 10 µM LY341495
alone or combined with DL-TBOA. (D) Inhibition of mGlu receptors with LY341495 did not modify either the fEPSP response (n = 4) or the significant reduction in
amplitude induced by DL-TBOA (n = 4). (E) Representative traces showing fEPSP responses at baseline (black traces) and 15 min after 10 µM MK-801 alone or
combined with 50 µM DL-TBOA or 1 mM glutamate. (F) Blocking NMDA receptors fully prevent the reduction in the fEPSP response induced by 50 µM DL-TBOA
(n = 4) or 1 mM glutamate (n = 4). *Denotes statistical significance.

transporters are blocked, shows that the slow astrocytic
membrane depolarization is not a linear readout of synaptic
potentials. However, NMDA receptors, as well as AMPA
receptors are permeable to K+, and an increase in NMDA
receptor activation results in an increase of extracellular K+
(Shih et al., 2013). Indeed, application of the NMDA receptor
inhibitor AP5 completely reversed the increase in synaptically
evoked membrane depolarization induced by DL-TBOA from
1.50 ± 0.20 mV in the presence of DL-TBOA to 0.78 ± 0.07 mV
when AP5 was added to the slice (p < 0.05 compared to DL-
TBOA), which was not significantly different from the astrocytic
depolarization in response to synaptic activity before the drugs
were added; (0.99 ± 0.17 mV, n = 6; Figures 5A,B). Again,
there was no difference in decay time (control 1.49 ± 0.17 s,
DL-TBOA 1.39 ± 0.21 s, DL-TBOA + AP5 1.2 ± 0.15 s,
n = 6; Figure 5C). Blocking the NMDA receptor alone did not
change the astrocytic RMP (control −77.96 ± 1.48 mV, AP5
−78.21 ± 1.89 mV; Figure 5F). Interestingly, AP5 application
alone, in the absence of DL-TBOA did not have any effect
on the stimulation induced astrocytic membrane depolarization
(peak amplitude control 0.77 ± 0.16 mV, in the presence of
AP5 0.74 ± 0.12 mV, n = 4; Figures 5D,E) suggesting that the
NMDA receptors are only activated enough to affect astrocytic

membrane potential when glutamate transporters are blocked
and extracellular glutamate is increased.

The slight shift in decay time observed in the neuronal EPSC
after DL-TBOA application (Figure 3E) suggested that NMDA
currents may be increased in this condition, however, this effect
was masked by the fast AMPA response. Indeed, by recording the
evoked EPSC of pyramidal neurons in the CA1 in presence of
AMPA receptor blocker NBQX to isolate the NMDA current, we
confirmed that blocking glutamate transporters does indeed lead
to an increase in NMDA currents in neurons. In contrast to the
effect on the AMPA mediated current (Figures 3E,F), DL-TBOA
application significantly increased the peak amplitude of evoked
EPSC to 1.52± 0.09 of control (p < 0.01, n = 6; Figures 5G,H).

DISCUSSION

In this work, we show that astrocytes in the hippocampus
depolarize upon synaptic stimulation. The slow time course and
the fact that the depolarization can be blocked by BaCl2 indicate
that the depolarization is mediated by rises in extracellular
potassium (Ballanyi et al., 1987; Meeks and Mennerick, 2007),
a finding consistent with K+ currents recorded under similar
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FIGURE 5 | Enhanced astrocytic depolarization after glutamate transporter blocking is dependent on increase in NMDA receptor activity. (A) Representative trace of
astrocytic depolarization at baseline (purple), after DL-TBOA application (orange) and in the presence of DL-TBOA as well as NMDA receptor inhibitor AP5 (blue).
(B) The significant increase in peak amplitude of astrocytic depolarization in the presence of DL-TBOA (50 µM) was completely inhibited when AP5 (25 µM) was
added along with DL-TBOA (n = 6), (C) with no difference in decay time in any of the three conditions. (D) Representative trace showing the synaptically induced
astrocytic depolarization before and after application of AP5 (25 µM, green). (E) AP5 does not significantly change peak amplitude or (F) resting membrane potential
(n = 4). Neuronal NMDA responses were recorded as evoked EPSC in patch-clamped neurons by stimulation of Schaffer collateral in the presence of the AMPA
receptor antagonist NBQX. (G) Representative trace of NMDA component of EPSC recorded before (blue) and after DL-TBOA application (red). (H) DL-TBOA
significantly increased the average peak amplitude of the synaptically evoked NMDA current (p < 0.01; n = 6). Electrical stimulation artifact removed from displayed
traces for clarity. *Denotes statistical significance.
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conditions (Sibille et al., 2014). Interestingly, the depolarization
is not a linear read-out of the synaptic EPSC. When we block
glutamate transporters, the astrocytic depolarization is increased,
whereas the postsynaptic neuronal response, as recorded either as
a single cell EPSC (Figures 3E,F) or a field EPSP (Figures 4A,B),
is decreased. We also show that the increased astrocytic
depolarization after blocking glutamate transporters is mediated
by NMDA receptors. Taken together, our results reinforce the
close interaction and finely tuned relationship between neurons
and astrocytes at the synapse. We propose that a reduced
glutamate uptake by the astrocytes induces a rearrangement
of the synapse with a down regulation of synaptic AMPA
receptor response but an increase in extrasynaptic NMDA
receptor activation, leading to an increase in extracellular
potassium that is sensed by the astrocyte through an increased
membrane depolarization. This interaction is compatible with
previous work, using the method of intrinsic optical signal
(Woo et al., 2019).

The importance of astrocytes to buffer extracellular K+ is
well described (Kofuji and Newman, 2004), but our work shows
that K+ can also be a signal, in contrast to what have been
proposed in an in silico model (Savtchenko et al., 2018). Barium
sensitive potassium channels are well-known to set the resting
membrane potential of astrocytes (Olsen and Sontheimer, 2008).
Since potassium currents are the main effectors of the slow
depolarization, our data suggests that in conditions of high
glutamate (in our case when glutamate transporters are blocked),
the activation of presumably extrasynaptic NMDA receptors
generates currents that substantially contribute to extracellular
potassium levels (Lackington and Orrego, 1986; Shih et al., 2013)
and enhances the synaptically induced astrocytic membrane
depolarization. An alternative explanation would be that the
increased activation of NMDA receptors causes a depolarization
of the postsynaptic cell, leading to an increased neuronal firing.
However, the time course of the astrocytic depolarization is
constant under control and DL-TBOA application, and only the
peak amplitude is affected. This makes it unlikely that the effect
is due to increased neuronal firing, since this would have led to
multiple peaks, or a shift in decay time due to potassium build up
after each action potential.

The interdependence of neuronal and astrocytic responses
and the fast adaptation of the responses impose particular
challenges to study them and to specifically pinpoint the
localization of specific mechanisms. Our results do not, for
example, allow us to rule out that part of the increase in
astrocytic depolarization after DL-TBOA is due to NMDA
receptors expressed on the astrocytes. The existence of NMDA
receptors on astrocytes is controversial (Dzamba et al., 2013),
recordings of NMDA currents in pure astrocytic cell cultures
show that astrocytes have the capability to express NMDA
receptors (Kettenmann et al., 1984), but whether this is true
in vivo is less certain and difficult to tease out due to the
interdependency of the synaptic and astrocytic events. Recent
single-cell sequencing data show that astrocytes express very
low levels of NMDA mRNA (Skowronska et al., 2019) and
their functional role is unclear. The slow time course and
consistent decay-time in our experiments and the fact that

neuronal NMDA currents are increased in the presence of
DL-TBOA, are compatible with the hypothesis that increased
astrocytic membrane potential is mediated through a rise in
extracellular K+ through increased activation of neuronal NMDA
receptors. The possibility that the depolarization is mediated by
extracellular K+ originating from an increase in action potentials
(triggered by NMDA receptor induced depolarization of the
postsynaptic neuron), seems less likely based on the constant
time course of the depolarization in the absence and presence
of DL-TBOA. Our model of explanation is also compatible
with previously published work where astrocytic currents were
recorded upon NMDA receptor activation (Schipke et al., 2001).
On the other hand, work from acutely isolated astrocytes
does point to the presence of functional NMDA receptors
on astrocytes (Lalo et al., 2006). In our experiments, the
NMDA receptor inhibitor AP5 does not have any effect in
the absence of DL-TBOA suggesting that extrasynaptic NMDA
receptors are involved, activated only when the blockade of
glutamate transporters causes an overflow of glutamate beyond
the synaptic cleft.

Although astrocytic membrane depolarization is an
understudied phenomenon, there is now accumulating evidence
that membrane depolarization in astrocytes is functionally
relevant. It has been shown that depolarization of cortical
astrocytes can increase intracellular Ca2+ (Wu et al., 2015)
and glutamate transporter currents are affected by changes in
astrocyte membrane potential (Tanui et al., 2016; Lebedeva
et al., 2018). Interestingly, the fast decrease in the amplitude
of the fast neuronal postsynaptic potential in response to high
levels of extracellular glutamate can be an adaptation to prevent
runaway excitation. In contrast, the astrocytic response to
increases in extracellular glutamate, measured as the membrane
depolarization, is enhanced. Thus, the signal transduction
through astrocytic membrane potential can be especially
important at situations with high levels of glutamate and can
potentially induce adaptation of the network within a longer
timeframe, consistent with the idea that astrocytes are important
to sustain a balanced neuronal network activity over time.
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