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Editorial on the Research Topic
 Scarcity, regulation, and the abundance society




New technologies continue to democratize, decentralize, and disrupt production, offering the possibility that scarcity will be a thing of the past for many industries. We call these technologies of abundance. But our economy and our legal institutions are based on scarcity.

Abundance lowers costs. When that happens, the elimination of scarcity changes the economics of how goods and services are produced and distributed. This doesn't just follow a normal demand curve pattern—consumption increases as price declines. Rather, special things happen when costs approach zero.

Digitization and its effects on the production, organization, and distribution of information provide early examples of changes to markets and industries. Copyright industries went through upheaval and demands for new protections. But they are not alone. New technologies such as 3D printing, Cas-9 Cripsr, artificial intelligence, synthetic biology, and more are democratizing, decentralizing, and disrupting production in food and alcohol production, biotechnologies, and more, and even the production of innovation itself, opening the prospect of an abundance society in which people can print or otherwise obtain the things they want, including living organisms, on-demand.

Abundance changes the social as well as economic context of markets. How will markets and legal institutions based on scarcity react when it is gone? Will we try to replicate that scarcity by imposing legal rules, as IP law does? Will the abundance of some things just create new forms of scarcity in others—the raw materials that feed 3D printers, for instance, or the electricity needed to feed AIs and cryptocurrency? Will we come up with new forms of artificial scarcity, as brands and non-fungible tokens (NFTs) do? Or will we reorder our economics and our society to focus on things other than scarcity? If so, what will that look like? And how will abundance affect the distribution of resources in society? Will we reverse the long-standing trend toward greater income inequality? Or will society find new ways to distinguish the haves from the have-nots?

Society already has examples of each type of response. The copyright industries survived the end of scarcity, and indeed thrived, not by turning to the law but by changing business practices, leveraging the scarcity inherent to live performances and using streaming technology to remove the market structures that fed unauthorized copying, and by reorganizing around distribution networks rather than content creators. Newsgathering, reporting, and distribution face challenges flowing from democratized, decentralized, and disrupted production. Luxury brands and NFTs offer examples of artificial scarcity created to reinforce a sort of modern sumptuary code. And we have seen effective, decentralized production based on economics of abundance in examples ranging from open-source software to Wikipedia.

In this introductory essay, we survey the potential futures of a post-scarcity society and offer some thoughts as to more (and less) socially productive ways to respond to the death of scarcity.


Beyond the economics of scarcity


Information, digitization, and scarcity
 
Information goods and the success of abundance

Questions about scarcity and abundance are central to how humans organize societies. Traditional capitalist economics is based on scarcity (Frischmann and Lemley, 2007). Things are valuable because they are scarce. The more abundant they become, the cheaper they become. We pay for things because it takes resources—land, raw materials, human labor—to produce them. In general, the more resources it takes to produce them, the more we pay (Samuelson and Nordhaus, 2010). The most fundamental graph in economics shows a supply curve and a demand curve. The supply curve slopes up because resources are scarce, and the demand curve slopes down because money too is scarce. Generally speaking, markets meet in the middle—when it costs more to make something than people are willing to pay for it, manufacturers stop making it. When there are exceptions—when customers are willing to pay a great deal for something that is cheap to make—the producer may make a substantial profit in the short term. But in the long run, other producers, attracted by the high profit margin, enter and offer the cheap product at a lower price, competing away the extra profit margin. Price settles at marginal cost.1 Indeed, economics as traditionally taught is the study of how people and society allocate scare resources (Robbins, 2007; Ghosh). When tangible, and often consumable, things such as food, oil, lumber, clothing, are in limited supply, economics tries to explain how to allocate scarce items.2 Even if one doesn't consume an item, often only one person can possess it (Frischmann and Lemley, 2007). And in the rare circumstances where that is not true, we often see that as a reason for the government to intervene to provide the good.

The traditional economic story of information is somewhat different. Information is a public good; that is, “one that is non-rivalrous and difficult to exclude non-payers from using” (Wu, 2017; Menell et al., 2022). Unlike, say, ice cream, my consuming information doesn't prevent you from also consuming it. Accordingly, the marginal cost of producing the next copy of information approaches zero (though the physical goods in which information has traditionally been encapsulated, such as books or films, do cost money to produce and distribute). As such, economists worry that things—goods or information—that cost a lot to develop but little or nothing to copy will be underproduced because the ease of copying means producers won't be able to charge enough to recoup their investment in making the thing in the first place (Scherer and Ross, 1990; Landes and Posner, 2003).

For most public goods, the traditional solution is to regulate market entry, designating one company as the exclusive provider of, say, electric power or telephone or cable service, for a particular region and allowing that company to make up its fixed costs by charging its captive customers a price above marginal cost (Samuelson and Nordhaus, 2010). Intellectual Property (IP) laws take a similar approach, creating a right to exclude competition in a particular piece of information so that the creator can make up its fixed costs by charging customers a price above marginal cost (Lemley, 1997; Boyle, 2009).3 Unlike more traditional regulated industries, however, the government does not regulate the price IP owners can charge, but instead relies on some combination of the temporary duration of the IP right and imperfect competition from other inventions to keep prices in line (Abramowicz, 2004; Yoo, 2006, 2009; Lemley and McKenna, 2011).

In effect, the point of IP laws is to take a public good that is naturally non-rivalrous and make it artificially scarce, allowing the owner to control how many copies of the good can be made and at what price. In so doing, IP tries to fit information into the traditional economic theory of goods. The fit is imperfect, though, both because IP's restriction on competition creates a deadweight loss to consumers who would have bought the good at a lower price and because the very existence of the IP right means that competition cannot discipline pricing in the same way it does for goods.

But a series of technological changes is underway that promises to end scarcity as we know it for a wide variety of goods. The Internet and related, complementary technologies are the most obvious examples, because the changes flowing from them are furthest along. Even before those changes, the copyright industry offers an earlier example of the way abundance can alter a market to increase rather decrease revenues. The home movie market started as a high-priced one for those who could afford both expensive home video players and expensive tapes of movies. Then new technology fostered abundance in the market. First, the machines evolved with VHS winning the format battle. Second, many producers entered the VCR market, and the cost of the machines dropped. Third, people began to buy VCRs to record TV broadcasts. Increased VCR ownership created the opportunity for consumers to buy or rent films on videotape. Following the playbook about costs to copy and the desire for artificial scarcity, studios sought “total control of the cassette from the manufacturer to the customer.” Studios began by pricing copies at $80–$90, so that it made more sense for a rental store to buy and recoup costs with each rental, rather than a home consumer buying a copy. Nonetheless, a few studios experimented with the new market and priced tapes for $19.95 so that more people could own a copy and watch it as often as they liked. By 1996 the rental market was at $9.2 billion and the ownership market was at $7.2 billion with more growth in direct-to-video movies to come (Roehl and Varian, 2001).

These experiments should have told copyright incumbents in music that lowering prices to make illegal copies a less attractive option was the best move. Anti-copying laws and technical measures played their part in the home video market, and technology that hindered getting a clean copy of a recently rented movie likely helped the industry. But that alone was not enough. The combination of a reasonable price point and the fact that street or illegal copies were lower quality allowed a new market and revenue stream to flourish. Although VHS was an analog example of scale and market issues, the lessons carried over with greater force once a series of technological changes reached the industry.

The music industry's experience fighting, and then acquiescing to, digital content is well-known, but tracing the intersection of technologies that led it there shows why more and more sectors could move to a low or post-scarcity equilibrium. The digitization of music was one key change. Physical copies went away in favor of files. Given the low-speed and bandwidth of modem connections, fears of copying were more about digital audio tapes rather than copying digital files and sharing them. The dream of a celestial jukebox was just a dream. But music compression improved. The Internet became commercial. Bandwidth and connection speeds increased. All these complementary technologies converged and unleashed the power to distribute recordings at will for essentially low to no cost.

In addition, software changed the way music was recorded and gave creators access to high-end production techniques. Rather than needing expensive access to recording studios for an adequate demo tape that artists hoped would lead to a recording contract, access to high-end studios, and music producer expertise, artists could make high-quality recordings with high-end production techniques. The cluster of production and distribution technologies democratized and decentralized the music industry.

Digitization is a core, first step toward ending scarcity because it helps remove physical limits. That shift often means producers must adapt to the realities of low-cost copying and distribution acute. Digitization not only affects the way copyrighted products are consumed but also the way they are produced, and thus the nature of the industry in general. Once digitization takes hold of an information market, it dramatically reduces the cost of producing that content. Add in the nature of the Internet and not only does production cost drop, but also other aspects of the market that limit abundance. The Internet accelerates the changes because it reduces the cost of reproduction and distribution of informational content effectively to zero. Furthermore, as the Internet has fostered an abundance of low-cost information creation and sharing, it has created a variety of intermediaries such as search engines and Web hosts that enable access to information for free or at a very low cost. Those intermediaries are agnostic about (and quite often ignorant of) the content they are distributing. In short, digitization and the Internet has disaggregated creation and distribution. I can create without distributing secure in the knowledge that my works will be disseminated by others who distribute without creating.

The result has been a resounding success story. People are creating and distributing more content now than ever before, by at least an order of magnitude (Rifkin, 2014; Lemley, 2015). Economic scholarship suggests that although until around 2011–2013, recording industry revenues have declined substantially from their high in 1999, there were more songs being released than ever before, more new artists than ever before, and more purchases of music than ever before, and the songs released seem to be of at least as high quality as before the digital disruption of the industry (Lunney, 2012; Waldfogel, 2012).

The claim that music (or video, or text) would stop being produced without the economics of scarcity was proven false (Cohen, 2011; Lemley, 2011). But that doesn't mean digital technologies brought no disruption. Incumbents had to retool their business models. High-cost intermediaries and distribution networks changed or went out of business. A world of four or five major labels controlling close to 80 percent of the market shifted, and a host of smaller labels produced more music. Artists sold their work directly to consumers. Apple's iTunes, Amazon, and GooglePlay began selling singles at 99 cents to a dollar 30 cents. Rhapsody and Spotify developed subscription services. Concerts became a major source of income. After some legal fights, YouTube came up with a system to allow rights holders to identify potentially infringing works, and to offer rights holders ways to make money for uses previously too expensive to negotiate even through rights collectives such as the American Society of Composers, Authors, and Publishers (ASCAP) or BMI.

Digitization and network technology shifted the way music is created, sold, and monetized. The practice was democratized. Yet, as one music industry report shows, the industry has experienced 7 years of growth between 2014 and 2021, with 2021 global revenues totaling $25.9 billion, an 18.5 percent increase from 2020 (Richter, 2022). Perhaps counter-intuitively, the bottom was in 2014, the year streaming began; and it was the advent and embrace of streaming that returned the market to growth. Once again technology increased abundance, and the industry adapted to that change.

Something similar happened with video, books, and even news reporting. The rise of sites like YouTube has led to an astonishing outpouring of videos from outside Hollywood. More than a decade ago, YouTube had more content added every month than the major TV networks created in 60 years. Since then, the numbers of hours uploaded has grown from 300 to more than 500 h of new content uploaded to YouTube every minute. At the same time, despite the COVID pandemic's effect on movie theater attendance, the movie industry is faring better than ever before in history (McClintock, 2021). This success is in part because of the industry's embrace of streaming content, a technology that seemed to threaten the industry a decade ago (Oberholzer-Gee and Strumpf, 2010). People are buying more books than ever before, with print books still accounting for 76 percent of sales revenues in 2021.4 And while the price of those books has declined somewhat, writers are also publishing more books than ever before, including a surprising number of successful self-published books (Oberholzer-Gee and Strumpf, 2010; Waldfogel and Reimers, 2015). Print newspapers have seen revenues decline because of the Internet (Edmonds, 2012), but that doesn't mean news reporting has declined; more news is reported more quickly from more sources as individual citizens are increasingly capable of documenting the world around them. Nor has the quality of journalism necessarily fallen; indeed, one recent study finds that “newspaper content appears to be getting more sophisticated in response to increased Internet penetration” (Salami and Seamans, 2014). True, there is lots of misinformation out there, and that's a problem. But there is also lots more factual news reporting than in prior eras. And despite piracy, both the film and publishing industries reported higher profit margins in the 2010s than they did a decade before (Band and Gerafi, 2013). Live music and shows have also reached unprecedented levels of revenue and profit. Overall, the picture of the entertainment industry is far from bleak; the overall industry grew from $449 billion in 1998 to $745 billion in 2010 (Travis, 2015).

Perhaps most surprising, people are creating an astonishing array of content specifically for the purpose of giving it away for free on the Internet. Early on, scholars worried that no one would create content for the Internet because they couldn't see a way to get paid (Ginsburg, 1995), but it is hard to think of a prediction in all of history that has been more dramatically wrong. People spend hundreds of millions—or even billions—of hours a year creating content online for no reason other than to share it with the world. They create and edit Wikipedia pages, post favorite recipes, create guides to TV shows and video games, review stores and restaurants, and post information on any subject you can imagine (Benkler, 2002, 2006; Rimmer, 2009). The claim that people would not create and share their creations because of the public goods aspect of information, as the economics of scarcity predicts, has not been borne out. Rather, even in the analog days, we all knew of garage bands, artists, tinkers, and other creators whose worked was local and under the radar. The shift to digital, networked creation has unearthed these creative efforts and provided new ways to share them. If, as Doctor Johnson famously suggested, “[n]o man but a blockhead ever wrote except for money,” Johnson (1884) we are a world of blockheads, gleefully creating and sharing all sorts of content with the world. Ghosh's and Asay's contributions to this volume note the fundamental nature of the changes the Internet has wrought on copyright and incentives to create (Ghosh; Asay) and Said discusses how copyright law uses the rhetoric of scarcity to justify its continued dominion.



Digitizing physical goods: The promise of abundance

More recently, new technologies promise to do for a variety of physical goods and even services what digitization and the Internet has already done for information. 3D printers can manufacture physical goods based on any digital design (Desai and Magliocca, 2014; Newcomb, 2022). But that has been the case for a range of computer-numeric-control devices for some time. The difference is the intersection of increasingly sophisticated yet lower cost 3D printers; ever more accurate and inexpensive scanners; and leaps in material science allowing 3D printers to move beyond plastics to cement, ceramics, metals, and more. Together these changes have spawned an abundance of the know-how and means to produce things that were once the province of high-cost manufacturing firms in industries as varied as toys, guns, autos, homes, drugs, and even spaceships. China is even pursuing building an entire hydro-electric dam using 3D printing, robots, and artificial intelligence systems, but almost no humans. Several industries use versions of this technology to make better prototypes and bring new products to market faster, but something else is happening too. New players are entering industries, such as the car industry, where start-up costs used to be high and acted as a barrier to entry.

For example, Local Motors was able to use crowd sourcing to design a car with the winning designer receiving $7,500, and then complete the prototype in a little over 2 months. The two-seater has only 49 parts, most of which were made with 3D printing technology. The third production of the prototype took about 40 h to build. The body itself is a one-piece carbon tub. One car reviewer noted that the other car he tested with a one-piece carbon tub body was a McLaren 650S priced at more than $300,000. Local Motors plans on releasing its first vehicle sometime in 2016 at price between $18,000 and $30,000. In addition, the approach of Local Motors allows it to build mini-factories for far less than the billion or so dollars traditional carmakers such as Tesla spend (yes Tesla is traditional on this point). That means Local Motors should have been able to adapt faster, deliver closer to consumers, and offer custom, high-quality, low-cost cars.5

The amount of high-end technology bought to market at low-cost shows that the ability to tinker and create even in a complex sector such as the automotive industry is real and persists. For example, in 2019, BMW revealed a 3D printable concept car, yet a father and son had already used 3D printing and related CNC technologies to make a Lamborghini at home at a cost of $20,000 investment (Voulpiotis, 2019). Like the Local Motors compared to McLaren, a Aventador Lamborghini on which the 3D printed version is based, cost more than $300,000 (Voulpiotis, 2019). As in other industries facing abundance technologies, incumbents may go after 3D printer sites offering digital plans for parts because of claimed trademark issues (Stumpf, 2022). Or companies may follow the lead of GE Aviation, Lockheed Martin, Raytheon, Honeywell, and Siemens Energy, that have agreed to work on changing their supply chain by supporting U.S. companies embrace 3D printing and similar technologies—a move that fits with the Biden Administration's Additive Manufacturing Forward program (Shabad, 2022).

In other markets, consumers and tinkerers are creating and sharing plans for homemade toys and even guns. Some of these creations are new, and some build on offerings already in the marketplace. Like the copyright industry, industries that rely on patents are seeing small industry and individuals “interact” with their IP much more than was possible just a decade ago. Both Matthew Rimmer and Shane Greenstein provide additional examples in their chapters in this volume. Rimmer discusses the development of metal 3D printing and how it is changing manufacturing, while Greenstein discusses how print on demand clothing is changing the nature of fast fashion.

Synthetic biology has automated the manufacture of copies of not just existing genetic sequences, but also any custom-made gene sequence, allowing anyone who wants to create a gene sequence of their own to upload the sequence to a company that will “print” it using the basic building blocks of genetics. In addition, two related technologies, CRISPR and Cas9, have lowered the bar to genetic editing. CRISPR stands for “Clustered regularly-interspaced short palindromic repeats [which] are segments of bacterial DNA that, when paired with a specific guide protein, such as Cas9 (CRISPR associated protein 9), can be used to make targeted cuts in an organism's genome.” (National Academies of Sciences, 2016). Because of CRISPR/Cas9, gene editing has gone from being “laborious and time-consuming” Kreiger (2016) to being “facile and rapidly achievable” (Sternberg and Doudna, 2015). At least one scientist now offers a DIY gene-editing system that is a simplified version of CRISPR for $120, and he offers “lab protocols, inexpensive equipment, and tutorials” so that the general public can learn the basics of gene editing (Sternberg and Doudna, 2015). The democratization of genetic science is in full-swing.

Advances in robotics and AI generalize the principle beyond goods, offering the prospect that many of the services humans now supply will be provided free of charge by general-purpose machines that can be programmed to perform a variety of complex functions (Lemley and Casey, 2019; Greene, 2022).

While these technologies are not nearly as far along as music and film, the changes in these industries share two essential characteristics with technology's influence on music and film: The technological advances radically reduce the cost of production and distribution of things, and they separate the informational content of those things (the design) from their manufacture. That latter characteristic is critical, because it means that technologies that once required individual physical investment with specific materials, labor, and plants can now be produced with generic technology. Sometimes that generic technology is nothing more than a computer. But even if it requires manufacturing, computer-aided design and manufacturing mean that a wide array of things can be made with off-the-shelf materials. Combine these technological developments—the Internet, 3D printing, robotics, and synthetic biology—and it is entirely plausible to envision a not-too-distant world in which most things that people want in a wide array of fields can be downloaded and created on site for very little money—essentially the cost of raw materials. Perhaps more important given recent changes in supply chains—be they from COVID'S effect on where, how, and when people worked; new demands for green transportation; or the Russia-Ukraine War's effect on fuel and grain supplies—is the promise of distributed, on-site manufacturing.6 Jeremy Rifkin calls this the “zero marginal cost society” (Rifkin, 2014).

If we can avoid the dystopian future of technologically-backed lockdown, the future of many forms of creation is likely to follow the patterns of digitization, decentralization, and democratization. In some cases, such as with things covered by copyright, incumbent industries may embrace the news forms of creation and distribution such as what happened with streaming, while many other creators might leverage copyright to license works depending on whether the creator wants credit, income, or the way a licensor wishes to use the work. Yet the number of people on TikTok alone shows that millions of people are creating and sharing copyrighted works for a range of reasons.

Beyond copyright, lots of people will create lots of designs, code, and biobricks that will enable us to use new production technologies to create more physical things. Other people will use, repurpose, and improve on those things, often without paying. But people will continue to create, because some people will pay for their creations, because there will be other ways to make money from being creative, because they want to be known for something or want the feeling of accomplishment that comes with creating, and, ultimately, simply because they can. In some cases, creators use IP to enable sharing and require attribution credit in non-commercial contexts7 while maintaining rights to charge license fees in commercial contexts (Doctorow, 2006). As one example, Cory Doctorow explicitly gives away his novels and lets people use them in one medium and sells them as bound books as well because his overall goal is to be found. As he puts it, his evangelical fans don't “just sell books—[they] sell[] me” (Doctorow, 2006). His fame and his presence leads to paying opportunities because he is the scare resource. As he says, “I've been giving away my books ever since my first novel came out, and boy has it ever made me a bunch of money” (Doctorow, 2006). Yet, more and more of these creations will operate outside the IP system, either expressly (biobrick inventors who choose not to patent their inventions, for instance) or by the simple virtue of ignoring that system.8

This future is not a utopia. None of these technologies is perfect, and each requires physical inputs that will in turn be subject to the laws of scarcity. Further, the lesson of digitization and the Internet is that while cheap, democratized production drives more creation, not less, it may also change the nature of that creation. Without IP rights we may see more creation by amateurs and academics and less by professional creators, just as in music we now see more new bands and fewer bands with multi-album staying power. That is both a good and a bad thing; removing the requirement of a major label record contract has surfaced new talent and enabled it to enter the music market, but the decline of professional artists may change the nature of music in ways that cause us to lose some music we'd like to have. Similarly, it is possible to imagine both a wealth of new product designs for 3D printers and a decline in the number of professional design firms. And in synthetic biology and genetics, where at least some products, like viruses and FDA-controlled chemicals, are likely to be heavily regulated, the cost and delay associated with that regulation may require some means to recoup investment.

At least in the medium term, however, professional firms are likely to coexist with the amateurs, just as professional musicians and movie studios have found it possible to coexist—even thrive—alongside the new entrants. The dramatic reduction in cost that has spurred new entry also boosted the demand for content—people consume more music and video content than ever before, for example—and people are willing to pay for things they like if they are delivered in convenient packages. And IP rights are unlikely to disappear even if they are increasingly flouted, so professional providers who choose to rely on IP rather than sharing their work for free can still make some money by doing so.9

In short, the technologies of abundance offer a world in which people create more things at less cost, largely despite rather than because of IP laws. IP laws will continue to exist, and they will provide a necessary incentive for some forms of creativity. But creation that relies on IP is likely to play a less and less significant role in a post-scarcity world.




What remains: Transforming the physical

We come to the scarcity-abundance tension from intellectual property (IP) and information law perspectives, but we acknowledge that not everything can be digitized (Desai, 2014; Desai and Magliocca, 2014; Lemley, 2015). Many things still need to be made and delivered. An abundance society still requires the production of raw materials and infrastructure—food, energy, and the feedstock for 3D printers, data centers, communications infrastructure, and so on. As the population grows, the demand for more food and energy persists. And the response to prior technologies of abundance in capitalist societies has been to demand more stuff, increasing production and consumption. One possibility is that we start the cycle of consumption all over again.10 But even in non-information fields technologies of abundance may change the landscape.

Agriculture offers a perspective on the interplay of technology and abundance. As one report sums up, despite a population boom between 1900 and 2011, Malthusian fears of starvation did not materialize. Instead, the world went from 1.7 billion to 7 billion people while still “produc[in] enough calories in 2012 to feed the entire population, plus an additional 1.6 billion people” (Johns Hopkins Center for a Livable Future, 2022). Advances in food production technology such the development of fertilizers or the genetic engineering behind the Green Revolution allowed greater yields. Other changes such as tractors and harvesters reduced the amount of human and animal labor needed to farm and the efficiency of a given farm plot (Dimitri et al., 2005; Johns Hopkins Center for a Livable Future, 2022). The invention of refrigeration allowed crops to be grown in lush farmlands and shipped to urban centers across the U.S. and the world. These changes increased food security such that India—a country with hundreds of millions of mouths to feed—became a net exporter. In sum, several technologies—shared and improved food stock such as corn, rice, sweet potatoes, and cassava; transportation innovation in rail and shipping; new methods for storing food in larger amounts and over long distances; and synthetic fertilizers—converged to create abundance.

The history of agriculture in the U.S. shows more about the way technologies of abundance alter a sector and society. There was a time when over 60% of the people in the United States were primarily employed producing food (Rifkin, 2014).11 Even in 1900 the number was 41% (Dimitri et al., 2005). The dropoff continued such that by 1930 the number was 21.5%; by 1945 16%; by 1970 4%; until by 2002 the number was below 2% (Dimitri et al., 2005). Comparing two other metrics shows where technologies of abundance led to major shifts in how we live and work. Agricultural GDP was 7.7% of total GDP in 1930; 6.8% in 1945; 2.3% in 1970; and 0.7% in 2002 (Dimitri et al., 2005). Mechanization changed farming as well. In 1900, 21.6 million work animals were used in farming. By 1930 the Census reported 18.7 million horses and mules and 920,000 tractors in use; by 1945, 11.6 million horses and mules and 2.4 million tractors; by 1960, 3 million horses and mules and 4.7 million tractors (the Census stopped keeping this data in 1960; Dimitri et al., 2005). As farms embraced technology that improved production, the amount for human labor needed of course went down. Thus, both food and labor moved from scarcity to abundance. Those changes were dramatic, more dramatic than anything we face today.

What would people do when they no longer needed to grow food to survive? The answer is instructive: They would do a whole array of things no one in 1800 had ever imagined, often simply because they could. They were freed from the need grow their own food and turned loose to create new things and new means of passing their time. This wasn't all leisure time, of course, though Americans in the twentieth century worked many fewer hours than in the nineteenth century. But even working to put food on the table no longer meant growing that food for most. They could make and do other things and use some of the money they earned to buy food from the dwindling number of farmers. The abundance of labor and time contributed to the Industrial Revolution (Overton, 1996), which brought dramatic change of its own but also unprecedented improvement in the human condition.

Today we can envision the global equivalent of what happened in the United States over the past 200 years. What becomes possible once we no longer must compete for food? Can we reach a stage of production where human labor and environmental costs are so low that we can provide nutritious food to all? It seems we have enough calories to go around and then some.12 Nonetheless, what the U.N. calls prevalence of undernourishment (PoU) exists for 770 million people or almost 10% of the world with continents such as Africa reaching 21% (FAO, 2021). A related issue is food insecurity (lack of access to nutritious and sufficient food, which in 2020 affected “Nearly one in three people in the world (2.37 billion)” (FAO, 2021). The issues are not primarily about abundance but instead access to it.

The problem of having enough food but the food not reaching everyone returns us to scarcity. Food is abundant. Scarcity is social, economic, and political. Recent disruptions to supply because of the COVID Pandemic, extreme weather, and the war in Ukraine increase the barriers to food distribution (Egan, 2022). Volatile food prices and severe food shortages can set off conflicts and increase socio-political unrest (Brück and d'Errico, 2019). As the U.S. Secretary of the Agriculture Tom Vilsack has said, food security allows for a stable democracy (Vilsack, 2022). He also said, “Show me a nation that doesn't feed its people, and I'll show a nation that's looking to try and expand its borders,” as he tied the war in Ukraine to Russia's desire to take over Ukraine's tremendous agricultural output (Vilsack, 2022). If society can reduce or eliminate global food insecurity, not only would people have access to sufficient food but the risk of violent, destabilizing events that damage infrastructure and displace populations should go down.13

Producing more food with less effort and having that food reach everyone is thus not the only goal. Even with the today's abundance, concerns about how well current methods are sustainable abound. The farming methods that have created surpluses also create serious negative externalities related to using fossil fuels, unsustainable water management, monoculture farming, the effects of fertilizers and pesticides on soil, and soil erosion (McKenzie, 2007). In addition, the ongoing catastrophe of climate change demands farming techniques that rely less on burning carbon and using fertilizers while maintaining nutrition and increasing yields. These new demands are spurring farming innovations in vertical farming and GMOs that may even shift farming of crops such as tomatoes and strawberries from alternating hemispheres to year-round production in the United States thus increasing access to unprocessed foods and reducing the need to import fruits and vegetables from Central and South America during winter and spring. As technology improves how and where we farm, abundant food should persist and so it will be up to policy makers to solve distribution problems. Wadhwa's chapter in this volume offers some remarkable examples of how they are doing so.

Energy production presents similar production issues, ones where regulation and infrastructure needs intersect and create challenges for the shift to abundance. The energy sector has gone from highly regulated to deregulated; and yet until recently production barriers have meant that large players maintained control over how homes or small communities produce power. Solar and wind power have been around for a long time, but it has taken the increased demand for renewable energy and government subsidies to allow these technologies to reach economies of scale that allow consumers to use them. The move to renewable energy is in full swing, and it is likely to be accelerated both by world events demonstrating the fragility of fossil fuels and the inexorable reality of climate change. Indeed, we may have reached an inflection point. On March 29, 2022 wind power surpassed coal and nuclear power for a full 24 h as a source of US energy (Storrow, 2022). That was possible because recent investments in wind power means that wind power “has grown from about 2 percent of annual American power generation to more than 9 percent” (Storrow, 2022). And the dramatic decline in solar prices has made it not only feasible but cheaper than fossil fuels even before we take into account the considerable social costs of the latter. Wind and solar energy were only 12% of total U.S. energy used in 2021 (U.S. Energy Information Administration, 2022). But with other renewable or non-carbon sources like hydro and nuclear added in, the share of energy generated from sustainable sources will soon be above 50%, and its growth is only accelerating. Wadhwa's chapter in this volume explains why that trend is effectively unstoppable.

Even though technologies of energy abundance exist, political and structural problems can hinder society's ability to use them well, revealing new chokepoints of scarcity. For example, power plants need power lines to reach consumers, but those lines are not being built because of not-in-my-backyard, rights-of-way issues (Friedman, 2022). These barriers are so significant that not even billionaire Philip Anschutz has been able to connect his Wyoming windfarm that could power to nearly 2 million customers to the Southwestern U.S., which desperately needs that power (Friedman, 2022).

Contrasting Germany's experience with the U.S. one shows that political will is needed for abundance technologies to take hold. In 2011, Germany gave up on its nuclear power plants (which are not renewable but do not put carbon in the atmosphere as fossil fuels do), which accounted for almost 25% of its electricity (Friedman, 2022). Germany had no immediate backup plan and turned to coal and gas plants and imported energy to fill the gap (Friedman, 2022). The difference is that Germany also had a plan of tax incentives and subsidies in place to stimulate the switch to renewables (Friedman, 2022; Wehrman, 2022). Just over a decade after Germany began its program, 54% of German energy consumption comes from renewable energy sources (Friedman, 2022).

Other energy sources such as nuclear power will face opposition from some environmental quarters but could reduce energy costs significantly. Unlike solar and possibly wind power, home nuclear power (fission or fusion) is only a science fiction story of the Back to the Future sort. Put differently, the nature of energy production will likely still require one or a few centralized, large players. Regulation will enter as with other public goods and natural monopolies because a decentralized market for nuclear power is not efficient or at least likely to emerge. But even if it is supplemented with large central plants, the production of power, which centralized throughout the twentieth century, is likely to become increasingly decentralized in the twenty-first century. We could and should end up with a well-functioning hybrid system where a combination of centralized and decentralized power generation offers low-cost, abundant, greener, and resilient power.

Digitization and technologies of abundance won't make supply chains a thing of the past. Even with advanced 3D printing, making physical things requires raw materials, and those raw materials must come from somewhere. But by dramatically reducing and simplifying what things must be moved from place to place, abundance technologies offer the promise of making those supply chains simpler, cheaper, and more environmentally friendly.




Responses to a world of abundance


Degrees of freedom

We acknowledge that not everyone shares our view of the upsides of abundance. More content is great, but Brett Frischmann and Michael Madison worry that it leads to scarcity of attention span (Madison et al.). More news sources are great, but Kanuri and Pattabhiramaiah worry that it has hollowed out traditional news media and led to a lower overall quality of information. Efficient delivery of that content by leading players is great, but Burstein worries that concentration in communications may take us back to the days of government regulation of speech through the “fairness doctrine.”

And to be clear, we do not think everything will abundant; rather we suggest that many more things will be abundant in ways that matter for the economy and the law. The distinction between information-based, non-rival products and rivalrous products matters. As more and more things can be digitized, the costs to create, produce, and distribute those things will go down and approach zero. Thus, on a long time horizon, one can expect an equilibrium with low-costs and nonetheless high production. But even that isn't a guarantee, because abundance may generate demand that consumes what technology has made available. Consider the high electricity costs in two information production sectors, cryptocurrency mining and AI computing. Bitcoin relies on scarcity of computing to create value. High cycle computing faces scarcity of hardware and the costs of running machines at high volume. Both these digital sector activities are information-based and so could be mistaken for the sorts of abundance that nears zero-cost. Truly computationally intensive acts like mining cryptocurrency are cheap but not free. The ability to engage in those acts cheaply has created a new market for computations that couldn't have been conceived of in a world of computational scarcity, one that increases consumption so much it may render scarce what technology made abundant.

These are legitimate concerns. But they do not suggest to us that abundance is a bad thing. Abundance tends to flow from technology. Technology is ambipotent (Lowrance, 1986). It and its outputs can be used for a range of outcomes. In that sense, the concerns suggest that abundance is an output that can be managed. How that management occurs, and how it affects others, is a function not just of technological advancement but of social context.

More generally, we think technologies of abundance open up the possibility space for people and societies. More people have at least the potential to make, acquire, and do things they never could before. Whether that potential will be realized depends on whether and how those technologies indicate a need to restructure social and legal relationships and the will to make such changes. We explore some of those potential restructurings, for good and ill, in the following sections.



Replicating scarcity—Regulation, IP, status goods, and NFTs

The existing economy of scarcity has some powerful, entrenched interests on its side. It also has a sort of intellectual myopia; we find it hard to envision what economic organization looks like in a world without scarcity. Scarcity may even be hard-wired into our brains, which are used to competing for resources. One likely reaction to the elimination of scarcity is to try to replicate it. In this section, we consider several ways that might happen.


Regulation of disruptive technologies

The energy sector shows the potential for abundance. It also shows how strong the desire to recapture scarcity profits is. Even California, unquestionably the leader in green tech and climate change mitigation,14 shows how a politics that seeks to foster abundance can be hijacked. In 2006, then Governor Arnold Schwarzenegger's administration championed greener energy and the move to solar power. The combination of technology and social policy has led to California having “1.3 million solar rooftops generating roughly 10,000 megawatts of electricity—enough to power three million homes” (Schwarzengger, 2022).

This abundance ought to be welcome, both because it generates cheaper power and because that power is renewable and is not contributing to climate change. But it wasn't welcome to one important constituent: power companies. Power companies generate power, but they also transmit it. And they need revenue to maintain the grid, much less to harden it for the coming climate catastrophe. As more people, often wealthier people, move off the grid, those still on the grid will face higher costs for their energy, because the power company cannot change the nature of the overall grid. These tensions show ways that abundance on one hand can lead to poorer outcomes for the system as a whole.

Claiming to address this problem, and despite California's professed commitment to clean energy, at the end of December 2021, the state tried to cut “by about 80%” the rate paid for energy created by home renewables and add a new “steep grid access charge[], about $60 a month for a typical solar customer” (Anderson, 2022). This was an effort to return to scarcity and the centralized provision of power with which entrenched incumbents were familiar.15 California would still support solar energy, according to this proposal; it would just support large industrial solar farms run by the power companies.

Energy companies may need to adjust rates to maintain the overall grid, and indeed we need to invest in modernizing that grid to handle the move to clean energy (Welton, 2021). But the proposed rule sought to gut the advantages of decentralized, democratized technology in favor the utility companies in a way that would run counter to the benefits of abundance. As with all things environmental, the issue is complicated, but this was first and foremost an effort by utilities to hold onto the centralized model of power production that predates technologies of abundance. This is but one example of what Mark Lemley and Mark McKenna have documented—the effort of incumbents across many markets to try to block disruptive technologies (Lemley and McKenna, 2020).

The tendency to try and recapture a market moving to abundance does not mean abundance is doomed. Rather it shows that varying forces can pull, or at least try to pull, a sector moving to abundance back to scarcity and centralized control. Whether that desire succeeds depends on things beyond the technology that enables abundance. Put differently, while technological change creates the possibility of abundance, ending scarcity can happen only if those technologies are coupled with the political will to replace them.



IP rights and artificial scarcity

The role of IP in a world of abundance is both controverted and critically important. IP rights are designed to artificially replicate scarcity where it would not otherwise exist. In its simplest form, IP law takes public goods that would otherwise be available to all and artificially restricts their distribution. It makes ideas scarce because then we can bring them into the economy and charge for them, and economics knows how to deal with scarce things. So on one view—the classical view of IP law—a world in which all the value resides in information is a world in which we need IP everywhere, controlling rights over everything, or no one will get paid to create.

That was the initial response of IP law to abundance technologies, but that response is problematic for a couple of reasons. First, it didn't work. By disaggregating creation, production, and distribution, the abundance technologies democratized access to content. Copyright owners were unable to stop a flood of piracy even with 50,000 lawsuits, a host of new and increasingly draconian laws, and a well-funded public education campaign that starts in elementary school. And even targeting the intermediaries proved futile; among the things you can print with a 3D printer is another 3D printer (Orsini, 2014). The world of democratized, disaggregated production may simply not be well-suited to the creation of artificial scarcity through law.16

Second, even if we could use IP to rein in all this low-cost production and distribution of stuff, we shouldn't want to. The rationale for patent, copyright, and trade secret has always been not to raise prices and reduce consumption for its own sake, but to encourage people to create things when they otherwise wouldn't. More and more evidence casts doubt on the link between IP and creation, however. Empirical evidence suggests that offering money may actually stifle rather than encourage creativity among individuals. Economic evidence suggests that quite often it is competition, and not the lure of monopoly, that drives corporate innovation (Arrow, 1962). Digitization combined with Internet distribution may have spawned unprecedented piracy, but it has also given rise to the creation of more works of all types than ever before in history, often by several orders of magnitude. Perhaps, as we suggested above, the a series of digital technologies has so reduced the cost of creation that more people will create even without an obvious way to get paid. Or perhaps they never needed the motivation of money, just the ability to create and distribute content. Either way, if the goal of IP is to encourage the creation of new works, the examples of technology driven changes in several IP-based industries suggests that for an increasingly important range of creative works, radically reducing the cost of production decreases rather than increases the need for IP law.

But here too inertia and politics matter. The IP system has served us (reasonably) well for a long time by creating artificial scarcity. And a lot of people stand to benefit from that system. Gradually reorienting creation away from scarcity and toward abundance requires an openness to innovation without IP (Lemley, 2015).



Luxury goods and artificial scarcity

One might dismiss the regulatory and IP examples above as evidence of flaws in a political and economic system. Surely, they would argue, the market itself would embrace abundance if left free to do so. Nonetheless, there is some reason to believe that the market responds to abundance by creating artificial scarcity. Societies have long had “sumptuary codes”—rules that distinguish the privileged from the masses by forbidding the masses from owning or displaying certain types of things (Beebe, 2010; Bechtold and Sprigman, 2022). Conspicuous consumption is an effort to flaunt wealth by displaying an excess of things that are scarce in the world at large.

That instinct may persist in society and in the law even in the face of abundance. As Deven Desai has shown, in fact the logic of branding is to create an artificial difference especially when a good is a commodity that is often quite abundant. A close look at the history around the Industrial Revolution with its increased production of competing and sometimes over-supplied commodity goods, better transportation, and the desire and ability of producers to reach consumers directly, led to advertising and branding strategies (Desai and Waller, 2010). These strategies allowed producers to convince customers to ask for a product by name such as Heinz Ketchup (Desai and Waller, 2010). Branding influenced what is on store shelves while also enabling producers to extract as much as “20, 25, or 30 percent price premium for a branded good” (Desai and Waller, 2010). And it even persuaded consumers to pay 70% more for brand-name over the counter drugs than their identical generic counterparts, despite government regulation that ensures that the drugs are the same.17

This tactic crosses from goods like wheat over to luxury items. Thus, Barton Beebe has suggested that the point of trademark law's protection of luxury brands is to serve as a modern sumptuary code, allowing the rich to distinguish themselves from the masses by displaying their expensive watches and handbags (Beebe, 2010). Certainly it is hard to understand otherwise why people will pay thousands of dollars for a Gucci bag when a bag of equal quality, often made by the same people, is available for a fraction of the price (Desai, 2012). And the demand for counterfeit luxury goods suggests a desire on the part of the have-nots to participate in the game (or at least be perceived to do so). Fashion trends and fast copying of fashion show similar trends (Raustiala and Sprigman, 2006; Hemphill and Suk, 2009; Greenstein).

The modern phenomenon of NFTs is an even clearer example. NFTs are valuable precisely because they create artificial scarcity around things that are for the most part identical to works digitization has made available to the masses for free. You can own an NFT of the Mona Lisa, but you don't own the Mona Lisa itself, and indeed you don't have any greater access to digital reproductions of the Mona Lisa than the rest of the world does. What you own—all you own—is the claim to scarcity. You may be the only one (or one of only a few) who owns an NFT of a particular work of art or video clip. But the only thing you own is the scarcity itself. And the “thing” that is scarce is a precise replica of the very same digital information the rest of the world has access to. Joshua Fairfield's chapter in this volume discusses the role of scarcity in NFTs (Fairfield).

This may say something deep about the desire to compete in human nature, or at least in capitalist society. Perhaps replicating scarcity is innate in people because it gives them something to compete over and therefore a way to measure themselves against others. Or perhaps it is innate in capitalism or our conception of value. It may even be a consequence of the skewed distribution of resources in a world that is moving from scarcity to abundance. A few people have an enormous amount of money, and the things money buys are scarce resources, so they invest their money in those resources even if the scarcity is entirely artificial. They may do so merely because they have the money. But they may also do so to signal that they can. The ability to pay huge sums for an NFT signals status in a social order. It is what Stephanie Bair's chapter in this volume identifies as a “positional good” (Plamondon, 2022).

Whether the world will value any particular artificial scarcity is an open question. As a recent story about an NFT for Jack Dorsey's first tweet shows, one can buy an NFT for $2.9 million, try to sell it for an absurd $48 million, only to find that the most offered at the time is $3,600 (Plunkett, 2022). But the numbers can just as easily go the other way. And the underlying instinct to value that which is rare may be more than a mere artifact of our scarcity-based economics. It may be rooted in our culture or even hard-wired into our brains.

As legal re-creations of scarcity go, NFTs seem somewhat less harmful to society than overly strict IP laws or other efforts to fight abundance. They do not, after all, deprive others of access to the thing that is being made artificially scarce. We can all wear purple, and we can all have access to the Mona Lisa in digital form. Their most harmful effect is likely the energy consumption required to trade them from person to person.

But perhaps we should be troubled by the instinct to distinguish haves from have nots, even if the distinction seems entirely artificial. If people are generally happier in more egalitarian societies, the instinct to declare a few winners (and by implication, lots of losers) may be harmful in itself. We turn to the distributional consequences of abundance in the final section.




Labor, capital, and distributing abundance

While getting things for free (or close to it) seems like a boon to the economy, a number of commentators worry that salaries of most people in the country are based on jobs performing tasks that may soon be obsolete.18 If technology delivers our goods for us without trucks or stores, 3D printers manufacture our goods, gene assemblers take over a growing share of our health care and agribusiness, and robots provide many basic services, what is left for people to do?19 They could create the things machines will produce and deliver, but as the growth of the gig economy demonstrates, that creation may not be accompanied by a healthy paycheck. Just as happened with farming, our productivity will continue to increase, but it will be machines, not people,20 that generate that additional productivity (Rifkin, 1996; Rotman, 2013). Hora's chapter in this volume discusses the role of “servitization” in accelerating this trend across multiple computer industries.

If the returns to productivity accordingly accrue to capital, not labor, the result may be to deepen income inequality (Piketty, 2014). Some worry about massive unemployment, the decline of the middle-class professional, and exacerbating the growing gap between rich and poor (Autor and Dorn, 2013; Evans, 2014). And there will certainly be disruptions in economic structures that we have built around office work and middle-class roles. Mehra, for instance, notes that we have built much modern infrastructure around the assumption that people will travel to offices to work, but the pandemic—and the communications technologies it showcased—may mean that will no longer be true.

To the extent that our economy is based on an ever-expanding spiral of consumption, a long-term drop in the cost of most goods could trigger a fundamental economic contraction or social unrest. Work is central to human social identity, and in the past those displaced by technology have reacted violently against it (Friedman, 2014). More recently, despite the almost 40 year run of low inflation and low-cost goods that post-Soviet globalization created, almost all of that growth has accrued to the benefit of the rich rather than the middle class. Frustrations about wages and income inequality ironically generated a backlash that helped launch Donald J. Trump into the White House—and therefore make those problems worse.

One might also worry about vesting more and more power in the companies that control the networks over which information flows, companies that face little competition and seem increasingly less likely to be subject to common-carrier regulation (Werbach, 2014). And other aspects of our legal system, like torts, will have to change when the people who produce goods are no longer large companies who design them, but rather the very individuals who might be injured by them.21 These near-term issues are real, but more important they point to a larger pattern underlying the hopes and fears about abundance.

The ride-sharing industry presents a good example of how technology can both improve people's lives by eliminating scarcity and still create complex dynamics based on who benefits. People had free-time and cars that sat idle. Thanks to software and the Internet, Uber and Lyft connected drivers with riders. Add in GPS available to anyone with a smart phone and the world of licensed taxi drivers who knew roads and needed to be booked with dispatchers went away.

For users, this was unquestionably a good thing. Millions of people had access to effective point to point transportation in a way they never had before. For drivers, the situation was more complicated. Taxi drivers lost out, because they had built a lucrative business based on artificial scarcity imposed by taxi commissions that regulated entry and prevented price competition (Lemley and McKenna, 2020).

What about ride-sharing drivers? On the one hand, more people had side jobs or even fulltime jobs driving people around. The core technology allowed people not only to drive people places but also run errands and deliver goods. And work flexibility is a godsend for many people who need to supplement their income but have family obligations that don't allow them to take a full-time job. On the other hand, concerns about pay, job benefits such as health care, and more surfaced. Cities and states have experimented with regulations and even some nascent movements to unionize have emerged.

While these issues are resolved, the underlying technologies of abundance may make the debates less acute if not irrelevant. For the steady improvement of autonomous vehicles and delivery systems points to a world where machines are the main workers as it were and a fewer humans run the system. Thus, a new abundance cycle will begin with plentiful and hopefully greener, safer, and more efficient transportation. That shift, however, displaces drivers and errand runners who will need new work. Solving these challenges is where government and social policy enter the picture.

One way to frame the problem is to ask “Does technology-driven abundance foster a system where a few at the top live off the surplus created by the many at the bottom who have “only a bare subsistence”? (Graeber and Wengrow, 2021). As we have suggested, technologies of abundance open up the possibility space, making it possible to get more food, more shelter, and more consumer goods to more people more cheaply. But if all they do is reduce the cost of those things in an economic structure that is still driven by scarcity, whether or not people benefit from that abundance depends on whether their income goes away as well (and whether governments will step in to provide access to cheap necessities to those who no longer have the income to pay for them). Indeed, the shift from labor to capital returns the technologies bring could accelerate the “hollowing out” of the middle class in our current economic system (Petersen, 2020). It becomes critical to think not just about how abundant things are, but about whether and how people have access to those things. Arewa's chapter in this volume suggests we have done a poor job so far of ensuring that everyone has access to technologies of abundance.

By one account “An average 61% [of people worldwide] believe that their current positions will be greatly affected by technology change or globalization” (Kovacs-Ondrejkovic et al., 2019). While these risks are substantial, there are reasons for optimism. This is not the first time technology or market forces have fundamentally disrupted our economy. We were alive when the United States was considered a leader in manufacturing, and making products employed a substantial share of our workforce.22 And we're not that old. Today only 10 percent of our jobs come from manufacturing; the rest have been sent overseas or replaced by automation (Rotman, 2013). The loss of manufacturing jobs created substantial disruption, but it did not destroy our economy or lead to a long-term increase in unemployment. Rather, it created transition issues for individual workers, but the workforce as a whole transitioned into service and technology jobs.23 Even industries still in transition because of digitization and the Internet, bring new opportunities along with disruption.24

Abundance technologies promise the same sorts of improvements, reducing the cost of material things, health care, and services and greatly expanding their availability (Diamandis and Kotler, 2012; Cowen, 2013). They may even provide those benefits while reducing the environmental footprint of consumption: the small bit of electricity it costs to download a song does far less harm to the world than manufacturing plastic disks, putting them in plastic cases, trucking them to retail stores, and having people drive to the stores to buy and sell them (Rifkin, 2014). 3D printing and robotics may offer similar environmental benefits.

Asking what we will do in a world where no one has to work helps unpack what steps might be needed to address the social shifts abundance fosters. Even if no one had to work to survive, it seems unlikely that people would do nothing. Humans seems to thrive when they are productive. Maybe they will come up with new creative endeavors, making art or writing the great American novel. Maybe they will plow the benefits of abundance back into the capital economy, continuing to work hard in order to buy more and better things or even more artificially scarce things like NFTs and luxury handbags. Either way, John Maynard Keynes' 1932 dream that increases in productivity would mean that people would only work 15 h a week, because there would simply be no need to work more than that to pay for necessities, is unlikely for now (Keynes, 2010). But as automation, robotics, and artificial intelligence develop, that future may be closer than it seems today.

How society reacts to new technologies of abundance depends critically on how the gains from that abundance are distributed. In the last 40 years, essentially all the returns from technology and productivity have gone to capital, not labor. And because capital was the province of the rich, that meant that those gains have exacerbated rather than reduced income inequality. The U.S. tax system worsens the problem by favoring corporations over individuals and capital over labor productivity. It is important to ensure that everyone benefits from abundance. One way to do that is to reverse our decades-long emphasis on capital at the expense of labor, adopting tax and economic policies that favor people over corporations, or at the very least treat them equally. No less than Microsoft founder Bill Gates has called for a robot tax to slow the effects of automation and fund other employment (Delaney, 2017). Another is to adopt the principle of Equal Relative Abundance, Kop suggests in his contribution to this volume, supporting technologies of abundance only to the extent they grow the pie for everyone.

Even if technology-driven abundance continues to reward capital and not labor, society has options. A recent idea has been to embrace some type of universal basic income (UBI). The notion of UBI has been around for at least two centuries (Van Parijs, 2014; Bidadanure, 2019).25 Thinkers such as Thomas Paine, the Belgian socialist Joseph Charlier, John Stuart Mill, James Meade, Martin Luther King, Jr., James Boggs, Milton Freidman, and feminists who were part of “the Wages for Housework movement in the 1970s” have proposed variations on the idea (Bidadanure, 2019). Alaska, the Eastern Band of Cherokee Indians in North Carolina, Canada, Brazil, Finland, Germany, Spain, The Netherlands, Iran, Kenya, Namibia, India, China, and Japan have all tried some form of UBI (Samuel, 2020). The idea has gained renewed interest in the U.S. because of “[t]he growth of income and wealth inequalities, the precariousness of labor, and the persistence of abject poverty” (Bidadanure, 2019). But another driver “is without a doubt the fear that automation may displace workers from the labor market at unprecedented rates that primarily explains the revival of the policy, including by many in or around Silicon Valley” (Marinescu, 2019). Although the details of such ideas and their feasibility is well beyond the scope of this essay, we note that several UBI experiments comport with one of our intuitions: that freedom to do what one wants does not lead to less work (Samuel, 2020). Instead, when UBI has been tried, “baseline educational and health outcomes [often improved] especially among the most disadvantaged]” with little “negative effect on work” (Marinescu, 2019). By extension, if abundance technologies mean we need less labor and UBI can cover basic needs, people are likely to be happier, take part time jobs they like, and freer to pursue work they wish to do, rather than have to do (Van Parijs, 2014).

Increased taxes on capital (like Bill Gates's robot tax) might be used to fund a UBI. Or the funds might allow the U.S. to borrow from the Danish Flexicurity program where employees sign up and pay for 2 years of unemployment insurance, and the government runs education and retraining programs (Working in Denmark). Indeed, no less than the World Economic Forum has embraced the idea of the Reskilling Revolution (World Economic Forum, 2019; Denmark, 2022). The Danish and WEF approach of public-private partnerships to reskill workers as abundance technologies continue to disrupt puts the correct emphasis on how to evolve with technology rather than blaming it for our woes. As Peter Hummelgaard, Minister for Employment, Ministry of Employment of Denmark, has offered, “When the weather forecast says a hurricane is coming, we act. We take precautions for our own homes. We help our neighbors and we join our efforts in local communities. We take joint responsibility because we are aware of the dire consequences if we do not act” (Hummelgaard, 2020). Funding programs to allow the U.S. workforce to reskill or upskill is a sound strategy that the U.S. should pursue so that the wealth generated by technologies of abundance can have a better chance of reaching more people.

Retraining for a world of abundance, though, will not necessarily occur fully within the framework of a scarcity-based economics driven by physical things sold for a price. While one possible future involves recreating scarcity, either by developing new goods that are scarce or by artificially duplicating it with brands, that is not the only possible path. The economy we have known for over a century may play a smaller and smaller role in defining how people actually live their lives. As Jeremy Rifkin puts it.

As more and more of the goods and services that make up the economic life of society edge toward near zero marginal cost and become almost free, the capitalist market will continue to shrink into more narrow niches where profit-making enterprises survive only at the edges of the economy... We have been so convinced of the economics of scarcity that we can hardly believe that an economy of abundance is possible. But it is Rifkin (2014).

We may spend more of our time inventing and creating, not because we are paid to do so but simply because we have that time to spend.26 Post-scarcity technologies give more of us the means to be more creative. They give us an abundant source of raw materials to play with, mix, and remix (Lessig, 2008). They free us from constraints that demand our time and our attention (Mullainathan and Shafir, 2013; Heck et al., 2014). That creates room for great optimism about the future—but only if we can adapt our economic system to ensure that we benefit from the technologies of abundance.




Conclusion

Our hope is that with better technology, we can create abundance while not falling into old patterns of haves and have nots. Such a future may appear to be a Star Trek one, at least a Star Trek the Next Generation one, where everything is abundant and money no longer exists. That future is far, far away. Yet, perhaps replicators are not as far off as it seems. For things such as music or movies that can be fully digitized for creation and distribution and we are closer to a replicator world than not. Advances in artificial intelligence mean that systems can now generate new writings, pictures, and even movies after being given some data and instructions. Thus, the world where we might say, “Computer. Image. My House, Starry Night style,” and a fantastic digital (or 3D-printed) image is ready in minutes is essentially here.27 Of course, the canvas and paints are physical, and energy is still not magically at Star Trek almost zero-costs. And we cannot yet digitize physical things to transport them or take raw energy and reorder it into matter. Nonetheless, advances in the production of energy, food, media, goods, services, and more have brought a wave of abundance not seen since the industrial revolution. The advances have, however, also coincided with new winners and new levels of inequality, as well as efforts to reconstruct the scarcity on which our traditional notion of economics depends. We do not claim to solve the overall tension in this essay or collection. But we think the essays in this book offer important ruminations on the nature of technology-driven abundance, its effect on how we organize society, and the way it might lead us to a better future.
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Footnotes

1 See, e.g., DeLong and Summers (2001) (“[T]he most basic condition for economic efficiency [is] that price equal marginal cost.”); Desai (2012) (describing how branding practices allow a firm to move beyond the 4Ps of product, price, place, and promotion and charge and charge above marginal costs).

2 For a detailed critique and engagement with the nature of property rights and systems supporting them, see, Frischmann and Ramello, Ghosh.

3 Shubha Ghosh offers an insightful exploration of the problems with the relationship among public goods, natural monopoly, and intellectual property policy (Ghosh, 2008).

4 “Copies of books sold more than doubled from one billion in 1993 to 2.3 billion in 2007. The number of titles produced increased to more than 70,000 in 2002 and to almost 300,000 in 2012.” When we factor in self-published and print-on-demand books, that number rose to “more than three million in 2010” (Travis, 2015, p. 8).

5 Local Motors pivoted, however, from passenger cars to autonomous shuttles and that business choice did not work. But that doesn't mean that the idea itself failed (Voulpiotis, 2019; Ballen, 2022).

6 Onshoring in the fullest sense of bringing most manufacturing back to the U.S. is in the future is unlikely. What seems to be happening is some sectors are seeing whether they can leverage new technologies and be competitive with operations in the U.S. (Smialek and Swanson, 2022). Most of the changes are moving away from China to other countries such as Vietnam and Mexico—a concept some call reshoring—as a way to improve supply chain reliability while still having low-costs to produce (Smialek and Swanson, 2022).

7 On the dynamics of attribution, IP, and information rich environments, see, Desai (2011).

8 For example, Eric von Hippel notes the willingness of user innovators to give their ideas away calls into question the basic theory of IP (Von Hippel, 2005).

9 As Desai and Magliocca argue “[F]irms would be better off embracing this change in production to cultivate new markets instead of trying to win Pyrrhic victories in Congress and the courts” (Desai and Magliocca, 2014).

10 As we discuss below, the critique that abundance may fuel new consumption has some merit; and yet is simplistic especially when the critique focuses on technology rather than social forces around the implementation and effects of the technology.

11 As Rifkin notes, “In 1850, 60 percent of the working population were employed in agriculture.” (Rifkin, 2014).

12 According to the 2021 the U.N.'s Statistical Yearbook World and Food Agriculture “The world average dietary energy supply (DES), measured as calories per capita per day, has been increasing steadily to 2,950 kcal per person per day over the period from 2018 to 2020, up 9 percent compared with 2000 to 2002” (FAO, 2021).

13 As David Beasley, head of the United Nations World Food Programme noted spikes in food prices and supply lead to protests and “both the war in Syria and the Arab Spring uprising in 2011 were preceded by food price spikes and supply issues” (Egan, 2022).

14 As one review of data from the U.S. Energy Information Administration between 2010 and 2019 found, “In terms of total electricity produced from renewables, California (97 million MWh), Texas (91 million MWh), and Washington (74 million MWh) are the national leaders” (Heacock, 2022).

15 Similarly, some states try to slow of block solar power deployment in the first place because of the demands of the dominant power company in their state.

16 Nonetheless old habits take some time to die out as shown by Honda's cease and desist letter campaign regarding plans that allow 3D printing of Honda parts (Stumpf, 2022).

17 One study noted price disparities of up to 80% in over-the-counter drugs (Aufegger et al., 2021). There is good literature on the role of advertising in persuading vs. informing consumers (Brown, 1948; Lemley, 1999; Beebe, 2004; Desai, 2012).

18 The number of people talking about this has gone from essentially zero a few years ago to legion today (Brynjolfsson and McAfee, 2011; Autor and Dorn, 2013; Rotman, 2013; Evans, 2014).

19 The Gartner Group estimated in 2014 that one in three of today's jobs will be performed by machines in 2025 (Thibodeau, 2014).

20 As one study noted, farms grew and used mechanized production; thus, labor numbers went down with farm households seeking “off-farm income/work” because of time to do so and the need to do so to move farm households above the poverty line (Dimitri et al., 2005).

21 Law responds to risk either by regulating entry or by regulating consequences. Tort law has generally regulated consequences, but that seems less and less feasible in a world in which production is noncommercial and democratized (Engstrom, 2013; Desai, 2014). Entry regulation seems likely to be both ineffective and a bad idea even if it could work (Desai, 2014). Thus, we may need to replace tort law with a social safety net as it becomes harder and harder to find those who make unsafe products and hold them liable.

22 Manufacturing represented thirty percent of all U.S. jobs in the 1950s and 1960s (Rotman, 2013).

23 As Rotman has said, “[N]o historical pattern shows these shifts leading to a net decrease in jobs over an extended period.... ‘[W]e have never run out of jobs. There is no long-term trend of eliminating work for people”' (Rotman, 2013).

24 A study by the McKinsey consulting group, for instance, found that the Internet has created nearly three times as many jobs as it has destroyed (Pélissié du Rausas et al., 2011). Another study indicates that as of 2021, the commercial internet economy accounts for more than 17 million jobs as compared to 2008 (Deighton and Kornfeld, 2021). The exact “quality and composition” of the new jobs is, however, a subject still under study (Adams, 2018).

25 Related ideas connect from further back in history (Basic Income Earth Network, 2022).

26 Yochai Benkler notes that historically this option has usually been reserved for the wealthy and those who have time on their hands:
 Children and teenagers, retirees, and very rich individuals can spend most of their lives socializing or volunteering; most other people cannot. … human creative capacity cannot be fully dedicated to nonmarket, nonproprietary production all the time. Someone needs to work for money, at least some of the time, to pay the rent and put food on the table (Benkler, 2006).

27 As we wrote this essay and posited this idea, Google in fact announced a text-to-image-AI (Vincent, 2022).
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The economics of abundance, along with the sociology of abundance, the law of abundance, and so forth, should be re-framed, linked, and situated in a common context for empirical rather than conceptual research. Abundance may seem to be a new, big thing, between anxiety over information overload, Big Data, and related technological disruptions. But scholars know that abundance is an ancient phenomenon, which only seemed to disappear as twentieth century social science focused on scarcity instead. Restoring the study of abundance, and figuring out how to solve the problems that abundance might create, means shedding disciplinary blinders and going back to basics. How does abundance, in various forms, create or alleviate social problems? We explain and illustrate how the Governing Knowledge Commons (GKC) framework provides a useful research tool to generate and test hypotheses about abundance in various economic, social, cultural, and legal settings.
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INTRODUCTION

Consider again the lobster, to borrow the title of Wallace's (2004) well-known essay. Though lobster meat was once so abundant that it was deemed suitable only for the poor, in the twentieth century trapping lobsters started to replace plucking them straight from shallow water. Only then did lobsters become symbols of status, taste, and value (Mishan, 2021). And governance. Acheson's (1988) “The Lobster Gangs of Maine” remains a seminal study of community management of depletable lobster fisheries, an anchor and pole star for research in the tradition of Elinor Ostrom. The problems of “too much of a bad thing” were turned into the opportunities for productive resource management that Ostrom associates with communities and collectives.

We argue that the spirit of Acheson and Ostrom should be directed generally to abundance problems in twenty-first century economics, society, and culture and specifically to abundance problems surrounding the most critical social challenges of the present, those relating to knowledge, information, and data. Theory should be modest. Careful, contextual, systematic empirics should inform it. We illustrate that argument with examples drawn from applications of the Governing Knowledge Commons research framework.

Part 2 of the article explains what we mean by abundance and points out the limitations of the standard abundance vs. scarcity framing in twentieth-century writing. Part 3 lays out our different framing, including the importance of context and empirical understanding. Part 3 links that framing to a review of social dilemmas that are particularly apt to appear in resource contexts labeled “abundance.” We show how the empirical research that we envision can be undertaken using the Governing Knowledge Commons (GKC) research framework. Part 4 reviews studies of knowledge commons governance in the context of information abundance as use cases for the GKC framework. Part 5 concludes with implications and recommendations for future research.



INFORMATION ABUNDANCE AND WHY GOVERNANCE MATTERS

The most compelling and easiest to grasp sources of resource abundance today come from fields we associate with knowledge, information, and data. A quick search for the phrase “information overload” turns up numerous popular and scholarly treatments of various Internet systems and platforms, social media, and the many challenges of mis-information and dis-information. The phrase “Big Data” is overused as shorthand for the seemingly overwhelming volumes of digital data collected by companies, governments, and nonprofit organizations. The overuse is telling. Data are ubiquitous and important. Practical and political questions concerning data abundance are abundant. Consider emerging rhetoric surrounding “the metaverse.” If we can create one metaverse, why not a second, a third, and so on?

Meanwhile, the most urgent environmental question facing the planet in the twenty first century is partly a matter of physics and chemistry, as carbon dioxide emissions dilute a seemingly-abundant resource—the Earth's atmosphere. Look more closely at the problems we associate with climate change, and one sees not only the interaction of abundant CO2 and a depletable pool of unpolluted air but also a coordination problem involving nearly innumerable sources of key political, scientific, economic, and cultural capital.

What do these anecdotal examples have in common? The answer is, we argue, a widely-shared intuition that solutions to these problems lie not with standard responses grounded in the idea of scarcity. Can we identify scarce resources or create resource scarcity in order to eliminate or mitigate the harms caused by information overload? By Big Data? By the knowledge- and expertise-politics of climate change? At best, that strategy is incomplete.

To explain, this section lays out what we refer to as the abundance hypothesis, both in a casual or colloquial form and in what we understand to be its more technical contemporary sense. Regardless of how the hypothesis is framed, we argue that it leads to unproductive if not altogether wrong responses and results. We lay those out, too, briefly, so that our (different) response is put in proper context.


The Abundance Hypothesis and the Standard Responses

“Abundance” and “scarcity” have both have multiple meanings. We review them below, because what we describe as the abundance hypothesis depends on some conceptual categories. But that's where the utility ends. We argue that conceptual categorizing is misleading.


The Hypothesis

In a nutshell, the abundance hypothesis is: You can't have too much of a good thing. Concretely and more carefully, the hypothesis is that if (or, sometimes, since) abundance is the default condition of twenty-first century resource systems, the regulatory infrastructures that defined the scarcity economy are unneeded and should be updated and replaced where appropriate.

Let's break this down in different respects. The hypothesis pushes us toward some definitional questions, or what we call the ontology of abundance.

Abundance relates to a resource, or to resources.

What's a resource? Resources are potentially usable or useful inputs to social and ecological systems. They may be objects, material or immaterial, but they don't have to be. The fact that they're potentially useful doesn't mean that they ought to be used. Sometimes, their best use involves leaving them mostly alone. Sometimes, calling objects “resources” tends to treat them as “things” or as subjects of human control in ways that conflicts with ideological or philosophical intuitions. We leave those debates for another time and place. The word “resources” here is just a starting point, and it's a broad one. Resources may be biophysical, because they're produced by mostly natural processes. They may be cultural, because they're produced by mostly human-directed processes. They may be material (books) or immaterial (creative works), bounded (trees) or unbounded (air), living (animals) or not (rocks). Resources are subject to a host of definitional and characterization issues, because we often have difficulty figuring out how to define and describe what a resource or a thing “is” or “should be” (Madison, 2005; Fennell, 2019). Often, more important than the resource itself is the fact that resource units, such as trees, or books, are parts of resource systems, such as forests, or libraries.

What's abundance? Economists speak in one language. Information technologists speak in a second. Sociologists and students of culture speak in a third. Legal scholars speak in a fourth. Casual or common usage is a fifth. We're pluralists; each of these is relevant, even if they're relevant in somewhat different ways.

Economists distinguish between private goods (rival, depletable, excludable) and public goods (none of those). They also speak of club goods (public goods to the members of a community, private goods to others). The conceptual intuition here, which often animates public policy debates about information law, such as copyright and patent, is that the intangible innovative or creative content in a machine or a book is a public good and the physical object is a private good. Patent and copyright exist to supply artificial scarcity to what would otherwise by harmfully abundant knowledge. (Paradoxically, perhaps, the artificial scarcity is intended to motivate the production of more knowledge.) In a related vein, economists situate abundance in the context of supply and demand. Twentieth century welfare economics exists largely to answer the question: because resources are scarce, how should they be allocated? If demand for a good can be fully satisfied with resources to spare, which is to say that no need is unmet, then the resource is abundant.

Information technologists often build on distinctions between mostly material things (presumed to be scarce) and mostly immaterial things (often presumed to be abundant). The supply of digital objects, such as data, software code and apps, is presumed to be limitless, and therefore abundant, because it may appear that those objects can be produced and shared nearly effortlessly, sometimes even unintentionally, and by nearly anyone, as long as one can scale up the necessary power, processing, and storage capacity. In practice both the supply and the scaling up do have limits, in their origins and effects in the material world, in social organization, and in individual experiences with information and data.

Sociologists and students of culture look at abundance as a matter of human practice and look for social patterns. Resource abundance or scarcity is less a matter of materiality and more a matter of wealth, status, and perception. Do people have enough? Do they have too much? Do they have an excess, or a surplus? Are the resources made by people or by nature? Each of those questions may underlie judgments labeled “abundance” or “scarcity” (Cohen, 2017; Boczkowski, 2021).

Lawyers and legal scholars have no standard syntax for abundance and scarcity, despite their field's typical concern with definitional precision. Instead, practitioners and researchers in different legal domains borrow as needed from their social science cousins, usually recognizing that the character of a resource in most respects is a function of social processes of construction and interpretation. Rose (1990) argues persuasively that property resources are constructed and managed via stories. Rakoff (2002) examines one of the most abundant natural resources—time—and finds it subjected by law to numerous contortions to suit human purposes.

Casual or common usage matters, too, because in day-to-day usage, “abundant” typically means “a lot”—a lot of people, a lot of stuff, a lot of time, and so forth. That might mean “a lot” relative to what came before; it might mean “a lot” relative to future expectations; it might be “a lot” relative to whether the counting might ever stop. This sort of thing appears especially in contemporary popular accounts of internet infrastructures, and until recently it carried the aroma of awesomeness, as in the writings of Jeremy Rifkin (“The Zero Marginal Cost Society”) and Clay Shirky (“Here Comes Everybody” and “Cognitive Surplus”) (Shirky, 2008, 2010; Rifkin, 2014).



The Standard Responses

In Shirky's writing, the modern ontology of abundance turns out to lead almost always and almost directly to a party. Reward! Opportunity! Growth! Health! There's no such thing as too much of a good thing, largely because with so much of a good thing, we don't need the government to step in to supply it, or to regulate it. If distributional problems are evident, we can manage them by tweaking the system. Over-optimism remains characteristic of many contemporary critiques of scarcity thinking. In the late 1990s, early Internet idealists like Stewart Brand and John Perry Barlow celebrated the release of material shackles from newly-digitized information. Only slightly less manic reactions came from libertarian-minded legal scholars, who claimed not only that traditional terrestrial governments lacked the power to control and regulate abundant digital information, but also that this powerlessness was a good thing, too (Johnson and Post, 1995). Benkler (2006) early work on commons-based peer production pronounced the triumph of abundant distributed cognition over centralized systems for producing information goods. Today's blockchain enthusiasts subscribe to an equivalent philosophy: there are no functional limits to the length of append-only digital ledgers. More blockchain is better.

What links the responses? The celebratory conclusion that abundance means that the justifications for law and policy dilemmas in a scarcity-based economy and society are no longer operative. A scarcity-based economy and society needs lots of coordination by the state and lots of regulation, to make sure that resources are produced in the first place and to make sure that those resources are distributed appropriately in the second place—perhaps efficiently, perhaps equitably, perhaps in some other way. The scarcity economy is defined, in simplistic terms, by one version or another of the coordination problem that Hardin called “the tragedy of the commons” and that was sketched by many others, including Olson (1965). A depletable resource will be overconsumed if access to the resource is not defined and managed by some central authority, such as the state. Because of the overconsumption, the resource may be underproduced. Who would produce a thing when anyone can come in and walk away with as much of it as they wish?

Abundance eliminates the tragedy of the commons. In Rose's (1986) felicitous phrase, with an abundant resource, we have a comedy of the commons. When resources are abundant—either because we make so many of them (such as information) or we find so much of them (such as sunlight)—over-consumption doesn't dampen production. We don't need governments to prompt production. No matter what we do, there's plenty. And we don't need the state to steer allocation. Everyone gets at least as much as they need, and perhaps more. Maybe we need the state to supply guardrails to ensure health, safety, and environmental stewardship. Maybe the state is needed to supply conflict resolution services where disputes over resource access or allocation arise, and to ensure that private markets for resource re-distribution function effectively. But abundance leads, plausibly, to a state that is considerably smaller than the state pre-supposed by resource scarcity. Less law. Less policy.

This overview is obviously simplified and stylized. Importantly, it's a sketch of a series of interrelated concepts, not a description of the world as it is. Yet it captures the celebratory tone that often accompanies the abundance hypothesis. Scarcity is over; we should worry less.




Why the Abundance Hypothesis and the Standard Responses Are Wrong

The celebration shouldn't begin just yet. No matter the language, abundance may be real (or may not, as we'll see), but its causes, uses, and effects are, as so often turns out in the real world, complicated. The specifics of the abundance hypothesis, as a species of abundance theorizing generally, go back centuries. There really is nothing new under the sun. (Of course, sunlight is one of the most abundant resources that we know.) When we look more carefully at what abundance means and what it represents, we uncover a mixed portrait that blends both abundance and scarcity, celebration and concern.

Examples abound. Begin with history, in which abundance was sometimes viewed as a reward and sometimes as a concern, even as part of the usual order of things. In the Old Testament, the blessings of abundance were promised to those who built the Second Temple of Jerusalem. The foundations of classical economic theory were laid not by those who worried about how to manage scarcity but instead by those who worried about how to manage collective wealth. Adam Smith's treatise of 1776 was titled “The Wealth of Nations” and was concerned with, among other things “the different Progress of Opulence.” The blessings of abundance were at last realized by early industrialists, or so they thought. Marx theorized the origins of capital as surplus value extracted from labor. The ideologies of the consumer in early market capitalism drew Veblen's critique in “The Theory of the Leisure Class” in 1899.

As recently as the 1950s, some economists looked at global economic systems partly in terms of how to use productively the West's (and particularly the United States') massive accumulations of surplus wealth (McGoey, 2018).

Over the last decade, Piketty (2014), among other scholars, introduced the possibilities that abundance and its possible cousin, inequality, should be restored to places of prominence in the canons of economics. But Piketty is hardly a celebrant of abundant wealth in the modern era. He highlights its downsides. Similar calls to restore significant attention to the problems caused by abundance come from sociologists (Ritzer and Jurgenson, 2010; Abbott, 2014), anthropologists (McCracken, 1998), geographers (Hoeschele, 2010), and legal scholars (Johns, 2013; Desai, 2014). In different respects, each of them recognizes that abundance might be celebrated but need not be, and that recognizing abundance in a particular social, cultural, or economic context requires thoughtful recalibrating of what it means to recognize some resources as plentiful and some resources as scarce.

This quick account of the intellectual history of abundance is all too brief but drives home a single point: the abundance hypothesis goes wrong in assuming that the tragic commons and similar collective action dilemmas exhaust the inventory of social problems associated with managing a resource, whether it's scarce or abundant. That's true whether we're considering law or public policy or other institutional forms. The disappearance of tragic commons dilemmas does not solve all social problems associated with producing and managing resources. Current scholars imagine that a new social science of abundance is needed to take advantage of abundance, because some combination of technology, societal forces, and/or law have changed the stakes of scarcity. Prompted by questions surrounding intellectual property law, for example, Lemley (2015, p. 515) concludes, “[u]nderstanding what a post-scarcity economy will look like is the great task of economics for the next century”. That statement stops short of asking: what are the social problems associated with abundance—even after we acknowledge harmful externalities and spillovers, such as health, safety, and environmental concerns?

When we focus directly on knowledge and information as key abundant resources, history teaches that we should be careful what we wish for. Even abundance has its dark sides. Sometimes abundance offers under-recognized problems and possibilities. Two particular gaps in the abundance hypothesis should be called out as foundational reasons to doubt its general wisdom: its focus on materiality and thing-ness and its focus on markets and states. The next Section explains how those opens the door to exploring additional social dilemmas of abundance.


The Mistaken Focus on Materiality and Thing-Ness

The abundance hypothesis looks at the world in terms of stuff, and in particular in terms of objects. That focus can be misleading, particularly when attention shifts back and forth uncritically between material stuff and immaterial stuff. The language of resources sometimes contributes to confusion here. The word “resources” itself can be taken intuitively to refer to depletable stuff (water) or rival things (physical objects) rather than to inputs into social systems. To put that point somewhat more technically, a resource is something for which there is social demand (Frischmann, 2012).

So, when the abundance hypothesis examines the modern world, and in particular looks at the modern worlds of data, information, and knowledge, it assumes that resources are material or immaterial. Material resources are physically scarce (depletable or rivalrous or both), while immaterial resources (naturally non-depletable, non-rival) must be shunted into legal forms of scarcity (patents, copyrights, and so on) in order to ensure their production. As information circulates today more in digital (presumptively immaterial) forms and less in material forms, the technological drivers of scarcity fall away, leaving only questions about whether artificial scarcity can still be justified. Books and the like (and inputs into them, such as paper and ink) are naturally material and therefore scarce. Informational “things,” such as inventions and creative works, are naturally intangible and only unnaturally object-like.

That story simplifies the matter far too quickly and easily. It has a pseudo-ontological basis. In law and economics, Brett Frischmann has described how the propensity toward using scarcity as a one-size fits all solution to resource management problems is just as unfounded as a naïve celebration of abundance (Frischmann, 2007b). That point is illustrated by the fluidity of lines between the material and immaterial. Those lines are mutable to a significant degree. They are often affected by both nature and human activity. And their impacts are nuanced, based on social and cultural context. Science and Technology Studies (STS) scholars have documented the multiple ways in which lines between conceptual intangibility and tangible manifestation and object-ness have been manipulated and constructed by social processes (Bijker, 1995; Latour, 2007). We need not embrace any particular strand of STS theory or research to make that point. Both histories of objects (Petroski, 2006) and histories of intellectual property (Op den Kamp and Hunter, 2019) show the dense interweaving of the material, scarce “thing” and its sources and the immaterial, abundant “idea of the thing.” That interweaving evolves both over the long time scales of cultural evolution and in the moment of specific conflicts over ownership, use, and meaning. As the historian of science Galison (2018) has shown, even in research science, ontological approaches are beginnings rather than endings, because you can always steer an “abundance” problem into a constructed “scarcity” problem.

Does the tangible/intangible mutability problem operate in different and perhaps simpler ways for information than for systems grounded explicitly in material resources? Some brief history shows that it doesn't.

Start with copyright. Conventional modern wisdom holds that copyrighted works need to be fenced off (that is, made scarce) to motivate production and distribution of creative things (possibly knowledge things, but the difference doesn't matter here). Without fencing, prices reflect marginal (competitive) cost; authors and publishers are unable to recover the fixed costs of production and therefore won't invest and produce new works. We have too few books, in other words, so we produce artificial scarcity to get more of them. Copyright declares that we want “more” of the creative and intellectual content that the books “contain.” Copyright purports to solve an anticipated scarcity of immaterial content by creating an artificial scarcity of material books. But copyright policy is mostly indifferent to the particular books we get. It fails to recognize that the production of content has other facets involving other sorts of social dilemma. Society may not want merely “more” and more books of whatever sort. Slightly different versions of this story apply now to things as diverse as feature films, popular music, poetry, photography, videogames, and computer programs.

It turns out that the plot of this story is precisely the opposite of the plot of the story that justified knowledge regulation centuries ago, in Enlightenment Europe. But the scarcity and abundance characters are the same. The historian Chad Wellmon explains: Back then, the problem wasn't too few books. The problem was that the world had too many books, a product of new printing technology. A modern observer might wonder what the problem was. But deeper underlying epistemological conditions were different. Knowledge was believed to be universal, the duty of an enlightened person was to know, and to know meant to know everything. Knowledge only counted as such if it was knowable by all. With the proliferation of books, the amount of knowledge on offer expanded, and it expanded too quickly for learned people to conclude that they could know everything (Pasanek and Wellmon, 2015; Wellmon, 2016).

Wellmon (2016) observes that the university emerged as a regulatory solution to this knowledge production problem. At that macro institutional level, universities organized knowledge into disciplines and faculties, with material and immaterial constraints on participation, precisely to address the Enlightenment version of information overload—i.e., abundance. If it wasn't possible to know everything, it became possible to know everything in one's field or discipline. Both internally in the university environment and externally as members of that system engaged with people outside of it, university organization changed what it meant to be “learned.” In that institutional context, epistemology and culture eventually worked out the content (potentially abundant) vs. container (usually scarce) distinction that evolved into the foundation of modern copyright. The content was the knowledge of interest to scholars; the container was merely a commercial object. Wellmon's explication of the history of universities is consistent with recent work exploring the university as a knowledge governance institution (Madison et al., 2009).

At a micro level, related historical trajectories show how research practices and techniques of information organization seemingly solved overload problems in the lab and in the library. Linnaeus's classification system for living things owed its success in part to his heavy reliance on index cards (Krapp, 2019). The Dewey Decimal system, indexing practices, and other knowledge classification systems changed how library books were shelved and used (Blair, 2010; Burke, 2014; Duncan, 2022). Complex relationships between information organization and classification, on the one hand, and social practice, on the other hand, is a robust and thriving field of research and practice (Bowker and Star, 1999; Glushko, 2013).

None of that is to suggest that any of these institutions or practices, material or immaterial, ever have been comprehensive solutions or problem-free. Wellmon's research is part of a revival of research and practical interest in the futures of universities. Scholars and researchers still only have twenty-four days and limited attention with which to consume information, despite its abundance. Twenty-first century information intermediaries such as Google, which originated in the instinct to help Internet users navigate information overload on the World Wide Web, have generated some of the most challenging information production and distribution challenges of the present day (Cohen, 2019). They are, in many ways, sources of abundance problems that cannot be addressed in simple abundance vs. scarcity terms.



The Mistaken Focus on Markets and States

The focus of the abundance hypothesis on material things feeds into a related but higher order focus on how law, economics, and related regulatory thinking should advance. In a market economy, things are expected to be produced and circulated in markets, via voluntary, bilateral transactions. Sometimes markets under-perform, either because expected production and distribution doesn't take place or because production and distribution cause harm. The state is expected to step in and do one of two things: fix the market so that it works “better” or figure out how to ameliorate the harm, or both. So long as things are scarce, either naturally or artificially, that general equilibrium seems to hold, at least as a conceptual matter. The abundance hypothesis tends to celebrate because this focus on markets and states makes it appear that in a world of resource abundance, the role of the state can simply be more limited. That's too narrow a view.

Here we draw on the research of Elinor Ostrom, who was awarded the Nobel Prize in Economic Sciences in 2009 for her work on resource governance and in particular for her demonstrations that “the market” and “the state” are not the only two governance modes for successfully addressing resource management challenges in a given community setting. Other governance institutions can and do exist and perform effectively. She described these as community-based. The research world justifiably sees her career as responding definitively and empirically to the conceptual challenge raised by Hardin and the “tragedy of the commons” metaphor and simplifies her contribution in the phrase “commons.” Looking at Ostrom a bit more carefully draws out some important details. Ostrom sketched a type of resource that she added to economists' standard inventory: common-pool resources (depletable but non-excludable, and therefore shared). She showed that the tragic commons was not an inevitable result of resource use by multiple actors. She demonstrated empirically that these common-pool resources could be produced and maintained sustainably by local communities. Those communities governed themselves largely by principles that she documented in her foundational book, “Governing the Commons” (Ostrom, 1990) and elaborated on in “Understanding Institutional Diversity” (Ostrom, 2005). Critically, she insisted that analysis and answers needed to proceed carefully and contextually. There was no one-size-fits-all solution.

Ostrom (2010) titled her Nobel Prize lecture “Beyond Markets and States” precisely because in many respects her signature contribution to institutional analysis was not a specific focus on commons institutions and resource management as such, but instead consisted of opening and documenting an important perspective on institutional governance in complex settings. If we have too few resources and want more, or have too many resources and want fewer, or otherwise want to deal with expected and unexpected by-products of resource systems, reinforcing markets and empowering the state are not the only options. And, in the recursive way in which Ostrom's work is always best understood, expanding the range of institutional solutions also expands the ways in which social dilemmas are identified and framed. Closely related to her work on institutional governance was her interest in polycentricity, accepting the inevitability and sometimes the value of governance systems that are multi-modal with respect to sources and spheres of power.




Governing Knowledge Commons: A Broader Perspective

Does Ostrom's view of complex polycentric order and the expanded universe of institutional governance operate differently when it comes to information and knowledge resources? After all, her arguments about commons governance were drawn largely from studies of natural resources, such as forests, water resources, and fisheries, and her addition to the economists' toolkit of goods was “common pool resources,” which she defined as depletable things. As Acheson pointed out, a lobster fishery can be depleted over time, through overfishing. What does Ostrom have to do with abundance, where depletability, and the tragedy of the commons, are not dominant concerns?

We argue that Ostrom's intuitions about empiricism, context, and an expanded, pluralist view of the institutional landscape should be brought to bear on the challenges and opportunities associated with abundant resources (Frischmann, 2013). We focus particularly on abundant information and knowledge resources. Many of the specifics of Ostrom's program, including her taxonomy of goods, her research frameworks, and her enthusiasm for polycentricity, are less useful in the information and knowledge setting. We have built on the intuitions and constructed our own intellectual framework and research approach, the Governing Knowledge Commons (GKC) framework, which we argue has been and should be applied broadly to understand and diagnose the character of abundance in social context. Part 3 describes the GKC framework and its purposes. Part 4 illustrates how the framework has been used so far to capture significant attributes of abundance in particular resource settings.




ABUNDANCE, CONTEXT, AND GOVERNANCE: USING THE GKC FRAMEWORK

The Governing Knowledge Commons research framework builds on a series of intuitions, beginning with the premise that information, knowledge, and data resources are different because of their presumed intangibility. Are they in fact abundant, within any of the meanings of “abundance” mentioned earlier? If they are (or even if they are not), how do we identify and catalog the social problems and solutions that “abundant” information offers? The goal is to build a systematic investigation rather that to rely solely on storytelling and simple stereotypes (McAdams, 2009). If abundance celebrations are premature, then what takes their place? Whether scarce or abundant, information and knowledge don't govern themselves. What governance do we see, what do we not see, and what explains both what's there and what's not?


Hypothesizing the Dilemmas of Abundance

We begin with some speculations, to prime the pump for the detailed follow-up research that we believe is needed. The question that we begin with—“what social dilemmas are implicated by resource abundance, or by shifts from resource scarcity to resource abundance?”—is a core part of the GKC research strategy, as we describe in the next Section. GKC-focused research investigates cases of information governance as responses to social dilemmas. We call out social dilemmas separately, as hypotheses to test, in order to make the case that the GKC framework provides a starting point for synthesizing this research systematically. Otherwise, exploring “abundance” falls back either into intellectual and disciplinary silos or into case-specific problems with non-transferable solutions.

By “social dilemma” we mean, mostly, a context-specific conflict between individual welfare and social welfare. A social dilemma is often described as a conflict between rational choosing at the individual level and the product of rational choice at the collective level. The metaphorical tragedy of the commons fits that model, as one prototypical collective action and coordination dilemma. Our use of the phrase “social dilemma” is not constrained to rational choice expectations or to the premise that we are exploring only choice-directed activity. Individual and collective action in the real world is obviously subject to behavioral and cognitive constraints. Welfare at many levels is subject to various historical contingencies. Modeling resource governance as a successful or flawed product of rational behavior is analytically simple, comparatively speaking, but descriptively incomplete. GKC-based research aims at descriptive completeness. Specifying social dilemmas—plural—is a way of specifying what contexts matter in understanding problems and solutions.

We also don't limit GKC research and the character of relevant social dilemmas to those specified by economic frameworks for resource design, distribution, or allocation. Or those predicted by legal understandings, sociological theories, historical narratives, or any other single disciplinary perspective. The GKC framework is intended to be open to adoption and use by researchers from many different traditions, using any necessary translations into appropriate conceptual syntax. The language of supply and demand should be expected to bump into the language of participatory democracy, the language of ideology and social meaning, the language of power and influence, and so on. Next steps could then include conceptual modeling, computational analysis, experimentation, and qualitative evaluation.

Our inventory of abundance-related social dilemmas consists of the following. We believe that it's a good starting inventory, but we don't contend that it's the last word. We offer these as a series of hypotheses, with special attention to information and knowledge abundance. Obviously not each hypothesis will be relevant in each context, and where relevant, some hypotheses will be interconnected. They vary considerably in terms of the level of governance generality that each one addresses. Some focus on more abstract system-level or group- or community-level concerns. Some focus on more concrete considerations related to the specific use of a given resource.

(1) Information abundance sharpens and highlights conflicts in classic social theory that emphasize either the role of structure and system, on the one hand, or individual agency, on the other hand, in producing system outcomes. Amid abundant information, how do individuals distinguish themselves, positively and negatively?

(2) The sources and impacts of information abundance are interwoven with the sources and impacts of resource scarcity, rather than independent of them. How are the benefits and harms of information abundance enhanced or ameliorated by the fact that information is usually anchored in physical systems and things?

(3) Sources and impacts of information abundance are based significantly on spillovers from and to other resource systems, challenging assumptions about context and consistency in interpretation. If information is everywhere, at least conceivably, then presumably it easily affects people and systems for whom it wasn't designed or intended.

(4) Information abundance may produce or reflect creative production, but it also may produce or contribute to cultural or social stagnation, in that individuals may have little reason to choose among different resources or resource sets. This hypothesis includes investigation of information congestion and information waste. If people have everything that they seem to want or need, how are they motivated to improve themselves or their communities?

(5) Information abundance may create or contribute to cultural or social dis-equilibrium, in that individuals may be cognitively or emotionally incapable of choosing among different resources or resource sets. There may be too much information to pay attention to effectively and no stable value-based frameworks to use in setting priorities. In a world of information overload, how do we identify what matters and what is true?

(6) Information abundance may obscure possible social tradeoffs among information quality, such as producing and distributing better information; information quantity, such as producing and distributing more information; information balance, such as healthy diversity; and information equity, such as ensuring fair access to and capability to make uses of information. Sometimes those tradeoffs arise from ordinary or customary information practices; sometimes they arise from purposeful, even strategic information and misinformation practices. Does information abundance make it easier or harder to implement and reconcile different interpretations of the promise of cultural progress?

(7) Information abundance exacerbates the complexities of participatory governance in collective or community settings, making both effective participation in relevant communities, but also exit, more difficult. How does information overload affect not only understanding but also social engagement?

(8) Information abundance increases the importance of reputational stakes as governance mechanisms in a given context. Are information “goods” necessarily so-called “Veblen” goods, at least in part, in the sense that they are valued for their use in signifying social status?

(9) Information abundance (expands) (diminishes) conceptual spaces for the effective operation of privacy and free expression practices. In a world of abundant information, how does a community identify, implement, and maintain appropriate systems to advance interests in individual privacy and personal autonomy?

(10) Information abundance creates demands for intermediary systems to organize information and knowledge across space, time, and community, so that information can be rendered accessible and usable and so that different bodies of information can be articulated relative to each other. How does knowledge abundance create demands for more knowledge?

(11) Information abundance creates demands for intermediary systems to provide education and other capabilities to enable individuals to access and use that information. How does knowledge abundance create demands for how to know?

(12) Information abundance (enhances) (diminishes) possibilities that information ecosystems will evolve in complex ways and will produce unplanned, emergent order. When and how does information abundance produce information or other products that we didn't plan for or expect, for good and for ill?



The GKC Framework as an Approach to Empirical Analysis

The origins of the GKC research framework lie in several intersecting trajectories of research and analysis on institutions of knowledge governance. One is disappointment with the anecdotal, a-systematic character of research on community-based innovation and creativity, a body of research dubbed “IP without IP,” or intellectual production without intellectual property (Dreyfuss, 2010). Two is interest in ecological and systems perspectives on knowledge, culture, and intellectual resources, also anchored initially in analysis of intellectual property law (Madison, 2005; Frischmann, 2007a). Three is Ostrom's work itself; toward the end of her career, Ostrom, with Charlotte Hess, turned her attention to the possibility that knowledge resources might be a good object of Ostromian study (Hess and Ostrom, 2005; Hess, 2012). Four is information science and management studies, which in different respects have extended their traditional interests in the organization of knowledge to embrace community-centered perspectives, including Ostrom (von Hippel, 2005; Borgman, 2015).

That intellectual pluralism necessitated the development of a research strategy that is suitably flexible yet also capable of yielding systematic results over time, as Ostrom's has been. The GKC framework is modeled in part on Ostrom's Institutional Analysis and Development (IAD) research framework. Where the IAD framework is directed principally to exploring governance mechanics relative to biophysical materials organized as Ostromian common pool resources, the GKC framework begins by querying rather than assuming the characteristics of the resources at stake in some knowledge or information governance system. Because those resources are almost always blends of immaterial and material conditions, affected in different ways by relevant legal systems (such as patent and copyright), the GKC framework calls for careful delineation of the interplay between resource attributes and social dilemmas. Multiple sorts of resources may be circulating simultaneously in a given social system, and that system may be characterized by multiple social dilemmas. Institutional pluralism, including community governance alongside market-based systems and state-dictated systems, may be particularly important in systems that operate at multiple levels simultaneously.

The shared character of at least some of those resources, usually presumed because at least some of them are “open” in one respect or another, is often a useful starting point for further description. That shared character is also usually the basis for referring to the governance system as “a commons.” More precisely, GKC analysis uses the phrase “knowledge commons” to refer to governance rather than to the resource. Governance refers to groups or communities of people who share access to and/or use of the resource and who manage their behavior via an established set of formal and informal rules and norms. Commons are distinguished from non-commons by the institutionalization of sharing of resources among community members (Madison et al., 2010).

That definition points the way to the further steps in a GKC-based case study. The community or collective setting (or settings) in which information and knowledge is produced, stored, and/or circulated should be defined and described. How are members or other participants identified, permitted to participate in governance (or excluded), and what sorts of roles or hierarchies—informal or formal—describe their interactions? Recent elaborations of the GKC framework highlight the contributions of theories of democratic participation to GKC study, including, per Hirschman, the relevance of exit, voice, and loyalty options to community members (Sanfilippo M. et al., 2021). These community settings or contexts may be defined as “action arenas” per Ostrom's vocabulary, with more or less porous or dynamic borders and boundaries and context defined culturally, economically, legally, and/or physically.

Context is, in this sense, more than the environment in which a social dilemma occurs. Context is the combination of social, cultural, psychological, historical, political, economic, physical, and technical factors around the challenge of interest. With respect to social dilemmas around information and technology, context is the entirety of the specific, complex, and dynamic sociotechnical systems in which people engage with those technologies or that information (Kling et al., 2005). Context matters because we don't engage with technology or information within a vacuum. Context shapes our expectations and interpretations of information, as well as their flows among people and systems (Nissenbaum, 2010).

Within those action arenas, formal and informal rules, customs, norms, and expectations define not only the resources themselves but also how they are created, accessed, replenished, and combined with other resources. These “rules in use,” again to borrow from Ostrom's language, may also include mechanisms for policing appropriate behavior and for resolving disputes.

Each of these topics can be clustered in a “bucket” of questions for research, so that there is no set sequence or priority for any one of them either as a matter of research strategy or as a matter of analysis. The interdependency of the results matters as much as the data collected in each case. Both conceptually and in practice, beliefs and behaviors that may be categorized in one way end up both affecting and being affected by beliefs and behaviors put in other categories. A given case study may opt to focus on one or more of these buckets to the exclusion of others.

A schematic of the GKC framework appears as Figure 1.


[image: Figure 1]
FIGURE 1. The Governing Knowledge Commons (GKC) Research Framework. Source: Madison et al., 2010.


That schematic highlights the likelihood that the outcomes of GKC research consists of identifying patterns of social interactions both as a key payoff of an information governance system and as a key input into the continuing function of that system. That's a key difference between GKC analysis and IAD analysis, which focuses on the sustainable production or maintenance of biophysical resources themselves. And it exposes the part of the GKC field that is the least developed so far: how to subject the results of this descriptive analysis to meaningful normative analysis? In information and knowledge domains, as the earlier list of information abundance hypotheses suggests, competing and overlapping normative criteria are abundant.

It seems plausible that criteria for assessing resource allocation in a conceptual world dominated by scarcity—various modes of economic efficiency; utility; and distributive justice—are at best only partly relevant in contexts characterized wholly or partly by abundance. One of us (Frischmann) has suggested that a human capabilities approach may offer a promising alternative. That strategy is also wanting in certain key respects. Once capabilities to participate are fully described and assessed, does it matter how rules for participation in governance distribute those capabilities? Does it matter whether the results of an information system, particularly a system characterized by information abundance, are in some meaningful respects accurate or true?

We can't resolve those questions here. We note that the questions can and should be raised in GKC-directed case studies. We anticipate that the GKC framework has a long way to go in framing future case studies and additional empirical work.

Most important to this article, we note that the GKC has a track record, which documents its steady progress toward not simply adoption and use but toward utility as a research device. What is now known as the GKC framework was launched in 2010 in an article titled “Constructing Commons in the Cultural Environment” (Madison et al., 2010) and has since been elaborated via three published collections of case studies overseen by the authors of that work and various other research, some produced under the umbrella of what is known as the Workshop on Governing Knowledge Commons (https://knowledge-commons.net) (Frischmann et al., 2014, 2017; Sanfilippo M. R. et al., 2021) and some produced by researchers working independently (Dekker and Kuchar, 2021).




ILLUSTRATIONS: THE GKC FRAMEWORK AND GOVERNING ABUNDANCE

The GKC framework is best understood in case-specific context, just like the governance that it tries to describe. Some cases involve small communities. Some involve large, distributed collectives. Some are grounded in volunteerism, some in market capitalism. Some involve infrastructural resources. Some focus on finished products or consumer-facing services. There is no single standard or paradigmatic case of knowledge commons. That's precisely its strength. If information and knowledge are everywhere in the economy and society, the framework has to be flexible enough to capture that diversity. It is. Here, we've included brief descriptions of completed case studies in the GKC portfolio that illustrate specifically how the framework illuminates problems and solutions in cases of information or knowledge abundance. For additional examples, see “Information Abundance and Knowledge Commons” (Madison, 2016).


Universities

The first case study published by the authors of the GKC framework focuses on the university itself, as a knowledge-producing and knowledge-storing institution with an extensive history, lots of institutional diversity within the overall conception of “the university,” and enormous current critical intellectual, economic, political, and cultural stress. As noted above, the Enlightenment antecedents of modern research universities emerged precisely to address then-current problems of knowledge overload, a species of knowledge abundance. The sociologist Andrew Abbott brings those concerns with information overload up to date as matters of personal identity and social structure (Abbott, 2014). Kitchin (2014) makes a similar contemporary argument as a matter of epistemology. “The University as Constructed Cultural Commons” documents the histories of universities as governance institutions for knowledge sharing, noting the complex interplay of knowledge resources, the purposes of universities, and the various material forms that define universities today (Madison et al., 2009).



Citizen Science

“Commons at the Intersection of Peer Production, Citizen Science, and Big Data” explores governance of a citizen science project called Galaxy Zoo. Galaxy Zoo was launched in 2007 initially to aid some University of Oxford researchers in classifying massive volumes of astronomical data. An abundance of galaxies, to be specific (Madison, 2014). The project directors began with modest ambitions, understanding that hand-based classification by experts would never be sufficient to complete their research task and hoping that amateurs, with modest guidance, could do it as well or better via the Internet. The leaders were nearly overwhelmed by the rapid positive uptake of the system they built. Their galaxy classification research project evolved into the formal “Galaxy Zoo,” with spinoff citizen science projects, formal but inclusive governance practices, and some interesting and useful knowledge spillovers as some volunteer “Zooites” converted their early informal engagement into longer term research programs of their own.



Biobanks

A different domain of scientific research, biobanks, offers an interesting contrast in managing enormous volumes of knowledge and information. Biobanking, particularly biobanking with respect to human tissue samples, raises complex governance questions not only with respect to abundant biometric data but also with respect to individual privacy. It also requires careful attention to intersections between governance of shared genetic and related biological data, on the one hand, and preservation of physical samples themselves, which might degrade via overuse. Two different GKC-themed case studies, “Biobanks as Knowledge Institutions” (Madison, 2019) and “Population Biobanks' Governance: A Case Study of Knowledge Commons” (Boggio, 2017) explore those nuances.



Genomics

Abstracted from their material context, genomic data pose few of the governance problems associated with tissue samples in biobanking. But the data generated by Human Genome Project and successors and alternatives expose the critical roles of information intermediaries in commons governance relative to massive quantities of information. Intermediary institutions ensure that data are organized and accessible for broad public use. Three GKC-themed case studies elaborate on that point, including “Leviathan in the Commons” (Contreras, 2017), “Genomic Data Commons” (Evans, 2017), and “Constructing the Genome Commons” (Contreras, 2014). The results illustrate the key point that knowledge commons governance is not necessarily opposed to integration with government-supplied resources of various sorts. Understanding polycentric governance requires seeing from all sides, not simply seeing like a state.



Open Source Computer Programs

Open source computer software production is among the earliest areas of social practice drawing interest from researchers on community-based creativity and innovation. The success of the Linux project as the product of thousands of separate coders coordinated lightly via culture and a specific copyright license was a central part of Yochai Benkler's narrative in “The Wealth of Networks” (Benkler, 2006). But that work was pulled along by an ideological commitment to openness and to certain communitarian forms of social order. More nuanced, empirical work in Ostrom's footsteps describes the open source landscape in terms that emerged concurrently with the publication of the GKC framework (Schweik and English, 2012). The research did not hesitate to observe that the combination of abundant information and abundant programmers poses both substantial barriers to institutional success and opportunities for community-based innovation in institutional governance. A follow-up study, “Toward the comparison of open source commons institutions,” aligns that finding explicitly with the GKC framework (Schweik, 2014).



Big Data

Last, “Tools for Data Governance” directly addresses governance problems associated with Big Data. It calls out the various dimensions of information abundance specifically as a justification for applying Ostromian thinking in general, as to institutional context and polycentricity, and the GKC research strategy outlined above, specifically (Madison, 2020). Unlike a lot of other work analyzing Big Data collection practices, this article does not prioritize privacy or surveillance considerations as first among all possibly relevant Big Data considerations, either normatively or descriptively.




CONCLUSION

We've argued that contemporary rhetoric surrounding shifts from a scarcity-based society to an abundance-based society are partly underdone and partly overcooked. Underdone in that they fail to appreciate the long history of experience and analysis that focuses on various versions of abundance concepts and fail to appreciate the many ways in which abundance and scarcity are intertwined in practice. We're not seeing a massive shift from scarcity to abundance. We're seeing the emergence of contexts, some novel and some evolutionary, where the mix may be different and may be the same. And overcooked in that contemporary analysts often jump straight to celebrating the effects of abundance without looking carefully or critically at what's really happening on the ground.

We've built and used a framework to help researchers study the effects of abundance empirically, carefully, and systematically. It's the Governing Knowledge Commons research framework. It works. We have the cases, summarized here, to show that. It can be extended and improved. We hope that it will be via continuing research, across many diverse fields, through a wide variety of cases, and at macro, meso, and micro scales.

We don't imagine that the framework offers a theory of everything or answers all of the questions that abundance (or anything else) might pose. The framework generates only the data. It doesn't generate instant solutions. It doesn't yet do more than reinforce our initial intuition: that what's scarce and what's abundant are within our power largely to control, even if only imperfectly. Institutional design matters. Institutional design begins with contextual understanding.
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With technological advance has come the possibility of a new era of abundance. Technologies like 3D printing and robotics promise to lower the costs of production and distribution of goods and services, presumably making these goods and services readily available to those across income and wealth spectrums. This undoubtedly is a good thing. But what will be the effect of these technologies on existing wealth inequalities and the psychological and societal burdens they impose? Can we expect that this newfound abundance will help remedy the current historic levels of inequality in the U.S. and other western countries? Unfortunately, the answer is likely no, for two reasons. First, history suggests that inequality often persists even under conditions of abundance due to dynamics of power and politics and ongoing impacts of structural inequalities. Having more than enough of a particular good or service to go around does not guarantee that all will have access to this good or service. Second, even if the new abundance enabled by technology extends into all levels of the socioeconomic spectrum, enabling individuals to access goods and services (and their attendant benefits) previously beyond their reach, the harms that attend unequal societies will persist. Increasing evidence suggests that these harms, including increased violence and decreased health, arise not from access (or a lack thereof) to particular goods and services, but from the adverse psychological consequences of living in an unequal society. This is a psychological burden shared not just by those at the losing end of the inequality equation, but also those who enjoy a relative advantage in society. Unequal societies are psychologically harmful to all who live in them, regardless of where these individuals fall on the socioeconomic spectrum, and largely independent of the particular goods and services they enjoy. The upshot is that society cannot rely on new abundance technologies to automatically solve problems of inequality and the social and psychological burdens that plague those who live in unequal societies. Indeed, depending on how society responds to questions of access to these technologies, their introduction might exacerbate various forms of inequality. In light of this, it is crucial to address conditions of inequality head-on, so that the new era of abundance promised by technological advance can lead to real gains in individual and societal wellbeing.
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 psychology, inequality, scarcity, social harm, technology


Introduction

We live in a world of scarcity. Resources, including goods and services, are limited. The restricted nature of goods and services, in turn, leads to higher prices and lowered access (Bakkeli, 2020). This is a reality human societies have lived with for many centuries.

Another historical feature of human societies is inequality (Jonsson et al., 2019). Scarce resources have always been distributed unequally to some extent—at various times and in various societies more or less unequally than others. By some accounts, the United States today is experiencing some of the highest levels of inequality seen since at least the beginning of the twentieth century, and perhaps beyond. Indeed, according to one economist, the level of inequality in the United States today is “probably higher than in any other society at any time in the past, anywhere in the world” (Piketty, 2014).

These two human realities—scarcity and inequality—in many ways go hand in hand. Scarcity may be one source of inequality–if there is not enough of a resource to go around, some will inevitably end up benefitting more than others. Yet technological advance provides the potential for reducing or even eliminating at least some forms of scarcity. For example, the Internet has ushered in a new era of abundance for informational and creative content by reducing the price of reproduction and distribution of this content to near-zero (Lemley, 2015). Other technologies offer the same promise for physical goods and services. 3D printing, for instance, will almost certainly make abundant a wide variety of physical goods as the technology advances and the price of producing and distributing these goods drops. And robotics technologies may do the same for services as robots become increasingly able to perform, cheaply and effectively, the bulk of services currently performed by humans (Lemley, 2015).

If this projection of reduced scarcity in the realm of goods and services is correct, what will this mean for inequality? When scarcity is mitigated, will inequality be tempered as well? It is tempting to think so. After all, if the newfound abundance of goods and services means that these become readily available to most members of society at low cost, at least one potential source of inequality (the differential ability to access particular costly goods and services based on income and wealth) goes away. And with that departure, ideally, the harms that attend unequal societies—harms ranging from slowed economic growth to adverse health and psychological effects on the society's citizens (Buttrick and Oishi, 2017)–would be mitigated as well.

But this hope is, unfortunately, unlikely to be realized—at least without significant planning and intervention. In the second Part of this chapter, I explain why. First, history belies the assumption that inequality necessarily disappears under conditions of abundance. Different societies at different times have enjoyed relative periods of abundance, and yet inequality has persisted (Jonsson et al., 2019). Scholars have understood this historical truth as confirming the hypothesis that inequality is as much about politics and power as it is about physical limits (Jonsson et al., 2019).

Second, with respect to the many harms that attend unequal societies, these harms may not have as much to do with access to goods and services as they do with psychological factors. For example, an increasingly accepted hypothesis put forward to explain the correlation between inequality and the raft of social harms that attends it posits that these harms arise from the adverse psychological consequences of living in an unequal society (Buttrick and Oishi, 2017). These consequences affect not only those at the bottom of the wealth and income ladder, but also those at the top. They arise from inequality itself rather than any objective measure of poverty or standard of living (Payne, 2017).

Third, somewhat paradoxically, certain conditions of abundance may bring with them their own psychological and societal harms—especially if it is not clear to all that the abundance is being fairly distributed. Reminders of abundance, for instance, might increase psychological distress related to concerns about fairness in ways similar to actual inequality (Gino and Pierce, 2009).

The implications of these insights about abundance and inequality are many, and in the third Part of this chapter I focus on two. First, given the political nature of inequality, we cannot automatically assume that a new abundance of inexpensive goods and services enabled by technology will necessarily translate into widespread access to this abundance. Structural inequalities can lead to bottlenecks that prevent the disadvantaged from accessing even those goods and services that in theory should be within their reach (Jonsson et al., 2019).

Second, even if all members of society can access newly abundant goods and services equally, to the extent that other forms of inequality (like structural, wealth, or income inequality) remain, many problems that plague unequal societies like the U.S. will persist. These problems grow from the psychological effects of inequality rather than any ability to access particular goods and services, even if these goods and services have real welfare-enhancing effects.

Given these implications, I ultimately conclude that scholars and policymakers must consider how to address the structural and political barriers that might prevent widespread access to the influx of inexpensive goods and services that will improve people's lives. But, more than this, if society wishes to tackle inequality and the social problems that come with it, it must consciously dismantle inequality in all its forms.



Inequality: Definitions and harms

Scholars have predicted a technological revolution that will change our experience of scarcity. Advances in technologies like 3D printing, robotics, and synthetic biology will lead to a new infusion in the market of low-cost goods and services—much like the Internet has done for information and creative content—making these products, in economic terms, abundant rather than scarce (Lemley, 2015).

Living in a society rife with inequality—as those of us in the United States do—the question arises as to whether the specific promise of abundance offered by these emerging technologies could positively impact this situation.

But before asking if this will happen, we might first ask if (and why) we want it to. Relatedly, we should clarify what we mean when we talk about inequality.


Defining inequality

Neither of these are easy questions to answer, and I do not attempt to do so comprehensively in this chapter. As for the latter question—what we mean when we refer to inequality—scholars have taken a range of approaches (economic, social, philosophical, and others) to address it. For purposes of this chapter I use the term to refer broadly and generally to an unjust distribution of opportunities and resources within a society (Koh, 2020). Inequality is not necessarily present merely because resources and opportunities are distributed unequally—the justness, or fairness, of the distribution is a relevant consideration under the definition I adopt (Buttrick and Oishi, 2017). Justness is, however, often difficult to gauge, as will be discussed further below (Gino and Pierce, 2009). And perceptions of inequality can be equally significant for their ability to give rise to particular social harms as the objective presence of the phenomenon. Further, although absolute levels of distribution are not necessarily determinative of the presence or absence of inequality, the wider and more visible the gap between the haves and have-nots in a particular society, the less likely it will be that distributions are just in fact, and the more likely the gap will be perceived as unjust. Thus, under my definition, inequality manifests when there is an actual or perceived unjust distribution of resources and opportunities, and this is more likely to obtain when the distribution is clearly uneven among citizens or groups.



Inequality's harms

The other question—whether we want to eliminate inequality, and if so, why—is a normative one; as with all normative questions, opinions as to the correct answer can differ. Here, I advance the view that inequality (especially extreme inequality of the kind we are currently experiencing in the United States) is normatively undesirable, and I offer some reasons to support this position.

First, there is the simple fact that the unfairness of inequality feels wrong to many people. Humans have a finely tuned sense of fairness that arises very early in childhood (Yang et al., 2014). Subjective perceptions of fairness are rooted in conceptions of human dignity, a value many find compelling and desirable (Organ and Moorman, 1993). When the values of dignity and equality are not respected in a society, it causes subjective discomfort among its citizens (Buttrick and Oishi, 2017). More concretely, inequality gives rise to measurable psychological harms. Residents of unequal societies are less happy, exhibit more mistrust and increased anxiety, and have higher rates of depression than those in more egalitarian societies (Messias et al., 2011; Ferrer-i-Carbonell and Ramos, 2012; Buttrick and Oishi, 2017).

Perhaps even more concerning than the psychological harms associated with inequality are the social harms that manifest themselves in unequal societies. These harms are wide-ranging, and include, among other things, increased violence, decreased health, reduced life expectancy, higher infant mortality, lower social cohesion, weaker governance, poorer educational attainment, slower economic growth, and lower social mobility as compared to more equal societies (Buttrick and Oishi, 2017; Coccia, 2018; Wilkinson and Pickett, 2018).

In light of these psychological and social harms, the normative case for eliminating inequality is a strong one. In the next Part, I explore how the expectation of newly abundant goods and services, made possible by technological advances, might contribute to this venture.




Inequality and abundance

In a society of abundance of particular goods and services, one might hope and expect—perhaps for some of the reasons articulated above—that inequality will be mitigated. But will it? In this Part, I address this question. I explain why we should not expect this salutary result without significant policy intervention—and in fact, why without such intervention, the newfound abundance might exacerbate current problems of inequality. I focus first on the political aspects of inequality before addressing the psychological impacts of living in unequal societies—impacts which give rise to a wide range of additional social harms. Each of these frames—the political and the psychological—helps elucidate the limits of abundance of goods and services as a catalyst for eliminating inequality.


The political nature of inequality

One might think of inequality as a problem that arises, at least in part, from scarcity. Definitionally, a scarce resource is one that is incapable of meeting demand (Merriam-Webster, 2020). The seemingly inevitable consequence of this is that some will be able to obtain the resource while others will not, leading to inequality.

Extending this line of thinking, one might conclude that once a particular resource is no longer scarce, that resource will cease to be a source of inequality. When there is more than enough of a resource to go around, principles of economics dictate that the cost of this resource will approach zero, making it theoretically available to any who desire it (Lemley, 2015).

Contrary to this assumption, however, scholars have highlighted the phenomenon of “scarcity amid abundance” (Jonsson et al., 2019). It manifests when some segments of a society experience functional scarcity even when a resource is abundant (in the sense that there is enough to go around). Economists, sociologists, and historians have documented this phenomenon in various societies at various historical time points. For example, Amartya Sen has described how famine events have taken place in various societies even when there was enough food to adequately provide for everyone (Sen, 1981). And Elizabeth Chattergee has explained that India now finds itself in an unfortunate situation with respect to energy, where some groups in the country enjoy a surplus of the resource while others go without (Chattergee, 2019).

The phenomenon of scarcity amid abundance suggests that even abundant resources might be significant sources of inequality. But why?

One potential answer lies in the political nature and power dynamics of inequality. Political and power considerations complicate the market forces that would otherwise lead to widespread access to an abundant resource. In some cases there might be a concerted effort among the powerful in a particular society to withhold resources from those with less power. This effort may arise even in times of abundance because the powerful have a distorted sense of their personal need; or they might fear that the abundance will not endure. For example, David Lamoureux describes how the British in colonial Lagos hoarded land and water for themselves (Lamoureux, 2019). Or it could be a pure exercise of greed or power (Crawford, 2018; Jonsson et al., 2019). In other cases, the unequal distribution of abundant resources could be a result of simple indifference on the part of those in power; for instance, the lack of will on the part of the British to make the infrastructure investments necessary to provide colonial India with electricity (Chattergee, 2019).

Another possible explanation for scarcity amid abundance lies in the ongoing impacts of past inequalities. Past wrongs can give rise to ongoing structural inequalities that make it difficult to distribute abundant resources, even when there is a political will to do so. For example, Chattergee explains how the current energy inequalities in India can be traced in part to past colonial rule and Britain's lack of interest in providing India with electricity. Because energy is a resource that requires significant infrastructure investments, the impact of past neglect continues to reverberate today (Chattergee, 2019).

Scarcity amid abundance is not a phenomenon confined to other places and other times. Examples of inequality in the midst of abundance can be seen in the United States today. The problem of food deserts, for example—where some U.S. communities struggle with nutritional inequality—illustrates the phenomenon and underscores the point that even the most affluent societies can suffer from it (Walker et al., 2010; Allcott et al., 2018; Palazzolo and Pattabhiramaiah, 2020). Indeed, even Lemley's example of the Internet making information and creative content abundant (Lemley, 2015) demonstrates how the simple market equation of abundance leading to near-zero cost and widespread access can fail to accurately describe the reality on the ground. The fact is that many in the U.S. today are unable to partake in the abundance the Internet offers, perhaps in part due to the political power wielded by major private companies and a lack of will on the part of the government (Crawford, 2018).

The political realities of inequality suggest that a resource may not cease to be a significant source of inequality merely because it is theoretically (in economic terms) abundant. In Part III I explore what this means going forward as policymakers contemplate how to approach the coming wave of low-cost goods and services. But first, I examine how an understanding of the psychological underpinnings of inequality should also dampen any sanguinity about an abundance of goods and services automatically mitigating inequality. Instead, the challenge for the U.S. is to plan and prepare so that this coming abundance of goods and services can translate into increased welfare and serve as a vehicle for reducing inequality.



The psychological and social impacts of inequality

As detailed above, numerous studies have identified the many social and psychological ills unequal societies face. But to understand whether a new abundance of goods and services will cure inequality and the harms that attend it, it is instructive to understand why these troubles arise in the first place.

Scholars are beginning to provide some answers to this question. The emerging picture suggests that the psychological and social difficulties associated with inequality share a causal relationship. Specifically, it appears that the social harms characteristic of unequal societies grow at least in part from the negative psychological influence inequality has on a society's citizens (Buttrick and Oishi, 2017).


Inequality and mistrust

How does this work? As explained, citizens of unequal societies suffer from a number of psychological impacts. One of these impacts is an increased mistrust of both other citizens and the system as a whole (Algan and Cahuc, 2013). People who live in societies where inequality reigns tend to regard their system of governance as unfair. They are also prone to suspecting that those at the top achieved their favored positions through unethical and dishonest means (Grosfeld and Senik, 2010).

This lack of trust leads to more tangible and destructive harms. For example, in an empirical study, Nishi et al. demonstrated how mistrust could impact community formation and ultimately, economic growth. In the experiment, which was set up as a modified public goods game, participants initially allocated a higher share of the wealth cooperated less and acted to preserve their wealth. Those with lower allocations were then forced to choose between being exploited by the “rich” or refuse to cooperate themselves. In games where initial allocations were unequal, mistrust flourished, cooperation faltered, and overall wealth generation was stymied, leading to slowed growth of the game's economy (Nishi et al., 2015).

Other research links the mistrust inequality breeds with the reduced civic participation and ties seen in unequal societies. Those who live in more unequal communities are less likely to participate in social clubs and service organizations, even when they have the ability and resources to do so (Alesina and La Ferrara, 2000; Lancee and van der Werfhorst, 2011). Inequality has been shown to be a major driver of this association, with the mistrust inequality engenders explaining the causal relationship (Costa and Kahn, 2003; Uslaner and Brown, 2005). This lack of civic engagement and social support might also help explain the causal relationship between inequality and mistrust on the one hand, and poor health outcomes, including increased mortality and reduced life expectancy, on the other. Frank Elgar, who has studied this phenomenon, hypothesizes that “[s]ocieties with low levels of trust may lack the capacity to create the kind of social supports and connections that promote health and successful aging” (Elgar, 2010).

Finally, there is ample evidence that mistrust prompts people to act in unethical and anti-social ways. When people feel that others are getting ahead unfairly, it is easier to rationalize their own unethical behaviors that attempt to even the playing field (Grosch and Rau, 2020). Cheating is therefore more prevalent in unequal societies (Neville, 2012). Inequality also gives rise to higher homicide rates, a causal relationship that is mediated by lowered trust in others (Elgar and Aitken, 2011).



Inequality and status competition

The ripples moving outward from inequality's stone throw of mistrust are serious and far-reaching. But inequality has additional psychological impacts on the people experiencing it. In addition to mistrust, inequality fosters feelings of envy and jealousy, feelings which, in turn, fuel status competition. Residents of unequal societies place more importance on people's relative positions on the social ladder compared to residents of more equal societies (Kraus et al., 2013; Paskov et al., 2013). They also act in ways that demonstrate the weight they place on status, working longer hours to get ahead and conspicuously consuming goods that signal their status to others (Bell and Freeman, 2001; Bowles and Park, 2005; Walasek and Brown, 2015).

Status competition may not at first glance appear to be particularly harmful in and of itself. After all, a motivation to work longer hours might very well improve productivity, and conspicuous consumption might be seen as a relatively harmless activity that also fuels economic growth. However, it appears that status competition generates extreme anxiety about one's relative position in society that leads to all sorts of negative outcomes, including worse health (caused by the negative effects stress has on the body), increased risky behaviors (as people become more willing to take ill-conceived gambles in order to increase their status), and higher levels of obesity and drug abuse (as people turn to these comforts to mitigate the stress and anxiety generated by status competition) (Wilkinson and Pickett, 2009; Mirsha et al., 2015; Payne, 2017).

One might reasonably assume that these impacts (stress, health problems, increased risk taking, and unhealthy behaviors) would affect only the “losers” in an unequal society. And to some extent, this is true. Those at the bottom of the status ladder in an unequal society experience at least some of these harms more intensely than those on higher rungs (Buttrick and Oishi, 2017). Remarkably, however, those at the top of the ladder are not immune from the stress of status competition and all the harms, including reduced life satisfaction, that flow from it (Layte and Whelan, 2014; Cheung and Lucas, 2016; Payne, 2017).

The hierarchy-spanning effects of status competition arising from inequality have been demonstrated nicely in the societal microcosm of an airplane. Airplanes, with different levels of seating classes and boarding groups, tend to replicate existing social hierarchies in very visible ways (Payne, 2017). Payne describes research by Katherine DeCelles and Michael Norton showing how these visible reminders of differential status can affect behavior. After analyzing data from millions of flights, DeCelles and Norton found that so-called “air-rage” incidents, in which a passenger behaved badly or caused a disturbance, were almost four times more likely to occur on flights that had a first-class section compared to flights that did not. The disturbances were almost twice as likely on flights where the economy-class passengers were forced to walk past the seated first-class passengers as they boarded as compared to flights where the economy-class passengers boarded in the middle or back of the plane (DeCelles and Norton, 2016).

As Payne points out, given the cost of an airline ticket, it is unlikely that a typical commercial flight has many truly poor passengers (Payne, 2017). Yet the status competition triggered by a plane's social hierarchy infected even the relatively well-off airline passengers. Further, the recorded disturbances were not limited to those at the bottom of the airplane's hierarchy. Although economy-class passengers were more likely to cause a disturbance, a significant percentage of incidents were caused by first-class passengers (DeCelles and Norton, 2016).



How the psychology of inequality informs expectations for abundance and inequality

Understanding the psychological and social impacts of inequality and how they are linked can help scholars evaluate the potential effects of a new influx of low-cost goods and services into an unequal society like the U.S.

First, to the extent that these goods and services do make it into the hands of the “have-nots” in our society, they undoubtedly have the potential to improve quality of life. A society that has better access across the wealth and income distribution to a variety of welfare-enhancing goods and services—including medical services—is almost certainly better off than a society in which only a subset of the population at the top of the social hierarchy has access to these things.

But whether this new abundance of goods and services will mitigate inequality and the harms that attend it is a different question altogether. The increased access to particular goods and services will certainly mitigate or eliminate one basis on which individuals might distinguish themselves in an unequal society—namely, the differential ability to enjoy these goods and services. But to the extent that other, more fundamental inequalities remain—inequalities in income, income mobility, wealth, access to education and a good job, ability to vote, incarceration rates, and others—a new abundance of goods and services may not do much to remedy the mistrust and status competition that, in turn, give rise to the myriad social problems observed in unequal societies.

This is true in part because, as research shows, it is not some objectively low standard of living that causes the mistrust and status competition associated with inequality. Indeed, even the relatively well-off airline passengers in the airplane study were not immune from inequality's psychological sway. As Payne notes in an article discussing his research, even the poor in the U.S. have access to a variety of goods that might have been unattainable for them 20 years ago—including TVs, cell phones, and microwaves (Kolbert, 2018). And yet, the problems typical of unequal societies are keenly felt in the U.S. By way of explanation, Payne offers that “[i]nequality makes people feel poor and act poor, even when they're not. Inequality so mimics poverty in our minds that the United States, the richest and most unequal of countries, has a lot of features that better resemble a developing nation than a superpower” (Payne, 2017).

As an aside, this feeling of being poor, despite all evidence to the contrary, may perhaps help explain why so many extremely wealthy people in the U.S. (more than 96% of millionaires who belong to the wealthiest 10% of citizens in the country) classify themselves as “middle class.” These individuals might genuinely feel that they are not particularly wealthy, in part because they are comparing themselves to those who have even more than they do (Frank, 2015; Payne, 2017; Kolbert, 2018). For example, in her research into inequality, sociologist Rachel Sherman interviewed a woman with a household income of over two million dollars a year who described herself as middle class. In explaining her reasoning for this categorization, the woman stated that “no matter what you have, somebody has about a hundred times that” (Kolbert, 2018).

Near-universal access to televisions and cell phones, while arguably making life easier and better for citizens, has done little to solve problems of inequality in the U.S., including the psychological impacts of status competition and mistrust that give rise to even greater social harms. It would be naïve to assume that access to more goods and services alone, without an attempt to address underlying issues of inequality, would have any different effect.

This is particularly true given that in societies where income and wealth inequality reign, citizens invest more of their effort and money into signaling their status through the conspicuous consumption of positional goods (Walasek and Brown, 2015). Positional goods are intended to signal one's position or status in a society. They are scarce—usually made intentionally so by those offering them—and therefore presumably available only to high status individuals with great wealth. Examples of positional goods include brand name items, rare and expensive sports cars, and tickets to high profile sporting events like the Super Bowl. Even as new technologies make a variety of new goods and services available to citizens across the wealth and income spectrums, as long as wealth and income inequality remain there will be status competition that plays out in part through the acquisition of positional goods—which despite technological advance will continue to remain scarce either naturally (as in the case of Super Bowl tickets, for which there will always be a limited number) or through the efforts of those offering them (for example, through the use of high cost brand names or limited product runs). In fact, as certain goods and services, because of their newfound abundance, lose the power to signal status, we might expect the development of new vehicles for signaling status. Non-fungible tokens, or NFTs, might be one example of this (Fairfield, 2022).

Policymakers should not expect, therefore, that simply increasing access to a variety of goods and services will address the larger problems that arise from inequality—though these goods and services might indeed make people's lives better in measurable ways. As long as income, wealth, and other forms of inequality remain, they should expect that mistrust and status competition will continue to flourish, leading to the raft of additional social harms seen in unequal societies like the U.S. In fact, there is intriguing initial research suggesting that a backdrop of abundance might exacerbate the negative feelings that characterize unequal societies, making the harms that arise from these feelings even more likely to occur.




How perceptions of abundance might exacerbate the psychological impacts of inequality

In the previous Section Inequality: Definitions and harms explained why a newfound abundance of goods and services, made possible by new technologies, is unlikely to remedy the negative psychological effects of living in an unequal society. But it is plausible to think that this abundance might at least mitigate these psychological effects somewhat. After all, if most people are newly able to get more of what they need, they may become less concerned with what they do not have, which in turn might open the door for them to trust more and compete less.

Interestingly, however, a series of studies by Francesca Gino and Lamar Pierce suggest that this might not be the case, and that in fact, a setting of abundance might have the opposite effect—increasing mistrust, envy, and some of the other negative feelings common in unequal societies.

Building on work finding that the presence of wealth may encourage people to engage in unethical behaviors, Gino and Pierce set out to study how a context of abundance might affect people's behaviors in an experimental setting (Gino and Pierce, 2009). In the study they define abundance as “a large pool of visible resources that are either shared by [societal] members or possessed by individuals within the [society].” Subjects in the study were asked to complete a word task and were given a pile of cash from which to pay themselves based on their performance. In the “abundance” condition, participants were given the cash from a table containing much more money than was necessary to pay all participants, whereas in the “scarcity” condition participants were given funds from a table that contained only enough cash to pay the participants. The researchers found that the abundance condition produced twice as many cheaters—participants who overstated their performance in order to pay themselves more than they had earned—than the scarcity condition. The magnitude of the cheating—i.e., the level of overstatement—was also significantly higher in the abundance condition.

In subsequent studies, Gino and Pierce set out to determine what might be prompting the unethical behaviors seen in conditions of abundance. They examined a number of hypotheses, including the possibility that the cheating was mediated by feelings of envy based on a perception of inequity triggered by the abundant cash. And in fact, the authors did find that envy was a prime motivator of the cheating, while alternative hypotheses, like simple greed or participants' perceptions that their actions would harm others less in the abundance condition, were not supported (Gino and Pierce, 2009).

This series of studies by Gino and Pierce has not been the subject of subsequent research, so the results should not be overstated. However, their findings do dovetail nicely with the psychology literature on inequality discussed above and provide some insights into the feelings and behaviors prompted by conditions of abundance. As explained above, feelings of envy triggered by conditions of inequality can cause people to mistrust others and believe that these others are succeeding unfairly. These perceptions in turn, can lead to unethical behaviors as people rationalize their own attempts to get ahead (Grosch and Rau, 2020). The so-called “abundance effect” identified by Gino and Pierce suggests that similar feelings and behaviors might be prompted by the mere presence of abundance, which, absent any evidence to the contrary, can give rise to perceptions of inequity.

Extrapolating from the lab to the real world, what might this mean for a situation in which a new abundance of goods and services is introduced into a highly unequal society like the U.S.? As explained above, that event alone is unlikely to remedy the psychological harms that flow from living in conditions of inequality. But, more than this, the new abundance of goods and services—especially if it is not clear that everyone is benefitting equally from it—could exacerbate the existing negative feelings engendered by inequality or trigger additional adverse emotions, as the new visible reminders of abundance activate people's sense that they are not getting their fair share.

Further, as explained above, these emotions and behaviors associated with feelings of inequity are causally linked to a wide range of social harms, including increased violence, worsened health, and slower economic growth. Rather than expecting the new abundance of goods and services to remedy these problems, there is reason to believe that it might worsen them absent significant policy intervention.




Implications

The above discussion of the political and psychological forces underlying inequality leads to two major conclusions about how a new abundance of goods and services can be expected to impact an unequal society like the U.S. First, the fact that these goods and services will become theoretically abundant does not necessarily mean that they will be abundant—i.e., widely available across income and wealth distributions—in practice. And second, even if the new abundance of goods and services proves in fact to be accessible to all, this will not automatically mitigate inequality and the social problems that grow from it. It might even exacerbate these problems by further triggering the psychological forces that give rise to them. In this Part, I explore what actions should be taken if policymakers want the coming abundance to offer real gains to the wellbeing of citizens on all rungs of the social ladder.


Ensuring access to abundance

Economic theory predicts that when a resource is abundant (i.e., there is more than enough of it to fill demand) the cost of this resource will approach zero, making it theoretically available to all who desire it. As demonstrated by the phenomenon of “scarcity amid abundance”, however, this prediction often fails to be realized in practice. The reasons for this are myriad, but as discussed above, they can include hoarding by those in power, the absence of distributional infrastructure, the influence and greed of small but powerful interest groups, or a lack of will on the part of decision-makers.

What does this mean for policymakers who hope that a new influx of goods and services brought about by technological change can be enjoyed by all citizens? The first lesson is that this might not happen without identifying and eliminating potential barriers to access.

For example, Lemley notes that the Internet has made informational and creative content abundant in the economic sense (Lemley, 2015). Yet, it is not abundant in the practical sense because large swaths of the population—about 18% of African American households, among others—do not have home Internet and so are unable to easily access this content (Crawford, 2018) (though it is true that these numbers look much better if you consider cellular internet access). Susan Crawford identifies cost as the major driver of this lack of access, and points to a lack of competition and government oversight of Internet service providers as the underlying culprits (Crawford, 2018). According to Crawford, the way to make this content truly abundant in both the economic and practical senses would be for the government to invest in the necessary infrastructure and then allow private actors to use this infrastructure to compete for consumers (Crawford, 2018).

Scholars predict that 3D printing will lead to an abundance of goods in the same way that the Internet has led to an abundance of content (Desai and Magliocca, 2014; Lemley, 2015). According to Lemley, for example, the day may soon arrive when most citizens will have access to 3D printers in their homes or public facilities and will be able to manufacture a variety of desired goods with widely available online designs (Lemley, 2015). This prediction might in fact be more easily realized than the goal of universal home Internet access, since (unlike the Internet) 3D printers do not require costly infrastructure that can hinder competition. As 3D printing technology improves and more companies enter the market, then, it is quite possible that the cost of owning a 3D printer will drop to the point where most homes will have one, just as most homes in the U.S. now have a personal computer (Lemley, 2015). However, that scenario is not necessarily a given, and it could also be the case that the cost of 3D printers will remain high for a significant amount of time, leading to disparities in who can take advantage of their manufacturing abilities. This disparity could in turn exacerbate existing inequalities as those most in need of what 3D printing has to offer are the least able to access it. Policymakers might therefore consider what could be done in this latter scenario to ensure equal access to 3D printing across wealth and income distributions. For example, though Lemley talks about 3D printing being available in “public facilities,” this is a scenario that will require planning and funding to be realized. That said, it should be relatively straightforward for the government to provide funds to ensure that 3D printers are in fact available and accessible in libraries and other public places. Desai and Magliocca also discuss government interventions that can be undertaken to ensure that people—once they do have access to 3D printers—can take full advantage of what the technology has to offer, including creating intellectual property infringement exemptions for small-scale printing activities and establishing a notice-and-takedown-based safe harbor for websites hosting files with 3D printing instructions so that these files can also be widely accessed (Desai and Magliocca, 2014).

A similar analysis holds for Lemley's prediction that robots will be able to do for services what 3D printers will do for goods, completing tasks like serving meals, cleaning houses, and driving cars. The challenge for policymakers is in ensuring that all households have equal access to these technologies. Given the expectation of the kinds of tasks these robots will eventually perform, it will not be enough, as it might be with 3D printers, to have these robots available at public facilities. Individuals must have access to these technologies in their own homes. Government subsidies—for example in the form of tax rebates—could help ensure that these important technologies become widely available.

In contrast, Lemley's predictions about synthetic biology might look more like the Internet scenario due to the presence of mediators and gatekeepers. For example, Lemley hypothesizes that advances in genetic engineering, when combined with 3D printing, will allow for medical offices to “generate custom genes to order” and create organisms and body parts in-house (Lemley, 2015). However, as the current state of medical care in the U.S. teaches us, the fact that a doctor's office or hospital can do something cheaply and easily does not necessarily translate into better access to these services across the population. The U.S. lags behind other countries in access to affordable health care, which is hypothesized to result in part from a lack of universal insurance coverage (Osborn et al., 2016). Unsurprisingly, this lack of access hits those at the lower end of the income spectrum hardest (Millman, 1993). The fact that medical providers may be able to offer advanced services at a lower cost to them will not, therefore, guarantee that all members of the population will be able to affordably access these services. In fact, this possible future state of affairs may end up exacerbating existing inequalities, as those who already have access to medical services will be able to take advantage of even more advanced technologies, while those without access will be left in the cold. And though Lemley entertains the possibility of a time where individuals may be “printing [their] own organisms”, most of us will likely be depending on medical intermediaries for these kinds of services for the foreseeable future (Lemley, 2015). If everyone is going to reap the benefits of the new abundance brought on by advances in synthetic biology, then, policymakers must work on solving existing problems of access to medical care. To this end, scholars have hypothesized a number of ways in which the U.S. might improve access to care; offering health insurance to all its citizens, capping costs from co-payments and deductibles, and providing exemptions to out-of-pocket costs for high-value or high-need services are just a few examples (Sarnak et al., 2016). This approach should not only ensure that new medical technologies become widely accessible, but it should also do much to address a current significant source of inequality in the U.S.

In sum, what this analysis suggests is that ensuring equal access to newly abundant goods and services brought about by technology will require planning on the part of policymakers. The conventional rebuttal to any call for government intervention, of course, is that the invisible hand of the market will handle things most efficiently and so intervention should be stayed absent evidence of market failure. Here, I have tried to make the case that there is in fact market failure, rooted in the political and power dynamics underlying questions of access to and distribution of resources.

What, then, should this intervention look like? In some cases, it might involve the relatively straightforward step of ensuring that a particular technology like 3D printing is available in libraries or other facilities. In other cases, it will involve remedying existing structural inequalities and problems of access, including the current lack of access to medical services—a thorny and complex problem that demands a multi-pronged approach. But in any event, policymakers should not expect that the access issue will resolve itself, no matter what economics might predict, and they should be thinking now about how to implement policies that will help all citizens take advantage of newly abundant goods and services.



Solving broader problems of inequality so that the new abundance can lead to real welfare gains

Planning to guarantee widespread access to a forthcoming abundance of goods and services is the first step in ensuring that this new abundance does not contribute to existing problems of inequality. But, even if successful, this planning will not mitigate or solve these problems. To be sure, ensuring widespread access to welfare-enhancing goods and services undoubtedly has the potential to improve lives. For example, a society in which more people have access to more advanced medical technologies is almost certainly better off than a society in which this access does not exist. But whether or not the new abundance is made available to all, in a society where other extreme forms of income and wealth inequality exist this abundance will not solve the myriad social problems that grow directly from inequality and its negative psychological impacts. In fact, depending on how policymakers respond, the new abundance could end up reinforcing the psychological distress that leads to this array of social problems seen in unequal societies. If policymakers wish to solve these problems, then, they need to tackle these other forms of inequality head-on, rather than expecting a new influx of widely available goods and services to do the work for them.

Exactly how they might do so is beyond the scope of this chapter, but many scholars have taken up the topic and offered a variety of innovative and feasible solutions. Further, lest the task seems too daunting, policymakers need not believe that achieving perfect equality—even if it were possible to do so—is necessary to reap the psychological and social benefits of more egalitarian societies. As discussed above, the psychological and social harms of inequality are often triggered by the sense of unfairness and mistrust that arise in situations of extreme and visible inequality that cannot be rationally justified. Indeed, there is at least some evidence that some level of justifiable inequality might be psychologically and socially beneficial because it gives people visible hope that they can improve their own situations in life (Cheung, 2016); but see Cheung (2016). Policymakers can therefore (at least initially) focus their efforts on addressing the extreme inequality that currently prevails in the U.S.; to this end, a number of proposed interventions, including inheritance and estate taxes, government transfers to bottom earners through universal basic income or earned income tax credits, and increased funding of social safety nets could be highly effective and lead to significant gains in the battle against inequality (Peterson Institute for International Economics, 2020).




Conclusion

Society may soon experience a new abundance of goods and services as emerging technologies lower production and distribution costs. But the effect of this new abundance on current conditions of inequality in the U.S. has yet to be examined. Though it is tempting to hope that the coming abundance of goods and services will help remedy inequality and the social problems that attend it, my analysis here suggests that this prediction is unlikely to come to fruition without significant policy intervention. Instead, problems of inequality are likely to persist under new conditions of abundance, and in fact may worsen. For those interested in addressing the significant social problems that arise in unequal societies, the solution is two-fold. First, policymakers must plan for the coming abundance of goods and services in order to ensure that it is truly shared by all. And second, they must address extreme income, wealth, and other forms of inequality directly, rather than hoping, without basis, that increased access to goods and services will mitigate these social problems.
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We are not yet in the post-scarcity world that John Maynard Keynes famously envisioned, and vaccines have only recently allowed us to hope that a post-COVID-19 future may arrive soon. However, it is not too early to consider the impact of both on the traditional office, and on attempts to bring it back for reasons that may be socially harmful. One lesson of the pandemic is that many workers can be as—or even more—productive working from home, thanks chiefly to software such as Zoom, Microsoft Teams, and Slack, among others, which enable better collaboration across distances than was previously possible. At the turn of the century, we moved toward an economy in which important products were increasingly characterized by low marginal costs of production, such as pharmaceuticals and software. Over the past decade, we have seen fixed costs reduced in some situations—consider how Uber greatly eliminates the need for a central taxi dispatcher, and makes use of idle capital invested in personal vehicles. The traditional office represents a massive fixed cost for many industries; tech-driven work-from-home greatly reduces the need for this fixed cost. While software, Internet connectivity and the cloud are not free, preliminary estimates suggest that replacing traditional offices with work-from-home greatly lowers costs, creates economic efficiencies and, relatedly, reduces environmental harm. That said, the story of work-from-home is not one of unbridled optimism. Real estate firms and local governments are already trying to use law as a tool to return workers to the pre-pandemic traditional office. Various levels of government seek to return workers to physical offices, often motivated by declines in tax receipts. Attempts to bolster a return to the traditional office may raise fixed costs for firms and generate substantial avoidable environmental damage. This Chapter recommends competition advocacy to counterbalance state and local attempts to prevent the efficient disruption of the traditional office's fixed costs. Work-from-home represents an important step toward the post-scarcity world; but without a focus on what amounts to state-and-local protectionism in this sphere, we could wind up taking another step backwards.
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Introduction

An Internet-famous meme centers on a picture of the town of Breezewood, Pennsylvania, depicting a landscape of fast-food and service station logos to critique what, it is alleged, capitalism has done to the American landscape.1 The photo depicts a brief stretch of local road that many of those traveling between Interstate 70 (“I-70”) from Washington, Baltimore and points southeast must cross to switch to the Pennsylvania Turnpike westbound toward the Midwest. But while a picture may be worth a thousand words, this picture and those words may be deceiving. The gas station and fast food dominated landscape pictured is not the work of unfettered free-market capitalism. Instead, it is capitalism mixed inseparably with the unintended consequences of law, at the federal, state and local levels.2 At the federal level, the National Interstate and Defense Highway Act of 1956 prohibited the use of federal funding to directly connect the then-new Interstates such as I-70 with pre-existing toll roads such as the Pennsylvania Turnpike, which opened in 1940.3 Accordingly, the Commonwealth of Pennsylvania used the provided funds to create an indirect connection whereby, for few miles, drivers from toll-free I-70 would ride on a local road before accessing the Turnpike. Over time, this stretch of local road became a chronic traffic-jammed bottleneck that attracted profit-seeking businesspeople seeking to lure slowed motorists to pull over and fill their gas tanks and stomachs. While the federal law preventing a direct connection between these expressways has since been repealed, Pennsylvania's legal process for considering new highway improvements requires that such changes be first proposed by local governments.4 And tax revenue, employment and voting considerations being what they are, no local elected official is going to propose a bypass that would bankrupt a significant percentage of their town's employers.

As we recover from the COVID-19 pandemic, a similar dynamic could take place involving a different set of places of employment: office buildings. This shift has reduced the consumption of time and fuel for commuting, the cost of rent for corporate shareholders, and the damage of carbon emissions for the planet. The pandemic has shown that a substantial number of office employees could work productively from home. But federal, state and local laws produced the office landscape, and the force of incumbent arrangements may seek to return office workers to those sites.

Like Breezewood, these forces may make the pre-pandemic office harder to escape than it should be. That would be unfortunate. One of the few silver linings of the COVID-19 pandemic was the way it made Americans reconsider existing arrangements, especially the weaknesses of our healthcare system. Similarly, COVID-19 has forced firms and employees to reconsider whether they can avoid the expense of their pre-pandemic office space by continuing to work from home. Doing so would significantly lower the cost of production for many firms—and by doing so reduce economic scarcity.

We are not yet in the post-scarcity world that John Maynard Keynes famously envisioned, and vaccines have only recently allowed us to hope that a post-COVID-19 future may arrive soon. However, it is not too early to consider the impact of both on the traditional office, and on attempts to bring it back for reasons that may be socially harmful. One lesson of the pandemic is that many workers can be as—or even more—productive working from home, thanks chiefly to software such as Zoom, Microsoft Teams, and Slack, among others, which enable better collaboration across distances than was previously possible. At the turn of the twenty-first century, we moved toward an economy in which important products were increasingly characterized by low marginal costs of production, such as pharmaceuticals and software. Over the past decade, we have seen fixed costs reduced in some situations—consider how Uber greatly eliminates the need for a central taxi dispatcher, and makes use of idle capital invested in personal vehicles. The traditional office represents a massive fixed cost for many industries; tech-driven work-from-home greatly reduces the need for this fixed cost. While software, Internet connectivity and the cloud are not free, preliminary estimates suggest that replacing traditional offices with work-from-home greatly lowers costs, creates economic efficiencies and, relatedly, reduces environmental harm.

That said, the story of work-from-home is not one of unbridled optimism. Real estate firms and local governments are already trying to use law as a tool to return workers to the pre-pandemic traditional office. For example, in New Hampshire v. Massachusetts, Massachusetts sought to continue levying income tax residents of New Hampshire working from their homes in the latter state, if they worked in physical offices in Massachusetts prior to the pandemic's start in March 2020; a Massachusetts victory would have eliminated some of the private economic savings due to work-from-home, reducing the incentive to continue it.5 Various city governments have lobbied both the federal government and private firms to return workers to physical offices, often with the goal of gathering local income and sales taxes from those workers, not to mention bolstering property tax receipts. While there is nothing intrinsically wrong with state and local governments seeking tax revenue, the attempts to bolster a return to the traditional office may raise fixed costs for firms and generate substantial avoidable environmental damage.

Additionally, and more abstractly, law provides a variety of hidden subsidies to the traditional office. By failing to consider these as costs, we risk undervaluing the gains from work-from-home as a disruptive innovation. That said, this transition creates winners and losers; steps should be taken to reduce harms that would increase inequality.

This Chapter suggests a program of antitrust law and competition advocacy aimed at fostering opposition to state and local attempts to prevent the efficient disruption of the traditional office's fixed costs. Removing the office's fixed costs would not only be efficient for employers; it would also produce benefits for employees and the environment. Work-from-home represents an important step toward the post-scarcity world; but without a focus on what amounts to state-and-local protectionism in this sphere, we could wind up taking another step backwards.



What is an office? Is it a “place where dreams come true”?

“Nobody should have to go to work thinking, ‘Oh, this is the place that I might die today.' That's what a hospital is for. An office is for not dying. An office is a place to live life to the fullest, to the max, to… An office is a place where dreams come true.”

–Michael Scott (played by Steve Carell), The Office6

Until very recently, the office has been a central setting for American life. Over 130 years ago in Chicago, the first building to be called a ‘skyscraper' was completed as offices for the Home Insurance Company. An office building with over a 90 percent occupancy rate before the Great Depression, it was demolished in 1931.7 By contrast, America's purported first office park, built in the Birmingham, Alabama suburb of Mountain Brook in the 1950s, still exists.8

But the temporary closure of many offices due to COVID-19, while the economic life of the country continued, raises the question: Do we still need offices? And even if some of us do, does America still need as many as we have had?9 As is well-known, the pandemic spurred a huge spike in working-from-home. Some observers have concluded that some of this shift will be permanent.10 An American economy driven by the service sector is centered on offices by choice; one might conclude that whether we still need offices and office buildings should be left to the private decisions of businesses and their workers.11 Moreover, the office looms large in American life not only in a physical dimension, but also, some claim, in historical and sociological ones.12

However, America is also office-centric because law makes it so, in ways that have been up until now unexamined. States and cities have built their revenue models in part on the assumption that office workers would fund government activity, whether those workers were residents or not.13 Federal tax law has been bent to accommodate and promote the office.14 These rules are embedded across an array of legal fields, constructing a kind of “office centricity.” Commentators have raised similar arguments about law's hidden subsidies for cars15 and sports,16 which like office buildings help generate economic activity. However, offices differ from cars and sports in an important respect: most reasonable people do not find offices liberating, entertaining or fun.17 While this may seem like a glib observation, it is an important one—fun is a form of utility, and if offices, unlike cars or sports, do not generate much or any nonpecuniary utility, then their only utility is the economic gain that they generate for firms and their employees.18

But if the economic activity associated with offices can be accomplished without them, do they need to exist? And is this a question that should involve anyone other than employers and employees? The COVID-19 pandemic has, by revealing the effectiveness of work-from-home arrangements, rendered these questions more than theoretical. And indeed, employers have taken note. Morgan Stanley's CEO has forecast a future with “much less real estate.”19 Barclays' CEO has asked whether “the notion of putting 7,000 people in the building may be a thing of the past.”20 And Nationwide Insurance, with 32,000 employees, plans to shutter most of its offices.21

While surprising to some, in fact, technologists had forecast a shift to what was then called “telework” for half a century. British futurologist James Martin had envisioned in 1970 that “[t]he time will come when the computer terminal is a natural adjunct to daily living,” and as a result “some companies may have almost no offices.”22 Similarly, in his 1980 best-seller The Third Wave, Alvin Toffler predicted the development of the “electronic cottage,” with computers and telecommunications driving a shift to “the home as the center of society.”23 In fact, such a shift would be a homecoming of sorts, as office work was once the province of a rarified few gentlemen in home offices in their mansions and estates.24

Seen in this context, the high-rise offices and office-park cubicle farms of the twentieth century are a relatively short-term blip in the history of work. To some extent, its durability is a matter of both aesthetics and law. With regard to aesthetics, the mid-twentieth century German movement of Bürolandschaft (“office landscaping”), captivated Anglo-American observers, describing a then-novel arrangement that is familiar to us now:

The receptionist greets us from her desk and while we wait, we have time to look around. The windows seem a long way away… but sunlight can still be seen in the trees and on the roofs of the factories outside. Desks, furniture and equipment are disposed, apparently at random, amid portable acoustic screens and tub plants… Because of the screens and the random disposition of desks, we are not a focus of attention as we make our way down the wide circulation path to the desk of the man we have come to see. That he is a man of some importance is made clear by the fact that he enjoys more space and better equipment than his staff…25

A few years later, the Port Authority of New York and New Jersey adopted Bürolandschaft as it planned the floors of its then-new, and ill-fated, World Trade Center in lower Manhatttan.

However, high-rise offices and low-rise office parks were not only a product of architectural trends. In fact, law promoted their widespread adoption. The U.S. Revenue Act of 1962 encouraged office landscaping, especially cubicles—a permanent building wall was assigned a life of 39-1/2 years over which its costs could be depreciated, but moveable panels could be depreciated over just seven years, much as typewriters and telephone could.26 As a result, tax law encouraged cubicle farms over walls with permanent offices.

Moreover, law's accommodation and promotion of the office goes beyond favorable treatment for cubicles. At the local level, some cities, including New York, Philadelphia and Pittsburgh, started to tax non-resident office workers who commute into the city—creating a strong incentive for these local governments to promote office construction. State governments compete with economic incentives to attract corporate headquarters. And the federal government subsidizes offices in various ways—both directly, in the form of highway and mass transit, and indirectly, by administering a legal regime to deal with conflict that emerges from the office context, including labor, employment discrimination and sexual harassment regimes.27 But the question remains: Does it have to be this way?



The office and the post-scarcity world

“We don't have a lot of time on this Earth! We weren't meant to spend it this way! Human beings were not meant to sit in little cubicles staring at computer screens all day… ”

–from the film Office Space (1999)28

Most of human existence has been characterized by scarcity—of, among other things, food, water, shelter and time. However, the post-industrial developed world increasingly can meet people's basic needs fairly easily, even if its governments sometimes choose not to. From an economic perspective, a post-scarcity world is one in which goods and services can be produced at costs that approach zero, and where producers accordingly set prices approaching zero. Two assumptions are implicit. First, producers do not possess market power that enables them to earn economic rents.29 Additionally, market failures, such as large transaction or switching costs, do not prevent prices from driving toward marginal cost.30 Both of these assumptions do not necessarily happen automatically, but are instead propositions that can be realized through the operation of competition law.31

What would it take for us to achieve a post-scarcity world? Costs of production—both fixed and variable—would need to approach zero. Figure 1 illustrates this possibility. On the left side is a diagram of a supply curve for a product for which is extremely expensive to produce the first unit of consumption, but for which the marginal cost of additional units approaches zero. A supply curve like that on the left side of Figure 1 characterizes many situations, including bridges, amusement parks, and perhaps most prominently in the law review literature, intellectual property. Consider as an example, books. The second, third and following copies traditionally cost little to produce. But the first copy required significant effort from the author, as well as, for example, a publisher's investment in a printing press—though the latter might be reused for subsequent books.32 This dynamic has traditionally been used to ground copyright law—the price for subsequent copies cannot be set to marginal cost without some way of recouping the large cost of the initial copy, or the work will not be created.33


[image: Figure 1]
FIGURE 1
 Incremental and fixed costs falling toward zero.


Digitalization in the form of, for example, e-books reduces costs, and as the costs of more and more products fall to zero, we enter a post-scarcity world. Much of the focus on digitalization has pointed to the effects of reduced variable costs involving the second, third and following copies—e-books eliminate costs such as paper, binding, shipping and retail shelving for these succeeding copies.34 Indeed, the low costs at which additional copies can be made has created a technological challenge for conventional intellectual property law.

However, technological advances such as digitalization also can reduce fixed costs, as depicted in the supply curve on the right side of Figure 1. In this example, not only the costs of the succeeding units, but also the first unit of the product start to approach zero, as shown by the arrow pointing down from the original cost of the first unit to the dotted line representing its new, approaching-zero cost. For example, the printing press cost included in the first copy of a book disappears in the context of an e-book. While other costs, such as the author's work, may endure, they too might be reduced if AI succeeds at producing valuable creative work, depending on the relative cost of authors vs. AI.35

The potential for first-unit, fixed costs to drive lower, or even toward zero, is not limited to intellectual property. In various fields, technological change is driving down initial fixed costs of production. With Internet connectivity, aspiring journalists no longer need a printing press, and musicians have little to no need for a record press. Before 3D printing, producing a working firearm required at minimum the tools of a gunsmith, if not a factory, depending on the type; now they can be produced with a 3D printer.36 Finally, increased interconnectivity and computing power can replace dedicated communications infrastructure. Consider Uber: adding software to pre-existing, general-use, Internet-linked smartphones in the hands of drivers who owned private cars obviated the need for a high-fixed-cost taxi dispatch and radio system, as well as a taxi fleet.

By forcing work-from-home, the COVID-19 pandemic has revealed that something like the changes outlined above may be possible for offices. Many office workers had sufficient space in their existing homes to set up a workspace. High-bandwidth Internet plus easy-to-use software such as Zoom and Microsoft Teams enabled these workers to conduct meetings with their counterparts that, while not physically in-person, were face-to-face, in a manner of speaking.

The work-from-home trend has taken advantage of technologically reduced costs. It has also in turn reduced other costs. Commuting time and expenses has been saved. And those savings have benefitted the environment since they involve reduced carbon emissions and other pollution. Finally, the ability to work from home potentially allows employers and employees to save on office rent, other overhead and taxes. But those incumbents who benefitted from the pre-pandemic status quo have started to resist making the transition to work-from-home permanent.37 For landlords, some public officials and others, the social savings are outweighed by their private and local losses; conspicuously, these opponents of work-from-home include government officials from localities that house significant concentrations of pre-pandemic office space.



Can you work in pajamas at home all day?

“You can't stay at home in your pajamas all day.”

– New York City Mayor Eric Adams38

Understandably, New York City's mayor opposes work-from-home. As of 2021, Manhattan by itself accounts for 11% of all U.S. office space.39 Additionally, Brooklyn and Queens combined rival Silicon Valley in terms of total office space.40 Due to higher property tax assessment rates, Midtown and Downtown Manhattan alone supply more than a quarter of the city's property tax revenue.41 Moreover, offices and their workers also produce difficult to measure indirect revenue, including sales taxes from office workers' spending and personal income tax from office workers who choose to live in a city—such as New York—rather than outlying areas to enjoy shorter commutes.42 While local officials' calls for a return to the office certainly involve a desire for a return of revenue, they also reflect concerns about the impact of work-from-home on those residents who used to serve office workers, such as restaurant staff, dry cleaners, and the like. Both sets of concerns deserve attention, but not necessarily the same level of sympathy.


Return to the office: The revenue story

The reasons politicians call for a return to the office are likely the reasons they take many other positions: votes and cash.43 First, some cities pre-COVID hosted daytime working populations larger than their resident working-age population.44 In such a situation, a city's businesses may become dependent on the commuter population, and those resident businesses may generate local tax revenue and employ a city's voters.45 More directly, states and some cities tax non-resident workers who commute into their geographic territory; the transition to work-from-home may remove these workers from the tax base accessible to such state and city politicians.46

The desire to tax former commuters now working from homes outside the jurisdiction of their former offices drove the New Hampshire v. Massachusetts case. Much of New Hampshire “is a bedroom of Massachusetts.”47 Pre-COVID, almost triple the number of New Hampshire residents commuted into Massachusetts than made the opposite commute, meaning that, unless the relative salaries were quite different, for each state to be left taxing only its residents working from their homes would be a loss to Massachusetts and a potential gain to New Hampshire—were the latter, like the former, to tax earned income.48 As a result, Massachusetts has tried to continue levying income tax on residents of New Hampshire working from their homes. Embodied in an April 2020 emergency ruling by its Department of Revenue, Massachusetts took the unprecented position that the fact that these New Hampshirites had previously commuted to physical offices in Massachusetts prior to the pandemic's start in March 2020 provided sufficient nexus to bring them within Massachusetts' taxing authority.49

While the Supreme Court denied New Hampshire's attempt to challenge the constitutionality of Massachusetts' nexus argument on a collective, statewide basis, the argument in the case continues to be litigated on an individual basis by the affected taxpayers. Moreover, Massachusetts discontinued the emergency rule as of September 13, 2021, meaning that it only applies to income during the first 18 months of the pandemic, and going forward, Massachusetts will only tax work done within the state—the prevailing rule nationwide.50

That said, the issue at the heart of New Hampshire v. Massachusetts remains an important one. Several states, including New York, Delaware, and Pennsylvania, tax work done for in-state companies by out-of-state residents.51 Whether that is constitutional remains unresolved. And so long as that is so, states and cities will have an incentive to reach—and perhaps overreach—even when doing so is at odds with attempts to lower costs to workers, firms, shareholders, society, and the environment.



Return to the office: Workers—winners and losers

Like most transformations, the shift to work-from-home creates winners and losers. The gains overall to the winners almost certainly outweigh the costs to the losers. Despite that, a strong distributive equity case argues for addressing those costs that would worsen inequality.

Reduced commuting drives (pardon the pun) some of the largest gains to society from work-from-home. But officials have fallen into the trap of ignoring these costs. For example, in his 2022 State of the Union Address, President Joseph Biden said it was “time for Americans to get back to work and fill our great downtowns again,” and called for a “return to the office.”52 This was despite oil prices having moved sharply higher due to Russia's invasion of Ukraine, and the ensuing sanctions imposed by the international community. And a “return to the office” would suggest even higher prices for oil and gasoline; just prior to the pandemic, more than three-quarters of American commuters drove their cars to work alone.53 Critically, gasoline is literally a textbook example of an inelastic good—one which consumers are relatively unlikely to cut back on even as prices rise. 54 Such inelasticity also implies that gasoline prices will rise substantially if, all other things being equal, consumers increase their consumption, as they may do if forced to return to the office.55 Moreover, gasoline is only one cost for most American commuters. The commute also involves environmental and social costs that include carbon emissions and the physical and legal infrastructure that subsidizes commuting.56 These are all costs that work-from-home can reduce.

Moreover, the traditional office relies on the legal system for support, and this support has costs. Aside from the tax incentives discussed previously, the traditional office involves a system of hierarchy that can foster abuse. Late twentieth century scholarship at the dawn of sexual harassment litigation grappled with its nexus with the “workplace.”57 It may be that the workplace should not be defined exclusively as a geographic real-world site.58 While harassment and discrimination will not disappear in lockstep with the traditional office, some egregious conduct that law polices will not be possible without physical proximity.59 Law's role in patrolling the boundary between permissible and impermissible uses of hierarchy in the traditional office has economic and social costs; courts are taxpayer subsidized, and the time and money used involves the costs of foregone opportunities for the legal system to address other problems.

However, there are losses to some from the transition to work-from-home. Some of those who shift to work-from-home may suffer from that change. During the first year of the COVID-19 pandemic, working mothers were disproportionately made to combine both work-from-home and remote school for their children, a situation that reduced their workforce participation and imposed significant but as-yet-uncertain costs on them.60 Going forward, it bears paying attention to whether work-from-home generates significant inequality on its own even after other COVID-19-related effects, such as remote schooling, are no longer present.

Additionally, the transition to work-from-home will cost those workers who served the traditional office, for example by cooking or cleaning for office-bound employees, or in other indirect ways. Addressing their economic distress does not necessarily require a broad-based bailout of landlords in and governments of relatively rich coastal cities such as New York and San Francisco. Indeed, doing so would likely exacerbate existing economic inequality at a national level. But a smoother transition to a post-scarcity work in the office context may require policies to aid injured workers. Other structural adjustments, such as exposure to foreign imports from lower-wage countries or increased use of robotics, have been accompanied by steps to help workers transition; a similar approach focused on preventing increased inequality seems well-advised now.




Thinking outside the cube: Preventing anti-disruption

[Bill sets up a cubicle around his desk]

Dave: “Have you thought about how this will make your co-workers feel?”

Bill: “Actually, one of the great things about the cubicle is not having to think about my co-workers at all.”

–Newsradio, episode 2.561

State and local officials seeking to return private sector workers to offices, or retain their tax revenue as if they did return, echo the political forces that keep Breezewood a traffic bottleneck between the Southeast and the Midwest. Breezewood's politicians understandably focus on local revenue and employment. But in doing so, they ignore costs such as drivers' lost time and idling cars' carbon emissions. And those costs may greatly exceed the local benefits of preventing a smooth junction for travelers from the East to the Midwest.

Similarly, state and local politicians from areas with pre-pandemic concentrations of offices have focused on retaining commuter generated revenue, especially by seeking to return those commuters to the office. As with Breezewood, while the costs of forcing workers back to the office may exceed the local benefits, the political calculus may diverge from overall social welfare. That said, because the COVID-19 pandemic has made firms, shareholders and employees recognize that there are gains to be had by shifting permanently to work from home and hybrid work, there may be a more organized pushback to a forced office return than to keeping Breezewood's status quo.

In a sense, the COVID-19 pandemic has “disrupted” the traditional office, and some state and local politicians are responding with moves aimed at “anti-disruption,” such as trying to engineer a physical return, and, as in Massachusetts' case, seeking to tax workers outside their borders.62 Government has intervened to try to block disruptive innovation such as Internet-powered work-from-home before; consider the case of Uber and other ridesharing services.63 As work-from-home does with employers and workers, when ridesharing appeared on the scene it facilitated transactions that benefitted buyers and sellers—but government sometimes sought to alter or stop those transactions. Seattle's City Council passed an ordinance authorizing collective bargaining by drivers under an “exclusive driver representative” seeking to raise drivers' wages and thus Uber's costs; after the 9th Circuit ruled that the ordinance might be preempted by the Sherman Act, the city “tweaked” the law and settled with Uber and other private plaintiffs.64 In a similar vein, Massachusetts' actions in New Hampshire v. Massachusetts reduced the economic gains to employers and workers from work-from-home by eliminating tax savings. The Philadelphia Parking Authority (“PPA”), which also regulates and collects revenue from traditional yellow cabs, hired lobbyists to influence the state legislature not to legalize Uber, while simultaneously organizing taxi companies to run undercover stings on Uber drivers and report them to the police.65 The PPA's resort to use of armed police forces resembles the heavy hand of government coercing private employees back to their firms' offices.

Attempts by state and local government to thwart or reverse work-from-home arrangements may take different forms than anti-disruptive activity against ridesharing. As the example of Breezewood suggests, significant local benefits can drive politicians to force others to incur even greater global costs. But such anti-disruption can be resisted, if not prevented. First, antitrust law can be activated to preempt or restrict state or local government action that thwarts market ordering; the Supreme Court has signaled increased skepticism of such regulatory action.66 Second, when possible, the Dormant Commerce Clause should be used to limit attempts by state or local government to expand their authority in ways that reduce competition between jurisdictions over taxes, regulation or other matters. Finally, competition advocacy requires that agencies, academics and thought leaders engage in ways that educate the public on the harm that can result from preventing private actors from reordering their affairs in accord with their own costs and benefits.



Conclusion

The discussion here is by necessity tentative. The COVID-19 pandemic is not yet over, so the post-pandemic workplace is still largely a forecast. However, the political forces that would try to return workers and offices to the status quo pre-pandemic—notwithstanding the costs in time, money, and environmental damage—have started to show themselves. Law already has tools aimed at cabining politicians' attempts to gain locally at global expense; legal actors must ready and willing to use them.
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Footnotes

1Hurley (2019) (showing picture by Edward Burtynsky, courtesy Nicholas Metivier Gallery, Toronto).

2Id.; Savage (2017).

3Federal Aid Highway Act of 1956 (better known as the “National Interstate and Defense Highways Act”), Public Law 84-627, June 29, 1956.

4Savage, supra n. 4.

5See infra nn. 44–52 and surrounding text.

6The Office (US TV Series), Season 5, Episode 13, “Stress Relief” (note that this quote is said by a character who is deluded to a cringeworthy degree).

7Kamin (2019).

8Marshall (2016) and The Historical Marker Database (2016) (listing and describing historical marker for “America's First Office Park”).

9But Patail (2019) (asking this question even before COVID-19's U.S. impact).

10Barrero et al. (2021) (describing economic incentives favoring continued work-from-home post-pandemic).

11Out of all commercial real estate in the U.S.—a category that includes hotels, malls, big box stores such as WalMart, restaurants, apartments, factories, warehouses, as well as nonprofits like schools and hospitals—almost a third by square footage consists of office buildings (Amadeo, 2022).

12See, e.g., Saval (2014) (describing the mid-twentieth century's office's impact on shaping the American white collar worker's norms).

13See infra nn. 44–47 and surrounding text.

14See infra nn. 26–27 and 58–61 and surrounding text.

15See Shill (2020) (arguing that a “structure [of] ‘automobile supremacy'… constructed by diverse bodies of law” “shift[s] costs” and “legitimate a state of choice deprivation and inequity”).

16See Haddock et al. (2013) (describing sports stadia as publicly subsidized due to a competition problem at the intersection of political and market structures).

17See supra n. 2.

18There are those who have in the past lauded the interpersonal relationships that can flourish in the office environment; at least some of those relationships would run afoul of contemporary sexual harassment laws. See, e.g., Brown (1962) (advocating strategic use of office sexual relationships).

19Haigh (2020).

20Id.

21Id. at 5.

22Id. at 10 [quoting Martin and Norman (1970)].

23Id.

24Id. at 16–17 (describing such a home office in an eighteenth century historic home of a merchant and financier of the whaling trade in Marblehead, Massachusetts).

25Id. at 61 [quoting Architectural Review (1964)].

26Petersen and Warzel (2021).

27U.S. Equal Employment Opportunity Commission (2022) (noting that “[h]arassment is a form of employment discrimination that violates Title VII of the Civil Rights Act of 1964,” among other laws).

28Judge, M. (Director) (1999), Office Space (twentieth Century Fox).

29Mehra (2016).

30Id.

31Id.

32Originally, however, typesetters produced pages by setting blocks by hand. While the blocks could be reused, the first-copy cost per work was quite high—though not as high as before moveable type and printing presses (Marech, 2014) (describing operation of Ben Franklin's press).

33Gordon (1992).

34Lemley (2015) (using books as an example of IP whose production costs have undergone substantial reductions).

35AI is already creating musical compositions—while they are drawing notice, it is not yet the case that they are overtaking humans in sales (Grow, 2021).

36Desai (2014).

37Lemley and McKenna (2020) (noting that “[i]ncumbents don't like innovation disrupting their industries,” and arguing that courts have been too receptive to incumbents' attempts to use IP law to prevent disruption because courts have failed to consider the fit between IP law's goals).

38Chang (2022).

39Office of the New York State Comptroller (2021).

40Id., p. 9.

41Id., p. 2.

42Id., p. 12.

43McChesney (1997).

44The epitome of this may be Washington, DC, which pre-COVID hosted more jobs than total residents, including children, senior citizens and the disabled. Clabaugh (2016) (reporting Bureau of Labor Statistics finding that DC had 100,000 more jobs than residents).

45See Comptroller, p. 12.

46For example, where a state statute requires geographic presence in its grant of taxing authority to a city over non-resident commuters, without the commute, that taxing authority may disappear. Report, The Pew Charitable Trusts (2022).

47Maine Center for Economic Policy (2014).

48Id.

49Massachusetts Department of Revenue (2020).

50Shira Shoenberg (2021) (observing that “[a]lthough state clash ends, remote work issue remains”).

51Id.

52The White House (2022).

53Florida (2019).

54See Beveridge (2018) (asking the reader to “consider gasoline,” and pointing out that “[t]he demand for gas is inelastic” “because we have very little ability to buy less when the price increases”).

55Id.

56See Shill, supra n. 16. As an example linking direct subsidization of commuting to the traditional office, see, e.g., Ohio Roadwork Development Account (described as a program under the Ohio Department of Development that “induce[s] companies to move forward with capital investment and job creation” by providing money for “off-site public road improvements” connected to the company's work site).

57See Bernstein (1994) (limiting “scope to the workplace, although sexual harassment exists in schools, housing, family and quasi-family relationships, prisons, and almost any setting where people with unequal power coexist,” and observing that “[m]any countries' laws do not even acknowledge the existence of sexual harassment outside the workplace”).

58Balkin (1999) (arguing that “'[t]he workplace' is not a place; it is a set of social relations of power an privilege, which may or may not have a distinct geographical nexus”).

59See, e.g., EEOC v. Mid-Am. Specialties, 774 F. Supp. 2d. 892 (W.D. Tenn. 2011) (sexual harassment case in traditional office setup involving physical assult); Weeks v. Baker and McKenzie, 63 Cal. App. 4twentieth century 1128 (Cal. Ct. App. 1998) (same in traditional law office setup); EEOC v. Jackson National Life Ins. Co., Civil Action No. 16-cv-02472-PAB-SKC (consent decree entered Jan. 7, 2020 in racial discrimination case involving physical assault in traditional office setup).

60Porter (2021) (arguing that COVID-19 exacerbated gender inequality in the workplace); Cahn and McClain (2020) (providing statistics on gender imbalance of effects caused by COVID-19, work-from-home and remote schooling).

61Newsradio (television series), NBC, Season 2, Episode 5 “The Shrink” (1994).

62See Mehra, supra n. 30 at 14–17 and 35–37 (discussing “anti-disruption,” including by government).

63Id.

64Chamber of Commerce v. Seattle, 890 F.3d 769 (9th Cir. 2020) (reversing District Court's dismissal of preemption claims) (Berk, 2020).

65Bender (2016).

66N.C. Dental v. FTC, 574 U.S. 494 (2015); Phoebe Putney Health Sys., Inc. v. FTC, 568 U.S. 216 (2012).
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The software industry's history is also its future. Its history has been defined by both abundance and scarcity, and its future will be, too. In the 1970s and 80s, perceived software scarcity led U.S. legislators to formally grant intellectual property protections to software creators. Later, a different kind of scarcity—a lack of access to source code—led the founders of the free and open source software movement to flip intellectual property protections on their head in an effort to better promote abundance. That movement proved wildly successful, with today's software industry based on vast amounts of freely available open source software resources that both organizations and individuals collaboratively build. Abundance and scarcity will also define software's future, but in different ways. The abundance that the open source software movement spawned is in the midst of a significant commercial phase. That sometimes means that commercial competitors bring to the table a scarcity mindset that conflicts with the norms that made that movement so successful. Intellectual property concerns at times derail what may otherwise be even greater software abundance. And because so much software is moving into the Cloud, trade secrecy may become the software industry's most important form of intellectual property to the extent the industry abandons open models of innovation. The software industry's growing dependence on artificial intelligence (AI) is likely to contribute to these trends. The software industry is increasingly becoming synonymous with the AI industry, as more and more software companies either rely on AI in running their services or provide AI products to the public. As with all software, these AI technologies are increasingly provided from the Cloud, where trade secrecy is not only possible, but often preferable. But trade secrecy may be even more likely in the AI context because much of the magic in implementing AI systems lies in the know-how to piece them together from available open source software resources, decades-old AI techniques, and data. Hence, to the extent that software and AI technologists spurn open innovation in favor of a scarcity mindset, trade secrecy is likely to become its dominant form of legal protection. The advent of web3 technologies may eventually change some of these trends. But for now, increasing secrecy seems the most likely outcome. I conclude by arguing that this shift to secrecy is likely preferable to other forms of intellectual property.
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Introduction

In 2011, venture capitalist Marc Andreessen opined in a now well-known Wall Street Journal editorial that “software is eating the world” (Andreessen, 2011). His point: the modern economy is all about software. Traditional brick-and-mortar companies have either transformed into software companies or fallen to upstarts that successfully made the move. Netflix displaced Blockbuster; Amazon eliminated Borders; Kodak succumbed to the likes of Flickr; and the list goes on. Since his article and true to its prediction, software has only continued its gluttony: our cars, our homes, even our wallets, are all running on or have migrated to software. In fact, for better or worse, it is difficult to find things in the modern world that don't involve code (Somers, 2017).

Such heady times for software were not always certain. When an independent software industry first began to emerge in the 1960s, policy makers worried that developers may be loath to create it without additional legal protections in place (Menell, 1986). In short, software would remain scarce unless developers could effectively monetize it, and policy makers viewed intellectual property protections as crucial to such monetization. Yet others in the free and open source software (FOSS) movement worried that those very protections were inhibiting the industry in its innovative potential, and they took steps to help the software world unshackle itself. Hence, from the software industry's very inception, perceptions of scarcity and abundance have guided the industry in crafting legal rules meant to address scarcity in the pursuit of abundance1.

These same concepts are shaping the software industry's future. The FOSS movement has helped create an abundance of readily available software resources (Yeaton, 2011). But that abundance comes with caveats. The movement owes a significant amount of its plenty to commercial contributors—in fact, the FOSS movement is in the midst of a significant commercial phase (Mann, 2006). And while commercial actors have accelerated the FOSS movement in many ways, they also bring to the table a scarcity mindset that sometimes slows, and may ultimately upend, the FOSS movement's open innovation model (Bridgwater, 2019). These undesirable effects may be even more likely as more and more commercial software services move behind the Cloud, where secrecy, not openness, is the norm. Indeed, to the extent that the industry turns its back on open innovation, intellectual property protections—particularly trade secrecy—may regain prominence as tools for addressing a self-imposed scarcity.

The software industry's growing dependence on artificial intelligence (AI) reinforces some of these points. Today, increasingly more software services either rely on AI or provide AI-based products (van Attekum et al., 2019). Yet much of the magic behind these modern-day AI systems lies in the know-how to implement them, rather than the individual components thereof. Indeed, these systems are largely built on well-known AI techniques, FOSS resources, AI-created technologies, and access to increased processing power and data (Asay, 2021). They also largely function from the Cloud, behind closed doors. Hence, to the extent that commercial software and AI providers cling to intellectual property protections, trade secrecy is likely to become the most relevant form for protecting this know-how as well as at least some of the data upon which the systems rely. While other forms of intellectual property protections will certainly continue to play a role, the software industry's AI dependence suggests a future of secrecy.

Of course, that future may not hold for long. So-called Web3 technologies—including blockchain, decentralized, autonomous organizations (DAOs), cryptocurrencies, and non-fungible tokens (NFTs)—promise a future of decentralization, where the masses, rather than governments or a small group of powerful companies, control society's technological landscape. In that future, transparency, not secrecy, is key, and the technology itself, rather than formal intellectual property rights in the technology, may play the most important role in its ongoing development. Even so, that future is not yet here and may never be, even if it is looming on the horizon.

Below, I first trace how perceptions of scarcity and abundance shaped the early software industry and its legal rules and norms. I then look to the software industry's future. I argue that to the extent that the software industry turns its back on open innovation and its spoils in favor of a scarcity mindset, its future is likely to be one of secrecy. I then briefly consider how, normatively, that future of secrecy may be preferable to one dominated by other forms of intellectual property rights.


The early years of scarcity

At least initially, software's legal status was ambiguous. In the 1960s and 70s, the Copyright Office registered some copyrights in software products even before the copyrightability of software was either judicially or legislatively certain (Samuelson, 2007). Congress dispelled that uncertainty with passage of the Computer Software Copyright Act of 1980, in accordance with the recommendations of the National Commission on New Technological Uses of Copyrighted Works (“CONTU”) (Asay, 2017). By defining “computer programs” and including specific limitations on the rights of copyright owners in computer programs, the Act clearly subjected software to copyright, though it largely left it up to courts to determine the scope of copyright in software (Asay, 2017).

In recommending that software be subject to copyright, CONTU suggested that, if it weren't, copycats could duplicate original software products without incurring the same costs of development, thereby undercutting the ability of software developers to recoup their investments. The result, according to CONTU, would be that few if any parties would be willing to pursue robust software innovation (Asay, 2017).

This might have been particularly true in light of another development in the software industry that CONTU highlighted: software developers were increasingly not able to recoup their costs of development from hardware sales because software had become its own market. Previously, hardware and software developers were often the same party, with software being developed and customized for a particular hardware product. But that had changed. Software and hardware developers were now often different parties. Consequently, many software developers could no longer recoup their costs of development through the sale of hardware products. Instead, they needed to sell their software, and CONTU saw copyright as an important part of them being able to do so (Asay, 2017).

By some accounts, copyright played exactly that role in subsequent decades. The software industry began to boom, and commentators pointed to copyright protection as playing at least a “nontrivial role” in spurring that boom (Samuelson, 2011). While other factors certainly influenced this growth, copyright appears to have motivated at least some, and perhaps many, developers to create socially useful software products.

Patent protection for software followed a similar timeline as that of copyright. And according to some accounts, it played a similar role in encouraging software innovation in these early years (Con Diaz, 2019). In the 1960s and 70s, patenting software, on its own, was an uphill battle. The United States Patent Office appears to have rarely granted patents on software alone, even issuing formal guidelines prohibiting such patenting. Despite this, some point to instances of the Patent Office issuing software patents during these early days (Quinn, 2014). Nonetheless, during this time the Supreme Court ruled against at least some patents on software, finding certain software products to be outside the scope of patentable subject matter because, on their own, those products were simply mental abstractions aimed at performing unpatentable ideas and mathematical equations (Quinn, 2014).

That attitude began to change in the 1980s, with the Supreme Court deciding that at least some software innovations could be patentable subject matter (Campbell-Kelly, 2005). And by the 1990s, several additional judicial decisions further established the patentability of software. The numbers of software patents, unsurprisingly, grew significantly during these decades (Bessen and Hunt, 2007).

According to some, software patenting was a key driver in pushing the software industry forward during this time (Campbell-Kelly, 2005; Quinn, 2014; Con Diaz, 2019). Similar to copyright, patents provided software developers with a means of recouping their costs of software development. In fact, according to some commentators, patents were an even better mechanism for doing so for several reasons. First, patents are not subject to an independent creation defense as with copyright (Campbell-Kelly, 2005; Mossoff, 2013). With copyright, competitors could study the copyrighted software program, figure out its functions, and then feed those parameters to their developers with instructions to create a similar program Mossoff, 2013). The newly created program would not violate the copyright protections in the original program. A patent on the same program, on the other hand, could be used to prevent such duplication, so long as the patent claims covered what the competitor had copied into its own program. Second and related, patents can protect inventive ideas, whereas copyright protection only covers the expression of ideas (Quinn, 2018).

Trade secrecy was also an available legal protection for software during these early years. But it came with significant drawbacks. Trade secrecy provided developers with protection against others obtaining access to their software through improper means or a breach of confidence (Fromer, 2019). In order to qualify as a trade secret, the software must not be generally known or readily ascertainable, possess independent economic value, and be subject to reasonable precautions under the circumstances to protect its secrecy (Fromer, 2019). Early on, particularly in the face of doubt as to whether copyright or patents applied to software, some software innovators relied on trade secrecy as their primary form of legal protection (Campbell-Kelly, 2005). They subjected their customers to non-disclosure agreements and other restrictions that were meant to prevent their software secrets from becoming known to others and thereby losing their trade secret status (Id.).

But such protection was always tenuous. If the software developer wished to sell their product on the open market, their trade secrets may be obvious once distributed or readily ascertainable through reverse engineering, thereby extinguishing trade secret protection (Hrdy and Sandeen, 2021). Consequently, for many products, maintaining trade secrecy was incompatible with selling them on the market.

Furthermore, trade secrecy's available remedies are in some ways inferior to those that copyright and patents provide. For example, even in cases where trade secrecy could be maintained while selling the product on the market—through non-disclosure agreements, releasing the product in object code only, or otherwise—a savvy hacker may still discover the secrets and share them with the rest of the world. The trade secret owner in such a case would have a cause of action against that particular hacker, but typically would be out of luck vis-à-vis the rest of the world (Scherf and Gering, 2021).

Hence, early in the software industry's history, a scarcity mindset predominated. By the 1980s, courts, Congress, and innovators had recognized patents and copyrights as important tools for spurring software innovation. Without copyright and patent protection, would-be software developers may never pursue socially optimal amounts of software innovation and thereby “promote the progress of Science and the useful Arts,” the constitutional basis for granting such protections. This may have been particularly so in light of trade secrecy's significant limitations in terms of both the scope of protection and the available remedies. Copyright and patents, by providing developers with a more robust means by which to recoup their development costs, arguably motivated at least some, and perhaps many, to pursue software development. But whatever their role, the software industry experienced significant growth during this time.



The free and open source software movement's abundance

Yet even as courts and Congress recognized copyright and patent protections for software, another movement was afoot. Starting in the 1980s, some software developers began to voice frustrations about their inability to improve software products licensed from third parties (Neary, 2018). Their inability to do so was because of intellectual property protections. For instance, if a software developer ran into a malfunctioning printer, the terms of the intellectual property license agreement applicable to the malfunctioning software often prohibited them from fixing the machine by tinkering with its software. Furthermore, the users typically had neither actual nor legal access to the source code necessary to perform the fix. Legally, they were stuck, and the only way forward was to seek permission from the rights holder, a cumbersome process that typically resulted in denial.

As a result, some of these early software developers took matters into their own hands. They started what came to be known as the “free and open source software” movement (FOSS) (Neary, 2018). This movement has a complicated history, and it is not the purpose of this article to review that history in full. For our purposes, the movement did several important things. First, it developed a suite of intellectual property licenses that enabled, rather than prohibited, the types of uses (and others) that typical intellectual property licenses prohibited (Tozzi, 2016). These licenses generally allowed others to modify and use the software subject to them in whatever way users saw fit, so long as certain conditions were satisfied. One of the most important ones, at least early on, were so-called “copyleft” provisions, which required users of the licensed software to grant the same rights to any others to whom they distributed the software (Free Software Foundation, 2018). The idea was to spread norms of openness and freedom by conditioning use and further distribution of the software on granting others the same rights. These legal innovations proved successful by any definition of the word. Parties began adopting these licenses for many of their software projects (Neary, 2018). And while some parties, particularly commercial actors, showed reluctance to use software subject to such terms, the enticement of otherwise freely available software was often enough to get many parties over the hump—at least eventually (Neary, 2018).

Second and related, parties within this movement began to collaboratively develop software resources subject to these licenses as alternatives to dominant proprietary solutions. Perhaps the best-known example is the Linux kernel, released under the General Public License. Linux was meant to provide a FOSS option for operating system software that parties could use instead of dominant proprietary options from the likes of Microsoft and IBM (Neary, 2018). Today, Linux is the backbone of much of the computing world (Finley, 2016). But even beyond Linux, FOSS developers began to provide FOSS solutions that steadily displaced proprietary solutions along the entire software stack because of their source code availability, reduced costs, and, in many cases, technical superiority (Ahlawat et al., 2021).

In fact, a major premise of the FOSS movement is that open, collaborative innovation is far superior to a siloed, closed approach (Raymond, 2000). As one of the early FOSS leaders once articulated, “given enough eyeballs, all [software] bugs are shallow.” (Id.) And as the FOSS movement began to take off, it became increasingly clear that the road to greater software abundance, both in terms of quality and quantity, was through open innovation.

Today, the FOSS movement's successes speak for themselves. Every major technology provider both uses and contributes to FOSS projects. Early hesitancy to using FOSS because of licensing terms has been replaced with near dogma that every software solution should start, and often end, with FOSS (Szulik, 2018). FOSS is in every computing device, and nearly every type of software problem has at least one, and often many, FOSS solutions (Id.). While proprietary software development still occurs, it typically does so in the shadow of FOSS.

The software industry's embrace of FOSS has accelerated its pace and scope of innovation. The FOSS movement's abundance mindset has led to a significant surfeit in both the quality and quantity of software resources that parties ranging from individual developers, to start-up companies, to large, multinational companies regularly use and to which they contribute. And while a FOSS approach may not always make sense for a particular scenario, it has largely become the software industry's go-to approach.

Furthermore, studies have shown that many parties that participate in the FOSS movement are motivated by things other than intellectual property rights (Schlaefli, 2014). This might be obvious, but remember that the primary reason for granting intellectual property rights in software was that without them, parties may not pursue software innovation. In many circumstances, at least, that theory simply isn't true. Parties pursue FOSS development for all kinds of reasons, including intrinsic motivations such as desires to be creative and to contribute that creativity for the greater good (Id.). Of course, much software development occurs as part of peoples' employment, and the availability of intellectual property rights may certainly motivate many of these employers in funding their employees' software development activities (Asay M., 2018). Yet many such employers are willing to give up those rights in exchange for being able to use and contribute to FOSS projects. Indeed, some companies have even publicly pledged their intellectual property rights to help further the FOSS movement's ascension (Contreras, 2015).

In sum, early on a scarcity mindset motivated courts and Congress to provide for intellectual property rights in software. And at least some, and perhaps many, software developers may have been loath to pursue software innovation without those rights in place. Yet with the FOSS movement, an abundance mindset came to triumph in the software industry's evolution. Of course, parties still continued to register copyrights and obtain patents in software products during that evolution, particularly large technology companies that viewed these protections as key assets even as they continued to further adopt and contribute to FOSS projects. Yet other parties used those same assets to promote the FOSS movement, turning a scarcity mindset on its head to promote a vision and realization of software abundance.



The software industry's future of abundance and scarcity

The FOSS movement's abundance has not eliminated scarcity in the software industry. Instead, in the modern age, it is intersecting with new forms of it. First, the FOSS movement going mainstream means that a scarcity mindset is increasingly in play as commercial actors compete with one another. That mindset often conflicts with and complicates the otherwise rosy story we might tell ourselves about the FOSS movement's triumphs, particularly as more software moves into the Cloud. Second, AI has changed the game. The software industry today is in many ways coterminous with the AI industry, because nearly all software developers use forms of AI in their software solutions. But there is a scarcity of human know-how capable of using and deploying today's AI technologies, which typically operate from the Cloud and are largely based on FOSS resources, well-known AI techniques, and greater access to data and processing power. This all portends a future in the software and AI industries where trade secrecy reigns supreme.




The FOSS movement's commercialization

The FOSS movement has always included commercial players. In fact, one of the early debates within the FOSS community was how the movement and commercial entities should coexist (Stallman, 2021). Those debates led to divisions among many early FOSS leaders about which FOSS licenses should predominate. Some believed that commercial support was key to spurring the FOSS movement forward. These leaders often favored more permissive licenses that would reduce the concerns of commercial parties and thereby encourage their participation in using and contributing to FOSS projects. Others believed that the movement should not cater to commercial interests. Instead, the FOSS movement should stick to first principles and require anyone that uses FOSS to also adhere to those principles. These parties thus favored licenses that required users of the software to contribute back any modifications they made to the software under the same license terms, regardless of whether such provisions scared away potential commercial contributors (Id.)

Whatever might be said of those early licensing arguments, those in favor of significant commercial involvement ultimately won the day (Robles et al., 2019). That may or may not be because of the triumph of more permissive FOSS licenses, though a good amount of evidence suggests that more permissive licensing has coincided with growing commercial adoption of FOSS (Johnson, 2021). What is clear is that commercial adoption of and contributions to FOSS projects have grown astronomically over time (Robles et al., 2019). And companies that develop and distribute FOSS as their primary commercial activity have surged, too, even as difficult questions persist about the best ways to make such commercial endeavors successful (Solomon, 2020). Be that as it may, the FOSS movement is now in significant part a commercial movement. Most parties that contribute to FOSS projects are paid to do so, and most code contributed to FOSS projects comes from commercial actors (Volpi, 2019). Of course, non-commercial parties still found, contribute to, and participate in FOSS projects, though their interest in participating still often has a commercial dimension (Wachal, 2019). But the commercial world, with all its vast resources, has gone all in on FOSS.

That has created some tensions. While commercial players have recognized the value of both using and contributing to FOSS projects, they still exist within a competitive environment. For many technology companies, part of responding to that competition centers on maintaining robust intellectual property portfolios. For instance, for many technology companies, a key strategy in responding to commercial competition has been to obtain ever-more numbers of patents (Eveleth, 2019). Technology companies often use these large portfolios primarily as a defensive mechanism—they build large patent portfolios to help ward off threats from their competitors. Some have likened this patent strategy to the Cold War, where superpowers built up nuclear arsenals, not necessarily to use the weapons, but instead to rely on the threat of using them to keep their competitors at bay (Harrington et al., 2017).

But large technology companies also at times use their portfolios offensively—to thwart a competitive product, to extract rents from a competitor, or to play bully ball with industry upstarts (Duhigg and Lohr, 2012). These types of offensive uses reinforce the defensive purposes in that both motives contribute to a drive to obtain patents. The result has been large accumulations of software patents, primarily by the biggest players (Roberts, 2021). But startups and the like also frequently acquire patents, both to protect themselves against competitors and to signal to funders that they are innovative (Lee, 2017). Even some FOSS companies have begun to acquire patents for defensive purposes, believing that doing so is necessary given the high rates of patenting in the technology sector (Broersma, 2002).

Trade secrets are another asset type that companies in a competitive environment often seek to protect. In fact, trade secrets can be some of the most important assets a company possesses (Linton, 2016). This may be so for several reasons. First, trade secrecy can protect information beyond what other forms of intellectual property cover. Patent law includes specific exceptions to patentable subject matter, and these have expanded over time (Lemley and Zyontz, 2021). Trade secrecy can provide protection to things that these exceptions leave outside the scope of patentable subject matter (Simon and Sichelman, 2017). Second, trade secrecy can also last forever, so long as the conditions of trade secrecy are met. Conversely, other forms of intellectual property protection typically expire after a set period of time. Finally, trade secrecy is often cheaper, though taking reasonable precautions to protect one's secrets can entail significant costs in the cumulative (Khoury, 2014). But compared to patents in particular, which entail a costly prosecution process, trade secrecy's costs largely boil down to simply maintaining information as a secret (Schechter and Thomas, 2004).

Many software companies are in an excellent position to reap trade secrecy's advantages because, in the modern age, increasingly more of their services are Cloud-based. In fact, in the modern age, the “as a Service” revolution includes nearly every type of software resource—today, very few software products are not provided from the Cloud (Ramachandran and Linthicum, 2020). This means that companies' software never need be distributed outside of the company. As a result, companies are in a better position to keep information relating to their software, including the source code, secret. Of course, the public-facing aspects of their services are not protectable as trade secrets because they are observable upon the public's use of the service. But companies can maintain other important aspects of their services as trade secrets precisely because the services are Cloud-based.

Finally, many technology companies may wish to protect their copyright interests in their software technologies. Of course, in many cases software companies find it palatable to grant other parties access to their copyrighted materials—the history of FOSS is replete with examples thereof. But in other cases, companies may wish to withhold their copyrighted materials from their competitors because of the perceived advantages that those copyrighted materials provide those companies (Westgarth, 2019).

The conditions of using and contributing to many FOSS projects often conflict with companies keeping their intellectual property rights unsullied. Many FOSS licenses include either implied or express patent licenses (Gatto and Koo, 2018). This means that using and modifying FOSS materials so licensed may impact a company's patent portfolio. FOSS licenses all include licenses to copyright, resulting in similar concerns with respect to copyright. And trade secrecy is out of the question when companies are required to make their source code available to the public in accordance with certain copyleft licenses. Furthermore, FOSS projects often include contribution agreements. These are the terms that apply to a party's contributions to a particular FOSS project. While they often mirror the applicable FOSS license, they also frequently include additional terms, including requirements that contributors license (or in some cases assign) their relevant intellectual property rights to the FOSS project and its users.

Because of these possible effects, savvy companies are careful in their uses of and contributions to FOSS. They often implement processes for reviewing all uses of and participation in FOSS projects (Asay, 2013). Most sophisticated companies require multiple levels of approval before an employee can participate in a FOSS project or use FOSS materials in the company's products or services (Id.). And many conduct regular audits to determine what FOSS is in use within the company. Based on these reviews and audits, companies often deny participation by their employees in FOSS projects and use of FOSS materials that may negatively impact their intellectual property portfolios (Id.).

The result is that intellectual property concerns—or a scarcity mindset—often prevent even greater abundance in the form of increased commercial use of and contributions to FOSS projects. Of course, this is all a matter of degree rather than kind. For now, commercial software entities still seem largely committed to using and contributing to FOSS projects, both as a competitive advantage and necessity. There probably is no going back from FOSS, at least all the way to a pre-FOSS world. But intellectual property concerns do get in the way, at times, of even greater collaboration and growth in the FOSS movement and the software industry more generally.

This seems like a nearly intractable problem. Commercial competitors, perhaps ineluctably, view the world with a scarcity mindset: another party's gain is the primary party's loss, and it's the goal of perhaps all companies to always be on the road to more gain. Public companies, with their shareholders, are in many ways bound to pursue that path. And while growing the pie for everyone might be a nice (and sometimes true) soundbite, the reality is that much of the time, commercial competitors simply don't abide by it (Tian and Smith, 2014).

In fact, the FOSS movement's commercialization has reinvigorated early debates about the role of commercial entities in the FOSS movement. As commercial entities have become more involved with many FOSS projects, that involvement has at times led to those entities taking on formal leadership roles within those projects (Traverso, 2021). Furthermore, their significant contributions to many FOSS projects are often the primary drivers of innovation within those projects, and that reality provides them with de facto control of the projects even outside of their formal positions in the projects' governance regimes (Lifshitz-Assaf and Nagle, 2021). This outsized influence has in some cases led to friction with the non-commercial leadership of various FOSS projects, with calls to jettison the outsized influence of some of those commercial actors (Mih, 2021). In short, while many FOSS projects have benefited greatly from commercial involvement, that involvement has also resulted in formal and informal constraints on those projects' leadership and future directions.

Commercial entities' involvement has also reinvigorated debates about preferred licensing terms, particularly as more and more companies provide their services from the Cloud (Mih, 2021). For instance, many FOSS licenses do not require parties to contribute back their improvements to the community unless those parties distribute the software (Tozzi, 2020). Or in other cases, permissive licenses simply fail to require users to share their changes to the software with the community at all (Id.). Because so many commercial entities provide their services from the Cloud, they are able to avoid distributions that would trigger sharing obligations. And in the case of licenses that don't require sharing their improvements, the Cloud provides a perfect cloak for many of their innovations. As a result, some within the FOSS community have called for more FOSS to be licensed under terms that would require commercial entities to share their changes to FOSS even when it is provided as a service (Id.). But so far, the industry, by and large, has not moved in that direction.

Hence, while the FOSS movement has created a significant amount of software abundance, the commercial world's involvement with creating that abundance has become a double-edged sword. The FOSS movement's successes owe significantly to commercial participation. But that participation also means a scarcity mindset is ever present, and perhaps growing, as part of that movement. It can also mean significant constraints on the project's future direction in light of the commercial actors' influence within the projects. In all likelihood, the benefits of commercial involvement, in the form of abundant software resources, outweigh the costs, which primarily come in the form of a pumping of the breaks on the FOSS movement's acceleration. For now, at least, that tradeoff seems to be worth it.

But one can imagine a world where that is not the case. As more and more software moves into the Cloud, commercial competitors seem ever more likely to protect many of their innovations as trade secrets. In fact, as mentioned above, there is already growing concern that many commercial entities are not contributing back nearly enough to the FOSS projects from which they profit. Instead, they often take what they need while keeping many of their improvements secret, behind the Cloud. Such maneuverings may not kill FOSS development off completely—commercial entities still significantly contribute to FOSS projects and are likely to continue to do so, particularly in areas that are less commercially strategic than others. But these shifts do point to an end of a golden age of open innovation in the software industry. The rise of AI, discussed next, may reinforce such trends.



Artificial intelligence's ascent

AI is affecting the software industry in at least four important ways. First, software companies are increasingly AI companies, and vice-versa. While not all software providers are AI providers, increasingly more of them use AI in some form in providing their products. This means that, today, more and more software companies provide AI services, or services that rely on AI. Second, as with all software, AI services are largely provided from the Cloud (Uslu, 2021). Third, AI technologies are largely built from FOSS resources, well-known AI techniques, and improved access to data and processing power (Cronin, 2016). In short, much of the magic of modern-day AI implementations lies in the know-how necessary to stitch them together from these resources, rather than any individual components thereof. Finally, AI tools have sped up software development in a number of ways, even in some cases rendering software obsolete. These realities reinforce the likelihood that trade secrecy, more than other types of intellectual property, will reign supreme in the software industry going forward. As I discuss later, this development may slow software abundance some, though it is likely preferable to other forms of artificial scarcity that patents and copyrights provide.


The software industry's AI and cloud transformations

Today, nearly every software company is in some ways an AI company because software services depend on AI, and vice-versa. This doesn't mean that all software companies provide AI services, though there are many that do (Ohnsman and Kai, 2021). Instead, many software companies use AI tools to build software or provide their services or both, even when they don't provide AI products directly to the market (Rangaiah, 2020).

For instance, AI tools exist to automatically produce different software resources, including software code and interfaces. These tools can speed up the coding process in many cases. Furthermore, many software services incorporate AI as part of the service, even when the service itself is not strictly the provision of AI. Netflix, for instance, uses AI to recommend new content, while Facebook uses AI to optimize news feeds. And while there are some corners of the software industry where AI may not be as relevant as in others, ultimately that is unlikely to remain so. AI will eventually touch every nook of the software industry, even if it hasn't already.

Furthermore, as with software more generally, AI-based services largely operate from the Cloud. This includes both the provision of AI to customers and software services that are built using AI tools or that incorporate AI in providing the service. This merger between AI and Cloud computing is only likely to grow, as both technologies can enhance the effectiveness of the other.

This all means that many of the innovations that are happening or will happen in the software industry going forward will relate to AI. It also means that they will primarily be provided from the Cloud. Both of these realities reinforce the argument made above that trade secrecy will be the most critical form of legal protection in the industry going forward.

Too see why, consider the following: the FOSS movement has created vast amounts of software resources, freely available and collaboratively maintained by a worldwide force of developers and companies, as discussed above. This has pushed competitive innovation up the software stack. That is, much of the common infrastructure upon which everyone relies consists of various FOSS projects (Lifshitz-Assaf and Nagle, 2021). Companies make their mark, so to speak, by building goods and services on top of that infrastructure (Wessell and Ng, 2015). And in the modern age, those goods and services are often either AI products or services that rely on AI.

But there is a world-wide shortage of people who can successfully implement AI systems (Gehlhaus, 2021). Successful AI deployment often mostly has to do with knowing how to piece together an AI system from available resources (Marr, 2018). As mentioned above, many of the software pieces necessary to run the AI system are freely available FOSS, including much of the relevant infrastructure. Similarly, the deep learning AI techniques that many companies wish to implement as part of their services are in the public domain—and have been for decades (Anyoha, 2017). Access to data, another key component of successful AI systems, is rising, though barriers in many cases remain. In fact, many, perhaps most, attribute the rise of AI to increased access to data and processing power, rather than any revolutionary change in the underlying AI techniques (Asay, 2020). Yet despite the general availability of these different components of AI systems, the know-how to piece them together is significantly lacking (Metz, 2017). Companies are in fierce competition to secure this limited resource, with salaries for AI specialists skyrocketing as a result (Id.).

Hence, this know-how, rather than software resources or even the relevant AI techniques, is a new form of scarcity in the modern software industry. And that means that trade secrecy, more than other forms of intellectual property, may be the most important form of intellectual property in the software industry going forward. This is so for at least several reasons.

First, companies' competitive edge in such an environment will center on things that trade secrecy is best suited to protect. As mentioned above, it is not the public domain AI techniques that provide the competitive edge, but rather the ability to successfully implement them. Companies can't patent those techniques, even if they can and do obtain narrower patents on particular implementations thereof. But the tacit knowledge surrounding how to implement and carry out a successful AI implementation is likely even more valuable and something that trade secrecy is best suited to protect.

Indeed, the reality that these AI implementations frequently occur behind closed doors as part of a Cloud-based software offering means that companies can often shield their AI trade secrets from the public's view. In fact, this ability may be a significant reason why parties forego seeking at least some patents on their narrow AI implementations, because withholding that information from the public, possibly in perpetuity, is often more valuable than a limited-term patent on a piece of that know-how (Gibson and Buchman, 2021).

Furthermore, much of the competitive advantage in AI implementations centers on data: AI systems are only as good as the data fueling them. But such data is neither patentable nor copyrightable, at least in a way that provides much protection. Trade secrecy, however, can protect such data, providing yet another reason why trade secrecy may be the software industry's most important form of intellectual property going forward.

Finally, copyright may become increasingly irrelevant in the software industry, at least in its traditional utilitarian role. Aside from its futility in protecting the data that fuels modern AI systems, copyright also seems feeble with respect to software. Copyright certainly applies to software. But as discussed, FOSS resources make up much of the infrastructure fueling modern AI systems, and copyright plays quite a different role with respect to FOSS.

Trade secrecy is also likely to prove important because it will be the center of many disputes as AI specialists move from one company to the next. As companies fight over available AI talent, that competition is likely to result in significant employee migrations between companies. As they do so, trade secret fights are likely to result because the know-how that an employee takes from one company to the next is more likely to be trade secret information than other types of intellectual property assets, for the reasons discussed above.

In fact, we've already started to see high-profile cases along these lines. In 2020, Anthony Levandowski, a former Google executive, was sentenced to 18 months in federal prison for stealing trade secrets from Google's Waymo and selling them to Uber Technologies (Statt, 2020). These trade secrets concerned AI relating to self-driving cars. Levandowski is considered one of the world's foremost experts and pioneers in this field, and parties such as Uber were willing to pay top dollar for his expertise. Unfortunately for Levandowski and Uber, that expertise crossed the line into trade secrecy.



AI's transformation of software development

Another reason trade secrecy is fast becoming the software industry's most important form of protection is AI's role in helping create software. Today, freely available AI tools can help software developers obtain helpful software code with little input from those developers (Loukides, 2020). AI tools exist for creating interfaces and source code, which help speed up software development (Choudhury, 2019). Low coding, another form of minimalistic software development, also enables even non-programmers to develop software applications with little technical know-how, though those with technical acumen may be needed to bring those applications up to snuff (Sacolick, 2020). Overall, these types of tools facilitate more rapid development of software, thereby speeding the rate of software innovation. And it's a trend that is likely to grow.

Yet it is unclear to what extent copyright and patents apply to AI-created software inventions and works of authorship. Both copyright and patent law appear to require human authors for rights to issue (Richey and Mammen, 2019; Krumplitsch et al., 2021). But with AI, it is increasingly unclear whether the AI agent or the human authors are primarily responsible for whatever the AI tool produces. Of course, in most cases some human involvement is still necessary, and that involvement will likely be enough to count as human authorship for purposes of both copyright and patent law (Fjelland, 2020). But the human's involvement may still influence the scope of the author's rights in the resulting work. For instance, if a human's contribution is a minimal amount of creativity, that creative expression may be what the human has a copyright interest in, rather than AI-provided creativity in response to the human input. Similarly, if a human feeds an AI system a patentable idea that the AI system expands upon, arguably the human is only the author of whatever patentable idea they supplied, not the entirety of what the AI system ultimately produced.

Furthermore, in some cases one can imagine a human author having no rights in the work product of AI systems, even when their input guided that work product. For instance, if a human author's sole contribution is to provide a general idea as to what the software should do, and the AI creates software that implements that idea, arguably the human should not have any copyright interest in the result because all they contributed was an idea, which copyright does not protect. As for patents, the idea may be so abstract as to fall outside the scope of patentable subject matter (Morris, 2018). Furthermore, the AI tool may be responsible for whatever novelty or non-obviousness inheres in the AI-created solution. In other words, the supplied idea may lack novelty and non-obviousness, even if the AI-created solution satisfies both requirements.

In all of these cases, trade secrecy may be the best intellectual property solution. While copyright and patents may still apply to some extent, the complexities discussed above will often make trade secrecy a better route. Furthermore, that many of these solutions operate from behind closed doors as part of Cloud-based solutions makes trade secrecy even more appealing. Finally, the software solutions that these AIs create may often lack a competitive edge on their own; instead, their value inheres as a small piece of a larger AI implementation. As discussed above, often it is the know-how to stitch all the individual pieces together, rather than the individual pieces in isolation, that are valuable. And trade secrecy will often be the most relevant form of protection for such know-how.

At least in some circumstances, AI also renders software development obsolete. In the deep learning context, for instance, some have argued that because AI directly creates and implements the relevant algorithms, AI increasingly displaces the need for additional software development (Morris, 2018). The algorithms and data are what is key in these systems, things that trade secrecy, more so than any other form of intellectual property, is best equipped to protect.




The ascent(?) of Web3 technologies

Of course, the future is always uncertain, and trade secrecy's reign may be short-lived to the extent that the promises of Web3 come to fruition. It isn't simple to pinpoint what those promises are—indeed, one of the main gripes with Web3 is difficulty in defining it or identifying concrete use cases (Nield, 2021). But at an abstract level, the promise of Web3 is decentralization—or, in the parlance of this Article, greater abundance for everyday people. In such a world, no longer are governments or large, multinational companies the gatekeepers to currencies or the technologies that we use. Instead, Web3 may mean that everyday people have greater say in and control of the technologies that they use (including currencies). And those everyday people get to reap more of the monetary benefits of those technologies as well. They do so by owning tokens, both fungible (think cyptocurrencies) and non-fungible (think NFTs), in a particular piece of technology or system. Those tokens allow them to do any number of things depending on the underlying system. But the key in all cases is greater participation, influence and, potentially, financial upside. Importantly, blockchain technology is the backbone of Web3. In its simplest sense, a blockchain is a distributed database whose distributed nature helps ensure that the database accurately reflects whatever transactions have been recorded on the database. It is “trustless” technology that helps disparate parties transact with one another by ensuring that all involved meet whatever obligations they enter.

We need not get further into Web3's technical weeds. Indeed, they are still being determined as Web3's advocates seek to chart the future. Important for our purposes is that Web3's decentralization thesis may portend a very different legal future for software than the one previously discussed. After all, to the extent that the current set of tech monoliths are displaced with decentralized power structures, commercial actors' preferences for intellectual property protections, particularly secrecy, may succumb to a collective desire for transparency. Indeed, in important respects blockchain technology depends on transparency to accurately reflect the state of a particular distributed database. Furthermore, it may be the case that decentralized systems are simply less concerned with intellectual property protections than they are with the state of the underlying technology itself.

For instance, the key to cryptocurrencies such as Bitcoin is that the distributed blockchain agrees on who owns what, not the intellectual property rights in the technology per se. NFTs, another important piece of Web3, similarly derive their value through technological agreement rather than intellectual property rights. Of course, intellectual property rights may still play a role in incentivizing parties to develop the software and associated technologies underlying Web3. But much of that development is based on FOSS, where intellectual property rights play quite a different role, as discussed above. Furthermore, decentralized decision-making may place less emphasis on the accumulation of intellectual property rights, the typical approach of large, centralized corporations, and more on funneling resources into technological development that expands a particular product's network and thus it's value. In a sense, Web3 may free FOSS development from its current commercial masters and get it back to its roots—software abundance for the benefit of all.

Yet as eager as Web3's advocates are for the present to be the future, Web3's future remains murky. Hence, while this decentralized pipedream may eventually become reality, we simply aren't there yet. Time will tell to what extent Web3's vision comes to fruition. For now, trade secrecy is likely to remain software's legal future.


The advantages of a “Secret” future

On its face, this future of secrecy may portend ill. After all, to the extent that secrecy displaces the highly successful FOSS movement and its open mode of innovation, secrecy's ascent may turn back the clock, so to speak, to an era when software innovation was not nearly as successful as it is today. The FOSS movement has been and continues to be the engine of some of the most significant technological advances in the modern age. It would be a shame if the software industry turned its collective back on the lessons this movement has taught: that open innovation leads to more abundance than imposing artificial scarcity.

Yet secrecy can coexist with openness, and that seems to be the software industry's most likely future. Despite rumblings of discontent, open innovation is almost certainly here to stay, even if it may sometimes stall with certain projects or in certain corners of the software world. As discussed, open innovation seems likely to continue to push innovation higher and higher up the software stack. Higher up on that stack, secrecy may be the prudent option for companies with respect to non-commoditized pieces of their products and services, while FOSS can continue to work its magic in creating widely available infrastructure resources. Competition and secrecy can continue at the top of the stack, while openness and collaboration continue to push that competition upwards.

For a number of reasons, trade secrecy may be preferable to other types of intellectual property rights when zeroing in on the top of that stack. For instance, patents, once granted, often take on lives of their own. Companies often obtain them as a matter of course, with no clear, immediate objective in mind. Yet once those assets are obtained, it becomes somewhat foolhardy for companies to forego trying to monetize them in some form or another. The patent holder may thus pursue activities aimed at realizing some value from its patent investments, either by directly asserting their patents against third parties or outsourcing that work to others (Asay C. D., 2018). This can be particularly wasteful when the patents asserted are ambiguous, a characteristic that many technology patents exhibit (Bessen and Meurer, 2008).

Some might argue that patents are preferable to trade secrecy because patents force disclosure of information relating to the patented invention, whereas the whole point of trade secrecy is to keep that useful information hidden from the rest of society. However, there are longstanding, significant concerns that technology patents in particular don't disclose much useful information (Bessen and Meurer). Furthermore, there are several reasons why other technologists often avoid actually reading relevant technology patents (Roin, 2005). Furthermore, as Mark Lemley has argued, trade secret protection often plays a disclosure role itself—by providing trade secret owners with some protections, trade secret protection encourages them to engage in transactions wherein they disclose their secrets to others (Lemley, 2008).

Furthermore, trade secrecy is a relatively weak form of protection that can be extinguished once the cat's out of the bag. It is also weak in that the line between general skill and knowledge—which can't be protected—and secret information is often difficult to draw. This may make at least some trade secret claims less likely to materialize since the risks of wasting valuable resources on unsuccessful suits is higher. This is not to say that trade secret owners should not pursue valid trade secret claims against misappropriators. But it is to say that the characteristics of trade secret protection may reduce the risk of frivolous, wasteful lawsuits, whereas the characteristics of many patents push in the opposite direction. And fewer frivolous lawsuits are a benefit to society.

Indeed, a final, related comment about other forms of intellectual property when compared to trade secrecy is that those other forms have significant lifespans. Patents last 20 years from the filing date, while copyrights continue the life of the author plus another 70 years, subject to a number of other permutations. In both cases, the lengthy term of protection often increases the likelihood of frivolous, wasteful lawsuits that impede rather than promote innovation (Love, 2013).

Of course, theoretically, at least, trade secrecy can last forever, and in some cases is maintained for long periods of time. Hence, when compared to patents and copyright on this point, trade secrecy may seem inferior. But the reality is that parties in most cases only spend the resources necessary to maintain trade secrecy so long as doing so is required to protect some economic interest. Hence, once secrets are no longer valuable, they are much more likely to lose trade secret protection because the owner will stop spending resources to keep them secret. This means that trade secrecy, more than copyright or patents, naturally aligns itself with the rational term of protection. And that alignment helps mitigate anticommons and holdup concerns that may otherwise arise.

Hence, overall a world of partial secrecy seems preferable to one where other forms of intellectual property, particularly patents, reign supreme. Realistically, a mixed world of some trade secrecy and openness is the most likely future. In that future, trade secrecy can serve its purpose and then be gone. That seems like a desirable outcome compared to the world of copyright and patents, which tend to persist and can continue to introduce hurdles long after their utility has passed.




Conclusion

The conclusion that trade secrecy is software's foreseeable legal future is not meant to suggest that other forms of intellectual property will be irrelevant in the software industry going forward. This is particularly so given the ongoing commercialization of the FOSS movement, as discussed above. Parties continue to file for and obtain large numbers of software patents (Millien, 2021). And they are likely to continue to do so even if FOSS continues to predominate. The patents they obtain may be narrower—and thus less valuable—than in the past for several reasons, including Supreme Court decisions that have effectively made obtaining broad software patents more difficult (Lee, 2014). Furthermore, while the FOSS movement uses copyright in a different way, copyright protection is still the foundation for spreading FOSS norms. And while FOSS is the backbone of the software industry, proprietary software development still occurs in some areas, meaning that copyright may still play its traditional utilitarian role in such cases. Trade secrecy isn't everything, even if, in the modern software industry, it is fast becoming the most important thing.

It's also possible, even likely, that the software industry will evolve over time in way that trade secrecy's importance ultimately wanes. As discussed above, Web3 may become a widespread reality, meaning that the importance of intellectual property rights, including trade secrecy, will change significantly. Aside from that, the current worldwide talent shortage in AI talent is likely to change as markets adjust to that shortage. An eventual infusion of AI talent may create abundance where scarcity once was. Furthermore, while the AI industry currently relies on well-known public domain techniques, it may eventually find its way into more general forms of AI. If it does, a significant patent race may ensue. In such a scenario, trade secrecy may find itself displaced as the software industry's most important form of protection, at least for a while.

Finally, while the FOSS movement's mode of software production may be firmly entrenched now, there is no guarantee that it will remain so. Particularly as more and more FOSS becomes commercialized, the software industry may revert more forcefully to its scarcity mindset, in contravention to the ideals espoused by Web3 advocates. This reversion would seem like an irrational development in light of the FOSS movement's successes. But markets certainly don't always behave rationally. And if the software industry were to go that route, copyright may regain its role as a predominantly utilitarian incentive, rather than its current one of fostering FOSS norms.

But at least for the foreseeable future, trade secrecy will be the software industry's most important form of protection in light of that industry's current set of realities. Those realities include an abundance of software resources and public domain AI techniques, but a scarcity of the know-how to use them in a data-driven world. For those scarce resources, trade secrecy is the most relevant intellectual property protection, particularly in a Cloud-centered landscape. And relatively speaking, that world of secrecy high atop the modern software stack is almost certainly preferable to other intellectual property forms for the reasons discussed above.
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Footnotes

1Throughout this article, I use the terms “scarcity” and “abundance” to refer to both (1) a conceptual framework through which policymakers and industry participants make decisions about how to promote software innovation; and (2) descriptors of the actual amount of software innovation taking place. When using these terms to refer to (1), I have attempted to qualify them as “concepts” or “mindsets.
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In the last two decades, the U.S. news industry has undergone significant disruption, which resulted in nearly a 66% drop in overall revenues. Such a monumental decline in subscription and advertising revenues has led news publishers to experiment with new revenue generation strategies. Some of these strategies, such as instituting a paywall on the newspaper's website and deploying a freemium business model have gained in popularity due to their promise of generating additional subscription and advertising revenue. However, these strategies limit readers' access to news, thereby contributing to news becoming a scarcer commodity. In contrast, alternative strategies such as reader-focused fundraising events aim to increase revenue organically by educating readers about the cost and value of quality journalism, with little implication for news scarcity. In this chapter, we survey several of these contemporary digital news monetization strategies with the goal of assessing the sustainability of scarcity-driven strategies. We offer conjectures about the conditions under which scarcity-driven strategies may be profitable relative to alternative monetization strategies and share some predictions about upcoming trends in the news industry.
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Introduction

In the last two decades, the U.S. news industry has undergone significant disruption. Once only accessible through traditional distribution channels such as print, radio, and television, news is now increasingly available through contemporary digital channels. The capabilities of these contemporary channels have enabled news organizations to adopt novel monetization strategies. Many of these strategies rely on limiting readers' access to news, which in turn has contributed to news becoming a scarce commodity. The goal of this article is to discuss such scarcity-driven news monetization strategies. Specifically, first, we contextualize the rise of scarcity-driven news monetization strategies. Second, we survey the most popular scarcity-driven news monetization strategies. Third, we discuss the social impact of scarcity-driven monetization strategies, beginning with a characterization of the specific demographic groups that are most likely to be influenced by such strategies. Last, we offer some predictions on the evolution of scarcity-driven monetization strategies.

To better understand the antecedents of scarcity-driven monetization of newspapers, we begin with a review of some key historical trends in the market for news. Out of all media businesses, the news publishing industry in the United States, in particular, has experienced significant disruption over the last two decades. Up until the dawn of the 21st century, news was predominantly distributed via print, radio, and television channels. Consumers who were willing to pay a price for accessing news on a certain medium typically received full access to news on that medium. Traditional subscription-based monetization policies focused on granting consumers access to news using either a time dimension (e.g., 6-month print subscription contracts) and/or a product dimension (e.g., subscription to newspapers on weekdays/weekends). Subscription contract averse readers also had the option of purchasing individual copies of the newspaper. A distinctive characteristic of the pre-digital news monetization strategies is that paid readers were offered unrestricted access to all the news stories featured in the newspaper.

With the commercialization of the internet, starting in the early 2000's, newspapers started slowly but surely recognizing a shift in consumers' attention toward digital media for most of their information needs, including news. The upside of serving a digitally inclined audience seemed potentially promising, especially from a customer retention and loyalty standpoint. As newspapers started moving sections of the newspaper online, the ease of tracking consumer engagement with different types of news content presented them with additional and highly lucrative opportunities for customer segmentation. While alternative forms of enabling/restricting access to specific news content (e.g., restricting access to sections of the newspaper–say sports or business news, only for paid subscribers) were rare prior to the arrival of the internet, it quickly started gaining in prominence thereafter. The emergence of digital channels as the dominant conduit for public opinion expression saw newspapers rushing to incorporate features such as reader board communities, discussion groups, and opinion editorials on their websites. The allure of accessing content for “free” coupled with an option of connecting with like-minded community members saw a steady shift in consumer attention in favor of digital news.

Nonetheless, motivated partially by their reliance on the success of the print newspapers (where advertising rates were still several 100 times higher than the digital counterparts)1, news organizations doggedly maintained a firm belief that the trend in readers' migration toward digital was only temporary. The news industry experienced all of the teething troubles that are common to industries looking to break into new markets/channels of operation. Moreover, during the early days of digital newspapers, with internet speeds still slow, websites were often slow to load and difficult to navigate, leading to poor user experience. News publishers took this opportunity to promote the unique virtues of the print newspaper (e.g., its consistently high production standards, and touch and feel experiential aspects) relative to digital news, to stay competitive.

Further, as local monopolies operating in well-defined circulation territories, local newspapers, in particular, were laser-focused on compiling projections of the size of their installed base of readers with a view of appealing to print advertisers. With a sizable installed base of mostly loyal (i.e., paying) print subscribers, newspapers were loath to question the relative importance of the print channel for their survival. While the costs associated with producing quality journalism were not trivial, news organizations heavily relied on the market's appetite for such content as a basis for their sustainable operations and profits.

At the same time, starting around 2005, several concomitant developments introduced pivotal shifts in newspapers' marketplace for reader and advertiser attention: the rising prominence of social media and craigslist. These avenues, which seemed novel at the time, prompted a substitution of consumer attention away from newspapers, posing direct consequences for the perceived attractiveness of display advertising and classifieds hosted in newspapers. Advertisers, in fact, were particularly quick to spot such shifts in consumer attention, leading to a reallocation of advertising budgets away from newspapers and toward these alternative avenues. This led to a steep drop in print newspapers' advertising revenues and rates. In fact, according to the PEW research center, the total advertising revenue generated by U.S. newspapers has plummeted from $48.67 billion in 2000 to an estimated $11.09 billion in 2020–a staggering ~77% decline (Barthel Worden, 2020). During the same time, print circulation declined from 55.77 million in 2000 to an estimated 24.30 million in 2020 for the weekday product, and 59.42 million in 2000 to an estimated 25.79 million in 2020 for the Sunday product (Barthel Worden, 2020).

By 2010, most U.S. newspapers had come to terms with the reality that readers' migration to digital channels is perhaps more permanent than imagined. The precipitous decline in print advertising and subscription revenues has since forced many U.S. newspapers to cut back on newsroom expenditures by laying off editorial staff and journalists. In addition, some newspapers such as The Times-Picayune in New Orleans, Oneida Daily Dispatch in New York, and Washington Times-Herald in Washington even scaled back their print production by reducing the number of weekdays they delivered the print newspaper. Although these cost-cutting strategies were successful in freeing up some resources and helping these newspapers stay afloat, publishers were fully aware that those strategies were only a temporary measure applied to resolving a long-term problem (Edmonds, 2015). Some newspapers additionally experimented with a switch to digital-only operations to save on production and distribution costs. It is against this backdrop that news publishers began exploring alternative monetization strategies.



The rise of scarcity-driven monetization strategies

The inevitable shift from free to fee has prompted content platforms to adopt creative ways to monetize their online content. Readers are sensitive to such content monetization strategies. For instance, prior research has argued that instituting a paywall negatively influences the digital engagement of both light and heavy readers (Pattabhiramaiah et al., 2019). At the same time, paywalls can potentially drive readers to the print product, and therefore have a positive influence on print circulation (an aspect that has been termed the “spillover effect” of digital monetization). For several decades leading up to 2010, print newspapers made up the lion's share of publisher revenues (between 60 and 80%). However, in recent times, the balance has started to shift in favor of digital news. Recognizing the importance of preserving the print subscriber base, to the extent possible, most newspapers in the United States now bundle free access to digital newspapers with print subscriptions. While it is well-known that consumers rarely take full advantage of products especially when they are offered for free (Shampanier et al., 2007), bundling free access to digital news with print subscriptions has been shown to provide a tangible subscriber retention benefit for publishers (Pattabhiramaiah et al., 2022). In fact, print subscribers, who avail of such unlimited (free) access to digital news, end up delaying their subscription termination decisions, thereby contributing 7–12% higher revenues for newspapers.

Readers' preference for news is also shaped by the subscription bundles offered by the content platforms. Content bundles allow firms to cater to the heterogeneity in readers' preference for the channel used to consume news. Paid content that was once distributed exclusively via conventional media avenues such as print, radio, and television is now also available through contemporary digital formats such as websites, smartphone apps, and tablet apps. Moreover, these contemporary formats are much more versatile, making it much easier for news to be deployed using different versioning strategies to consumers. For example, digital paywalls have made it a straightforward proposition for newspapers to deliver digital news content through a “restricted-access” version (e.g., up to 20 free articles per month before charges) and an unrestricted version (full access to subscribers). There is increasing evidence that readers are willing to pay for the bundles that offer them the most flexibility with consuming content. For example, readers' willingness to pay has been shown to be significantly higher for multi-format bundles (i.e., bundles comprising some combination of print, online, smartphone, and tablet access) when compared to pure component bundles (Kanuri et al., 2017). Additionally, the likelihood of a reader becoming a paid subscriber has been shown to significantly increase when the menu features a pure or mixed bundle as opposed to just pure components (e.g., a menu comprising online-only, print-only, or smartphone-only access). These patterns underscore the fundamental downstream consequences of bundled pricing and their role in influencing the scarcity in consumers' news access: when consumers are forced to choose between a pure components bundle or forgo consumption, the downstream consequences of a sizable base on consumers opting into the latter category is stark. In this way, bundling may create adverse externalities for readers' access to news.

As the public's taste for bundled offerings drops, the market inevitably starts reexamining the optimality of bundling. As has been argued in prior research, readers' content consumption preferences are influenced by the availability of unbundled news content of different types. Unbundled content allows platforms to cater to differences in readers' taste for content in different sections of the newspaper: comics, local news, business news, etc. Readers differ in their willingness to pay higher prices for some types of news content than for others (Graybeal and Hayes, 2011). At the same time, readers may also be sensitive to visible drops in news quality triggered by the unbundling of news content strategy. For instance, using a game-theoretic model, Bisceglia (unpublished)2 demonstrates that an increase in reader preferences for a specific type of news (e.g., sports news) might motivate publishers to redirect their resources in favor of those popular sections and deliver richer content specifically in those sections. Nonetheless, recognizing that content development resources are finite, a perceived drop in the quality of news content in other sections of the newspaper could easily motivate readers to switch to competing content providers. These patterns may further contribute to a scarcity in consumers' access to news provided by newspapers.

Last, governmental policies can also (sometimes unintentionally) contribute to the scarcity of online content by restricting its access. For instance, Article 15 of the EU Digital Single Market directive required Google to drop links to European news sites because the directive found Google's use of news headlines to identify the linked story as an act of copyright infringement (Lemley, 2021). This policy has resulted in a sharp decline of as much as 50% in user visits to European newspaper websites because users were unaware of the stories reported by these newspapers.



Non-scarcity-driven monetization strategies

A continued shift in reader preferences and the accelerated rates of decline in subscription and advertising revenues have prompted media firms to think beyond the news product and identify newer ways to upsell to existing readers and acquire new readers.

One such alternative revenue source that has quickly emerged as a popular monetization strategy is niche events. Niche events are themed programs that are tailored to the preferences of a segment in the media firm's target market. Some examples of niche events include Vogue's Wedding Show, GQ magazine's Comedy Extravaganza, Conde Nast's Russia Digital Day, Atlantic Media's Aspen Ideas Festival, The New York's Vulture Festival, and New York Culinary Experience, and The New York Times' Conversation.

Niche events are attractive to media firms mainly because of their appeal to advertisers. Events open a whole new range of possibilities for advertisers for showcasing their products and services, which in some cases, offer better ROI than print and digital advertising within the news product. For instance, media firms are now selling advertising in pre-event promotions, pre-roll advertising on videos of the event, sponsorship of streaming video from the event, event signage, booths at the event, and 60-s pitches to the niche audience at events (Lutz, 2021).

Another reason why events have garnered popularity is their ability to monetize readers' exclusive access to popular personalities, and their ability to personalize entertainment and information to readers. For example, the infamous events referred to as the Salons, organized by the Washington Post offered lobbyists exclusive access to political personalities and the newspaper's executives for anywhere between 25,000 and $250,000 (Shafer, 2009). The Aspen Ideas Festival costs as much as $3,000 for a four-day pass3 Other niche events such as the New York Ideas conference drew 815 people at $149 each and Start-Up City: Miami enticed 700 people at $75 a ticket (Lutz, 2021).

Another attractive feature of events is their ability to generate indirect network effects for media firms. Events create a sense of community membership, potentially incentivizing readers to subscribe to the news service offered by the media firm (Scruggs, 2020). For example, during the COVID-19 pandemic, virtual events were the only type of gathering most readers were able to attend. Through the small-group discussions facilitated by features such as the virtual meeting rooms in Zoom, virtual events were able to cultivate a sense of belongingness among the readers, which subsequently incentivized readers to become paid subscribers at the newspaper (Scruggs, 2020). As such, many media companies including The Next Web, Bloomberg Media, and the Financial Times have reported a marked increase in paying subscribers following live events during the pandemic (McCarthy, 2020). Media companies hope that such an increase in subscribers could in turn drive up advertising revenues in the long term.



Realizing the impact of scarcity-driven monetization strategies

Academic research has long argued that firms can strategically employ a tool for boosting consumer willingness to pay: product scarcity (Cialdini and James, 2009). But how precisely can newspapers influence consumers' willingness to pay? To answer this all-important question, the first step involves understanding the different attributes that shape readers' utility function as it relates to news consumption, which in turn influences their willingness to pay for news.


Reader demographics

In our daily lives, demographics play a significant role in shaping the public's preferences for products, including their news consumption preferences. Journalism research has argued that age, income, education, and gender all directly influence consumers' willingness to pay for news (e.g., Chyi, 2005, 2012; Goyanes, 2014). In fact, younger consumers, who are typically more adept at using new media channels such as online and mobile apps, are believed to be more willing to pay for news in these formats (Chyi, 2005, 2012). Younger consumers are also more accustomed to paying for online products in general, increasing their affinity and willingness to pay for online news. In contrast, older individuals, who are used to the content formatting and tactile experience of print newspapers have a higher willingness to pay for offline (or print) news. George (2008) studied the effect of the internet (as a proxy for increased consumer propensity to access news content online) on print newspapers in the US market and found that increased internet penetration levels predominantly influence young, educated urban readers away from daily print newspapers. She also provides evidence for content reformulation strategies that newspapers likely adopt in response to the internet, with a greater emphasis on minorities, education, crime, and investigative reporting in order to differentiate from online newspaper content.

Unlike age, income has garnered mixed findings in the literature. On the one hand, researchers have hypothesized and found that income is a significant driver of willingness to pay for online content because of its logical relationship with an individual's ability to pay. In addition, higher-income consumers value their time more because of its opportunity cost (Stigler, 1961). Hence, to mitigate the opportunity cost of searching for online news, higher-income consumers are more likely to pay for news than lower-income consumers. Yet, other studies have found a negative relationship between income and willingness to pay for online news (e.g., Chyi and Yang, 2009; Goyanes, 2014). One plausible reason for this counterintuitive finding is that higher-income individuals view online news as inferior goods (Punj, 2013). The perception that online news is less differentiated could lead higher-income individuals to view online news as an inferior good, in turn reducing their propensity to pay for online news. Regardless, an individual's income also appears to significantly influence their news consumption preferences.

Furthermore, a newspaper reader's education level also tends to drive their news consumption preferences. Individuals that have attained higher levels of education have a greater need for “smart” content because those individuals are more likely to have the expertise and fluency to derive greater benefit/information value from such content (Punj, 2013). Moreover, the level of education is directly correlated with the need for new knowledge and information. Therefore, the level of education could also directly influence an individual's propensity to consume and pay for news.

Lastly, prior research has reported mixed findings with respect to the influence of gender on willingness to pay for news. For instance, because women are more likely to emphasize the social aspect of information (Slyke et al., 2002), some researchers have predicted women to have a higher willingness to pay (e.g., Punj, 2013, 2015). However, other studies have found no relationship between gender and an individual's willingness to pay (Chyi, 2005, 2012; Goyanes, 2014).

Notably, the focus of all these studies is on examining the role of demographics in influencing consumers' willingness to pay for news. In light of these findings, while it is intuitive that demographic differences might reveal some asymmetries in the response of newspaper readers (of different age, gender, and education profiles) to scarcity-driven monetization strategies, providing formal evidence to support the existence of such patterns is still a promising topic for future inquiry.



Access to news

Another key determinant of consumers' willingness to pay for news media is the availability of alternative news sources. Regardless of the credibility of a news publisher, individuals tend to have a lower preference for consuming news from that publisher if they are able to access the same news story free of charge from another outlet. In other words, media accessibility can affect the gratification that individuals derive from news consumption and therefore, affects their propensity to pay for news (Van der Wurff, 2011). The proliferation of free sources of news has created an illusion among readers that news is a commodity. Several surveys reveal that readers think it is unfair for service providers to charge money for online news because they derive revenue from advertisements (Chyi, 2005). Although online advertising is often less lucrative to publishers than customers perceive it to be, the customer mentality of expecting all services and information to be available to everyone at zero cost (“free mentality”) seems at least partially responsible for driving a lack of consumer willingness to pay for news (Chyi, 2005; Pauwels and Weiss, 2008; Kanuri et al., 2017).

Psychologists note that the free mentality can have ripple effects. As users' default expectation is for online content to be available at no cost, users who attach a high value only on content available for “free” tend to undervalue the tradeoff between the cost of news and its associated quality (Niemand et al., 2019). These irrational consumer expectations suggest a suboptimal pricing equilibrium for news publishers wherein news should only be offered for free to readers. Some studies have argued that newspapers can overcome such problems by offering exclusive content. Exclusivity can induce a feeling of scarcity that could potentially drive up the demand for news (Mensing, 2007). In fact, some practitioners attribute the success of news publishers such as The Wall Street Journal and the Financial Times to the quality and exclusivity of their content offering (Sjøvaag, 2016).

Individuals derive utility from being able to access the type of information they seek through the device of their choosing. For instance, it is natural to expect that consumers are less interested in paying for content aired at a time when they are unavailable to consume it (e.g., midnight). The same logic holds true for news content. In fact, content posted on a newspaper's dedicated social media page was shown to receive different levels of engagement based on the time of day when the stories were posted (Kanuri et al., 2018). For example, sports stories posted on social media (e.g., articles pertaining to a local NFL team) appeared to receive the lowest engagement in the morning because individuals are more likely to be interested in consuming local and national news stories in the mornings. Thus, scarcity-driven monetization strategies that make news available to readers when they are less interested in accessing it could also negatively affect their willingness to pay for news.



Correlated behaviors

Individuals do not exhibit siloed preferences. Their day-to-day behaviors and possessions tend to have a spillover effect on their different tasks/activities. Accordingly, within the context of news consumption, the devices individuals own and their other content consumption preferences could dictate their propensity to consume news. For example, multi-device ownership has been shown to be related to an increased likelihood of paying for news among consumers (Chyi and Chadha, 2012). A recent PEW study indicates that more people in the United States now own mobile devices such as smartphones, e-book readers, and tablets, compared to before4. With so many gadgets permeating the market and offering a myriad of platforms and options for people to access media, news businesses have begun targeting this fragmented market by offering news in multiple formats. This cross-media strategy (also referred to in the industry as a “360-degree strategy”) has allowed individuals who own multiple devices to subscribe to news bundles that allow them access through these different devices.

Similarly, an individual's general media consumption behaviors and certain purchase behaviors are known to be positively related to their news consumption tendencies. Consumers who consume news on television are more likely to also consume news from print and online media (Leung and Wei, 1999; Dutta-Bergman, 2004). Similarly, an individual's news consumption behavior is positively associated with their eBook readership, Twitter usage, videos/TV content, software ownership, and app purchases (Goyanes, 2014). Selective exposure theory can explain these behaviors. This theory posits that individuals orient themselves to specific stimuli in their environment because of their enduring interest in those subject areas (Petty and Cacioppo, 1986). For instance, an individual who is interested in sports news might read the sports section of the newspaper in the morning, then tune into a sports radio channel on his way to work and read an opinion piece on a recent game on a newspaper's website thereafter. Therefore, positive correlations in preferences for information access via different media could also drive an individual's overall news consumption preferences.

On the other hand, some studies have questioned the role of such positive correlations in media preferences in driving news consumption preferences. This contrarian viewpoint argues that individuals have a fixed amount of discretionary time that can be allocated across different media, on any given day. Any excess time allocated to one media platform (say e.g., social media) is expected to come at the expense of content consumption on other channels. For example, Jang and Park (2016) observe substitution patterns among paper, television, and computer use. Regardless of whether content consumption preferences across media serve as a complementary or substitutive to news consumption on newspapers, consumers' propensity to pay for news appears to be directly affected by their preferences for content available on other non-newspaper media. Therefore, it is critical for newspapers to account for cross-platform synergies while designing scarcity-driven monetization strategies.



Content differentiation

One key aspect of news that can be expected to affect an individual's propensity to pay for access to news on news websites is the differentiation of news content available from other sources. Readers arguably value differentiated content due to its ability to offer original ideas and/or exclusive information. A clearly articulated differentiation statement allows the firms to create brand loyalty among their customers (Chaudhuri and Holbrook, 2001; Sreenivasan et al., 2016). Therefore, a unique differentiation proposition effectively insulates publishers from their competitors. For instance, uniqueness may build a sizable entry barrier for other competitors to overcome (Porter, 1980) and offers publishers a sustained source of competitive advantage over other publishers–e.g., in the form of higher market shares (Stahl and Maass, 2004).

Content differentiation could also help newspapers battle the perception that news is a commodity (Picard, 2009). The proliferation of the internet has indeed exacerbated perceptions of news being a commodity among the readers–especially because accessing news in digital environments usually entails very low switching costs. In fact, product performance and success are adversely impacted when consumers actively switch between competitor websites (a practice referred to as “multihoming” in the academic literature; Cennamo et al., 2018). On the other hand, effective brand differentiation can materially boost consumer willingness to pay (Srinivasan et al., 2005). Hence, content differentiation could help newspapers better justify scarcity-based monetization strategies to their readers.



Content personalization

The ability of content creators to cater to individual needs and tastes can also influence readers' preferences for paid content (Lin et al., 2014). Content creators recognize this need and frequently deploy recommendation systems on their websites. Recommendation systems adapt the content, delivery, and arrangement of content on the website to individual users' explicitly registered and/or implicitly stated preferences (Thurman and Schifferes, 2012). These systems directly address the choice overload problem that readers face on news websites. News websites typically contain a large amount of information. However, the majority of readers have finite, and often quite narrow content needs. With the increasing availability of rich clickstream data on readers' consumption of news on websites, recommendation systems on news sites are getting rapidly adept at recognizing these narrow needs–at the customer segment level, or even at an individual reader level. Computational advances such as collaborative filtering and content-based filtering have enabled news recommendation algorithms to exploit both the similarities and uniqueness in the behaviors of users of different activity profiles to offer personalized content recommendations in real-time. While such content targeting algorithms differ in their approach (collaborative filtering looks at the similarity between users and between items, and content-based filtering uses text analysis for matching users with the types of stories they have engaged with in the past), they promise a sustained source of engagement benefit for news publishers.

Personalized recommendations can significantly reduce readers' search costs by helping readers identify articles they are most likely to enjoy reading, thereby boosting the reader's valuation of the content provider. Lots of studies have noted the synergistic relationship between personalization and usage. The rationale is that personalization promotes autonomy (i.e., readers' voluntary inclinations for engaging in an activity), increases persistence, and fosters an emotional bond that individuals seek in everything they do (Oulasvirta and Blom, 2008; Thurman and Schifferes, 2012). Relatedly, Google reported that content personalization based on collaborative-filtering algorithms resulted in a 38% increase in clicks on stories (Das et al., 2007, p. 279). Thus, personalization aids can help readers better appreciate a news provider's source of content differentiation.



Price sensitivity and sensitivity to other supply-side instruments

Price plays an especially crucial role in driving consumers' content consumption preferences. For many years, content creators primarily charged readers only for content published in their print product and gave away their online content for free. As noted before, shifts in the media landscape saw readers shift their attention away from newspapers toward modern media sources, prompting the inevitable outbound migration of advertisers. The resulting decline in print subscription rates and advertising revenues has prompted firms to carefully reprioritize and role of online as a chief source of revenues. Nonetheless, charging for online content is difficult owing to a long-held belief among consumers that digital content should be free (Lambrecht and Misra, 2017). The decline in readers' preferences for reading newspapers has been accompanied by an increased sensitivity to price changes. Additionally, charging for online news is challenging because general-interest news stories in an online setting are seen as having close substitutes, often also available for free (Picard, 2016). These patterns promote the widely held view that charging for online news will result in a significant decline in readership (Chyi, 2005; Chiou and Tucker, 2013).

Readers are also known to be sensitive to both acquisition and retention-focused price promotions offered by content creators. As two-sided platforms, newspaper firms rely on two interlinked sources of revenue–reader subscriptions and advertising. In the heyday of newspapers, it was optimal to subsidize readers' access to news with a view of attracting higher advertising revenues (that were expected to offset the lower subscription revenues resulting from price promotions). However, offering price promotions to readers can have unintended consequences in the long run for content platforms (Kanuri and Andrews, 2019). Specifically, when content platforms offer price promotions, they run the risk of lowering their readers' internal reference prices. Reference prices denote the price that users see as “fair” for the given product/service (Kalyanaram and Winer, 1995; Xia et al., 2004). Prices higher than the reference price risk putting readers in a frame of mind wherein they start questioning why they should pay a price higher than what they see as “equitable” (Kahneman and Tversky, 2013). Such situations can negatively influence purchase decisions by discouraging readers from renewing their subscriptions. Readers may become sensitive not only to prices but to the availability of price promotions. For example, frequent price promotions can lower consumers' reference prices (Alba et al., 1999) and inadvertently train them to avoid purchasing the item when it is not on promotion. Taken together, it is natural to expect that readers' reactions to firms' scarcity-based monetization strategies is a function of their price (and price promotion) expectations.



Political slant

Readers exhibit a strong preference for consuming news that conforms with their ideologies and beliefs (Gentzkow and Shapiro, 2010). This preference appears to be driven by their fundamental need for avoiding cognitive dissonance or negative feelings prompted by being confronted with information that questions any pre-existing beliefs (Festinger, 1957). Accordingly, readers tend to naturally gravitate toward news sources that align with their ideologies (Garrett, 2009; Kitchens et al., 2020). The selective exposure theory also purports that people are more likely to consume opinion-reinforcing news as opposed to opinion-challenging news (Frey, 1986). Consistent with this view, readers tend to favor content platforms that adopt algorithmic filtering of content that ensures a greater likelihood of encountering content that aligns with a priori beliefs presumably because the rest is filtered out algorithmically (Van Alstyne and Brynjolfsson, 2005; Levy, 2021).

However, personalization based on readers' political preferences can have various adverse consequences for both the readers and society. For example, readers of political blogs can become more ideologically segregated and more ideologically extreme than non-readers (Lawrence et al., 2010). Such polarization in reader preferences may lead to social fragmentation and intellectual isolation, both of which are counterproductive to society (Sunstein, 2002; Pariser, 2011). Furthermore, intellectual isolation can also create epistemic bubbles wherein personal viewpoints remain unchallenged and untested (Pariser, 2011). Ideological segregation can also result in confirmation bias, wherein people continue visiting only those media outlets that host information congruent with a pre-existing belief or notion; each incremental encounter with such information only solidifies the reader's desire to discount divergent viewpoints, resulting in an echo chamber. Such behaviors can result in extreme polarization of society and help propagate the spread of misinformation and fake news (Chaffee and Metzger, 2001; Bennett and Iyengar, 2008; Del Vicario et al., 2016; Allcott and Gentzkow, 2017).

Recognizing the dire nature of these consequences, what if anything, can news publishers do in the way of helping alleviate their incidence? On the one hand, it seems promising that ideological polarization can be mitigated through random variation in the exposure to ideological content: randomly exposing individuals to counter-attitudinal news decreased consumers' negative attitudes toward an opposing political party (Levy, 2021). On the other hand, such mitigation measures may seem too optimistic (Kitchens et al., 2020). Specifically, one downside of exposing people to divergent viewpoints may be that it can catalyze a polarizing backlash that further hardens any pre-existing ideological positions (Bail et al., 2018). Furthermore, while readers spend more time on media outlets that host information that conforms with their political leanings, they appear to also engage in considerable cross-partisan media exposure anyway (Cardenal et al., 2019). This suggests that the public's mere exposure to ideologically dissimilar content may not effectively mitigate polarization. Regardless, there is unequivocal evidence suggesting that readers derive tangible psychological benefits from the political slant adopted by content platforms (Chiang and Knight, 2011), implying that the degree of political slant may have implications for the success of scarcity-based monetization strategies employed by newspapers.



Channel of news delivery

Usage situations also play a critical role in readers' news consumption preferences because they dictate readers' perceptions of products as substitutes or complements. The substitution-in-use (SIU) theory postulates that intended usage determines whether individuals treat products as substitutes or complements. It assumes that products are a means of achieving usage-related goals. When two products are appropriate for the same usage situation, they are perceived as providing similar benefits and are therefore considered substitutable (Ratneshwar and Shocker, 1991). When the products have distinctive uses, however, they are viewed as more dissimilar and are less likely to be viewed as substitutes.

It is plausible for consumers to view online and print channels as substitutes or complements. However, within the news context, most studies support the narrative that readers view their experience with print and digital newspapers as complementary. For instance, Chyi (2005) and Goyanes (2014) note that subscription to print news increases consumers' willingness to pay for online news because the online channels allow the print readers to access news through the online channel when the print paper is not available (e.g., while the readers are traveling or the reader is in another location such as an office). Similarly, Gentzkow (2007) argues that newspaper readers view print and online news channels as complements mostly because online news offers substantial incremental welfare benefits to readers, such as the access to news in real time/more updated news. Taken together, the relationship between print and digital news as visualized by readers can impact scarcity-based monetization for newspapers.



The role of advertising

Accounting for network effects is critical to evaluating the success and failure of firms that derive revenues from multiple sources (Rysman, 2009). Network effects, or indirect network externalities, refer to a setting wherein the participation of at least one type of agent (e.g., newspaper advertisers) depends on other types of agents (e.g., newspaper readers). If a newspaper is popular among readers, this generates a type of positive feedback that increases advertisers' desire to advertise with that newspaper because they can reach a more sizable base of newspaper readers (Gabszewicz et al., 2005; Rochet and Tirole, 2006). The agent who values the presence of the other type of agent usually is charged the premium price. The premise behind this monetization applies in many other settings: men pay a stiffer cover charge than women to access night clubs, merchants pay higher fees to the American Express platform than consumers etc. In the case of newspapers, advertisers traditionally paid premium advertising rates, which helped keep subscription prices low enough to attract more readers. Similarly, Kaiser and Wright (2006) find evidence for asymmetric rent extraction from advertisers (in the German magazine industry) which provides consumers a subsidy in the cover price of the magazine–this is mainly because advertisers value access to consumers higher than consumers value advertising in magazines. However, the feedback/network effect between the different types of agents need not always be reinforcing/positive. Furthermore, its strength may also change over time. In settings where readers are increasingly averse to advertising (e.g., on live television), the price elasticity of advertising elasticity can increase (Wilbur, 2008).

Shifts in the advertising landscape over the last decade have taken a severe toll on newspaper revenues. While advertising contributed 87% of the revenue contribution per reader in 2006, its share dropped to 69% in 2011, to under 50% for the first time in 2020 (PEW Research center analysis)5. The increasing attractiveness of competing advertising options such as Craigslist, Google, and Facebook contributed the lion's share of print newspapers' revenue drop. Prior research has shown a direct association between craigslist's entry and average decreases of 5.7% in circulation shares and 3.5% in ad display rates due primarily to decreased prices (as high as 18.5%) for newspaper classified ads that imply increases of up to 3.6% in newspaper subscription prices (Seamans and Zhu, 2014). Building on this idea, other studies have shown that the stiff competition faced by newspapers for advertising dollars drove over 90% of the subscription price increases faced by consumers (Pattabhiramaiah et al., 2018).

Nonetheless, a part of the decline in print newspaper advertising over the last decade is also likely driven by the rising dominance of the newspaper's own online advertising format (Sridhar and Sriram, 2015). Academic research has actively sought to examine the relationship between online and offline advertising environments. Goldfarb and Tucker (2011a) use data on advertising bans in the alcohol advertising industry to study their effects on the effectiveness of online advertising in the regions affected by these bans. As the authors find a significant increase of 6% in online advertising effectiveness (operationalized as an increase in consumer self-report product purchase intent/product favorableness measures in states where out-of-home advertising of alcohol was banned) compared with 2% in states that did not have bans, they conclude that online advertising has higher effectiveness in these states. Focusing on supply-side reactions, other studies have documented increases in prices of (online) search ads when offline ads are banned (Goldfarb and Tucker, 2011b). This empirical setting is unique because it allows for a clean quantification of increases to advertising prices at search engines (cost per click paid) for search terms used by lawyers when they are unable to contact their clients by mail. Different studies have tried to further this inquiry. Building on Bergemann and Bonatti (2011)'s theoretical framework, Gentzkow (2014) documents that the price of consumer attention is higher online than it is offline. His calculations show that, in 2012, newspaper publishers earned approximately $1.57 per hour of reader attention in the print channel, substantially smaller than its digital counterpart of $4.24 per hour. This gap is likely to have only worsened since.

In light of these patterns, media publishers have been aggressively seeking new avenues for boosting online advertising revenues. Newspapers, specifically, are increasingly hosting sponsored content (SC), a type of native advertising that resembles editorial information but possesses predominantly commercial intent, on their websites. Such sponsored content is known to achieve higher click-through rates than say (cluttered) banner ads. The new form of advertising appears increasingly attractive to advertisers looking for “low touch” and less intrusive messaging options. Additionally, sponsored content is routinely co-created by advertisers' and the publisher's specialized journalistic groups, which affords publishers better control over the content. Nonetheless, hosting sponsored content is risky for publishers. First, because the headlines of sponsored stories closely resemble those of editorial news, consumers may be easily misled into clicking on the former expecting to consume the latter. Recognizing the importance of preventing such deception, the Federal Trade Commission mandates that publishers disclose the identity of native advertising with a noticeable label (e.g., “sponsored” or “ads”). Nonetheless, it is not clear that such labels suffice for helping preserve the consumers' readership experience. Chae and Pattabhiramaiah (2022) study the economics for publishers from hosting sponsored stories alongside editorial news. They show that readers exposed to sponsored content become less engaged with the news website over time. This appears to be driven by readers feeling deceived by the headlines of commercially oriented (sponsored) stories when they resemble those of editorial news articles. However, the harm appears to be somewhat short-lived: readers exposed to sponsored content do not seem more likely to drop their newspaper subscriptions. This implies that publishers can be less concerned about the longer-term opportunity costs of hosting sponsored content (i.e., subscription revenues.) In this way, appropriately priced sponsored content could help achieve net positive economics for news publishers looking to boost revenues.

It is increasingly critical to understand the role that advertising plays in the news production process. Beattie et al. (2021) document the role of advertising incentives in driving media bias in the publishing industry. The authors show that newspapers are less likely to cover (potentially damaging) information pertaining to safety recalls from brands that regularly advertise with them. It is no surprise that editors actively monitor click performance in deciding what types of news to provision on their websites (Sen and Yildirim, unpublished).6 With the increasing availability of bigger and better quality data, newspapers are increasingly resorting to algorithms for the news curation task. Claussen et al. (2021) note that algorithmic recommendations may also present some downsides in contexts where there are large gaps in the information available for news curation. They suggest that human editors aided by algorithms are invariably better able to preserve consumer engagement than algorithms, or news editors working alone. Taken together, this body of research paints a mostly optimistic picture for newspapers looking for creative solutions for improving both subscription and advertising revenues.

Over and beyond the newspaper's content provisioning problem, understanding how different types of readers (e.g., those arriving directly to the news website vs. referred by a search engine or social media website) may engage with news is also important. Traffic referred from external websites to newspapers is estimated to be roughly a little more than half as valuable as direct traffic, in revenue terms (Deloitte, 2019). The majority of news publishers in the United States currently adopt what has been termed a “soft paywall” strategy, allowing users arriving to the website from social media and google search to continue consuming news even after they may have encountered a paywall stop page. By restricting access to all externally sourced traffic, news publishers risk both lower advertising revenues (those who encounter paywalls and likely stop reading news contribute no further ad revenues) and news becoming an even scarcer commodity. This highlights the tradeoff between reach vs. (economic) reward linked to newspapers' intentions for posting news stories on social media, or permitting externally referred traffic to access paywalled content, thereby impacting the scarcity of news to society.



Payment strategies

Finally, the choice of the payment mode that news publishers may make available to readers is likely to also impact their news consumption preferences. Growing privacy and data breach concerns have left readers somewhat hesitant to share credit card information online for accessing online services. Moreover, some reader segments (e.g., older readers and readers in developing countries) are yet to fully embrace the convenience that online payment systems offer (Zhang and Nguyen, 2004). Therefore, some reader segments (e.g., older consumers) may strongly prefer that content platforms continue offering traditional payment modes, no matter how archaic they might seem (e.g., mailing a check, issuing money orders, etc.). On the other hand, the rising adoption of cryptocurrency and rapid money transfer applications, such as CASH and VENMO apps, for online payments is forcing content platforms to consider adopting contemporary payment modes for content access. Due to the ease with which they adopt and embrace new technologies, younger consumers may be more sensitive to the availability of these payment options than older consumers may be. Nevertheless, the modes of payment can also potentially influence readers' utility for consuming online news. Therefore, newspapers' payment format choices also likely impact the success of their scarcity-driven monetization strategies.




The future of scarcity-driven content monetization strategies

There is little doubt that newspapers in the United States are facing the greatest threat in their history. Their subscription and advertising numbers are growing grimmer with each new report. While the aging print reader base and migration of print readers to online news sources is part of the problem, the reallocation of print advertising budgets to modern digital avenues poses an arguably bigger threat to the survival of legacy (advertising-reliant) media firms.

While these trends augur poorly for the survival of newspapers, there appears to be a silver lining. The precipitous decline in print revenues has forced the majority of the U.S. newspapers to adopt a digital-first mindset in all of their ongoing initiatives and be more deliberate in transitioning print customers to their own digital channels, before they leave en masse to other competing free sources of information available online. Additionally, the proliferation of internet use and the accelerated adoption of digital technologies have increased consumers' familiarity with online monetization strategies. Moreover, the success of OTT (over-the-top) digital video streaming services supports the view that consumers are now realizing that unique and well-differentiated digital content costs money.

All of these trends bode well for the adoption of scarcity-based news monetization strategies. While these strategies rely on restricting readers' access to content (prior to their subscription), there is growing evidence that scarcity-based monetization strategies can result in tangible boosts in revenue. For example, The Information, one of the largest newsrooms in the technology sector, has attracted more than 20,000 subscribers who are willing to pay $399 a year for accessing its paywalled content. The New York Times (NYT), LA Times, and Washington Post (among other well-known news organizations) have all reported success with the paywalls (Pattabhiramaiah et al., 2019). Similarly, Substack, a popular content hosting platform, has succeeded in amassing over 25 million readers, of whom over a million are paid subscribers. It is impressive that the majority of content contributors who have managed to gain subscribers, including substack, have done so by appealing to their readers' appetite for differentiated content offering. All of these examples offer evidence that at least some reader segments have warmed up to the idea of paying for constrained news access (Kanuri et al., 2017).

These trends lead us to predict that the future of scarcity-driven monetization strategies for newspapers appears bright! The sustained economic viability of a monetization strategy for any firm revolves around a clear differentiation statement that resonates with its chosen customer segment(s). Local daily newspapers play an indispensable role in U.S. democracy by providing unique in-depth coverage of local policy issues (Ewens et al., 2022). In fact, local newspapers are especially well-positioned to carefully leverage their robust newsgathering infrastructure for delivering quality journalism, which can add sizable benefits to society that cannot be readily provided by other avenues (Turkel et al., 2021). Scarcity-based monetization strategies have a similar appeal. By leveraging the sound economic principles of second and third degree price discrimination, firms can now better differentiate “free” content from “premium” content–as a basis for “metering” readers' access to news as a function of their consumption. There is clear evidence that such a content differentiation strategy is appealing to ardent readers of news, even though this group may be small and niche. For instance, numerous academic studies report a higher propensity to pay for online content among readers that engage more with content. To the extent that readers continue subscribing to online news, and advertisers discover the upside of accessing an (arguably) higher willingness to pay and better engaged reader base, such price discrimination can supplement both subscription and advertising revenues. Furthermore, the adoption of scarcity-driven monetization strategies on their digital platforms can help newspapers improve their finances by lowering the cost of production and distribution of news.

On the other hand, non-scarcity based monetization strategies such as niche events and targeted fundraising appeals appear, so far, to offer limited appeal for making up for the stiff print subscription and advertising revenue losses experienced by newspapers. While the potential of such fundraising avenues seems promising for engaging and upselling current audiences, its ability to attract new subscribers is limited. Based on anecdotal reports, the economic viability of these events is a far cry in relation to the other revenue streams associated with the news product: news publishers worldwide rank advertising and subscription revenues as about twice or thrice as valuable as those from events and donations (eMarketer, 2019)7. Additionally, practitioners also question the revenue-generation potential of donation pleas targeted at readers who do not pay for news, raising further questions about the overall viability of non-scarcity based monetization strategies8. All of these trends seem to indicate that while newspapers may continue to adopt non-scarcity based news monetization strategies in the future to supplement their existing revenues, it is unlikely they can ever rely on them exclusively.

In fact, the Salt Lake Tribune even made an uncharacteristic switch to non-profit status to allow it to ward off hedge fund ownership that is becoming increasingly common in the market for news publishing. While some indicators suggest that such changes have allowed the Tribune to somewhat improve its immediate term financial stability, this is more an isolated example than a broader industry trend (Scire, 2021). Moreover, it is similarly unclear whether newspapers designed as non-profit will have better success with non-scarcity based fundraising appeals as a viable source of revenues.

In conclusion, while it may be challenging to expect that scarcity-based content monetization strategies will be viable enough to restore news publishers' finances to levels experienced during their glory days, recent trends in many newspapers' success with paywalls present an optimistic outlook for the sustainability of scarcity-based content monetization strategies for the industry. Producing quality content entails continued investment of both time and effort, and as a result, costs money. With the prevailing rapid spread of misinformation, society is increasingly likely to value rigorously vetted high quality journalism. At the same time, the flip side of scarcity-based content monetization strategies is it risks further dividing the society, based on differences in the ideological outlook of a small base of paying newspaper subscribers with access to trenchant news reporting, and the rest of society that risks exclusion from quality journalism on account of scarcity-based monetization. An optimal way forward for news publishers would involve balancing both their social welfare obligations and pecuniary objectives. There is little doubt that the world is a better place with quality journalism. Scarcity-based content monetization strategies seem both an inevitable and viable way forward for news publishers. With access to richer data on consumer demographics, political inclinations, beliefs and behaviors, publishers seem well-poised to incorporate further refinements in their paywall structures to alleviate the adverse consequences associated with the exclusion of “the masses” or of specific segments of society, from access to news. Our hope is that with scarcity-based monetization strategies, news organizations are not only able to remain profitable but also feel better inclined to fulfill their social obligations as stewards of a democratic society.
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Property law in the twentieth century moved from the law of things to the law of rights in things. This was a process of fragmentation: Under Hohfeldian property, we conceive of property as a bundle of sticks, and those sticks can be moved to different holders; the right to possess can be separated from the record ownership right, for example. The downside of Hohfeld's model is that physical objects—things—become informationally complicated. Thing-ness constrains the extravagances of Hohfeldian property: although we can split off the right to possess from the right to exclude, use, destroy, copy, manage, repair, and so on, there is a gravitational pull to tie these sticks back into a useful bundle centered on the asset, the thing. Correspondingly, there has been an “informational turn” to property law, looking at the ways in which property law serves to limit property forms to reduce search costs, and to identify and celebrate the informational characteristics of thing-ness. The question of thing-ness came to a head in the context of digital and smart assets with the formation of non-fungible tokens. NFTs were attempts to generate and sell “things,” a conceptually coherent something that can contain a loose bundle of rights. The project was an attempt to re-create thing-ness by an amalgam of cryptography, game theory, and intellectual property. This essay discusses thing-ness in the context of digital assets, how simulated thing-ness differs from physical thing-ness, and the problems that arise from attempts to reify digital assets.
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Introduction

Property law in the twentieth century moved from the law of things to the law of rights in things. This was a process of fragmentation: Under Hohfeldian property, we conceive of property as a bundle of sticks, and those sticks can be moved to different holders; the right to possess can be separated from the record ownership right, for example. The downside of Hohfeld's model is that physical objects–things–become informationally complicated. A simple farm can have complex arrangements of owners, easements, and servitudes. Things no longer contain and constrain complexity within themselves.

Thing-ness constrains the extravagances of Hohfeldian property: although we can split off the right to possess from the right to exclude, use, destroy, copy, manage, repair, and so on, there is a gravitational pull to tie these sticks back into a useful bundle centered on the asset, the thing. Conceptions of thing-ness helps with this process by conveying information quickly and easily (the person wearing the watch is probably its owner), by providing smooth and modular interfaces that contain complexity (think about the complexity of a car engine constrained within the thing-ness of the car, or of the complexities of circuits contained within a laptop, or the like), and reduce the number of property forms so that people searching for property do not incur large search costs due to uncertainty about what they will buy. Correspondingly, Henry Smith, Tom Merrill, Christina Mulligan, I myself, and others have taken what I term an “informational turn” to property law, looking at the ways in which property law serves to limit property forms to reduce search costs, and to identify and celebrate the informational characteristics of thing-ness.

The question of thing-ness came to a head in the context of digital and smart assets with the formation of Non-fungible tokens. NFTs were attempts to generate and sell “things,” a conceptually coherent something that can contain a loose bundle of rights. The project was an attempt to re-create thing-ness by an amalgam of cryptography, game theory, and intellectual property. An NFT is a loosely bundled mixture of a cryptographic token often hyperlinked (or otherwise loosely associated) with a piece of intellectual property–a jpeg, for example. The social description of an NFT as a thing gives the NFT, the amalgam, a conceptual box that bounds what is bought and sold. The resulting loose associations have had enormous success as rivalrous, scarce, valuable digital “things” in communities of collectors who are enamored of the uniqueness component offered by the digital ledger, and the sense of scarcity it imparts to what are otherwise standard easily copyable computer files. They have also suffered enormous setbacks because of the same issues. NFTs are mulcted as being “nothing,” and thus worth nothing, when the thing-ness process fails.

The question is how “solid” the thing-ness of NFTs or other intangible personal property rights can be, how successful their socio-technological thingification has been. They are certainly solid enough to cause buyers to pay $69 million for a jpeg associated with a cryptographic token, or hundreds of thousands of dollars for a short clip associated with a slot on a decentralized ledger. But for these assets to hold value (and in the current meltdown we must ask whether they will succeed) we must be able to look at what they are–their thing-ness–and determine whether the conceptual container of a digital thing is strong enough to hold the legal rights.

Hohfeldian property was a process of adding informational characteristics to real and personal property. The development of NFTs involves adding technologically created physical characteristics to informational objects. Thing-ness is needed as a constraint to complexity, as a force for defragmentation, and as a mold for modularity to help counterbalance the nature of digital objects and their tendency to fragment and dissipate, just as Hohfeldian legal rights were needed to add flexibility and free up value in real and personal property. This essay discusses thing-ness in the context of digital assets, how simulated thing-ness differs from physical thing-ness, and the informational problems that arise from attempts to reify digital assets. It thus attempts to do two things at once: to discuss what information-based property theory can say about the attempt to create digital things, and what the strong and clear example of NFTs can do to forward and develop property theory.



The history of property online

Technological shifts spur legal shifts. As internet technologies developed, legal norms shifted rapidly. Some areas managed the shift to digital technology relatively seamlessly. Contract shifted to electronic contract with a minimum of fuss.1 To be sure, the shift in affordances worked deep changes that have changed the face of contract law forever. Electronic contracts eventually changed the nature of contracting from dickered mutual agreement to the EULA.2 But at no point did the new technology prevent contracts from forming even if the contract took a different form and protected different interests.

Not so with property. Unlike contracting online, which was able to survive for the most part, parties have, until now, not been able to create robust electronic personal property interests. The dominant paradigm for property online became intellectual property.3 The fit was not quite right. Intellectual property did indeed deal with intangibles, but regular rights in property—easements, possibilities of reverter, a renter's right to present possession of a rental car, and so on—are quite intangible too. The shift online knocked out almost all rights in personal property, and replaced them with intellectual property licenses.4 We do not own our fully paid-for eBooks, movies, games, and so on, we merely license them.5

Property law organizes peoples' rights with respect to scarce resources. It is the word scarce that interests us here. Consider a book. There are personal property interests in the physical copy, and intellectual property interests in the copyrightable writing. The book can be kept scarce by limiting the number of physical objects made. Intellectual property interests limit the ability of free riders to simply make infinite copies of the book. This changed online—the limitation of the physical form gone, anyone could make infinite copies of a work at near zero cost. The assumption of law was that the physical form of the copy was gone, and all that remained was the copyright.6 The law sought to recreate scarcity by imposing sanctions on anyone who made a copy.7 The approach had the unfortunate side effect of eradicating traditional personal property interests. That personal property interests are present online is clear, but only when intellectual property rights do not muddy the question. Thus, for example, a domain name is considered personal property.8 As Kremen v. Cohen noted, property extends to anything susceptible to unique possession.9 Yet until relatively recently, intellectual property interests and ubiquitous End User License Agreements obscured nearly all cases of digital personal property.10

These twin problems of IP overreach and lack of true digital scarcity so plagued online personal property interests that they did not make a robust transition to online environments. The result is now over two decades of studies showing that digital items and online assets are worth billions of dollars, yet all of these markets are at best gray because law has failed to offer a coherent framework for digital ownership.11


Digital scarcity and value

The mismatch between consumer expectations for ownership of digital property and what has been made available in the form of EULA-enabled use of digital property is the result of decisions—both legal and technological—made during the early days of the internet. The early fears of digital property are encapsulated in the Napster story.12 Napster enabled individual users to share music files at near-zero cost and skirt IP protections.13 The response was to bolster protections for copyrighted material, but this is only as effective as the capability of its enforcement. It's too difficult to enforce the protections against every person with a computer.

The answer was technologically enforced digital scarcity. Developers placed a series of locks on users' personal devices that are collectively referred to as Digital Rights Management or DRM.14 DRM programs can prevent you from downloading a DVD to your computer or converting a YouTube song into an MP3. As anyone who has ever thought about downloading a YouTube video knows, those protections can often be defeated with a simple Google search. Whenever a new DRM control is created, people with technological expertise set out trying to defeat it.15 Rather than engaging in a DRM arms race, those trying to protect copyrighted material lobbied Congress to make it illegal to break the DRM locks on devices and to help others break those locks.16 Now, rather than chasing down every person who has ever converted a YouTube video to an MP3, companies only need to go after the people making YouTube to MP3 conversion programs. The average person does not have the technological know-how to break a DRM lock on their own, so by preventing people from creating the means of breaking DRM locks, copyright protectors thought (incorrectly as it turned out) that they had found the key they needed to artificially create digital scarcity and protect value online. The first problem was that DRM proved simply too easy to skirt. The second was that this means of creating digital scarcity could only be accessed by a small group of people—large corporations with thousands of copyrights and billions of dollars to create DRM controls over their products as they circulate on the internet. A means of protecting scarcity (and thus value) that is only available to one group of people means that the value created by those items is only available to one group of people as well.

The centralized license server DRM model succeeded only in imposing constraints on consumers and owners, not pirates. Online assets are therefore in the first stages of migrating from the failed traditional centralized command-and-control model to a decentralized model of individual ownership. The technological change that undergirds this shift is the development of blockchain technology, a form of decentralized database that merges encryption and game theory to create lists of ownership that do not rely on any central entity to maintain the list, and are robust against efforts to falsify the lists.17 The social shift is one in which large numbers of people have created a social context for value in digital property.



Value is social

The value of a thing of course does not reside in that thing itself, but in the value that social groups attach to it. As a social group values or demands a thing more, its price rises; this is the basic mechanism of scarcity and value. There are different components: a thing must be desirable in some way, and scarcity exacerbates demand. Increasing value in the face of scarcity is often less of a mystery than value in the first place. We understand demand for gasoline, and how the value can rise as supply becomes scarce more than how a new form of demand comes into being. Consider the kind of demand sufficient to support paying thousands of dollars for a GIF of a fun play in an NBA game, for example.18 It is important not to spend too much time asking why people value it (one useful exercise for the reader may be to examine their own hobbies and ask what they might pay for an object with particular value within that activity, in order to see how communities generate value), and instead focus on the mechanisms by which law reduces transaction costs for satisfying human preferences.

Social value has two components, a community that attaches value and a nexus to which community value attaches. Social value alone is not enough: imagine that a community of sports fans attaches particular importance to a moment in sports history. That is a shared experience, non-rivalrous, a potential source of value, but without a mechanism to attach that value. Tying the moment to an entry in a cryptoledger, and creating a community that recognizes the owner of the ledger entry as having some special relationship with the moment takes turning an experience into a thing.

As an aside, it is worth asking whether privatizing a moment by creating a collectible is a socially beneficial activity. Why take something shared and create something that can be owned by an individual? Yet it is not clear that the existence of band merchandise reduces the social value of a concert, that a home-run ball reduces the social value of a baseball game, or that a community of collectors of artifacts from the Alamo reduces the social significance of the historical moment. Things can serve as a way of helping those who value an experience to convey value to the community of interest. Buying artwork is a core way of supporting art, and so on.

Things are commonly accepted means for turning social value into a collectible: consider for example a homerun baseball or the tickets to a culturally significant concert. Anyone who has been a collector or watched a collectors' market has seen how mundane objects gain value by association with a socially relevant moment. To carry this freight, things must be authentic. As will be discussed further down, blockchains, NFTs, and cryptoledger technology solve the problems of how to attach value and authenticate objects, items, and experiences. Addressing these problems allows for social value to be stored and owned in the digital space in the same way that it is in the physical space.




Property and information theory in the law of things

This sub-part considers the future of the tension between Hohfeldian property theory, and the subsequent turn to information theory, which seeks to limit the extent to which Hohfeldian disaggregation of property rights raises transaction costs.


Hohfeldian property and information theory

Hohfeldian conceptions of property have dominated our understanding of property interests long before the law began adapting itself to new digital contexts. Conceptualizing property as a bundle of sticks helped jurists, scholars, lawyers, and average users of property understand how different interests can be bought or sold. It freed legal rights from the constraints of thing-ness: I can own something even though you possess and use it, and so on. The Hohfeldian conception of property freed up property use, but without the boundaries of thing-ness it can become self-defeating. Property can become fragmented to the point of uselessness when too many sticks are siphoned away from the bundle, when ownership is too divided, or when interests are too informationally complex for buyers to know what they are getting. Information theory seeks to tie the interests back together and re-create thing-ness to prevent property from being fragmented to the point of uselessness.19

A group of theorists and theories (Henry Smith, Tom Merrill, Christina Mulligan, myself, and others) take what I term an “informational turn.” Under this view, thing-ness in property law limits fragmentation of property rights, exerts a gravitational pull on titles that are more marketable, and works to eliminate invisible interests that raise search costs.20 While property enables fractional and divided ownership by, say, allowing parties to move sticks like servitudes, easements, and the like from one holder to another, there are any number of doctrines that reinforce that the contours of the legal right should match the contours of the thing, and limit rights to the extent that they complicate the use or marketability of the thing, whether the thing be a diamond, a farm, a factory, or an NFT.

Property is the discipline of determining rights between humans with respect to scarce resources. The law is primarily concerned with conveying information about who may do what with which resources. A primary goal is ensuring that the rights pass smoothly in the stream of commerce. The most important person in property law is the uninvolved third party—an interested buyer, seller, potential trespasser, or the like—someone who does not know the lay of the land, does not know about any hidden deals made between prior owners of the land and any other parties.

The problem is that Hohfeldian sticks, when removed from the bundle, complicate the informational characteristics of the property. To enable Hohfeldian disaggregation of the bundle of sticks, to enable things like easements, databases become necessary technology. Expensive and often inaccurate title searches are necessary because, with property, what you see is not what you get. The use characteristics of the property are not immediately available to third parties who may wish to purchase, rent, or even simply take a hike on the property.



The numerus clausus and search costs

To respond to needs created by Hohfeldian property interests, information theorists have identified at least four ways in which property law acts to limit the impact of splitting up rights in things, especially when splitting up rights in things impedes the free flow of the asset in the stream of commerce or impedes the use of the thing. The first is the idea of the numerus clausus, a civil law term that describes property law's reluctance to countenance new forms of ownership.21 Closing the number of property forms limits the range of information costs. Since Hohfeldian property rights are invisible on the face of the property, the theory goes, they must be kept few in number, clearly described, and must be written in the database in order to be enforced against third parties who otherwise have no way of knowing from the face of the property what sticks have been taken out of the bundle of fee simple ownership.22

The problem that Merrill, Smith, and others have proposed is that each variation from the default form of fee simple ownership increases search costs.23 The basic concept is easy enough to see: imagine that the only form of property ownership is fee simple absolute. One would not have to incur search costs in order to find out what rights came with the property. The answer would be simple: all sticks in the bundle reside with the owner. Indeed, in that scenario there would be no need for the bundle of sticks metaphor, because property ownership would not be decomposable.

There is an informational price to be paid for bespoke property forms. Everyone who has purchased a house has felt this cost, as they have either paid for it in money—by procuring a title search or paying for title insurance—or in time, as they have pored over plats attempting to understand easements and servitudes and the impact they have on the property. And to keep our eye on the ball: that search cost is particularly high in the sale of high-value intangible personal property interests, where a code audit of the smart contract and legal analysis of intellectual property licensing agreements will be at a bare minimum necessary to determine what exactly an investor or collector has bought.

Merrill and Smith offer the central example of a bicycle. What if we could sell off (not contract out of, but actually sell the Hohfeldian stick out of the bundle) the right to use the bicycle on Tuesday mornings?24 If that were the case, the legal damage done by the prying of a stick out of the bundle of rights would not be apparent on the surface of the bicycle, and yet the damage would certainly be done. The bicycle would be worth less with the right sold off, but that is the lesser problem. If people have the ability to sell off such rights in their bicycles, all bicycles would cost more to acquire, since prospective owners must now search for and ensure that they do not run afoul of a right that has already been sold off.

Merrill and Smith's key example is drawn from personal property, and with good reason—we do not have formal methods for owning personal property with easements and servitudes. Fee simple absolute is in fact the norm for personal property, and possession is usually deemed synonymous with ownership: there is (rather, there was) no record of personal property ownership because there didn't need to be.

Particularly in the realm of personal property, thing-ness and the possession of things carry enormous informational freight. Possession of a thing conveys information because the thing is rivalrous, because it is an integrated whole, the wheels come with the car, the right to use the car comes with it as well. A thing in the law of property is what Latour calls a quasi-object. Like a brick (given its shape by physics and culture), a thing is an amalgam of understandings about the extent of resources conveyed with the thing, the rights conveyed with the thing, a mixture of material affordance and social permission.25 Consider the act of buying a washing machine at a yard sale. There is no record of ownership, there is no fragmentation of the rights in the machine, one expects to simply buy the machine and have all rights in it, to be done with the matter. The all-important information conveyed to the buyer is that they may buy a set of resources and rights, all packaged modularly, to flow in the stream of commerce, in the form of ownership of the thing. Thing-ness carries all of that information in the webwork of understanding humans have worked out with each other.26



Defragmentation

Thing-ness also addresses the Hohfeldian problem of fragmentation by defragmenting property so that it is compiled into a single thing. Imagine a tractor. It would make little sense to carve up ownership of a tractor in such a way that one person would own the steering wheel, another the engine, the third the wheels. For a more concrete analogy, consider the difficulty of land that, through descent and distribution, comes to be owned by many people. The use of such land becomes complicated. The law assumes that co-tenants each have total rights over co-owned property, but the practicality is that land subject to fragmented property interests is worth less, is harder to sell, and is harder to use, because of the multiplicity of overlapping interests.27

The point of property is the ownership and use of something. Thing-ness, the idea that the bundle of rights relates to some core conceptual object, returns Hohfeldian sticks to the original bundle unless stringent formalities of notice are met. It provides an out, restoring co-owned property to single title ownership through partition by sale, and so on.28 Put another way, the law has a series of built-in systems that continually work to align the Hohfeldian interests with actual asset. To provide just one example, consider how the law of adverse possession aligns record title ownership with the actual on-the-ground use and possession of property.

Property is information, whether written in a ledger or written on the landscape.29 Where ownership interests diverge from what is plainly visible, databases fill the gap. Where the database written on the landscape diverge from the informational databases, we reconcile the two.30 Given, then, that property is so heavily involved with information, it is perhaps superficially surprising that its transition to fully informational (i.e., virtual) environments has been so fraught.



Modularity

A third component of thing-ness with respect to information is modularity. Consider a car muffler. The capabilities of the muffler could have been engineered into the car itself.31 (The opposite is often also true: status “performance” vehicles and electric cars sometimes have noise generators so that people can hear the car coming.) The point, though, is that certain components, like mufflers, oil filters, alternators, and so on, are designed to be modular, to be easily swappable.

Thing-ness in this respect is a matter of constraining the inputs and outputs of a module. Modules contain complexity. The inside of a swappable component can be as complex as one wants, as long as the interface with the rest of the system is managed by a simple plug. If anyone has installed RAM into a computer, they get the point. The RAM sticks are the result of tremendous innovation in the number of circuits contained in a chip, they are absurdly internally complex. That complexity needs to be swappable, however, and so the thing, the stick of RAM, has a clean plug that allows it to interface with the rest of the system. Thing-ness helps systems become interoperable and interchangeable. The thing is the unit of complexity that is low-cost to swap.32 Thing-ness in this regard makes systems marketable, dis-assemblable, repairable, and upgradeable.33 When one thing can be swapped out without compromising other elements or parts of a system, it creates not only a market for the sub-level things themselves, but improves the value of things comprised of other things. Consider the market for cars, where the availability of parts and ease of repairability are significant components to the value of the car. A car that cannot be repaired, for which repairs involve work on complex, interconnected systems, lowers the value of the whole. Cars with widely available, easily swappable components are easier to repair and easier to upgrade. There are developed and competitive markets for the parts, which are each swappable. Making something integrated is a means of preventing competition on that component—consider how hard Microsoft labored to leverage its computer operating system monopoly into a monopoly on browser content: an attempt that failed despite Microsoft's integration of its inferior Explorer browser into every operating system because of the inherent modularity of software. Other options, Chrome, Firefox, etc., were easy to download and install. The worst features of software are often made integral, impossible to lever out, while superior products are made to be modular, useful in a wide range of contexts without compromising the surrounding systems or the integrity of the whole.



Excludability and rivalrousness

The key feature of physical personal property is that it is excludable. If I have the ball, you do not. If I throw you the ball, you have it and I do not. Such an asset may also be rivalrous: if I consume it, that may reduce the amount of it there is for you to consume. Excludability has a strange half-defined relationship with scarcity. If there is a scarcity of balls, the physical excludability of the ball matters. If it does not, then excludability or rivalry may exist, but do not matter. Excludability and rivalry drive related concepts of uniqueness—an idea cannot be unique, since everyone can share it, and consuming it does not reduce the amount of the idea available to others—and scarcity, which have two significant inputs into the production and sale of excludable or rivalrous personal property.34 First, if an asset is not excludable or rivalrous, the marginal cost of production is usually quite low—it takes little to no cost to duplicate an idea or an MP3.35 This is Posner's well-established differentiation between personal and intellectual property. Personal property costs more or less the same for each marginal unit produced (with economies of scale, to be sure). The second is that the price for an excludable or rivalrous item reflects its (relative, often manufactured) scarcity. If an asset is truly non-excludable or non-rival and there are no effective access controls, then no-one will pay for it: it is available for free. An example might be—under normal circumstances—air and oxygen. But, like water (consider Evian or Fiji) assets may become valuable if they become scarce or artificial scarcity is imposed by imposing effective access controls.

Natural, physical excludability is the way the physical characteristics of things became informational: things, because of the natural costs of making more of them, carry the freight of the system of value by which creators (and unfortunately middlemen) are compensated. As each person buys a record, a copy of a book, a CD or copy of a movie, the creator is remitted royalties, for example. If copies are free—as in rampant digital piracy—then this value chain breaks down. The value of the goods is zero if they are truly non-excludable or non-rival: the Nash equilibrium for price goes to zero when creators are forced to compete against entities that can provide copies at zero cost.

As noted elsewhere, intellectual property extended and evolved to increase access controls, both to create the artificial scarcity needed to produce the kind of value delivery system thing-ness naturally provides. This attempt to create artificial scarcity by defending technological locks by law revealed its own Achilles heel: technological protection measures that rely on the protection of law are not much in the way of technological protection measures. Indeed, the history of such measures has been one of abysmal failure—copy protection measures are circumvented by hackers within weeks of being deployed. The lasting legacy of this ill-fated arms race between technological protection measures and hackers was only to increase IP rightsholders' control over users' rights beyond any consideration of the copyright.

All of which to say, technological means to create rivalry, scarcity, and uniqueness have been crucial goals of digital markets.




Re-creating thing-ness in NFTs

Where Hohfeldian property conceptions worked to attach informational characteristics to physical property, the task for NFTs is to create simulated physical characteristics (excludability or rivalry chief among them) for pieces of property that are entirely comprised of information. Thing-ness, as it was useful in constraining informational complexity in property, will be equally useful in attempting to bond together the diffuse interests related to digital ownership.

Beginning with excludability, distributed ledgers—blockchains and the like—have sought to recreate certain characteristics of “thing-ness.” This allows the creators of these objects to tap into the intuitions around property, the set of widely installed social instructions that says that you are allowed to ride a bicycle you purchase, but not through someone else's living room. It allows sellers to capture the value associated with ownership, that loosely negotiated but highly prized set of social permissions around the use of scarce resources.36 With “thing-ness,” creators can get an item's sale price rather than its rental price. They can tap into the premium paid by people who want control of and access to a resource without interference from others, or those who wish to use ownership as an associational channel—if I own the Hope Diamond, I have acquired a certain je ne sais quoi.

As informational objects, NFTs of course can best be understood by attending to informational flows and forms. As I detail below, however, the informational characteristics of things are imperfectly recreated when the resources in play are non-physical. I do not mean that the features of thing-ness cannot be recreated. Much of what makes a thing a thing in property is the conveyance of rights that are a function of social agreement, not physics. NFT creators have invoked powerful intuitions around thing-ness and ownership. Yet they do not presently deliver on those features. This is because the legal framework that underlies NFTs details a different set of social expectations and affordances than one receives as the owner of personal property.37 Many NFT owners are surprised to learn how little they truly own. The following sub-parts pick apart our attempts to re-create thing-ness in information environments, and apply the information theory of property to the resulting digital quasi-objects, to see how they stack up.



Nature of the non-fungible thing

A full treatment of cryptoledgers and cryptocurrency is beyond the scope of this short essay. For purposes of the discussion of how property—and particularly information theories of property—might serve as the law of virtual things, a few basic points are worth stressing.

The major problem for digital property was excludability—how to solve the online zero-cost copying problem. As noted above, the key distinction lies in marginal costs of production. A physical house costs as much to build the second time as it did the first. A virtual home is duplicated at the click of a button. Given that virtual assets are—without more—often duplicatable for near-zero cost, the law of intellectual property was given free rein online. For example, the ability to infinitely duplicate movies and music at no cost—a basic feature of the internet—was treated as an existential challenge by various industry associations who profited from artists and consumers alike by dominating distribution channels. Under their lobbying and control, intellectual property licenses created the current landscape, where owners merely license rather than own even fully paid-for digital assets. This copying problem ensured that copy-rights became the dominant legal regime, as industry-sponsored laws strengthened and extended license rights and increased penalties for helping owners make full use of their own purchases.

Copying was the same core problem in the attempt to solve a slightly different problem, that of creating a fully decentralized digital currency. Centralized currencies were not particularly difficult, requiring only a trusted entity to maintain a ledger and authenticate transactions. That raised two problems in turn: first, that the authenticator might not be trustworthy, or second, that the central ledger might be compromised by bad actors. In either case, the problem became the same as that of the intellectual property rights organizations: copying. The risk was that a bad actor might duplicate currency, commonly called the “double spending problem.” An actor might spend money, then rewrite the ledger, and spend it again, a modern version of check fraud by bouncing checks.

The solution was a combination of cryptography and game theory. Mathematical relationships tied entries into a database to one another, such that altering the past would alter the present—everyone would know that the database had been faked. Making that database and those linked entries is costly in terms of processing power (and energy, which makes the technology wildly damaging to the environment). The game theory component consisted of the fact that the only way to fake the database (and thus double-spend by rewriting the database to indicate that the spender had their money back) was to expend so many resources that it would be far more profitable to contribute to the main database than to hack it.

The result was a database of linked entries. If Person A sent Bitcoin 1 to Person B, and then later attempted to rewrite the common database to claw the bitcoin back, the effort would either prove futile, or, if enough processor cycles and energy were expended to functionally recreate the database, the database would come into question, destroying the value of all entries and therefore denying the fraudster of their prize.

The resulting digital assets were therefore excludable, and if consumed, rivalrous. If Person A transferred a bitcoin to Person B, the decentralized cryptoledger would register the transfer, and rewriting the history of the transaction was not feasible. In this way, the ledger digitally mimicked the excludable characteristic of physical personal property. The tokens were, however, largely fungible. Each bitcoin—or ether, or dogecoin, or whatever the cryptocurrency happened to be—was worth as much as any other. They were like quarters—scarce, valuable, but each much like any other, interchangeable.

Yet the analogy to quarters holds in one other respect. Some coins are collectible because of other facts or attributes, years, materials, history, and the like. They take on the characteristics of uniqueness. Even among bitcoin, these secondary characteristics offered a kind of differentiation if not uniqueness. For example, since every transaction of a coin is recorded as a transfer from one account to another recorded in a decentralized ledger, the entire transactional history of a unit is a matter of record. So, drug dealers prefer newly minted coins with no history, rather than coins that have a long and tainted history.

From these forms of differentiation, of quasi-uniqueness, then, the two problems merged. The problem of copying of digital assets could be solved with blockchain technology if the ledger were capable of recording tokens that had unique characteristics. A unique copy of an MP3, or a unique copy of anything else, for that matter, could be represented by an entry in a database, secured by cryptography and game theory against third party interference and with no need for an intermediary. Of course, it would be inefficient to create an entire blockchain for each type of unique digital asset needed (one for comic books, one for digital art, one for items in a virtual game, one for collectors' editions of albums, and so on). Among other things, such a design would mean that each blockchain would be less secure, since less work—processor cycles—would be dedicated to securing the database. However, a blockchain is programmable because it remembers state, which means blockchains can themselves serve as the foundation for software that runs on the distributed database. And that software can be other databases, much like Google Drive runs on Google's own databases—virtual machines—that in turn run on hardware machines. In the same way, a database listing unique tokens, virtual deeds that are as different from one another as Park Place and Mediterranean Avenue are in Monopoly, can be programmed to use the original blockchain, usually Ethereum, as a foundation, using a protocol called ERC-20 (an earlier version) or ERC-721 (and more protocols are forthcoming as community members proposed different formats).

Non-fungible tokens are database entries, written to a smart contract, which is a database itself, along with a number of rules for moving and identifying tokens. The smart contract lists the number of tokens issued, and the accounts to whom those tokens are assigned as entries in the contract, and sometimes rules for transfer or other features of the pool of tokens. The contract can specify certain rules on transfer—like remitting a percentage of the value of a sale back to the token's original creator—or other special rules that are not at all apparent to the purchaser without delving into the specifics of the smart contract.

Non-fungible tokens often do not represent value merely by themselves. A bitcoin is valuable purely because the entry in the bitcoin blockchain is valuable—humans want them and are willing to trade value for them. Nothing more is required. But many NFTs represent unique assets, or seek to make assets unique by metaphorically stapling a unique entry in a smart contract, a token, to an otherwise easily copyable intellectual property asset. Take, for example, Top Shot, a licensed digital collectible marketplace, which is run by the NBA. People purchase “Moments,” a.jpg of a few seconds worth of dramatic gameplay. What makes the “Moment” unique—and thus worthy of collection (since anyone who had access to the game could screen grab and make a.jpg of the same shot, steal, or free-throw), is that the “Moment” is associated with an NFT, a cryptographically unique token, an entry in a smart contract stating that buyer B owns Moment 1. The intellectual property license and the personal property interest in the token are in many cases only loosely associated. Usually the token contains a database entry of a url pointing to the .jpg, which is hosted on servers. Or, perhaps, the token contains a hash of the entire short film segment, a number generated by running all of the pixels of the.jpg through a mathematical function that creates a unique math string of limited length. That string, embedded in the list of features that make the token unique and recorded by the smart contract, proves that the token is associated precisely with—and only with—the original .jpg. It's a virtual staple, linking intellectual property to digital property, much like a link links one web page with another.

This look under the NFT hood cues up the questions raised in the following sub-parts, in which we analyze how the various questions of information theory are addressed, ignored, or actively swept under the rug. What role does virtual “thing-ness” play? How good of a simulacrum are NFT creators and buyers working with?

In each of the following sub-parts, the arguments track a general trend. Intuitions about property, combined with the informational elements of thing-ness, combine to provide an informational backdrop, traditions about what an owner may do with scarce resources. To the extent that a property scheme draws on established traditions, it conserves information costs. For example: It would be an odd property system that would not allow an owner to make use of their property. Some use restrictions therefore catch owners by surprise—particularly those that are the result of private dealmaking (a negative easement, for example) rather than public deliberation (i.e., zoning). To the extent that the bundle of rights and technological features meet buyers' expectations, the law of property for virtual things will make purchasing and using NFTs easier simply by meeting expectations. Yet, as we will see below, the artificial thing-ness of NFTs works out in some different ways as compared to physical thing-ness, and the legal regime surrounding intellectual property has so long ruled the digital asset space that the intuitions of personal property no longer obtain.



Excludability, scarcity, and uniqueness in NFTs

Excludability, scarcity, and uniqueness are the strong suits of NFT frameworks. The tokens are mathematically and provably unique, the cryptography used in the blockchain structure ensures that each token is what it appears to be, and the combination of proof systems (proof of work being still the lead example) with game theory ensures that transfers do not result in double spending.

Yet there are components to the excludability and rivalrousness discussion that are not entirely resolved through NFTs. Virtual thing-ness may have successfully invoked the human urge to collect, but it has not resolved the human urge to copy.38 Take, for example, the celebrated $69 million NFT minted based on several years' worth of daily artwork by the artist Beeple.39 Would you like to see what it looked like? A simple Google search will work. Would you like to have your own copy? Right-clicking and saving the file will work. The same is true for depictions of the Mona Lisa: take a picture with your smartphone and you have your very own, and yet there are important differences. NFTs do not—directly—solve the copy protection problem. If a book is distributed with an NFT for each copy of the book, pirates who do not wish to pay for the book may still download it quite successfully. Some technological solutions to that problem may exist such as license servers.40

There are knock-on effects as well. Excludability bears on the eponymous Hohfeldian right to exclude, commonly theorized to be the most important of the property bundle of sticks. If I cannot keep someone else from accessing or using an asset, it is not functionally excludable or rival: forced sharing precludes excludability. One common way of expressing the right to destroy is as an extreme example of the right to exclude—the owner excludes everyone from the asset, including herself.41 Here, the nature of an NFT causes a split in the ability to exercise strong rights to exclude, including the right to destroy. A cryptographic token is of course easy to destroy in a manner of speaking. A transfer of a token to an account that does not exist means that the token can never be transferred again. This is termed “burning” the token, and is an integral part of some blockchains, which need a way of “destroying” database entries that are permanently and indelibly written to a public database.

But the dual nature of many NFTs—half token, half intellectual property—make exclusion or its ultimate extension—destruction—more complex. Consider an art-linked NFT. The token can be burned, but the intellectual property linked to it almost certainly won't be. Most tokens merely link to the IP file, which is hosted generally on some third-party server.42 A hash of the NFT and its URL link the token to the IP, but burning the token would in the overwhelming majority of cases not serve to destroy the intellectual property component of the NFT.

Again, there are workarounds, and again one might reasonably ask why a user would expect to be able to destroy something she owns. To the second question, destruction is a powerful statement—ask Banksy43—and anyway, the point is only that NFTs do not permit exclusion from an owned resource, merely a claim of association or affiliation by the owner. And to the first point, were NFT creators to decide to create versions of NFTs that act more like physical personal property, to give them the “thing-ness” characteristic of exclusion or destructibility, they could do so. Imagine an art NFT that was itself encrypted, and must be decrypted by the owner in order to view or use. If the decryption key to encrypted art were burned, and if there were no other decrypted copies of the file, then the piece would be effectively destroyed.

Although we have been discussing destruction here in order to explore how NFTs work differently than physical things for purposes of the Hohfeldian exclusion right, the limits on NFT exclusion apply in much less extreme cases. Consider, for example, that there is nothing that limits an IP rightsholder from minting another NFT connected to the same artwork, or indeed minting many such.44 The effect would be as though a baseball card company suddenly printed many more of a rare series, leading collectors to either be forced to differentiate between first and later created cards, or watch the value of the original plummet with each additional piece made available. Perhaps the age of a token will stand in for the collector's avid desire to own a black-border Black Lotus Magic the Gathering card, a phenomenon by which thing-ness and time combine to generate scarcity and value. But that will be a social process, one in which certain serial numbers or minting dates will grant and hold value for the NFT. It remains to be seen whether the communities that generate social value of affiliation will choose to map the technological features to social status. If they do not, then even the NFT owner's claim to exclusive affiliation with a piece of art or other tokenized asset will be fragile and difficult to value.



Numerus clausus, fragmentation, and search costs

Consider the impact of the current technological and legal landscape on search costs and the informational costs posited by Smith, Merrill, and others. Simply put, what does an investor or buyer of NFTs get when they buy? What are the costs of finding out? The simple answer is that nobody has the vaguest idea because of several distinct features of the NTFs themselves (in particular the tension between intellectual property licenses and personal property interests), the movement toward fractionalization of interests in NFTs, and coded governance rules in the smartcontracts that govern both NFTs and govern fractional interests. This section examines each problem in turn.


Numerus clausus

The initial problem is that the number of property forms in NFTs is not limited. EC-20 and EC-721 each permit quite different characteristics to be assigned to NFTs. A purchaser of an NFT has very little idea of what she is receiving. It is as if each NFT were its own form of property, with not only its own physical or aesthetic features, but with its own legal characteristics.45 Some NFTs will kick back a portion of their sale price each time they are sold.46 Some have a built-in capacity to be frozen from further sale by their creator.47 And so on. Thus, to begin with, the differences between different forms of NFTs create and exacerbate search costs for potential purchasers.

There is a stark informational line for physical things between physical attributes, which are visible, and legal attributes—information attached by law or documentation to the thing—which are not. Those are the ones that raise search costs. The line is fuzzier for NFTs. All of an NFT's features are informational in some sense or other. Some are public facing, for example, a gif or jpeg that constitutes the NFT in popular understanding. Those elements are highly visible. My drawing of a cat will not demand the same price as Beeple's Everydays: the First 5,000 Days, and buyers will easily be able to respond to the difference in those aesthetic characteristics because the picture is out in front, so to speak. But other characteristics of the NFT will require more effort to uncover, for example, whether the NFT imposes a royalty payment or percentage kickback on resale. These hidden informational costs are the exact problem that Smith and Merrill seek to address with the numerus clausus.48

The legal rights attached to an NFT token are unclear at best (particularly as regards intellectual property rights). Some of the features of the NFT are included in the smart contract that generated the token, not in the token / IP bundle that makes up the NFT. Some features are not immediately apparent, and there is no easy way to determine the characteristics of an NFT from the perspective of a surface-level buyer, someone who is simply bidding on a piece of online art, for example. There is no standard form for an NFT, nor a standard set of rights that attach to purchasing a token, either technological or legal. In short, NFTs impose significantly higher search costs on the buyer than would the current set of legal and informational features attached to a physical piece of personal property.49 To be clear, with standardization, these search costs may fall, and if a standard set of features and rights emerges from the current morass of different forms, the market may converge on a favored form. But it will take many rounds of standardization, and certainly a standard set of assumptions set by law to create a virtual numerus clausus. Until then, the costs of ascertaining exactly what one is buying when one buys an NFT remain quite high.



Fragmentation

Rights in NFTs are deeply fragmented. A buyer of an NFT does not have clear rights to use, modify, destroy, or even sell what she bought. After all, most NFTs purport to carry some interest in intellectual property alongside the NFT, the intellectual property is an important part of the NFT valuation (consider again the $69-million-dollar digital-art NFT sold by Beeple), and yet the licenses for such art are usually deeply restrictive, imposing limits on the buyer that no collector of personal property would stand.50

IP rights layered with personal property rights pose a traditional fragmentation problem. NFTs have two other layered problems of fragmentation. The first has to do with fractional ownership of the NFT. Imagine owning an expensive collectible, the equivalent of an internet Mona Lisa. The promise of NFT fractionalization is based on infinite divisibility. Physical things have a fuzzy lower bound to fractionalization: ownership of a small part of a physical object is at some point mere ownership of a monetary interest, rather than any interest in the object itself. Owning half of a hammer, or entering into a co-tenancy ownership arrangement for a farm makes some sense: there is not only the monetary interest in the half part of the object or real estate, but that ownership interest also carries use of the thing. At some point, however, ownership interests become too small to convey any practical non-financial use of the thing. Consider a house with 10,000 owners: the co-tenancy cannot possibly be useful, it must purely be financial. And given that the practical ability to use a thing disappears as large number of fractional owners enter play, the value of the asset itself declines by the amount of its use. It cannot be used, merely traded, and that is a loss.

These issues have complex relationships to the new class of digital things. For example, were the IP licenses so worded, each owner of the digital thing might be permitted to use the licensed work: each fractional owner of the internet Mona Lisa could put her likeness on their social media page, or what have you. Social media use is a bit of a specious example, but recall that the point of ownership is most often to associate oneself with the good in some unique fashion. And there lies the rub. Leveraging the non-physicality of NFTs to turn fractional interests into full use rights—everyone can have and be associated with their own copy of Beeple's Everydays: the First 5,000 Days, and a piece of internet history as long as they own a fraction of the NFT—dilutes exactly the uniqueness that NFTs created. Fractionalized ownership either undoes the careful work of creating excludability or rivalrousness (everyone can own a minute fraction of an NFT that conveys full use rights and association) or it does not (fractionalized ownership rights merely convey a financial interest in the NFT). Neither outcome works.

More, assuming the latter and more likely outcome, that NFTs retain their excludable characteristics despite everyone being able to own a miniscule piece of them, fractionalized ownership will raise search and related information transaction costs. Imagine the shift from the problems listed by Smith, Merrill, and others—a piece of property burdened with cross-cutting property interests, freezing the asset in the stream of commerce—and multiply the problem many times over. The first problem is the sheer number of owners. A house co-owned by another person, or burdened with a single easement is one matter. An asset burdened by tens of thousands of crosscutting rights is another matter entirely.

NFT creators and sellers are not unaware of the problem. Companies like Fractional seek to provide not only a means of fractionalizing tokens by minting more tokens to represent fractional interests in the first token (and there is nothing to stop one from fractionalizing the fractionalized tokens, it's turtles all the way down), but also to provide governance rules for fractional interest purchasers. After all, if one is putting a few dollars in to invest into ownership of a very expensive NFT, the primary interest is financial, and the fractional interest holders will very much want to be heard on whether, when, and under what terms the NFT would be sold. These governance rules, though, have some very strange characteristics themselves. First, they are only internal to any one fractionalization scheme. So, say that a co-owner of interests in a token decided to fractionalize her 50% interest in an NFT using Fractional. Assuming that Fractional is serious about developing governance rules, particularly as relate to sales of the interests, that half-interest could be governed by the Fractional rules. Imagine another (hypothetical) company, Part.ly, that has the same business model of Fractional, but slightly different governance rules. Part.ly fractions would govern the other fractionalized interests. In principle, there is no limit to the different governance regimes that could rule internal determinations of what is to be done with a valuable NFT.



Modularity

The last function of thing-ness identified by property theorists following the informational turn is that thing-ness encapsulates complexity. Consider a printer cartridge: easily swappable, but if opened, the module contains considerable complexity. Note that we call a cartridge a cartridge without decomposing it into ink and ribbon and so on: the thing is the physical boundary of plastic that binds all of the components together, and makes it easily modular with the rest of the system.

The question is to what degree and in what context do the efforts at virtual thing-ness encapsulate complexity and permit modularity? Interoperability and modularity in blockchain applications work in a number of ways. Consider Ethereum. The blockchain both serves as currency for running programs on the blockchain's virtual machine, and as the virtual machine itself. NFTs are often purchased with ether, and the smart contracts that determine who owns which NFT are often themselves programs riding on the Ethereum blockchain. Tokens that are swappable for ether therefore have both the modularity of a single blockchain and the exchangeability of a common currency.

However, modularity in tokens raises new questions of complexity. NFTs are of course simulated things, not physical things. Portability is a real issue. Whereas a hammer purchased in a hardware store can be taken to any job site, tokens are not free of the nested context in which they are generated. A token is, after all, only an entry in a smart contract ledger pointing to a given account as the owner. The token is not exportable outside of the list that gives it meaning; it is as if the hammer can never be truly taken out of the store.

Similarly, NFTs are not fully portable outside of the user-facing context in which many are situated. Consider an NFT of a card in a collectible card trading game—Gods Unchained, for example. The card only has meaning when played within the playing environment created by the minter of the card. The graphics only display, the card attributes only take effect, the game only goes on within the environment provided by the card creator.

There are some attempts to create modularity and portability for NFTs. The drafters of the Nifty License that governed Cryptokitties, an early breaking NFT application, opened the license rights in the IP (the pictures of the cryptokitties themselves) to permit cryptokitties to be used in other contexts. Thus, for example, if a third party created a game in which cryptokitties could race one another, the IP license would contain a limited carveout for purposes of portability.

Because NFTs are informational objects, they are more dependent on information environments (wallets for tokens, environments for game elements, virtual museums for art collections and the like) to give them life. Pure art NFTs are somewhat more portable than other instances, because they can (one supposes, although the licenses generally do not confirm) display them in an electronic environment of the owner's choosing, from Twitter to museums in Flatland. What is clear, however, is that the element of physicality that makes a hammer fully portable to new environments—physics is in this sense a set of mutually operable rules that work regardless of environment—works out differently in the NFT context. Portability and interoperability are a problem because of these external dependencies on things beyond the NFT itself. And the NFT may not encapsulate internal complexity well either. The token may not contain certain idiosyncrasies or features: they may be listed in the smart-contract that generated it. Thus, NFTs lack a surface, a natural thing-ness, that ensures that they operate as a unit, that they encapsulate all necessary elements for function.




Conclusion

The creation of NFTs is an unabashed and long overdue attempt at reification, at turning information into objects by listing a feature set (for example, excludability) that mimics the characteristics of physical objects, with the goal of enabling and tapping the human desire to collect rare and unique objects. They have been a runaway success, in that the market for NFTs exploded, and a profound legal failure, in that the present meltdown reflects the legal feet of clay of the entire market. The virtual objects made during the NFT minting process, an amalgam of cryptographic database entries, intellectual property, and social value that attaches to the whole, do not increase owners' knowledge of what they have purchased, reduce search costs, or enable modularity in the way that property theorists of the informational turn have noted for physical property.

The above critique should in no way be taken as a lack of confidence about the future of NFTs: true digital uniqueness has long been a holy grail, and even without strong protections, gray markets in virtual property have thrived for decades. Rather, by understanding how attempts at thing-ness have not quite achieved their goals, we can see what is yet to be done. Intellectual property must take a backseat to personal property interests, so that buyers may use and display their purchases. Increased standardization in the forms of NFTs are necessary to lower search costs and increase buyers' understanding of what they have purchased. Personal property rights over NFTs are and must continue to be recognized by courts, to allow buyers to rely on their broad understanding of the set of things they may do with their property. And creators who wish to increase the value of their offerings will have to find ways to increase modularity and portability. Without these changes, NFTs will remain a real risk: buyers simply cannot know what they have bought, and they do not know what it means to own a piece of unique digital property; their intuitions will lead them astray, and they will be tripped up by hidden code and obscure legal doctrine.
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Footnotes

1See Noonan (2009) (“Today, transacting electronically has become the norm rather than the exception. Nearly any type of contract can be drafted and executed electronically.”).

2See Fairfield (2009) (describing how End User License Agreements may present an issue of meaningful consent in contract).

3See Moringiello (2007) [hereinafter Moringiello, False Categories] (explaining the “tendency to place new intangible rights into the category of intellectual property in case law and scholarship”).

4See Fairfield (2017) [hereinafter Fairfield, Owned] (explaining how the RAM Copy Doctrine and DMCA 1201 contributed to the treatment of intangible (digital) property differently than its physical analog, under intellectual property laws).

5See, e.g., Stone, 2009.

6See MAI Sys. Corp. v. Peak Comput., Inc., (“Peak's loading of copyrighted software into RAM creates a “copy” of that software in violation of the Copyright Act.”).

7Id.

8See Moringiello, False Categories, supra note 3, at 148–50 (describing the conflict for intellectual property law to govern ownership of a domain name).

9Kremen v. Cohen (“Property is a broad concept that includes every intangible benefit and prerogative susceptible of possession or disposition.”) (internal quotes omitted).

10See Fairfield, Owned, supra note 4, at 45–48 (summarizing the intellectual property and online contract regime governing digital property rights).

11See, e.g., Robertson, 2021.

12See A&M Records, Inc. (explaining how Napster enables copyright infringement).

13Id.

14Fairfield, Owned, supra note 4.

15See Perzanowski and Schultz (2016).

16See 17 U.S.C.A. § 1201 (West) (“No person shall circumvent a technological measure that effectively controls access to a work protected under this title.”).

17See Fairfield (2015) [hereinafter Fairfield, Bitproperty].

18(Beer, 2021).

19See generally Merrill and Henry (2000) [hereinafter Merrill & Smith, Numerus Clausus].

20See id.; Smith (2012) [hereinafter Smith, Property As the Law of Things]; Merrill and Smith (2001).

21See Smith, Property As the Law of Things, supra note 20 at 1698 (“[The] principle that property forms come in a finite and closed menu.”). Cite numerus clausus article.

22See id. at 1694 n.8 (“It is worth noting that strategies for managing rights to use open-access resources tend also to rely on simple, easily known rules, which also economize on information costs.”).

23See e.g., id. at 1706 (“In rem rights are directed at a wide and indefinite audience of duty holders and other affected parties, who would incur high information costs in dealing with idiosyncratic property rights and would have to process more types of information than they would in the absence of the numerus clausus.”).

24See Merrill and Smith, Numerus Clausus, supra note 19 at 27 (explaining that sales of “time-shares” of a property can only be done through contract and no such interest in property can be transferred).

25SeeLatour (1993) (“Quasi-objects are in between and below the two poles [of nature and society], at the very place around which dualism and dialectics had turned endlessly without being able to come to terms with them. Quasi-objects are much more social, much more fabricated, much more collective than the “hard” parts of nature, but they are in no way the arbitrary receptacles of a full-fledged society.”).

26See Geertz (1973) ([M]an is an animal suspended in webs of significance he himself has spun.”).

27See Davidson (2008) (explaining the value of numerus clausus).

28Id.

29See Merrill and Smith, Numerus Clausus, supra note 19 at 40–42 (describing how property conceptualized in terms of the cost of maintaining and searching property ownership interests is useful).

30See id. (“Consider the rise of registers of interests in real property, that is, recording acts. This device lowers the costs of notice; it is an alternative method of lowering information costs.”).

31See Smith, Property As the Law of Things, supra note 20 at 1700–07 (2012) (analyzing “thing-ness” and the modular conception of “things” in property).

32Id.

33Id.

34See Fairfield, Bitproperty, supra note 17 at 839 (“Traditional property, a system designed through a long tradition of common law deliberation to govern interests in scarce and rival resources, did not seem at the time of the rise of the Internet to be immediately applicable to an environment in which many resources were neither scarce nor rival.”).

35Id.

36See Smith, Property As the Law of Things, supra note 20.

37See Fairfield (2021) [hereinafter Fairfield, Tokenized] (“The creator of the system has significant control over the [NFT] because they are able to ban or control access to the service or site in which the asset is used.”).

38A recent example of item duplication in the popular open-world game, Valheim, exemplifies how people still have an interest in “duping” virtual items whenever they find the chance. See Zimbler, 2021.

39See (Kastrenakes, 2021) (reporting on the record-breaking NFT sale).

40See Software License Server (“To keep track of the licenses and users, the license server uses a centralized computer software system that gives access tokens—also known as software license keys—that allow licensed software to run on a client's computer. No token—no access.”).

41Strahilevitz (2005) (“The right to destroy property is, after all, often an extreme exercise of some of the more widely recognized sticks in the bundle of rights. The right to destroy is an extreme version of the right to exclude; by destroying a vase, I permanently exclude third parties from using it.”).

42See Finzer (describing how NFT art is most often stored on a third-party server).

43See Reyburn, 2018.

44There is nothing stopping NBA TopShot from minting more versions of a high-selling GIF after a user purchases the original copy. See Terms of Use (2022) (explaining that the user owns the token and the company owns the IP).

45For an exploration of the different forms of NFTs, see Fairfield, Tokenized, supra note 38 at 44–48 (creating a taxonomy of NFT forms).

46Id.

47Id.

48See Merrill & Smith, Numerus Clausus, supra note 19 at 24–38 (discussing different costs that result from too many property forms).

49Id.

50See Terms of Use (2022) (explaining that the user owns the token and the company owns the IP).
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Scarcity abounds in law just as abundance is subject to law's limitations. This Article builds on legal theory, economics, and social psychology to present the dialectic of scarcity and abundance as they interplay in our relationship to information and time. This Article has made two overarching arguments: one about scarcity, abundance, and regulation generally and a second about time as an instrument of regulation subject to terms of scarcity and of abundance. The first argument is that scarcity and abundance are rhetorical constructs that inform different regulatory institutions. Scarcity traditionally has mapped onto limits on freedom. Abundance, by contrast, props freedom's unlimited potential. Under the language of scarcity, limits promote outcomes, for example through rights to exclude, deprivation of a benefit, or imposition of a burden. Under the language of abundance, identified freedoms promote outcomes through rights of access or rights to use. Scarcity is distinct from absolute deprivation, and abundance, from unbounded and infinite possibility. Each are building blocks understood relative to the goals of institutional design. Furthermore, scarcity and abundance have an intertwined relationship, a dialectic of famine and plenty. Similarly, freedom and limitations coexist each supporting the other. The second argument of this Article is that time as an instrument of regulation illustrates the uses of scarcity and abundance. Time can be regimented to regulate activities such as work, travel, diet, reproductive rights, social relations, and interaction with media. Time can also be liberating, seemingly abundant using perpetuities, technologies for fast forwarding, rewinding, or shifting content, and increases in the velocity of access and movement. Information retrieval, processing, and sharing are connected to time. It is no surprise that reform proposals for the problems confronting the information economy rest up regulation of time. This Article has demonstrated what these reform proposals share is an attempt to make time scarce, to return to perhaps an idealized era of regimented broadcast within an era of multivalent technological means for information creation and dissemination. But imposing scarcity on abundance ignores the deeper challenges of information glut and distortion: how to manage and assess content.
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The allure of scarcity and abundance in intellectual property law

Scarcity abounds in law just as abundance is subject to law's limitations. This Article builds on legal theory, economics, and social psychology to present the dialectic of scarcity and abundance as they interplay in our relationship to information and time.

To examine the concept of scarcity is to challenge the foundation of law. After all, law is often about limitations: the boundaries of a prison, the meting out of a sentence. Intellectual property law, for example, is most notably about limits, whether with respect to the limited times of the exclusive rights of patents and copyrights, the survival of rights of publicity beyond the death of the public figure, or the abandonment of trademarks and trade secrets. The right to exclude under any of the five prominent intellectual property regimes places limits on consumers, makers, and creators, requiring each to negotiate with the owner or the search for alternatives to work around the limitations. One cannot meaningfully engage with the law without confronting the concept of scarcity.

But law is not only about limitations. Law also enables freedom, whether the freedom to travel, the freedom to speak, the freedom to exchange, or the freedom to invent. With this freedom comes a form of abundance. Legal rights proliferate: the right to be free from censorship of one's book or movie becomes the right to spend on campaign finance. There is nothing inevitable about how rights reproduce and multiply. But there is a noticeable inexorability to rights proliferating. A tangible manifestation is the exponentially growing size of federal and state codes that spell out rights and duties. To take another example: new technologies broaden the scope of rights, such as freedom of association and communication and the freedom from unwarranted searches and seizures. Developments of these new technologies spark new intellectual property rights and duties.

This Article explores the dialectic of scarcity and abundance in law, especially in the law surrounding information and communication technologies. As the previous two paragraphs set forth, scarcity and abundance in law is about law's conflicting roles in limiting and expanding rights. More concretely, this dual role translates into how we gauge the consequences of rights and remedies for the design of legal and social institutions. We talk about these consequences in debates over legal policy. Often the rhetoric of these debates speaks to legal rights being too strong or too weak, too broad or too narrow. Such language, however, can be confusing and unhelpful. What is the scale for determining the strength and weakness of rights? What is the perspective for saying a set of rights is too broad or narrow? Underlying the rhetoric about the size of rights is a difficulty in confronting the concepts of scarcity and abundance. To confront these concepts is to enliven ongoing policy debates in law.

How does the dialectic of scarcity and abundance play out in legal policy debates? I confront this question as follows. The first step is a return to the foundation of scarcity in the discipline of economics. The second step is to show how this foundational concept has developed in policy debates over abundance and technological change. Against this background on the concepts of scarcity and abundance, I connect this background to debates within law, specifically copyright, information, and communication technologies. A critical insight is that scarcity and abundance in the space of information relate to questions of time allocation and management. Time, as I show, is an instrument for regulation in the information economy. The final step is to connect the play of scarcity and abundance in law to current debates over the regulation of social media through what I call time architecture, pointing toward a need to think beyond scarcity and abundance to focus on political and policy questions of institutional design.



Lionel Robbins, scarcity, and the focus on means

Our conception of scarcity has its roots in the 1932 definition of economics, offered by Lionel Robbins: “Economics is the science which studies human behavior as a relationship between ends and scarce means which have alternative uses” (Robbins, 1932). As a marker for a disciplinary boundary, the word scarce, here an adjective, sets out one of the objects of study of economics, means or tools to reach certain ends or goals. While the tools are scarce, the ends or uses of the tools may or may not be scarce or limited. This focus on instrumentality identifies what is distinctive about the study of economics; it is the study of how to reach a result when there are few options. Within law, an analogous problem is how to use legal institutions and processes to reach certain ends, whether dispute resolution, the fulfillment of transactions, or the more elusive goal of justice. It is not surprising that economics has had an influence on law, and one might notice that economics and law both have roots in what was once called moral philosophy (Smith, 1762; Robbins, 1932, p. 16; Hausman and McPherson, 2016; Malloy, 2021).

Scarce as a modifier of the word means leads to scarcity, a more abstract concept. Modern economics takes scarcity as a given phenomenon with which economists must reckon. We can find scarcity in many circumstances. A household has a limited annual income with which to satisfy the wants of its members. An organization, such as a university or a manufacturing concern, must sort out how to use its people and tangible assets in order to reach its goals, whether the education of smart students or the making of smart phones. A nation must manage its natural resources, be it minerals, oil, forests, or water, to meet the consumption needs of its citizens and as possible means for producing wealth. What Robbins sought to do with his definition is to broaden the scope of economics as a discipline beyond a narrow focus on identifying the causes of material wealth (Robbins, 1932, p. 16). His broadening of economic methodology was a response to several traditions, first, the mercantilist tradition with its emphasis on the capture of wealth through trade and conquest; second, the tradition initiated by Adam Smith that looked to human industry as the source of the wealth of nations; and third, the marginalist revolution initiated by Alfred Marshall in the late nineteenth century that grounded economics in methods of optimization. Robbins was identifying economics as a discipline attuned to broader questions of decision making in many contexts beyond the accumulation of material wealth and individual choice. Economics as confronting the problem of connecting scarce means to broad ends was a systematic discipline with applications beyond what the mercantilists, Adam Smith, or Alfred Marshall imagined.

Robbins' identification of scarce means and broad ends carries over to other disciplines where economics has application. His definition sees economics as a method for planning and consciously a response to those who at the time were advocating strong centralized planning. Robbins' definition provides a foundation for management science beyond that of centralization. As a management science, economics informs the directors of companies, planners on local zoning boards, heads of government agencies (national and regional), and smart household shoppers. The discipline can also guide attorneys as they advise clients through litigation or through complex transactions. Law and Economics in its original formulation identified how judges did and should use economic thinking to command the tools of law (rights and remedies) to reach the ends of specific areas of law (compensation for injury, the fulfillment of promises). Throughout all these extensions from Robbins' brief definition we see the ubiquity of scarcity as a concept.

Robbins builds from his definition of economics a logical and deductive system for studying exchange in the economy. He does not, however, talk about law, except in one surprising instance that has relevance for this Article. His example is copyright. The example begins with a seemingly bizarre point in response to those who reduced the field of economics purely to the study of material wealth. Robbins, citing Professor Edwin Cannan, his mentor, quotes “'Did Bacon write Shakespeare?' was not an economic question…[but] the controversy would have an economic side if copyright were perpetual, and the descendants of Bacon and Shakespeare were disputing the ownership of the plays” (Robbins, 1932, p. 16, citing Cannan, 1928). Robbins asks why does this question become a matter of economics if it were a dispute over extant rights. His response is that,

the question [of authorship] has an economic aspect simply and solely because

the copyright laws supposed would make the use of the plays scarce in relation

to the demand for their use, and would in turn provide their owners with command

over scarce means of gratification which otherwise would be differently distributed (Robbins, 1932, p. 16, citing Cannan, 1928).

What makes authorship a question of economics, according to Robbins, is the scarcity that copyright creates. Through this legally created scarcity, the copyright owner decides what uses of the play can be made in order to satisfy demand. Copyright, in other words, illustrates the economic problem of managing scarce uses to satisfy the gratification from watching a Bacon (or Shakespeare) owned play. The cultural question is a separate question1 from the questions of economics, which is about who directs the use of a scarce means for entertainment and how these ends are met.

Scholars of intellectual property will not find much new in Robbins' analysis although it is surprising to see the example come up in a book directed at economists. Law as a source of artificial scarcity is well-recognized as is the role of the copyright owner in determining how the uses of the copyrighted work might be directed. Although there are no details here about licensing, fair use, exhaustion or other doctrinal details, the image of the copyright owner mediating access to the work with users' needs is familiar. Robbins mention of “otherwise would be differently distributed” speaks to alternate means for satisfying audiences beyond copyright, perhaps through a patronage system or the public domain. Robbins was not concerned with those details except to suggest that these alternative arrangements would have different distributional effects, by which he means who enjoys the benefits and bears the costs. Contemporary scholars would point out that these alternatives to copyright have more than distributional impacts; they would affect the quality and volume of the work2. But Robbins' point survives as an economics matter, copyright is about managing scarce uses to satisfy demand.

However, there are many dimensions to copyright that belie scarcity. Robbins spoke of demand for the plays implicitly as forms of private consumption. We might think of these plays as public goods, in many senses of the term. They are consumed publicly or jointly. They are also part of cultural heritage that is generally available through the public domain. For Robbins, these nuances would be irrelevant to the economic question. Whether described as private or public, these are the ends. Economics' focus is on scarce means, which in the case of copyright are the exclusive rights that must be authorized by the owner. This distinction between means and ends is a limitation on the economic methodology. Perhaps ends themselves are scarce, in the sense that society needs a mechanism to choose what ends to pursue. Should we pursue entertainment or should we pursue science? Should we build a theater or should we build a ballpark? These questions point to the larger concern that there are limits to what goals we can pursue and attain. Furthermore, the economic view is constraining by assuming that means are limited. Copyright is not the only option. It can be combined with other institutions. Or perhaps replaced altogether. Too narrow a focus on scarce means and ends through instrumental thinking may be the problem and not the solution. As we shall see in the next section, these limitations from the concept of scarcity are what makes arguments based on abundance more appealing.

Robbins, however, was aware of the problems with his conception of economic methodology and its applications. As he admits, “it is clearly necessary to assume a social order within which the valuations based upon it may show themselves in tendencies to action” (Robbins, 1932, p. 93). In other words, means-end rationality is contextual. Robbins use of the word “assume” is unfortunate. Background context of social order is very much real, even though it is also the product of human decision-making. Robbins goes on to say, in elaborating on the economic theory of exchange:

In the theory of simple exchange, for instance, we assume that Primus is free

to acquire corn from Secundus by offering him wine. But we do not necessarily

assume that he is free to acquire corn by killing him or otherwise doing him violence.

We assume a legal framework of economic activity. This framework, as it were,

limits the area within which the valuations of the economic subjects may influence

their action. It prescribes a region in which one is not free to adopt all possible

expedients; and these prescriptions are assumed in the discussion of what happens

in the residual area of free action (Robbins, 1932, p. 93–94).

As we saw in his discussion of copyright, law creates its own limitations within which economic exchange operates as pursuit of ends through the scarce means of producing, buying, and selling. Robbins, however, does not discuss how to assess these limitations explicitly. But presumably the economic methodology he proposes offers an instrumental way to formulate these background laws. It should be pointed out that throughout his career, Robbins was active in policy debates during and after World War Two in the United Kingdom.

In providing a foundation for the concept of scarcity, Robbins' emphasis is on limitations, what decisions must be foregone, what choices must be made. He was aware of how technological change can remove these limitations. But he was skeptical of the idea that new technologies require new economics. For Robbins, the fundamental problem of instrumental reasoning and scarcity was persistent.

It is perfectly true that with the advance of modern technologies, the provision of the

most elementary requirements of “material welfare” has come to demand a diminishing

proportion of the powers of production at the disposal of the human race. But it is not in

the least true the phenomenon of prices and costs, incomes and capitalizing rates, which

are the central preoccupation of the Economics of an exchange economy, have shown

any tendency to disappear or to lose their practical significance (Robbins, 1932, p. 97–98).

Robbins is claiming that the question of scarcity is salient to understand the advances of technologies even as technological advances may provide abundance. Scarcity is persistent; there are always constraints to decision making even if there is seeming abundance. Robbins' analysis sets up a dialectic between scarcity and abundance that transforms how we identify new means to satisfy broad, perhaps even growing, ends. To appreciate this dialectic, and its relevance to current debates over information, communication technologies, and copyright, we need to assess our understanding of abundance, the subject of the next section.



Ester Boserup (and others), abundance, and the problem of ends

In 1980, economist Julian Simon accepted a bet from biologist Paul Ehrlich that put the concept of scarcity to the test. At the heart of the bet was a prediction about changes in the price of a bundle of commodities, nickel, copper, chromium, tin, and tungsten, at the end of a ten-year period. Ehrlich, the author of The Population Bomb which revived the Malthusian proposition that population growth will overburden natural resources, bet on the side of scarcity, predicting that the price will rise after ten years due to shortages arising from demand outstripping supply. Simon took the side of abundance, betting that human ingenuity in managing scarcity through technology would lead to a fall in price. At the end of the decade, Simon had famously won the bet (Worstatt, 2012).

Several explanations are offered for why Simon won. His success was partly a matter of lucky timing. Prices of the chosen commodities rose in the 1990's and 2000's, suggesting that Ehrlich would have won if the two had bet over a fifteen- or twenty-year period. Several factors made the 1990 an unusual year. A tin cartel had gone bankrupt, correcting artificially monopolized prices. The Soviet Union, a producer of the non-ferrous metals in the bundle, collapsed causing the world market to be flooded with these metals as domestic demand for them dropped. The market, however, corrected in the 1990's favoring Ehrlich's side of the bet (Worstatt, 2012). Perhaps the argument for scarcity is stronger than Simon's win would suggest.

But favoring Simon's claims about the power of human ingenuity was the development in the 1980's of solvent extraction and electo-winning, innovative processes for extracting copper from copper oxide, copiously stored in mountains but difficult to mine without the technological advance (Worstatt, 2012). This technological advance supports what we can call the argument for abundance, as a counter to scarcity. As a proponent of abundance, Simon is sometimes described as a cornucopian, a believer in the unlimited possibility of technology to satisfy human needs and wants. Contrary to Robbins' emphasis on scarce means, a cornucopian would emphasize that means are not scarce. To quote the cliché, necessity fosters invention, especially where the necessity may result from scarcity.

Although the cornucopian vision of unlimited possibility can readily turn utopian, developments in science and its technological fruits bolster such optimism. Post-World War Two, agriculture was in crisis, causing prognosticators to predict global famine, concentrated in developing countries. Dr. Norman Borlaug devised new methods for farming, creating high-breed plants with greater nutritional value. The Green Revolution abated fears of world-wide starvation. In the 1970's and 1980's, developments in genetic technology further improved the quality of rice and other grains, allowing many developing countries to become self-sufficient and some, even exporters, of agricultural products. However, these developments fueled new concerns as farmers were displaced by these technological developments. While government subsidies aided displaced farmers, fears of a new crisis arose as farms increased in scale and size reducing the income of smaller plots owned by independent farmers. One response to these concerns was reforming the agricultural sector in some countries to allow family farms to transition to more profitable enterprises. Another response was technological, specifically finding ways to enhance the natural process of photosynthesis to make plants more efficient in how they process carbon dioxide through improvements in the design of leaves and the underlying biochemistry (Kolbert, 2021). Corcnucopians may mythologize the power of technology, but its influence, however gradual and unpredictable, cannot be denied.

A parallel project to this Article discusses how crisis can fuel invention and innovation. This concurrent work examines the current COVID pandemic (and antecedents in the polio and AIDS crises) and its challenge for invention, innovation, and government policy responses to patent rights and drug approval. Crises illustrate the interplay between scarcity and abundance, the subject of this Article. What the two projects share, in part, is a critical reliance on the work of Ester Boserup, a researcher who in many ways challenged the perspectives of doomsayers like Ehrlich and utopians like Simon.

Ester Boserup, often identified as an agricultural economist and scholar of economic development, provides a theoretical framework, that is empirically based, for specifying how crisis, invention, and innovation mix. Dr. Boserup's insight is the idea of induced innovation. Her idea was a response to the Mathusian trap that arose from human population growing geometrically while agricultural food supply grew arithmetically. This inability of the food supply to keep up with population growth led to cycles of feast and famine, as increases in human fertility led inevitably to crises of population mortality and decimation. These forces could be compounded by problems in legal institutions, such as the tragedy of the commons under which ill-defined property rights led to overgrazing and further worsening of the food supply.

Boserup's key contribution was to challenge the inevitability of Malthusian cycles. Population pressures on arable land, she noted, would lead to the use of labor-intensive technologies that would improve agricultural productivity. Increased productivity would in turn fuel improvements in infrastructure to permit improvements in harvest and distribution. As she describes:

If local population increase provides the incentive for an expansion of the productive capacity of agriculture, labor-intensive investment can remove the constraint on output by the limited supply of arable land and capital. Therefore, in periods of rapid population growth, investment in agriculture by direct labor inputs is at higher levels than in periods of low or negligible rates of growth of local population. This is true not only of investment in traditional food production, but also in production of special export crops (Boserup, 1975).

This dynamic is the basis for induced technological change: “intensification is an efficient response to the rising rental value of land relative to wages (Roumasset and Smith, 1981).” Induced technological change, however, is costly. Low levels of wealth and limited access to capital would create risk aversion leading to economically rational resistance supporting “technical inertia” (Wood, 1998). Another limit on induced technological change is existing economic infrastructure. In addition to risk aversion, Boserup notes, that individuals “may have insufficient incentive to produce a surplus beyond subsistence needs because the lack of infrastructure results in high costs of transport and distribution both for locally produce agricultural products and for products imported in the area from outside (see Boserup, 1975, p. 260).”

Economic development in Europe offers support for Boserup's theory. Her analysis contradicts the assumption that in pre-industrial Europe, technological change was “random and too rare to have had much importance for population trends, until the great breakthrough of modern technology at the end of the eighteenth century” (Boserup, 1987). Population density was positively related to market access and the level of transport technology (Boserup, 1987, p. 695). Population size and density made concentration in urban centers possible, increasing the size of the intellectual elite (Boserup, 1987, p. 695). Such concentration also facilitated the creation of guild systems, family organization, and systems of marriage, sparking increases in savings and the accumulation of wealth (Boserup, 1987, p. 696–697). Boserup acknowledges that a triad of crises, epidemics, war, and famine, shaped the trajectory of population growth and density. But she questions whether these crises created “subsistence crises” as land resources served as a bottleneck to population pressure. According to Boserup, labor, not land, was the scarce resource as “rural labor supply could cultivate sufficient land with sufficient intensity to produce in normal harvest years (Boserup, 1987, p. 696–697).”

Several scholars have generalized Dr. Boserup's theory of induced technological change beyond agricultural economic development to integrate politics, ecology, economics, and technology studies. Some identified the endogeneity of “techno-managerial strategies of agriculture” in response to environmental and demographic changes which induced innovation and investment in technology (Turner and Fischer-Kowalski, 2010). While some have criticized Boserup's theory for ignoring the role of social institutions, Boserup's response was that social institutions, like technology, are endogenous to external factors like the environment, reflecting choices on how to organize society (Turner and Fischer-Kowalski, 2010). This strand of induced innovation theory supports ideas of social innovation in the design of institutions (Baglioni and Sinclair, 2018). Induced innovation, both technological and social, follow certain identifiable steps that can serve as a framework for policy reform and social change (Newig et al., 2019).

Induced innovation proffers a mechanism for generating a virtuous circle of abundance. Simon's triumph over Ehrlich is a popular cultural illustration of how technological change spurred by scarcity permits escape from scarcity's constraint. These are “fables of abundance,” to borrow a phrase from historian Jackson Lears, who identifies in early twentieth century advertising fantasies of industrial production, mechanization, and expanding civilization. Although writing about manufacturing, Lear's examples of fables of abundance have parallels in contemporary tales of the wonders of digitization's bounty, which I elaborate upon in the next section. Abundance and its supporting fables, however, needs, in the words of Professor Barbara Fried, to “face up to scarcity” (Lears, 1994; Fried, 2020). Theories of abundance fall into what Professor Fried calls non-consequentialist thinking, which reject utilitarianism's emphasis on aggregating individual interests in making policy choices. Like other non-consequentialist theories Fried identifies (Rawls, Nozick, Scanlon), theorists of abundance assume deontic claims that ignore trade-offs across individuals. Professor Fried's admonition aimed at non-consequentialists, applies as well to the cornucopians:

Virtually, all collective choices we make require us to trade-off one person's interests against another's….The essentially optimistic premise on which non-aggregation rests—that tragic choices between the fundamental interests of different individuals are the exception and not the rule—cannot tell us what to do about it (Fried, 2020, p. 3).

Abundance must also face up to scarcity.

Four dimensions define scarcity's showdown with abundance. The first are distributional concerns masked by cornucopianism. Next is scarcity as to ends in distributing the fruits of abundance. Third are the issues of management and sustainability needed to avoid wasting away abundance. Finally, there are the increased wants and needs induced by abundance.

Distributional concerns lead to the questions: abundance for whom and of what? Cornucopians seemingly view abundance in abstract social terms, as the creation of surplus that benefits individuals in the aggregate. This nod to aggregation is apparent in the Simon-Ehrlich debate and its focus on the price change on selected resources. A price drop, Simon deduces, is a sign of abundance leading to social benefit. But the use of these measures ignores the question of who benefits from abundance and how. Does an unlimited supply of consumer goods (cars, appliances, fashion) inure to everyone's benefit? The digital divide demonstrates inequities in an age of abundance, and, as I described below, an abundance of information does not mean equality of access or a shared ability to transform information into knowledge. Thomas Piketty documents movements toward more equal distribution of incomes and wealth across many countries. This “great redistribution” from 1914 to 1980, as he describes, is attributable to expansions in social welfare programs, progressive taxation, and the liquidation of assets and relief of public debate arising from decolonization (Piketty, 2022, p. 121). But inequities still exist, he notes, across nations and within nation states across the lines of class, race, and gender (Piketty, 2022, p. 45–47). Abundance has its limitations against standards of equality and fairness. How do we address trade-offs between abundance and distributional concerns?

Abundance leads to questions of distribution. As individuals witness abundance's bounty enjoyed by neighbors, envy induces the quest for a share of abundance's fruits. This quest leads to an important twist on Robbins' defining scarcity in terms of means. Abundance leads to questions of ends and how to spend the surplus a society enjoys. Should surplus be invested back to further induce innovation or should the surplus be used to sports arenas, theaters, schools, hospitals, or other list of needs and wants? Robbins would have classified these questions as noneconomic, perhaps the subject of politics or social mores. Within contemporary economics, social choice theory and public choice theory turn to questions of institutional design to allow social choices among these conflicting ends. Whatever disciplinary methodological is applicable to the problem, abundance must face up to the existence of scarcity in ends.

Scarcity threatens abundance in terms of management to sustain abundance's bounty. Political battles over the choice of ends may lead to a waste of abundance as interest groups may expend resources to gain a larger share of surplus than competitors. Rent-seeking, in various forms, drives the success of conflict ends. Social institutions can attempt to manage the uses of abundance and ensure the distribution of its benefits. Professor Elinor Ostrom's scholarship on the commons illustrates how social choices on institutional design arise to choose among conflicting ends, even in a world of abundance. Cornucopians need to face up to scarcity on how to manage abundance to reach socially chosen ends and to sustain abundance without wasting its bounty.

Finally, society needs to manage abundance to choose among scarce ends because need and wants increase in the face of abundance. Returning to Lears' fables of abundance, we can witness advertising creating new wants as supply generates demand. Scarcity exists not only in a world of deprivation but also in a world of plenty to satisfy the quest for more consumer goods, investment opportunities, and even newer things. Professor Whybrow's research, discussed in detail below, documents this perhaps less than virtuous circle for the pursuit of wants.

Against this background on debates over scarcity and abundance, we turn now to the example of time as an illustration of how scarcity and abundance serve as analytical and rhetorical tools for the regulation of information.



Making time scarce, making time abundant

Scarcity and abundance are in tension within intellectual property law. This tension stems from that between limitation and freedom in law more broadly. However, within intellectual property law, particularly copyright law, we can see this tension as flowing from our attitudes toward time3.

Time can have many meanings relevant for my discussion here. A physical notion of time is relevant for understanding information processing and methods for collecting information. Biological notion of time informs how we live from mundane processes of sleep and eating to more long-term changes such as aging. Sociological time shapes our relations to others: anniversaries, milestones for children, daily needs. Engineering notions of time define clocks, whether mechanical, electronic, atomic, and astronomical. All of these notions of time are relevant for my points here although as the argument unfolds engineering measures of time might be the most salient.

Whatever notion of time we are using, it should be distinguished from labor, a concept more familiar for intellectual property and information. Locke's theory of property rests on appropriation through labor. But as may be familiar, a labor theory of property and, within economics, of value is inadequate for understanding questions of distribution attendant to property and markets. Within contemporary economic and sociological theories, labor is a question of how individuals allocate time for different activities. See, e.g., Becker (1965), Emens (2019).

Finally, my approach here is different from that of the Austrian School of Economics, whose followers start with theories of time as relevant to uncertainty and entrepreneurship. See Schulak and Unterkofler (2011). I discuss entrepreneurship and the Austrian School, with critical comments, in Shubha Ghosh, Advanced Introduction to Law and Entrepreneurship (2021). Here, my emphasis is on how different forms of regulation control the scarcity and abundance of time as illustration of how control of time is a form of information policy.

Abundance within intellectual property law follows from public goods theory. Writings, applied ideas, and the resulting domain of culture and science are often characterized as public goods, ones whose benefits are shared among groups of people and not limited to one's individual use (Ford, 2021). Scarcity appears in the possibility of congestion through overuse of existing books and knowledge without the replenishment of original creations and new inventions (Landes and Posner, 2003). Congestion is a type of cultural degradation and ennui reflected in the decrease in demand for public domain works reflecting the diminution in value. By contrast, the positive externalities that flow from the public goods of culture and science can spur further invention and innovation. Abundance is in a virtuous.

Circle (Cohen, 2011; Lemley, 2015). Scarcity interplays with abundance in trademark law as well. Some scholars teach us that the trademark registration system is running out of words. Language itself has its limits as a basis for indicating source and distinguishing products (Beebe and Fromer, 2018). Contra The Beatles, words no longer flow out “like endless rain into a paper cup (Lennon and McCartney, 1968).” However, new signifiers stem the scarcity through the cornucopia of trade dress, design, smells, haptics, sounds, and kinetics (Lukose, 2015). Non-traditional trademarks are abundant, limited perhaps only by the ability of administrative offices to keep up (Croze, 2018).

Scarcity and abundance have their analogs in exclusive rights and access. Exclusivity is about limitations, metering out uses based on the calculus of the rights owner. This calculus is an economic one not limited to material gain through royalties and transfers but also a moral one, reflecting distrust for certain uses as interfering with the moral rights of the owners. Access, by contrast, is about abundance. Future inventors can make improvements on existing inventions or they might make “one horse shays” obsolete. Musicians can transform compositions across genres. Parodists and satirists generate their commentary. Books are made into movies; movies into books. Access enables abundance through the virtuous circle of transformation. Within copyright law, fair use mediates scarcity and abundance as a justified limitation on exclusivity to facilitate new creative actors to participate within their artistic communities.

Monopoly and competition also have their roots in scarcity and abundance. As Robbins noted, copyright creates artificial scarcity that allows owners to allocate scarce uses relative to demand. This artificial scarcity works a monopoly in a legal sense as a limitation on competitive entry. Competition leads to abundance, for the utopians an unlimited one unconstrained by costs, scale, and demand. More realistically, competition enables an abundance relative to the scale of production, costs of making and distributing physical works, and the demand for them. In a digital environment, costs may be substantially lowered and economies of scale for distribution will be increased, but demand would still be a factor on how much abundance that can be enjoyed. Monopoly and competition are the institutional dimensions of scarcity and abundance, defining the shape and dynamics of a market in which transactions for sales, licenses, and other agreements operate. But within these institutions play out the psychology of scarcity and abundance, which inform the behaviors driving creation, invention, marketing, “trafficking and trucking” (to use a quaint vernacular). This psychology reveals the dynamics of scarcity and abundance and how they are regulated.


Psychology of scarcity, abundance, and self-control

Journalist Michael Lewis in his comparative study of the economic downturn of the 2000's identifies the psychology of scarcity and abundance (Lewis, 2011). Drawing on the work of UCLA neuroscientist Whybrow (2005), Lewis starts from the proposition that “the human brain evolved over thousands of years in an environment defined by scarcity. It was not designed at least originally for an environment of extreme abundance” (Lewis, 2011, p. 204) Quoting Whybrow:

We are set up to acquire as much as we can of things we perceive as scarce, particularly sex, safety, and food….When faced with abundance, the brain's ancient reward pathways are different to suppress. In that moment the value of eating the chocolate cake exceeds the value of the diet. We cannot think down the road when we are faced with the chocolate cake (Lewis, 2011, p. 204).

Self-control is limited by the need to survive scarcity, whether real or feared. As explanation for the bust of the 2000's (and perhaps previous cycles of economic boom and bust), Lewis observes,

The richest society the world has ever seen has grown rich by devising better and better ways to give people what they want. … The succession of financial bubbles, and the amassing of personal and public debt, Whybrow views as simply an expression of the lizard-brained way of life…..The boom in trading activity in individual stock portfolios; the spread of legalized gambling; the rise of drug and alcohol addiction; it is all of a piece. Everywhere you turn you see Americans sacrifice their long-term interests for a short-term reward (Lewis, 2011, p. 205).

This inability to self-regulate, Whybrow predicts, leads to either excessive glut and self-destruction, even death, or a moment when the bottom falls out forcing a turn to external forms of regulation. “If we refuse to regulate ourselves, the only regulators are our environment, and the way that environment deprives us” Lewis quotes Whybrow (Lewis, 2011, p. 206). Lewis concludes: “For meaningful change to occur, in other words, we need the environment to administer the necessary level of pain” (Lewis, 2011, p. 204) Written around 2010, there is a foreboding quality to Lewis's analysis, suggesting to me why the move to forms of authoritarianism that some scholars have noted in modern world politics as an external substitute for the lack of internal self-regulation (Rhodes, 2021). The prognostication also is reminiscent of the doomsaying of Paul Ehrlich. Whybrow's insights not only enlighten the psychology of scarcity but also question whether abundance is a virtuous circle.

One dimension of contemporary abundance is what is popularly referred to as the information glut. If the lack of information, or ignorance, is a form of scarcity, then the information glut arises from a desire to hoard information, to stave off ignorance with perhaps the illusion of knowledge and enlightenment. This accumulation of information for its own sake may come at the expense of being able to distinguish good information from bad information. Understanding the information economy in terms of the interplay of scarcity and abundance provides the bridge between the discussion of Robbins and Boserup in Sections Two and Three of this Article with the discussion of information, communications technology, and copyright in the rest of this Article. One final piece is identifying how the psychology of scarcity and abundance connects to the constraints of time.



Self-control and time

Behavioral economist Sendhil Mullainathan and psychologist Eldar Shafir collaborated to show how the psychology of scarcity perpetuates income inequality and derive policy recommendations to combat poverty4. Although their focus is on the poverty of income, their analysis has application to the poverty of information. This connection is based on what could be described through the cliché that “time is money.” In their book on scarcity (Mullainathan and Shafir, 2013), the authors relate one of their battles with battling deadlines. Despite being aware of the many obligations that Sendhil had taken on, obligations familiar to many of the readers of this Article, Sendhil nonetheless found it difficult to say no to other requests, whether committee meetings or contributions to a book. Furthermore, as the obligations accumulated, Sendhil used his precious time to complain about the lack of time to meet his deadlines. The stress of time was exacerbated by recognizing the lack of it. The authors draw a parallel between the lack of time and the lack of money:

Missed deadlines are a lot like overdue bills. Double-booked meetings (committing time you do not have) are a lot like bounced checks (spending money you do not have). The busier you are, the greater the need to say no. The more indebted you are, the greater the need to not buy. Plans to escape sound reasonable but prove hard to implement. They require constant vigilance—about what to buy or what to agree to do. When vigilance flags—the slightest temptation in time or in money—you sink deeper (Mullainathan and Shafir, 2013, p. 3).

Even though the woes of a harried academic seems on the surface remote from an indebted low income homeowner, they both are facing the problem of scarcity, which for their purposes the authors define as “having less than you feel you need.”

This succinct and clear definition relates to Robbins' definition as they both recognize scarcity as a problem of management. For Robbins, the problem is one of managing scarce means to satisfy certain ends. For Mullainathan and Shafir, scarcity points to a connection between time management and money management. What the contemporary authors note however, drawing on their work on psychology, is that scarcity as a management issue is connected to that of mental bandwidth. Just like a browser with multiple open windows:

Scarcity does something similar to our mental processor. By constantly loading the mind with other processes, it leaves less “mind” for the task at hand. Scarcity directly reduces bandwidth – not a person's inherent capacity, but how much of that capacity is currently available for use (Mullainathan and Shafir, 2013, p. 39).

From this analogy, they identify a possible pathway for policy reform to address poverty. Instead of viewing poverty as a failure of character or poor time management as akrasia, the authors conclude:

The scarcity mindset, in contrast, is a contextual outcome, more open to remedies. Rather than a personal trait, it is the outcome of environmental conditions brought on by scarcity itself, conditions that can often be managed. The more we understand the dynamics of how scarcity works upon the human mind, the more likely we can find ways to avoid or at least alleviate the scarcity trap (Mullainathan and Shafir, 2013, p. 123).

Confronting the problems of scarcity is a matter of environmental design. Reforms should target the limitations that scarcity places on cognitive function and management. As Mullainathan and Ershad focus on poverty and income inequality, their reform proposals focus on changes to the welfare system to permit better transition to work and time management in job training programs. Beyond the application to welfare reform, their insights on scarcity as a problem of the environment is useful in understanding reforms to address information poverty.

Information poverty describes a situation arising from the information glut of the digital economy. As more digitization has led to an abundance of websites, podcasts, visual content, electronic books, and streaming music, all easily available for a subscription, through shared services, like YouTube, or via surreptitious means, the typical consumer finds themselves unable to process and distinguish among all the options. What results are not the congestion costs identified by Landes and Posner but an overwhelming fear of not being able to keep up as the information overload blurs the lines between reality and fantasy, quality and fluff, true and false. Information becomes a sort of junk food, plenty of options but with little nutrition. As economist Daniel Hammermesh described: “Our ability to purchase goods and services has risen much more rapidly than the amount of time available for us to enjoy them (Hamermesh, 2018, cited in Krueger, 2019).” Goods and services grow exponentially while time increases arithmetically in a rat race of increased productivity and increased labor at the expense of leisure. In the information age, it can take a lot of work to be a channel surfer, sorting through the program guides, figuring out the remote, keeping track of all the subscriptions and saved programs.

Economist Alan Krueger traces the poverty of plenty to John Maynard Keynes, who imagined the future of his grandchildren (meaning us):

Thus, for the first time since his creation man will be faced with his real, his permanent problem—how to use his freedom from pressing economic cares, how to occupy the leisure which science and compound interest will have won for him, to live wisely and agreeably and well (Keynes, 1930, p. 267).

In an age of abundance, scarcity is measured by the extent of our want and ambitions, rather than our subsistence needs. Keynes foresaw that “it will be those people, who can keep alive, and cultivate into a fuller perfection, the art of life itself and do not sell themselves for the means of life, who will be able to enjoy the abundance when it comes (Keynes, 1930, p. 268).” But as the current economic psychology literature teaches, abundance can lead to a loss of self-regulation and scarcity can create cognitive failure as time becomes the taunting constraint. Robbins posited constraint as a problem of management, of choosing among scarce means to reach our desired goals. Mullainathan and Ershad update this problem of management in terms of choice architecture. Keynes would view this management of time and the architecture of choice through government intervention transforming the freedom from need into the freedom to enjoy abundance.



Regulating and deregulating time

How do we understand the management of time within law and policy? At a basic level, management of time stems from a sense of mortality and the accompanying survival instinct. A natural response perhaps is to escape time itself through expanding it or chasing immortality. Increases in life expectancy through medical technology and lifestyle management has made time a less binding constraint, but only to a point as the bucket list simply grows longer. Legal mechanisms exist for simulating immortality. The corporate form allows for perpetual existence if not of the human body but of its manifestation in artificial form5. Various forms of dead hand control through bequests, trusts, conditional gifts, and philanthropy also simulate immortality through the dream of perpetual management. Limitations on dead hand control, however, allow for new generations to throw off the yoke of tradition (Radin, 2011). Management of time is, as with any resource, subject to competition among conflicting actors.

Time management has a well-known legal foundation, one that explains much of the current information glut and information poverty. In its Sony v. Universal Studios decision, the Supreme Court in a 5-4 judgment recognized time shifting as fair, and substantially non-infringing, use under copyright law (Sony Corp. of America v. Universal City Studios, 1984). Although the legal doctrine has echoes of science fiction, the Court was not acknowledging the existence of the Tardis. Instead, the machine the five justices were saving from the damnation of secondary liability was the videocassette recorder (in the more efficient, but soon obsolete form of the Betamax). What the VCR allowed was escape from the limitations of broadcast time of television programming. Before the VCR, viewers would have to be in sight of a television set to catch a program at a particular time, whether in a house, in a hotel, or in front of a department store window. Such a constraint affected not only viewers but also merchants. For example, famously shopping and restaurant dining dropped precipitously in the mid-1950's on Mondays at nine o'clock in the evening when “I Love Lucy” was broadcast. By permitting taping for later viewing, the recorder opened the market, not just for broadcast television viewing but for other activities. Nearly forty years after the decision, the average person can watch a recorded program on a tablet while trolling websites for the best bargain and ordering dinner on one's laptop as the latest multipart drama plays out on the big screen Sony television. Keynes might be proud of his foresight.

Network broadcasting in the 1950's made time a scarce resource. Time shifting6 made time abundant. Scarcity and abundance here are relative to the needs of television viewing, to be sure, but the constraint and its release had implications beyond the sanctity of one's couch, armchair, or bed (Samuelson, 2007). The Court's ruling in Sony extended other liberating aspects of technology. Time shifting as fair use saved the Diamond Rio, the not-so-distant ancestor of the iPod which begat the iPhone and iPad. As broadcast television markets expanded so did the entrance of new television stations, entry made possible through reforms of telecommunications law and advancements in digital and satellite technologies. Time shifting allowed for more options for a typical evening's entertainment beyond scheduled programming, and the accompanying technological advances allowed for the entry of new forms of entertainment beyond the dictates of the dominant television and radio networks. Today we witness the cornucopia of social media and streaming services. In this time of abundance, time once again becomes a scarce resource and with that scarcity comes the question of management and cognitive constraint. This current dialectic of scarcity and abundance calls for consideration of the legal, economic, and social architecture of management, the focus of the next and penultimate section of this Article.




Regulating the information glut through time architecture

By recognizing time shifting in its Sony decision, the Court recognized the possibility of individual choice in viewing content made possible by the videotape recorder. Audiences were not limited by the constraints imposed by broadcast television. Accompanied by technological changes7 in cable, satellite, and digital transmissions, the possibilities for time shifting opened a vast content market, a cornucopia of information, entertainment, and self-expression.

But this abundance is illusory. Even with the possibilities of multitasking that allow for more intensive uses of viewing time (multiple windows on the browser, multiple devices on simultaneously), the expanded possibilities of time give way to the limits of attention. As attention becomes the new constraint, the ability to assess information, to distinguish between factual news and fictional entertainment, and to think critically about what one experiences confronts the limits of informational entropy. Removing one source of scarcity rebounds into the creation of other constraints against periods of abundance.

Against this illusion of abundance, calls for various types of regulation point to a need for new architecture for managing attention against misinformation, hurtful speech, propaganda, and other corruptions in an unregulated content market. This section makes the argument that what these several proposed reforms share is a mechanism for making time scarce, placing limits on its abundance in order to permit focused attention. Although the strictures of broadcast time cast off through time shifting were too rigid, they did impose a seemingly attractive structure, limiting choice but preventing overload. Modern regulatory approaches, I argue, seek to channel the freedom afforded by time shifting through targeted scarcity that controls the unfettered sprawl of abundance. After a consideration of self-regulation, I identify four types of time regulation: (1) delaying posts, (2) compartmentalization, (3) velocity and acceleration (with nudging as one example), and (4) reviving the spirit of the fairness doctrine. I conclude with the point that while these proposals do help to identify salient features of time architecture, focusing solely on time architecture should not distract from other policy concerns, such as directly confronting the harms created from pollution of content.


Self-regulation and its limits, with the example of Wordle

An immediate inclination to controlling information glut is self-regulation, which entails placing the burden on content users (whether on social media, various internet platforms, numerous media providers such as cable or streaming) to manage their consumption of content. To revert back to Whybrow's analogy to chocolate cake, self-regulation is a self-imposed regimen of diet, exercise, and information abstinence. This regimen would include strategies such as scheduled viewing, limits on devices, content blockers, or discrimination choices of platform selection. It would also require self-education and vigilance to become informed on how to read posts, how to gauge the veracity of information, and how to glean content creators. We can describe self-regulation as effective forms of time management, knowing when to just turn the noise off and find shelter in modulated silence.

Within the language of time management, self-regulation has an analog within retirement planning in the shift from defined benefit to defined contribution accounts8. While defined benefit plans are employer managed pensions, managed centrally as a promise to provide a certain annuity payout, defined contribution plans are employee managed, building on contributions from salary, sometimes matched by the employer. In contrast to defined benefit plans, defined contribution plans require retirement savers to be proactive in making financial decisions from how much to save to when to require. Defined contribution plans, however, raise questions on the ability of future retirees to self-manage their retirement plans. The fields of behavioral economics and behavioral psychology grew through identifying the limits of rationality that can lead to failure to save adequately for retirement. These failures led to policy reforms of the architecture of savings through such reforms as opt-outs, nudges, or the design of retirement securities (Jolls et al., 1998; Benartzi and Thaler, 2007).

By analogy self-regulation of time would also require careful consideration of time architecture. For self-regulation to work effectively, content users need to have the knowledge to judge content and the time to remain knowledgeable and assess the information onslaught. It takes time to manage time; it takes information to understand information. How time is structured can affect how effectively it is managed. A rigid structure, the paradigm of working nine-to-five under a strict regimen, is one possible architecture, but a possibility that would take away choice and freedom. But there are other possibilities.

Take the example of Wordle. An Internet and social media phenomenon, launched in late 2021, Wordle illustrates time architecture that focuses attention and manages time in game playing. A daily challenge posted every day after midnight New York time, the game provides six chances to guess a five letter English word. (There are versions in other languages). The only time limit is the launch of the next game (although in theory one could take forever to solve a single game by adjusting one's browser) and so the solution is self-paced. The main reward is finding the solution in the fewest number of tries, with two or three being the gold standard and one guess being the sign of good luck. Wordle's time architecture allows for self-regulated and focused attention, promoting concentration and mental exercise. Its success had been imitated in forms with similar architecture, such as Heardle (for identifying musical segments), Globle (for identifying geographic boundaries), and Semantle (for identifying words related semantically).

Wordle's appeal is an example of what social psychologist Mihaly Csikszentimihalyi calls flow, a process of total involvement with life that exhibits the joy and creativity of human life. As he points out, “jobs are easier to enjoy free time because like flow activities, they have built-in goals, feedback, rules, and challenges, all of which encourage one to become involved in one's work” (Csikszentimihalyi, 1990). Wordle's design provides the requisite feedback, rules, and challenges to bring the joy of flow to free time. Architecture regulates free time, providing a light-handed regimen that channels one's play into nuggets of engagement.

While Wordle illustrates how architecture supports self-regulation, a recent episode also shows why focusing solely on time architecture is inadequate for regulating the problems of the information glut. In May, 2022, The New York Times, which now owns and manages Wordle altered the programmed word of the day to avoid the perception of its using the game platform to promote an editorial message. The word at issue was “fetus,” a term of medicine and biology made controversial by the abortion battles and the pending reversal of the precedent, Roe v. Wade. As replacement for this “f-word,” The Times substituted “shine,” a seemingly neutral and joyful alternative. This on the surface innocuous episode demonstrates that focusing on time architecture alone can cloud questions of algorithm regulation and content moderation. Altering a word not only confused Wordle players that day but also raises the question of whether time architecture in promoting scarcity is responsive to problems of information abundance, the ultimate lesson of this Section.



Reform proposals and the architecture of time

Broadcast television before the private home use of the VCR structured time for home viewing of television content. This regimen standardized time much in the same way other industries, such as the railroad, shipping, or telegraphy, standardized time to facilitate transactions. Standardizing time has been a means of regulation for the military, for the workplace, and for the administration of colonies. As demonstrated above, the dissemination of the VCR, with the aid of the Supreme Court's 1984 ruling, liberalized time in the broadcast space, paving the path for various technologies that allowed for more time-flexible communications and information sharing.

Liberalization of time combined with the new communication and information technologies has led to an abundance of information which has created new sources of bottlenecks on time. Reform efforts to address the information glut stem from the limits of self-regulation. In assessing these reform efforts, I make the case that reform proposals can be understood as new ways of regulating time without reverting to the rigid standardization that existed in the pre-VCR period. New time architectures are at the heart of these proposals. Assessing these implicit time architectures will enlighten some of the limits of the proposals.


Delaying and limiting posts

One way to regulate information overload is to delay the timing of posts and limiting the number of times a user can post content. Delaying posts allows for more deliberation in commenting on content and slows down reactive and emotional responses. Limiting the number of posts also can induce efforts to improving the quality of posts. Delays and limits are examples of imposing scarcity on time by restricting the amount of usage. They are analogous to character restrictions on Twitter, another form of constructed scarcity. Each impose a regimen on users with the result of reducing the demands on the processing and accessing of information.

Delays and limits are illustrations of what some scholars may call frictions9 and raising transactions costs (Driesen and Shubha Ghosh, 2005; Fennell, 2009). When understood as frictions, these reform proposals may appear similar to the proposals on the velocity of information, discussed below. But time delays and limits are also closer to structured time of broadcast television, pre-time shifting. Users are limited as to when and how often they can engage with content. But delays and limits allow some degree of time shifting since users are still allowed to choose their own schedule for creating, viewing, and responding to content. Therefore, delays and limits impose scarcity on a world of time abundance. In the language of Mullainathan and Shafir, delays and limits impose some degree of time flexibility by allowing users to decide when to spend the restricted time they are granted. Users can enjoy a rationed form of abundance.



Compartmentalizing time

Time architecture also imposes a schedule on how time is used. Within the military, for example, there is a time for exercise, a time for eating, a time for grooming, and a time for sleeping. Such strictly compartmentalized time is reflected in the world of pre-time shifting broadcast in categories like “Prime Time,” “Children's Viewing,” or “Adult Programming.” Compartmentalizing time imposes scarcity on abundance like delays and limits, but in a more structured way. The contemporary proposal building on “attention accounts” is an illustration of compartmentalizing time.

Professor Cass Sunstein points to an attention deficit as potentially subverting the management of information through disclosure requirements and regulation of communications technologies:

There are serious limitations on the amount of information to which people can attend at any point in time. The standard economic account would emphasize that attention is a scarce recourse and suggest that people make rational (even if fairly rapid) decisions about how to allocate it. Research in psychology, by contrast, suggests that people do not decide how to allocate attention; certain items capture attention while others disappear into the background, even if they are exceedingly important and even if it would be rational to focus on them (Sunstein, 2020).

Information management rests on “attention accounts,” some data are given more weight than others and some are ignored all together. Gathering and use of information is often instrumental, and people process what they know based on what they need to know to reach financial goals, a specific grade in a class, entry into a profession, determine how to vote, and other decisions that people must make. Information also may be obtained for purely aesthetic ends. Examples of this might include gossip, historical or geographic trivia, and engagement of the imagination and fantasy (think of the thrill over guessing or understanding the ending of The Sopranos). These many dimensional benefits of information should shape the economic, social, and legal architecture of information management. Disclosure requirements should be clear and easy to understand. Regulation of social media should keep in mind the various uses of information platforms, as a source of news and a source of distraction. Welfare analysis of regulation, Sunstein argues, needs to account for these complex benefits as well as the costs of what I have called information glut and information poverty.



Nudging and informational velocity

Time architecture can be dynamic in addition to the static design of delays, limits, and compartmentalization. The familiar nudging is an illustration of how choice design includes a dynamic push or pull toward a desired outcome (Thaler and Sunstein, 2021). We can think of a nudge as controlling the speed through which choices are made. Instead of requiring an instantaneous decision, regulation can push or pull gradually toward correct choices about such matters as retirement planning or selection of information content. Information appraisal can be made deliberate, requiring users to review content slowly and with care. Time can be slowed down, but it can also be speeded up. The latte design may be relevant in order to avoid clearly erroneous content or to act quickly in response to emergencies or other information warnings.

Nudges and the speed of time are connected to what Professor Daniel Kahneman describes as “thinking fast” and “thinking slow” (Kahneman, 2013). These are hardwired cognitive functions that reflect different modes of responses to different situations. Thinking slow and fast are the source of identified cognitive failures, such as the endowment effect, availability bias, or recency. Time architecture seeks to regulate these cognitive functions in contexts involving the management of risk and the dilemma of uncertainty. Thinking fast and slow are relevant to the risks and uncertainty associated with information content. Time architecture can induce slow thinking or fast thinking through warning signs, such as color-coded labels for various forms of information. Ratings can also assist in slow and fast information processing through identification of adult or child-friendly content. Instruments for guiding information management can create nudges toward desirable content, promoting either slow or fast thinking and the regulation of the speed of content consumption.

The term velocity is more appropriate than speed in this analysis. A vectored value of speed, velocity has both magnitude and direction. For time architecture, direction needs to be considered as it points to the goals of the regulation. What is the end to which a nudge leads? The answer to the question entails a normative judgment that goes beyond the technical aspects of time architecture which has been the focus of discussion. The direction component of velocity connects time as an instrument for the regulation of information. As I conclude in this section, imposing scarcity on the abundance of time can distract from challenging questions of content moderation and speech. Nudging and velocity reveal some of the limitations of time architecture, a point that is developed in the following subsections on vanishing content and the scholarship on the fairness doctrine.

As velocity speeds up time, acceleration also arises in proposals regarding time architecture and information regulation. A brief discussion here of ephemeral content illustrates another dimension of time architecture. Some platforms present content with an expiration date; its content vanishes and is unretrievable after some amount of time. This design is the obverse of time delays and limits as it accelerates time requiring faster viewing of content and almost no time for response. Accelerating time prevents content from lingering and having a long-term effect on users, who either see the content or miss it. But ephemeral content is undesirable for many reasons10. Memories are lost. Cumulative understanding becomes impossible. The public domain vanishes with the removed content. While vanishing content may prevent persistent misinformation, it is a bad design of time architecture and illustrates an extreme form of constructed scarcity as a cure to information glut.



The fairness doctrine and the dimensions of scarcity and abundance

Time architecture imposes new types of scarcity on the abundance of time, one that in some forms tries to recreate the extreme regime of broadcast pre-time shifting. In this subsection, I connect time architecture back to the discussion of scarcity and abundance in the first part of this Article in order to show the problems of scarcity and abundance rhetoric. My conclusion is that time architecture built on scarcity distracts from challenging questions of content moderation and free speech.

My dialectic approach to scarcity and abundance as illustrated through time architecture casts light on media regulation and First Amendment. Scarcity based justifications for media regulation, whether looking at the limits of the spectrum or platforms, are too simplistic, ignoring the social construction and malleability of scarcity11. Those who support the traditional Fairness Doctrine or its updated versions, for example, will have to look at broader and deeper justifications than notions of scarcity. Similarly, those who appeal to abundance to counter antitrust scrutiny of media platforms (for example because of adequate potential competition or abundant consumer options) need to consider how scarcity continues behind the veneer of abundance. Scarcity and abundance are distractions from more subtle policy concerns, such as how to educate the public to critically assess content as well as how to maintain a robust and diverse market for content. What my analysis calls is for a richer institutional analysis of media regulation and the First Amendment, as we see, for example, in Martha Minow's new book, Saving the News (Minow, 2021).

For example, the Fairness Doctrine requiring equal time for alternative perspectives in the presentation of the news rested on the scarcity of broadcast frequencies that stemmed from the limitations from the radio spectrum. Since the government had to license these frequencies to avoid congestion, the power to license supported regulation to ensure equality of representation. Although the Supreme Court ruled the FCC had the authority to implement the Fairness Doctrine, the FCC eliminated the Doctrine in the 198712. In part, this repeal was made possible by technological changes that undercut the scarcity rationale for the agency authority:

The rise first of cable and then of the internet altered the regulatory predicate of scarce speech opportunities and to some, reduced the need for a policy requiring balance within one outlet. Yet a deeper explanation for the end of the Fairness Doctrine lies in the erosion of public interest ideal in medial and in the country as a whole (Minow, 2021, p. 68).

Technology liberating radio and television broadcast from the scarcity of the spectrum. As a result, broadcast abundance provided opportunities for new entrants to reflect a range of perspectives. But as the market expand, new entrants were able to invest intensively in their individual market niche. There was no need to appeal to the public as a whole. With a differentiated product, a particular program need only appeal to a segment of the public to be profitable and have a prominent market position.

With abundance comes a deficit of time. Competition, whether in the actual marketplace or in social interactions, is over time both in its personal use and in its capture by those who seek it: advertisers, content producers, spreaders of news and rumor, reputation makers. Professor Minow identifies the conflicts between private attention grabbing and the public interest:

When it comes to digital platforms, as long as a combination of advertising and subscription determines the revenues, and as long as competition for those revenues leads to heightened rather than lessened efforts to gain user attention and user behavior, unethical behavior can easily follow (Minow, 2021, p. 119).

Fraud in the collection and use of data is one type of unethical behavior. Bias in content moderation as platforms cherry pick what posts to block or what to promote is another. Corruption within social platforms as users ignore the biases and accept the potential abuses because of pressures to conform would be the ultimate unethical behavior, undermining even the possibility for reform.

Antitrust is often touted as one reform measure to stem the time of unethical behavior. Scrutiny of advertising and subscription markets for anticompetitive conduct and unfair and deceptive business practices are necessary to combat fraud and consumer harm in these markets. But increased competition is a misguided response if competition for attention occurs through unethical practices. Fifty social platforms may not resolve the problem if they each act like the single platform does now. Heightened competition might lead to a race to the bottom in business practices.

Independent content moderation is needed to separate the moderation function from the content and revenue generation functions of social platforms. But the difficult question is designing the institutions for content moderation. Ratings agencies can serve as a watchdog as they do in the financial sector and in consumer protection. In theory, there is a potential market for ratings agencies to emerge to oversee social media platforms as to their accuracy and fairness. But the problem is to ensure that these agencies remain independent and not captured through the same forces of advertising and subscription revenues. Who governs the ratings agencies? Governmental standards, through certification and review, may reign in corrupting influences in the market for ratings.

As Professor Minow advocates, transparency in the architecture of social media platforms is necessary to regulate information management by users. Transparency extends to data collection and use as protections for information privacy as well as to the protection of consumers from confusing and misleading information generated from platform users. While information privacy can be policed through protections against unfair and deceptive business practices, protection against fellow users is fraught with difficulty. Professor Sunstein's points about the psychology of attention and the broader points about scarcity and abundance come into play. Users of platforms need to protect themselves from what in the real world is known as “stranger danger.” But protection from potential pickpockets and conmen is easier in a world of physical interactions than in the world of anonymous or pseudonymous interactions of social media. Self-help can only go so far. Social media architecture may need to police identify verification to prevent improper and illegal behavior as well as to punish it.

A more public minded approach to information policy needs to replace current decentralized and libertarian practices. For Professor Minow, this shift requires refashioning First Amendment as a limitation on government action to regulate speech as an affirmation of government policy to promote speech. Here, we return to the point with which we began this Article. Law limits freedom but can also affirm freedom. In the realm of speech, regulation of speech can make the market for speech more robust. Rules preventing fraud and deception can promote trust in the market. Governing content moderation, appropriate antitrust intervention, and rules on transparency are practical considerations to correcting the information poverty that stems from information glut. These proposals reach beyond scarcity and abundance.



The limits of reconfiguring time architecture

To summarize, time is a significant part of the architecture for information creating and sharing. Sometimes, time is made scarce by rationing when information is made available such as in the days of broadcast media before time shifting. With analog and digital technologies that permit various degrees of time shifting, time is made abundant in the sense that users have a choice of when and how to access content. In a world of time scarcity, time is a scarce means to distribute information. In a world of time abundance, we must confront the scarcity of conflicting and multiple ends, with attendant questions of distribution, that compound difficult choices of how time is to be used. Time is an illustration of the dynamic of scarcity and abundance that I set forth in the first part of this Article.

Our current age of time abundance, I have suggested, has led to the exponential growth of information through various forms of content: movies, podcasts, blog posts, social media uploads, ubiquitous photos and videos recording every thought, movement, and feeling. Current debates about how to regulate this information overload to prevent the dangers of fake news, harassment, unwanted content, and information theft entail to various degrees a regulation a time, with perhaps the world of time rationing through regimentation. These proposals, when cast in terms of reframing time architecture, I have argued in this section, are limiting. While the various proposals recognize the limits of self-regulation and individual choice in time management, they rely on a technical approach to rationing time to avoid difficult political choices about content and viewpoint. I am not recommending that we abandon these proposals. But we should approach them with clarity about how their implicit assumptions and their implementation.

Once we understand the problem of information overload in terms of time architecture, as it has transformed with developments in technology, we can better understand how we have arrived at our current media ecosystem. My analysis in this section has addressed the various approaches to redesigning time architecture as a technical matter of regulation. But my analysis also reveals the not fully understood connection between time and information. Information rationing and glut are related to the scarcity and abundance of time. Reconfiguring the architecture of time, however, can only partially address the challenges of information. I conclude this Article by pointing to research and regulatory questions after scarcity and after abundance.





Beyond scarcity and abundance

This Article has made two overarching arguments: one about scarcity, abundance, and regulation generally and a second about time as an instrument of regulation subject to terms of scarcity and of abundance.

The first argument is that scarcity and abundance are rhetorical constructs that inform different regulatory institutions. Scarcity traditionally has mapped onto limits on freedom. Abundance, by contrast, props freedom's unlimited potential. Under the language of scarcity, limits promote outcomes, for example through rights to exclude, deprivation of a benefit, or imposition of a burden. Under the language of abundance, identified freedoms promote outcomes through rights of access or rights to use. Scarcity is distinct from absolute deprivation, and abundance, from unbounded and infinite possibility. Each are building blocks understood relative to the goals of institutional design. Furthermore, scarcity and abundance have an intertwined relationship, a dialectic of famine and plenty. Similarly, freedom and limitations coexist each supporting the other.

The second argument of this Article is that time as an instrument of regulation illustrates the uses of scarcity and abundance. Time can be regimented to regulate activities such as work, travel, diet, reproductive rights, social relations, and interaction with media. Time can also be liberating, seemingly abundant using perpetuities, technologies for fast forwarding, rewinding, or shifting content, and increases in the velocity of access and movement. Information retrieval, processing, and sharing are connected to time. It is no surprise that reform proposals for the problems confronting the information economy rest up regulation of time. This Article has demonstrated what these reform proposals share is an attempt to make time scarce, to return to perhaps an idealized era of regimented broadcast within an era of multivalent technological means for information creation and dissemination. But imposing scarcity on abundance ignores the deeper challenges of information glut and distortion: how to manage and assess content. This challenge also intersects with our understanding of time but cannot fully be addressed through concepts of scarcity and abundance alone.

In short, time as an instrument of regulation can have play in our design of regulatory institutions. But seeking to regulate through constructed scarcity or constructed abundance has its limits. As we continue to discuss information and its discontents, we need to see beyond the isolated categories of scarcity and abundance as we transform what we have into what we need. What lies beyond scarcity and abundance is a careful analysis of how our institutions are constituted to give play to the needs of freedom, social communication, political engagement, and thriving. Time, scarcity, and abundance are a small part of this broader endeavor.
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Footnotes

1And perhaps a frivolous one now. As I understand it, despite some dissenters, the accepted view is that Shakespeare is the author of the plays in questions (although there may be issues of co-authorship). See, e.g., McCrum (2020).

2See, e.g., Rahmatian (2011) and Bracha (2016); For further background on the economics of copyright, especially the connection between public goods and monopoly, see Hadfield (1988). For an analysis of economic methodology and intellectual property, especially the importance of consequentialist thinking to intellectual property policy, see Ghosh (2021b).

3Time can have many meanings relevant for my discussion here. A physical notion of time is relevant for understanding information processing and methods for collecting information. Biological notion of time informs how we live from mundane processes of sleep and eating to more long-term changes such as aging. Sociological time shapes our relations to others: anniversaries, milestones for children, daily needs. Engineering notions of time define clocks, whether mechanical, electronic, atomic, astronomical. All of these notions of time are relevant for my points here although as the argument unfolds engineering measures of time might be the most salient.

Whatever notion of time we are using, it should be distinguished from labor, a concept more familiar for intellectual property and information. Locke's theory of property rests on appropriation through labor. But as may be familiar, a labor theory of property and, within economics, of value is inadequate for understanding questions of distribution attendant to property and markets. Within contemporary economic and sociological theories, labor is a question of how individuals allocate time for different activities. See, e.g., Becker (1965), Emens (2019).

Finally, my approach here is different from that of the Austrian School of Economics, whose followers start with theories of time as relevant to uncertainty and entrepreneurship. See Schulak and Unterkofler (2011, p. 33). I discuss entrepreneurship and the Austrian School, with critical comments, in Ghosh (2021a). Here, my emphasis is on how different forms of regulation control the scarcity and abundance of time as illustration of how control of time is a form of information policy.

4See excerpt from Scarcity available at: https://behavioralscientist.org/scarcity-excerpt-mullainathan-shafir/ (viewed on December 29, 2021).

5See Kantorowicz (2016). For the dominance of artificial persons, see Galanter (2006).

6See Volk (2008), available online at https://ininet.org/the-betamax-case-and-the-history-of-time-shifting-copyright-le.html (tracing time shifting back to broadcast industry usage in the 1950's). This control over time has its roots in the nineteenth Century with the expansion of the railroads and the need to standardize time nationally. “In 1883,…these ‘distinct private universes of time' [namely the time and the household] vanished when the railroads by joint decision, placed the country—without act of Congress, President, or the courts—under four standard time zones.” Stiles (2009), citing Trachtenberg (1982).

7In the background of course is the abundance in computing speed made identified as Moore's Law. See Rotman (2020).

8See Kotlikoff (2022) (short discussion of defined benefit and defined contribution plans).

9See, e.g., Brett Frischmann and Susan Benesch, friction-by-design regulation as twenty-first century tpm (unpublished manuscript made available by author).

10For a generalization of ephemeral content to disappearing content, see Lemley (2021).

11See Red Lion Broadcasting Co. v. Federal Communications Commission (1969) (“Because of the scarcity of radio frequencies, the Government is permitted to put restraints on licensees in favor of others whose views should be expressed on this unique medium. But the people as a whole retain their interest in free speech by radio and their collective right to have the medium function consistently with the ends and purposes of the First Amendment. It is the right of the viewers and listeners, not the right of the broadcasters, which is paramount”). But see Turner Broadcasting System (1994) (scarcity rationale for agency regulation of broadcast does not apply to cable television); Satellite Broadcasting Communications Association of America v. Federal Communications Commission (2001) (applying the reasoning of Turner Broadcast to agency regulation of satellite television).

12For discussion of the FCC's decision to not enforce Fairness Doctrine, and accompanying issues of FCC's rules on personal attacks and political editorials, see Radio-Television News Directors Association v. Federal Communications Commission 184 F.3d 872 (1999).



References

 Baglioni, S., and Sinclair, S. (2018). Social Innovation and Social Policy: Theory, Policy, and Practice. Bristol: Policy Press. doi: 10.1332/policypress/9781447320104.001.0001

 Becker, G. (1965). A theory of the allocation of time. Econ. J. 75, 493–517. doi: 10.2307/2228949


 Beebe, B., and Fromer, J. C. (2018). Are we running out of trademarks? an empirical study of trademark depletion and congestion. Harv. L. Rev. 131, 945–1045.


 Benartzi, S., and Thaler, R. H. (2007). Heuristics and biases in retirement savings behavior. J. Econ. Perspectiv. 21, 81–104. doi: 10.1257/jep.21.3.81


 Boserup, E. (1975). The impact of population growth on agricultural output. Quart. J. Econ. 89, 257–270. doi: 10.2307/1884430


 Boserup, E. (1987). Population and technology in preindustrial Europe. Popul. Dev. Rev. 13, 691–701. doi: 10.2307/1973028


 Bracha, O. (2016). Owning Ideas: The Intellectual Origins of American Intellectual Property, 1790-1909. Cambrdge: Cambridge University Press. doi: 10.1017/9780511843235


 Cannan, E. (1928). Wealth: A Brief Explanation of the Causes of Economic Welfare. London: Staples Press.


 Cohen, J. E. (2011). Copyright as property in the post-industrial economy. Wisc. L. Rev. 2011, 141–166.


 Croze, D. (2018). “Making a large universe visually perceptible: the development of non-traditional trademarks in WIPO treaties,” in The Protection of Non-Traditional Trademarks: Critical Perspectives, eds I. Calboli and M. Senftleben (Alphen aan den Rijn: Wolter Kluwer), 13–35. doi: 10.1093/oso/9780198826576.003.0002


 Csikszentimihalyi, M. (1990). Flow: The Psychology of Optimal Experience. New York, NY: Harper Perennial.


 Driesen, D. M., and Shubha Ghosh, S. (2005). The functions of transaction costs: rethinking transaction cost minimization in a world of friction. Ariz.. L. Rev. 47, 61–98. doi: 10.2139/ssrn.3556121


 Emens, E. (2019). Life Admin. Boston: Houghton Miflin Harcourt.


 Fennell, L. (2009). Adjusting alienability. Harv. Law Rev. 122, 1403–1463.


 Ford, L. (2021). The Intellectual Property of Nations. Cambridge: Cambridge University Press. doi: 10.1017/9781108182935


 Fried, B. H. (2020). Facing Up to Scarcity: The Logic and Limits of Nonconsequentialist Thought. Oxford: Oxford University Press. doi: 10.1093/oso/9780198847878.001.0001


 Galanter, M. (2006). Planet of the APs: reflections on the scale of law and its users. Buff. L. Rev. 53, 1369–1417.


 Ghosh, S. (2021a). Advanced Introduction to Law and Entrepreneurship. Cheltenham: Edward Elgar. doi: 10.4337/9781788978682


 Ghosh, S. (2021b). “Consequentialist thinking and economic analysis in intellectual property,” in Handbook of Intellectual Property Research: Lenses, Methods, and Perspectives, eds I. Calboli and M. L. Montagnani (Oxford: Oxford University Press), 407–422. doi: 10.1093/oso/9780198826743.003.0027


 Hadfield, G. K. (1988). The Economics of Copyright: A Historical Perspective. 38 Copyright, L. Symp. 1.


 Hamermesh, D. (2018). Spending Time: The Most Valuable Resource. Oxford: Oxford University Press.


 Hausman, D., and McPherson, A. (2016). Economic Analysis, Moral Philosophy, and Public Policy. Cambridge: Cambridge University Press. doi: 10.1017/9781316663011


 Jolls, C., Sunstein, C. R., and Thaler, R. (1998). A behavioral approach to law and economics. Stanford L. Rev. 50, 1471–1550. doi: 10.2307/1229304


 Kahneman, D. (2013). Thinking Fast and Slow. New York, NY: Farrar, Straus, and Giroux.


 Kantorowicz, E. (2016). The King's Two Bodies: A Study in Medieval Political Theology. Princeton: Princeton University Press. doi: 10.1515/9781400880782


 Keynes, J. M. (1930). Essays in Persuasion. London: Palgrave MacMillan.


 Kolbert, E. (2021). A New Leaf: Could Tinkering With Photosynthesis Prevent a Global Food Crisis? New York, NY: The New Yorker, 30–54.


 Kotlikoff, L. J. (2022). Money Magic. New York, NY: Little, Brown Spark.


 Krueger, A. (2019). Rockonomics: A Backstage Tour of What the Music Industry Can Teach Us About Economics and Life. New York, NY: Penguin Random House.


 Landes, W. M., and Posner, R. A. (2003). The Economic Structure of Intellectual Property Law. Cambridge: Harvard University Press. doi: 10.4159/9780674039919


 Lears, J. (1994). Fables of Abundance: A Cultural History of Advertising in America. New York, NY: Basic Books.


 Lemley, M. A. (2015). IP in a world without scarcity. NYU Law Rev. 90, 460–515.


 Lemley, M. A. (2021). Disappearing content. Boston Univ. Law Rev. 101, 1255–1288.


 Lennon, J., and McCartney, P. (1968). Across the Universe.


 Lewis, M. (2011). Boomerang: Travels in the New Third World. New York, NY: W.W. Norton & Co.


 Lukose,. L. P. (2015). Non-traditional trademarks: a critique. J. Indian Law Instit. 57, 197–215.


 Malloy, R. P. (2021). Law, and the Invisible Hand: A Theory of Adam Smith's Jurisprudence. Cambridge: Cambridge University Press. doi: 10.1017/9781108874168


 McCrum, R. (2020). Shakespearean: On Life and Language in Times of Disruption. London: Pan Books, Ltd.


 Minow, M. (2021). Saving the News. Oxford: Oxford University Press. doi: 10.1093/oso/9780190948412.001.0001


 Mullainathan, S., and Shafir, E. (2013). Scarcity: Why Having Too Little Means So Much. New York, NY: Picador.


 Newig, J., Derwort, P., and Jager, N. W. (2019). Sustainability through institutional failure and decline? Archetypes of productive pathways. Ecol. Soc. 24, 17–31. doi: 10.5751/ES-10700-240118


 Piketty, T. (2022). A Brief History of Equality. Cambridge: Belknap Press. doi: 10.4159/9780674275898


 Radin, M. J. (2011). Property longa, vita brevis. Wisc. L. Rev. 2011, 111–122.


 Radio-Television News Directors Association v. Federal Communications Commission 184 F.3d 872 (1999). On Petitions for Review of an Order of the Federal Communications Commission. Radio-Television News Directors Association v. Federal Communications Commission 184 F.3d 872.


 Rahmatian, A. (2011). Copyright and Creativity: The Making of Property Rights in Creative Works. Cheltenham: Edward Elgar. doi: 10.4337/9780857936332


 Red Lion Broadcasting Co. v. Federal Communications Commission (1969). Justia Opinion Summary and Annotations, 395 US 367, 390


 Rhodes, B. (2021). After the Fall: Being American in the World We've Made. New York, NY: Random House.


 Robbins, L. (1932). An Essay on the Nature and Significance of Economic Science. London: Macmillan.

 Rotman, D. (2020). We're Not Prepared for the End of Moore's Law, MIT Technology Review (February 24, 2020). Available online at: https://www.technologyreview.com/2020/02/24/905789/were-not-prepared-for-the-end-of-moores-law/ (accessed January 1, 2022).


 Roumasset, J. R., and Smith, J. (1981). Population, technological change, and the evolution of labor markets. Popul. Dev. Rev. 7, 401–419. doi: 10.2307/1972557

 Samuelson, P. (2007). Unbundling fair uses. Fordham L. Rev. 77, 2537−2621.


 Satellite Broadcasting and Communications Association of America v. Federal Communications Commission (2001). Satellite Broadcasting and Communications Association of America v. Federal Communications Commission, 146 F. Supp. 2d. 803 (E.D.Va. 2001).


 Schulak, E. M., and Unterkofler, H. (2011). The Austrian School of Economics: A History of Its Ideas, Ambassadors, and Institutions. Auburn: Ludwig von Mises Institute.


 Smith, A. (1762). Lectures on Jurisprudence. Indianapolis: Liberty Fund (facsimile edition).


 Sony Corp. of America v. Universal City Studios Inc.. (1984). Sony Corp. of America v. Universal City Studios, Inc., 464 U.S. 417.


 Stiles, T. J. (2009). The First Tycoon: The Epic Life of Cornelius Vanderbilt. New York, NT: Vintage Books.


 Sunstein, C. R. (2020). Too Much Information: Understanding What You Don't Want to Know. Cambridge: The MIT Press. doi: 10.7551/mitpress/12608.001.0001


 Thaler, R. H., and Sunstein, C. (2021). Nudge: The Final Edition. New York, NT: Penguin Books.


 Trachtenberg, A. (1982). The Incorporation of America: Culture and Society in the Gilded Age. Brantford: W. Ross MacDonald School Research Services Library.


 Turner Broadcasting System, Inc. v. Federal Communications Commission. (1994). Turner Broadcasting System, Inc. v. Federal Communications Commission, 114 S. Ct. 2445.


 Turner, B. L., and Fischer-Kowalski, M. (2010). “Ester Boserup: an interdisciplinary visionary relevant for sustainability,” in Proceedings of the National Academy of Science of the United States of America, 107. doi: 10.1073/pnas.1013972108

 Volk, J. (2008). The Betamax Case and the History of Time Shifting, Copyright, Legal Issues, and Policy. Available online at: https://ininet.org/the-betamax-case-and-the-history-of-time-shifting-copyright-le.html (accessed July 13, 2022).


 Whybrow, P. (2005). American Mania: When More is Not Enough. New York, NY: W.W. Norton & Co.


 Wood, J. W. (1998). A theory of preindustrial population dynamics demography, economy, and well-being in malthusian systems. Curr. Anthropol. 39, 99–135. doi: 10.1086/204700


 Worstatt, T. (2012). But Why Did Julian Simon Win The Paul Ehrlich Bet?, Forbes (July 13, 2012). Available online at: https://www.forbes.com/sites/timworstall/2013/01/13/but-why-did-julian-simon-win-the-paul-ehrlich-bet/?sh=28a4b7d41b03 (accessed December 19, 2021).















	
	TYPE Original Research
PUBLISHED 02 September 2022
DOI 10.3389/frma.2022.958761






Metal 3D printing: Patent law, trade secrets, and additive manufacturing

Matthew Rimmer*

Faculty of Business and Law, Queensland University of Technology, Brisbane, QLD, Australia

[image: image2]

OPEN ACCESS

EDITED BY
Deven Desai, Georgia Institute of Technology, United States

REVIEWED BY
Mark A. Lemley, Stanford University, United States
 Salil Mehra, Temple University, United States

*CORRESPONDENCE
 Matthew Rimmer, drmatthewrimmer@gmail.com

SPECIALTY SECTION
 This article was submitted to Patent Analytics, a section of the journal Frontiers in Research Metrics and Analytics

RECEIVED 01 June 2022
 ACCEPTED 14 July 2022
 PUBLISHED 02 September 2022.

CITATION
 Rimmer M (2022) Metal 3D printing: Patent law, trade secrets, and additive manufacturing. Front. Res. Metr. Anal. 7:958761. doi: 10.3389/frma.2022.958761

COPYRIGHT
 © 2022 Rimmer. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



There has been significant investment in research and development in respect of metal 3D printing in the United States (as well as a number of other jurisdictions). There has been growing conflict over the ownership of intellectual property in respect of metal 3D printing (involving not only patents but also trade secrets and confidential information, as well as contract law and unfair competition). In 2018, Desktop Metal Inc. launched litigation against Markforged Inc. and Matiu Parangi in relation to intellectual property and metal 3D printing in the United States. As well as complaints of patent infringement, Desktop Metal Inc. has alleged that the defendants had engaged in acts of trade secret misappropriation, unfair and deceptive business practices, and breach of contract. Markforged Inc. made various counter-claims of its own. In July 2018, a Federal Jury found that Markforged Inc. did not infringe two patents held by its rival Desktop Metal Inc. Claims of further violations of trade secrets and contract law were also considered. In the end, the dispute was settled, with neither party obtaining an advantage in the litigation. There was further conflict over whether the terms of the settlement in respect of non-disparagement were honored. The parties have also faced further intellectual property conflict. In 2021, Continuous Composites has filed a patent infringement lawsuit against Markforged Inc. In 2021, Desktop Metal Inc. brought legal action against SprintRay in Germany. Drawing upon this case study, this paper considers whether metal 3D printing will disrupt patent law, policy, and practice. It also explores the tension between the use of trade secrets in commercial 3D printing (such as in metal 3D Printing), and the open source ethos of the Maker Movement. This paper considers the larger implications of this intellectual property dispute over metal 3D printing for scarcity, regulation, and the abundance society. It also explores the innovation policies of the Biden administration in respect of advanced manufacturing—with a focus upon metal 3D printing and additive manufacturing.
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Introduction

There has been a significant concentration of patents in the field of 3D printing, and a diversification of subject matter in terms of the patent claims. One of the emerging trends in patent landscapes has been the rise of patents in respect of metal 3D printing. There has been significant investment in research and development in respect of metal 3D printing in the United States, as well as a number of other jurisdictions, including Canada, the European Union, and Australia. There has been significant investment in such forms of advanced manufacturing by middle tier countries, like China, as well (Birtchnell et al., 2018).

There has been increasing patent analytic work in respect of 3D Printing. The World Intellectual Property Organization (2015) conducted a survey of patent landscapes of various breakthrough technologies—including 3D printing. There has been a steady growth in patent applications by private companies in respect of 3D printing and other breakthrough technologies. There has also been significant patent activity by public research institutions (Rimmer, 2020a). The European Commission (2016) has focused on 3D printing and additive manufacturing as a priority in terms of its innovation policies. The European Parliament (2018) has issued a report on the policy challenges involved with the regulation of 3D printing. The European Patent Office (2020a,b) has been engaging in empirical research in respect of patent information in relation to 3D printing. The United Kingdom Intellectual Property Office has commissioned some specialist studies of intellectual property and 3D Printing (Birtchnell et al., 2018). IP Australia (2017) has studied, more broadly, the patent landscapes in respect of advanced manufacturing.

Analysts have conducted patent landscapes in relation to the specific sub-field of metal 3D printing. SmarTech Publishing (2018) published a qualitative analysis of metal 3D printing patents. Its study involved a database of almost 2,300 patents. SmarTech Publishing (2018) observed: “While patent litigation is fairly minimal at this point in time, SmarTech sees that situation changing as the metal 3D printing market continues to grow.” SmarTech Publishing (2018) predicted: “The firm expects to see greater activity in firms looking to protect market position or invalidate existing patents.” Moreover, SmarTech Publishing (2018) commented: “Expect more efforts to drive licensing relationships as well.” IFI Claims Patent Services created a 20,000+ database of patents classified under the category of additive manufacturing (Everett, 2021). The field of 3D printing patents was the ninth fastest growing field of technology in 2020 (Everett, 2021).

While initially there was copyright litigation over 3D printing (Rimmer, 2017), there has increasingly been disputes over patent law and trade secrets in the field of 3D Printing. Desai and Magliocca (2014) were prescient in predicting a rise in patent infringement disputes in respect of 3D printing and advanced manufacturing. There has been major commercial interest in the field of metal 3D printing, and significant conflict over the ownership of intellectual property (covering not only patents but also trade secrets). In 2018, Desktop Metal Inc. launched litigation against Markforged Inc. and Matiu Parangi in relation to intellectual property and metal 3D printing. As well as complaints of patent infringement, Desktop Metal Inc. has alleged that the defendants had engaged in acts of trade secret misappropriation, unfair and deceptive business practices, and breach of contract. In July 2018, a Federal Jury found that Markforged Inc. did not infringe two patents held by its rival Desktop Metal Inc. Claims of further violations of trade secrets and contract law were also considered. In the end, the dispute was settled, with neither party obtaining an advantage in the litigation. There was further conflict over whether the terms of the settlement in respect of non-disparagement were honored.

Since the conclusion of this dispute, the parties have also faced further intellectual property conflict with other parties. In 2021, Continuous Composites Inc. has filed a patent infringement lawsuit against Markforged Inc. This conflict is still in progress in the courts. Likewise, in 2021, Desktop Metal Inc. has brought legal action against SprintRay in Germany.

As recognized by Lemley (2015), the field of 3D printing poses fundamental challenges for intellectual property law, with the potential of technological abundance disrupting the artificial scarcity created by legal devices. Drawing upon this case study of the dispute between Desktop Metal Inc. and Markforged Inc., this paper considers whether metal 3D printing will disrupt patent law, policy, and practice. It also explores the tension between the use of trade secrets in commercial 3D printing (such as in metal 3D Printing), and the open source ethos of the Maker Movement. This paper provides a case study of the intellectual property conflict between Desktop Metal Inc. and Markforged Inc. over metal 3D printing. Part 1 compares and contrasts the two companies—and discusses their approach to intellectual property management and commercialization. Part 2 explores the patent dispute between Desktop Metal Inc. and Markforged Inc. It considers the mixed outcome of patent trial. While Desktop Metal Inc.'s patents were held to be valid, it was found that Markforged Inc. had not infringed any of those patents. Part 3 focuses on the competing claims of the parties in relation to trade secrets, consumer law, and contract law. Part 4 outlines the short-lived trial in respect of trade secrets and related matters, and details the confidential settlement between Desktop Metal Inc. and Markforged Inc. It considers the action over the alleged breach of a Non-Disparagement clause in the settlement. Part 5 notes further litigation—involving Continuous Composites Inc. bringing a patent infringement action against Markforged Inc., and Desktop Metal Inc. suing SprintRay for patent infringement in Germany. The conclusion explores the ramifications of the dispute for the larger theoretical debate over intellectual property and artificial scarcity; regulation; and the abundance society. It is predicted that there will be intense legal competition over the future of metal 3D printing, and the relative scarcity and abundance of the technology.



The parties

Patent landscapes have highlighted that there are particular regions around the world, which have concentrated expertise in 3D printing and additive manufacturing.

The Boston area has long been an epicenter of innovation in new technologies—particularly with spin-offs from M.I.T. and Harvard University. Boston has a particularly luminous reputation for innovation in respect of 3D printing and additive manufacturing. Boston certainly could be considered to be a “Maker City” (Hirshberg et al., 2016; Rimmer, 2021). Of particular note, Gershenfeld (2005) has been a pioneer at M.I.T. in developing Fab Labs and personal fabrication. The Fab Lab movement has evolved into a larger digital revolution (Gershenfeld et al., 2017).

Sher (2018) commented that “it now appears clear that the city that is most closely associated with the American Revolution is rapidly becoming the center of another revolution: the additive manufacturing revolution.” He noted: “The entire FabLab community—of which 3D printing is a key element although not the only one—originated at MIT thanks to the work by Neil Gerhsenfeld and his Center for Bits and Atoms” (Sher, 2018). Sher (2018) commented: “Other MIT projects have made intensive use of 3D printing for robotics development, with the MIT CSAIL center working on everything from design software to self-assembling structures and new materials.” He also reflected: “Harvard's most high-profile 3D printing related initiatives are very much focused on bioprinting and biocompatible applications thanks to the work of the Jennifer Lewis Lab at the Wyss Institute for Bioengineering” (Sher, 2018). Sher highlighted a number of Boston-based companies—including Formlabs, Rize, Wyss, Onshape, Dassault Systems, Desktop Metal, and Markforged.

This patent dispute involves two of the flagship metal 3d printing companies in Boston—Desktop Metal Inc. and Markforged Inc.


Desktop metal inc.

In its lawsuit against Markforged Inc. (Jackson, 2018a), Desktop Metal Inc. presents itself as a paragon of the metal 3D printing industry:

Desktop Metal, based in Burlington, Massachusetts, is accelerating the transformation of manufacturing with end-to-end metal 3D printing solutions. Founded in 2015 by leaders in advanced manufacturing, metallurgy, and robotics, the company is addressing the unmet challenges of speed, cost, and quality to make metal 3D printing an essential tool for engineers and manufacturers around the world. Desktop Metal is reinventing the way engineering and manufacturing teams produce metal parts—from prototyping through mass production (Desktop Metal., Inc., Complaint).

The company boasted: “In 2017, Desktop Metal was named to MIT Technology Review's list of 50 Smartest Companies and its products were recognized as among the most important innovations in engineering in Popular Science's “2017 Best of What's New” (Desktop Metal., Inc., Complaint). The company commented: “Since its inception in October 2015, Desktop Metal has raised a total of $277 million in financing, with its Series D marking the largest round ever for an additive manufacturing company at the time” (Desktop Metal., Inc., Complaint).

The company elaborates upon its raison d'etre: “Desktop Metal was founded in 2015 to address a problem—how to make metal 3D printing accessible for engineering teams” (Desktop Metal., Inc., Complaint). The company noted: “Metal 3D printing had failed to meet modern manufacturing needs due to high costs, slow processes, and hazardous and hazardous materials” (Desktop Metal., Inc., Complaint). Desktop Metal envisaged: “With a team of some of the world's leading experts in materials science, engineering, and innovation, Desktop Metal eliminated these barriers by developing metal 3D printing systems that can safely produce complex, strong metal parts at scale” (Desktop Metal., Inc., Complaint). The company maintained: “Desktop Metal's technology offers a new way for the manufacturing industry to be smarter, faster, and more cost effective with metal (Desktop Metal., Inc., Complaint).

Desktop Metal also seeks to paint a portrait of its principal figures in its lawsuit. The company noted: “Desktop Metal's CEO, Ric Fulop, has spent more than 25 years as an entrepreneur and high technology investor” (Desktop Metal., Inc., Complaint). The company observed: “In addition to CEO Ric Fulop, members of the founding team include some of the most forward-thinking innovators in the industry: Jonah Myerberg, Chief Technology Officer and a leader in materials engineering; Ely Sachs, MIT professor and early pioneer of 3D printing, inventor of binder jet printing; Yet-Ming Chiang, MIT professor and one of the world's top materials scientists; Christopher Schuh, Chairman of the MIT Dept. of Materials Science & Engineering and one of the world's leading metallurgists; A. John Hart, MIT professor and expert in manufacturing and machine design; and Rick Chin, VP of Software, who was one of the early team members of SolidWorks and previously founder of Xpress 3D (acquired by Stratasys, Ltd.)” (Desktop Metal., Inc., Complaint).

In its annual report, Desktop Metal Inc. highlights the importance that it places upon intellectual property. The company comments:

Our ability to drive innovation in the additive manufacturing market depends in part upon our ability to protect our core technology and intellectual property. We attempt to protect our intellectual property rights, both in the United States and abroad, through a combination of patent, trademark, copyright and trade secret laws, as well as non-disclosure and invention assignment agreements with our consultants and employees and through non-disclosure agreements with our vendors and business partners. Unpatented research, development, know-how and engineering skills make an important contribution to our business, but we pursue patent protection when we believe it is possible and consistent with our overall strategy for safeguarding intellectual property (Desktop Metal Inc, 2021, p. 16).

Accordingly, the company relies upon a combination of forms of intellectual property protection—primarily, patent law, and secondarily, through trade mark law, copyright law, and trade secrets law.

The company notes that it faces a number of risks related to intellectual property. In particular, Desktop Metal Inc. notes that it “may incur substantial costs enforcing and defending our intellectual property rights” (Desktop Metal Inc, 2021, p. 35). The company elaborates that the protection and enforcement of intellectual property rights is expensive and costly:

We may incur substantial expense and costs in protecting, enforcing, and defending our intellectual property rights against third parties. Intellectual property disputes may be costly and can be disruptive to our business operations by diverting attention and energies of management and key technical personnel and by increasing our costs of doing business. Third-party intellectual property claims asserted against us could subject us to significant liabilities, require us to enter into royalty and licensing arrangements on unfavorable terms, prevent us from assembling or licensing certain of our products, subject us to injunctions restricting our sale of products, cause severe disruptions to our operations or the marketplaces in which we compete or require us to satisfy indemnification commitments with our customers, including contractual provisions under various license arrangements. In addition, we may incur significant costs in acquiring the necessary third-party intellectual property rights for use in our products. Any of these could have an adverse effect on our business and financial condition (Desktop Metal Inc, 2021, p. 35).

The company also notes that “Third-party lawsuits and assertions to which we are subject alleging our infringement of patents, trade secrets or other intellectual property rights may have a significant adverse effect on our financial condition” (Desktop Metal Inc, 2021, p. 35). Desktop Metal also comments: “If we are unable to adequately protect or enforce our intellectual property rights, such information may be used by others to compete against us, in particular in developing consumables that could be used with our printing systems in place of our proprietary consumables” (Desktop Metal Inc, 2021, p. 35).

Desktop Metal Inc. has obtained registration under trade mark law for key terms such as “Desktop Metal,” “DM,” “Live Parts,” “Bound Metal Deposition,” “Studio System,” “BMD,” “Fabricate,” “Fab Flow,” and “Fiber.” It is worth noting in passing that Desktop Metal Inc. have also been involved in the US Trademark Trial and Appeal Board Inquiry system in respect of applications regarding trade marks for “Production System,” “Ceramic Release Layer,” “Separable Supports,” “Single Pass Jetting,” and “Bound Metal Deposition.”

The company also heavily relies upon trade secrets protection.

The approach of Desktop Metal Inc. to the management and commercialization of its intellectual property—with a combination of patent protection, trade mark protection, and trade secrets protection—is quite a marked contrast to the open source ethos of the Maker Movement.

In a review of the company and its technology, Rotman (2017) observed: “If it succeeds, Desktop Metal will help solve a daunting challenge that has eluded developers of 3-D printing for more than three decades, severely limiting the technology's impact.” Rotman (2017) noted: “Though it is possible to 3D-print metals, doing so is difficult and pricey.” Rotman (2017) commented: “Desktop Metal thinks its machines will give designers and manufacturers a practical and affordable way to print metal parts.” Rotman (2017) observed: “Having an affordable and fast way to print metal parts would be an important step in making this vision a reality.”



Markforged inc.

In its Form 10-Q to the United States Securities and Exchange Commission, the Markforged Holding Corporation (2021) explains its approach to intellectual property management.

The Markforged Holding Corporation (2021, p. 1) observed that metal 3D printing was a dynamic field: “The additive manufacturing industry in which we operate is characterized by rapid technological change, which requires us to continue to develop new products and innovations to meet constantly evolving customer demands and which could adversely affect market adoption of our products.” The Markforged Holding Corporation (2021, p. 31) highlighted that the additive manufacturing industry was marked by intense and growing competition: “Existing and potential competitors may also have substantially greater financial, technical, marketing and sales, manufacturing, distribution, and other resources than us, including name recognition, as well as experience and expertise in intellectual property rights and operating within certain international markets or industry verticals, any of which may enable them to compete effectively against us.” The Markforged Holding Corporation (2021, p.41) also cautioned “that acquired technologies and intellectual property may be rendered obsolete or uneconomical by our own or our competitors' technological advances.”

The Markforged Holding Corporation (2021, p. 1) flagged the significance of intellectual property protection and enforcement: “We are, and have been in the recent past, subject to business and intellectual property litigation.” The Markforged Holding Corporation (2021, p. 1) noted: “If we are unable to adequately protect our proprietary technology or obtain and maintain patent protection for our technology and products or if the scope of the patent protection obtained is not sufficiently broad, our competitors could develop and commercialize technology and products similar or identical to ours, and our ability to successfully commercialize our technology and products may be impaired.”

The Markforged Holding Corporation (2021, p. 50) elaborated upon risks related to intellectual property litigation and liability.

The additive manufacturing industry has been, and may continue to be, litigious, particularly with respect to intellectual property claims. Moreover, our potential liabilities are subject to change over time due to new developments, changes in settlement strategy or the impact of evidentiary requirements. Regardless of the outcome, litigation has resulted in the past, and may result in the future, in significant legal expenses and require significant attention and resources of management. As a result, any present or future litigation that may be brought against us by any third party could result in reputational harm, losses, damages and expenses that may have a significant adverse effect on our financial condition.

The Markforged Holding Company mentions its intellectual property conflicts with Desktop Metal and Continuous Composites.

The Markforged Holding Corporation (2021, p. 56) discussed its approach to intellectual property management: “Our success is dependent, in part, upon protecting our proprietary information and technology.” The Markforged Holding Corporation (2021, p. 56) highlighted that the company relied upon a variety of forms of intellectual property: “Our intellectual property portfolio primarily consists of patents, patent applications, registered and unregistered trademarks, unregistered copyrights, domain names, know-how, and trade secrets.” The Markforged Holding Corporation (2021, p. 56) was conscious of the challenges in adequately protecting its intellectual property rights in its data and technology: “We may be unsuccessful in adequately protecting our intellectual property.”

The Markforged Holding Corporation (2021, p. 45) was also concerned about the international levels of intellectual property protection and enforcement, noting that there was “limited protection for the enforcement of contract and intellectual property rights in certain countries where we may sell our products or work with suppliers or other third parties.”

In addition to intellectual property litigation, the Markforged Holding Corporation (2021, p. 1) was also conscious of product liability claims: “We could be subject to personal injury, property damage, product liability, warranty and other claims involving allegedly defective products that we supply.” Moreover, the Markforged Holding Corporation (2021: 1) said: “We could face liability if our additive manufacturing solutions are used by our customers to print dangerous objects.”

Markforged Inc. (2022a) has made a number of disclosures of use of open source licensing. Markforged printers use “Flounder” firmware, which includes components of the Marlin open source project. A number of Markforged's furnaces, printers and desktop series include code from the Ubuntu open source project. Markforged's furnaces, printers and desktop series include code from the Debian GNU/Linux open source project.




Patent litigation

There has been a growing scholarly literature in respect of patent law and 3D printing. Lemley (2015) has considered whether the patent system will be transformed by the super-abundance of things produced by 3D printing and other industry 4.0 technologies. Syzdek (2015) has charted a process of accommodation in patent jurisprudence of 3D printing. Daly (2016) has considered the socio-legal aspects of patent disputes over 3D printing. Van Overwalle and Leys (2017) have expressed confidence in the ability of the patent system to accommodate the disruptive influences of 3D printing. Mimler (2019) has considered whether United Kingdom patent law is ready for 3D printing.

Drawing comparisons with Napster, Desai and Magliocca (2014) wondered whether 3D printing and the digitization of things would result in mass patent infringement. Holbrook (2019) has explored remedies for digital patent infringement in the context of 3D printing. Nielsen and Nicol (2019) have considered Australian patent law and the emergence of 3D printing. Osborn (2019) has explored how United States patent law has been applied to the field of 3D printing. Griffin (2019) has looked at intellectual property, and the future of 3D printing, 4D printing, and augmented reality. Li (2014) has considered patent law and 3D bioprinting technologies. Ballardini et al. (2017) have considered the role of patent law in additive manufacturing in the EU. In this context, this paper makes an original contribution to this literature by focusing upon how patent law deals with a particular sub-field of 3D printing—namely, metal 3D printing.


Complaint of patent infringement

In its 2021 Annual Report, Desktop Metal Inc. observed of its growing patent portfolio: “As of December 31, 2020, we own or co-own 34 issued United States patents, 25 issued foreign patents and have 143 pending or allowed patent applications” (Desktop Metal Inc, 2021, p. 16). The company indicated that its patents and its patent applications were directed to additive manufacturing and related technologies.

Desktop Metal filed a lawsuit against Markforged, Inc., alleging patent infringement (Desktop Metal, Inc. v. Markforged, Inc. et al. D. Mass. Mar. 19, 2018. Docket 1:18-CV-10524). Ric Fulop commented: “Metal 3D printing is an exciting, quickly growing and rapidly evolving industry and, as a pioneer in the space, Desktop Metal welcomes healthy and vibrant competition” (Koslow, 2018). He observed: “When that competition infringes on our technology, however, we have a duty to respond” (Koslow, 2018). Fulop alleged: “We believe Markforged products clearly utilize technology patented by Desktop Metal and we will do what is necessary to protect our IP and our Company” (Koslow, 2018). James Coe, General Counsel of Desktop Metal, commented: “Desktop Metal has invested significant resources in developing innovative additive manufacturing technologies for metal 3D printing and our intellectual property portfolio reflects the hard work of our engineers and scientists” (Koslow, 2018). The lawyer maintained: “We owe it to our customers, employees and shareholders to protect the ground-breaking nature of our technology and preserve that investment so we can continue to promote innovation” (Koslow, 2018).

In its complaint, Desktop Metal discussed the development of its Studio System to manufacture 3D printed parts at scale:

In April 2017, Desktop Metal announced its Studio System, the first office-friendly metal 3D printing system for rapid prototyping, as well as its Production System to manufacture 3D printed parts at scale. The patented, proprietary Separable Supports used in Desktop Metal's 3D printing systems make it possible to remove support structures by hand. Desktop Metal's use of interface layers that allow for removable supports is unique to metal 3D printing (Desktop Metal., Inc., Complaint, 6).

In its complaint, Desktop Metal commented: “As Desktop Metal begins shipping its Studio System, Markforged is seeking to compete directly with Desktop Metal by offering its Metal X 3D print system” (Desktop Metal., Inc., Complaint, 9). The company observed: “Based on at least Markforged's recent disclosures that its Metal X 3D print system uses a ceramic release layer that turns to powder during sintering, Markforged seeks to compete using Desktop Metal's patented technology protected by the Patents-in-Suit” (Desktop Metal., Inc., Complaint, 9).

Desktop Metal Inc. highlighted its patent for “fabricating an interface layer for removable support,” U.S. Patent No. 9,833,839 B2 (Gibson et al., 2017). Desktop Metal Inc. alleged that “Markforged has infringed and continues to infringe, directly and indirectly by way of inducement and/or contributory infringement, one or more claims of the '839 patent” (Desktop Metal., Inc., Complaint, 10). Desktop Metal Inc. alleged: “Markforged has infringed at least claim 1 of the '839 patent through use of its Markforged Metal X 3D print system to practice the patented method for fabricating, from a first material, a support structure for an object; fabricating an interface layer adjacent to the support structure; and fabricating a surface of the object from a second material, the surface of the object adjacent to the interface layer and the second material including a powdered material for forming a final part and a binder system including one or more binders, wherein the one or more binders retain a net shape of the object during processing of the object into the final part, wherein processing of the object into the final part includes debinding the net shape to remove at least a portion of one or more binders and sintering the net shape to join and densify the powdered material, and wherein the interface layer resists bonding of the support resists bonding of the support structure to the object during sintering” (Desktop Metal., Inc., Complaint, 10). “Markforged's infringement has caused and is continuing to cause damage and irreparable injury to Desktop Metal” (Desktop Metal., Inc., Complaint, 15). Desktop Metal Inc. sought injunctive relief and damages for the alleged patent infringement. Desktop Metal Inc. also sought enhanced damages on the basis that Markforged's conduct amounted to willful patent infringement.

Desktop Metal Inc. also highlighted its patent for “Fabricating Multi-Part Assemblies,” U.S. Patent No. 9,815,118 B1 (Schmitt et al., 2017). Desktop Metal Inc. argued: “Markforged has infringed and continues to infringe, directly and indirectly by way of inducement and/or contributory infringement, one or more claims of the '118 patent” (Desktop Metal., Inc., Complaint, 16). Desktop Metal Inc. contended: “Markforged has infringed at least claim 1 of the '118 patent through use of its Markforged Metal X 3D print system to practice the patented method for fabricating a first object from a first material, wherein the first material includes a powdered material and a binder system, the binder system including one or more binders that resist deformation of a net shape of the first object during processing of the first object into a final part; applying an interface layer adjacent to a first surface of the first object; and fabricating a second surface of a second object from a second material at a location adjacent to the interface layer and opposing the first surface of the first object, wherein the second object is structurally independent from and mechanically related to the first object, wherein the interface layer resists bonding of the first surface to the second surface during sintering, and wherein the interface layer reduces to a powder during sintering of the first material” (Desktop Metal., Inc., Complaint, 16–17). Desktop Metal Inc. sought injunctive relief and damages in respect of the alleged patent infringement. Desktop Metal Inc. also asked for a finding of willful infringement, and sought enhanced damages.

In its prayer for relief, Desktop Metal Inc. sought “A declaration in favor of Desktop Metal and against Markforged on each count of this Complaint, and a final judgment incorporating the same (Desktop Metal., Inc., Complaint, 31). Desktop Metal Inc. asked the court for ‘a preliminary and permanent injunction, enjoining Markforged and its officers, agents, servants, employees, representatives, successors, and assigns, and all others acting in concert or participation with them from continued infringement of the ’839 patent and '118 patent, under 35 U.S.C. § 283” the '839 patent and '118 patent, under 35 U.S.C. § 283” (Desktop Metal., Inc., Complaint, 31–32). Desktop Metal Inc. soug “An award of damages adequate to compensate Desktop Metal for Markforged's infringement the '839 patent and '118 patent, together with pre- and post-judgment interest and costs pursuant to 35 U.S.C. § 284” (Desktop Metal., Inc., Complaint, 32). Desktop Metal Inc. requested “An order finding that Markforged's infringement is willful and enhancing damages pursuant to 35 U.S.C. § 284” (Desktop Metal., Inc., Complaint, 32). Desktop Metal Inc. also sought “an order finding that this is an exceptional case under 35 U.S.C. § 285” (Desktop Metal., Inc., Complaint, 32). Desktop Metal Inc. asked for “an accounting of all infringing sales and other infringing acts by Markforged, and an order compelling an accounting for infringing acts not presented at trial and an award by the Court of additional damages.



Response by markforged

After initially declining to issue a media statement, Greg Mark of Markforged Inc. issued a statement about the litigation:

I founded Markforged in my kitchen 6 years ago. I dreamt of giving every engineer the ability to 3D print real, functional, mechanical parts. We invented something that had never existed before—a continuous carbon fiber 3D printer. Our Metal X product is an extension of that platform. We've come a long way. We now have the most advanced technology platform in 3D printing, and I'm incredibly proud of what our team of engineers have accomplished (Koslow, 2018).

Mark noted that “a competitor filed a lawsuit against us, including various far-fetched allegations” (Koslow, 2018). Mark observed: “Markforged categorically denies these allegations and we will be formally responding shortly in our own court filing” (Koslow, 2018). He maintained: “Markforged is a thriving business with a dedicated team of passionate people, and we're going to continue to execute and deliver amazing products to our customers” (Koslow, 2018).

In their answer to the complaint of Desktop Metal Inc., Markforged Inc. was indignant at the allegations of patent infringement, trade secrets violations, and other forms of intellectual property infringement, denying that it had committed such offenses. It also noted that the allegations of breaches of contract law and consumer law were directed toward a third party. Markforged Inc. initially listed a catalog of twenty-five defenses to the complaint by Desktop Metal.

In its first defense, Markforged Inc. maintained: “Desktop Metal's claims are barred in whole or in part because Markforged has not directly infringed, induced infringement, or contributed to infringement, and does not directly infringe, induce infringement, or contribute to infringement, of any valid and enforceable claim of the Asserted Patents, either literally or under the doctrine of equivalents, and has not otherwise committed any acts in violation of 35 U.S.C. § 271” (Markforged Inc's Answer).

In its second defense, Markforged Inc. argued: “Desktop Metal's claims are barred in whole or in part because one or more claims of the Asserted Patents are invalid for failure to comply with one or more of the requirements of the Patent Laws of the United States, 35 U.S.C. §§ 100, et seq., including, but not limited to, §§ 101, 102, 103, and/or 112” (Markforged Inc's Answer). In its view, “The invalidity of certain asserted claims is demonstrated, for example, by at least prior art references US 2015/0197862 A1 and US 2015/0306664 A1” (Markforged Inc's Answer).

In its third defense, Markforged Inc. maintained that Desktop Metal's claims were barred in whole or in part by reason of estoppel.

Fourth, Markforged Inc. argued that “Desktop Metal's claims are barred in whole or in part because Markforged has a license to the Asserted Patents” (Markforged Inc's Answer). The company maintained: “Under the Terms of Service and Software End User License Agreement, to which Desktop Metal and its employee agreed at the time of the sale, Desktop Metal has granted to Markforged a fully paid-up, royalty-free, worldwide, non-exclusive, irrevocable, transferable license in, under, and to the Asserted Patents” (Markforged Inc's Answer).

Fifth, Markforged Inc. argued that “The Asserted Patents are unenforceable due to inequitable conduct by the inventors, prosecuting attorneys, or both, in failing to discharge their duty of candor to the United States Patent and Trademark Office (‘USPTO’)” (Markforged Inc's Answer). The company observed: “On information and belief, Desktop Metal's patent prosecution counsel, the inventors of the Asserted Patents, or both, knowingly omitted or made affirmative misrepresentations of material information to the USPTO with a specific intent to deceive the USPTO” (Markforged Inc's Answer).

Sixth, Markforged Inc. alleged “Desktop Metal is not entitled to injunctive relief or enhanced damages because it failed to plead the required elements for such relief, and because Desktop Metal has an adequate remedy at law for any alleged injury” (Markforged Inc's Answer).

Seventh, Markforged Inc. maintained that “Desktop Metal's claims are barred in whole or in part by 35 U.S.C. §§ 286, 287 or 288” (Markforged Inc's Answer).

Eighth, Markforged Inc. contended that “One or more of Desktop Metal's claims are barred by the doctrine of unclean hands” (Markforged Inc's Answer). In particular, it argued: “As just one example, Desktop Metal acquired the information it used to file and obtain the Asserted Patents as the result of a series of unlawful and deceptive acts” (Markforged Inc's Answer).

Ninth, Markforged Inc. denied that there had been any damage suffered by Desktop Metal. Tenth, Markforged Inc. insisted that Desktop Metal's claims were barred by the doctrines of laches and estoppel. Eleventh, Markforged Inc. maintained that Desktop Metal's “claims are frivolous, brought in bad faith and/or are brought for an improper purpose and/or were brought without reasonable inquiry” (Markforged Inc's Answer). Twelfth, Markforged Inc. argued: “Desktop Metal's claims are barred in whole or in part because it is unable to establish that Markforged caused any of the harm for which it is seeking redress” (Markforged Inc's Answer). The thirteenth defense was that Desktop Metal had waived any rights or claims it may have against Markforged. The fourteenth defense was that Desktop Metal had failed to mitigate any damages claims it may have against Markforged. Fifteenth defense was that Desktop Metal's complaint fails to state a claim upon which relief can be granted. The sixteenth defense was that the plaintiff's claims are barred under the doctrine of in pari delicto.



Patent infringement trial

The presiding judge was Justice William G. Young—a senior judge in the United States District Court for the District of Massachusetts. Having studied by Harvard Law School, Young received his commission in 1985; served as a chief judge between 1999 and 2005; and assumed his senior status in 2021.

The case was brought in front of a 12-person federal jury in Boston on Monday 9th July 2018 (Jackson, 2018b). The parties engaged in extensive argument about patent validity and patent infringement. The parties also drafted their preferred version of jury instructions. After 3 weeks on trial, the jury reached the verdict around 10 a.m. on Friday 27th July 2018 (Jackson, 2018b). On the 27th July 2018, the Jury handed down its verdict in the dispute between Desktop Metal Inc. and Markforged Inc. on patent validity and patent infringement [Desktop Metal, Inc. v. Markforged, Inc. 2018 4007724 (D. Mass.) (Verdict, Agreement and Settlement)].



Jury verdict

Question 1: “118 Patent. With respect to the claims in the '118 Patent (answer ‘yes’ or ‘no’ in each box”):

[image: Table1]
Question 2: “839 Patent. With respect to the claims in the '839 Patent (answer ‘yes' or ‘no' in each box”):

[image: Table2]
Question 3: Willful Infringement. If you find that Markforged infringed one or more of the claims in either patent, was the infringement willful? Answer “yes” or “no.”

Answer: No

Question 4: If you find that Markforged infringed one or more of the valid claims in either patent, what amount of money damages (in U.S. dollars) for lost profits do you award to Desktop Metal?

Damages: $ 0

<<signature>>

Forelady

Date: 7/27/18

Greg Mark, CEO of Markforged Inc., commented on the outcome: “Markforged printers have changed the way businesses produce strong parts while dramatically impacting the delivery times, cost, and supply chain logistics” (Koslow, 2018). He observed: “We feel gratified that the jury found we do not infringe, and confirmed that the Metal X, our latest extension of the Markforged printing platform, is based on our own proprietary Markforged technology” (Koslow, 2018).

Desktop Metal commented on the outcome of the jury trial in respect of patent validity and infringement:

Desktop Metal is pleased that the jury agreed with the validity of all claims in both of Desktop Metal's patents asserted against Markforged. Desktop Metal has additional claims pending alleging trade secret misappropriation by Markforged. The Federal District Court has bifurcated those counts and will try them at a later date. At Desktop Metal, we remain committed to building on our leadership in the metal 3D printing sector and continuing to provide innovative products and solutions to our hundreds of customers across industries (Koslow, 2018).

Desktop Metal observed that they were seeking further legal advice about the finding of no patent infringement: “We are currently reviewing legal options concerning the infringement issue” (Koslow, 2018). Raymond and Wolfe (2018) reported for Reuters: “A federal jury on Friday found metal 3D printing systems maker Markforged Inc did not infringe two patents held by rival Desktop Metal Inc, delivering a verdict that could determine leadership in the nascent market for the companies' products.”




Trade secrets litigation

In addition to a patent dispute between Desktop Metal and Markforged, there was also a contentious dispute over trade secrets and confidential information, and other related matters associated with unfair competition and contract law.

As Lemley (2008) has noted, the field of trade secrets is puzzling, defying easy categorization in terms of its disciplinary identity (with various influences, ranging from contract law, property law, equity law, employment law, and human rights). Nonetheless, it is productive and helpful to consider trade secrets as a species of intellectual property, sitting alongside the various other forms of intellectual property. There has been a dramatic expansion of growth of trade secrets law in the United States of late (Rowe and Sandeen, 2021).

There has been an increasing interest in the use of trade secrets and confidential information in the field of 3D printing and additive manufacturing (Mendis et al., 2019, p. 376–379). Vogel (2016, p. 896) commented that trade secrets would be a useful alternative to patent protection: “In addition to easier burdens of proof and no filing requirement, trade secret provides ample protection against the potential exploitation of the industry's valuable proprietary information.” He emphasized that trade secrets protection was particularly important in the “quickly evolving, growing, and consolidating field of additive manufacturing” (Vogel, 2016, p. 898). Vogel (2016, p. 898) also noted the limitations of the regime: “While trade secret law can protect against misappropriation of proprietary processes and methods, this protection is less robust than that available under patent law.” He also acknowledged that “detecting and proving misappropriation in the complex and rapidly changing additive manufacturing arena can be challenging (Vogel, 2016, p. 898).”

There have been some early skirmishes over trade secrets and confidential information in the field of 3D printing. In 2016, the 3D printing company Magic Leap sued two of its former employees for trade secret misappropriation in the United States (Molinski and Heath, 2016). In 2017, the judge ruled that Magic Leap failed to disclose the trade secrets with sufficient particularity (Magic Leap Inc. v Bradski et al. Case Number 5:16-cvb-02852., 2017). The dispute was settled between the parties in August 2017 (Pounds, 2017).

In his book on additive manufacturing of metals, Milewski (2017, p. 283) has commented: “Trade secret law is evolving in an attempt to keep up with information, privacy, cyber security, hacking and a highly mobile, global workplace.” He noted: “The U.S. Government is enacting laws such as the Defend Trade Secrets Act of 2016 to mitigate the problem” (2017, p. 283). Milewski observed: “Industrial espionage will increase as will the efforts and methods used to counter these threats” (2017, p. 283). Trade secrets may well have a heightened application in the field of metal 3D printing.

There has been some disquiet about the rapid expansion of trade secrets law at a policy level. Lobel (2013) has worried that the over-protection of trade secrets has had an adverse impact on innovation, competition, and the mobility of labor. Menell (2017) has argued that there is a need to develop clear defenses, limitations, and exceptions in respect of trade secrets law. Hrdy and Lemley (2021) have argued that there should be a doctrine of trade secrets abandonment to better protect and preserve the public domain.

It is also worth noting that bilateral and regional trade agreements—such as the Trans-Pacific Partnership 2015—have been seeking to raise the standards of protection for trade secrets internationally (Rimmer, 2020b, p. 380–411).


The trade secrets of desktop metal Inc.

In its 2021 annual report, Desktop Metal Inc. details the importance of trade secrets and confidential information to its business:

Our trade secrets, know-how and other unregistered proprietary rights are a key aspect of our intellectual property portfolio. While we take reasonable steps to protect our trade secrets and confidential information and enter into confidentiality and invention assignment agreements intended to protect such rights, such agreements can be difficult and costly to enforce or may not provide adequate remedies if violated, and we may not have entered into such agreements with all relevant parties. Such agreements may be breached, and trade secrets or confidential information may be willfully or unintentionally disclosed, including by employees who may leave our company and join our competitors, or our competitors or other parties may learn of the information in some other way (Desktop Metal Inc, 2021, p. 36).

Desktop Metal Inc. observed: “The disclosure to, or independent development by, a competitor of any of our trade secrets, know-how or other technology not protected by a patent or other intellectual property system could materially reduce or eliminate any competitive advantage that we may have over such competitor” (Desktop Metal Inc, 2021, p. 36). Desktop Metal Inc. was particularly concerned about its consumable products: “This concern could manifest itself in particular with respect to our proprietary consumables that are used with our systems” (Desktop Metal Inc, 2021, p. 36). Desktop Metal Inc. observed that its patent protection did have limits and boundaries: “Portions of our proprietary consumables may not be afforded patent protection” (Desktop Metal Inc, 2021, p. 36).

Desktop Metal Inc. cautions: “Chemical companies or other producers of raw materials used in our consumables may be able to develop consumables that are compatible to a large extent with our products, whether independently or in contravention of our trade secret rights and related proprietary and contractual rights” (Desktop Metal Inc, 2021, p. 36). Desktop Metal Inc. fears: “If such consumables are made available to owners of our systems, and are purchased in place of our proprietary consumables, our revenues and profitability would be reduced, and we could be forced to reduce prices for our proprietary consumables” (Desktop Metal Inc, 2021, p. 36).



Desktop metal complaint

In its complaint, Desktop Metal Inc. alleged that an intern Mr Parangi had a familial relationship to a Markforged employee, and that Markforged had engaged in trade secret misappropriation, unfair and deceptive business practices, and breach of contract (Desktop Metal., Inc., Complaint, 21–24). Desktop Metal Inc. alleged: “Mr. Parangi's relation to Abraham Parangi caused Desktop Metal to become suspicious that he may have been involved in sharing Desktop Metal's Proprietary Information with Markforged” (Desktop Metal., Inc., Complaint, 23). Desktop Metal Inc. alleged: “Based on this investigation, Desktop Metal learned that on October 20, 2016, Mr. Parangi had downloaded documents unrelated to his work on the print farm, including documents containing Proprietary Information such as a document titled ‘Engineer Status and Goals-160912’ which at the time, provided a snapshot of the status of some of the research projects within the Desktop Metal, as well as the next steps for key personnel” (Desktop Metal., Inc., Complaint, 24). Desktop Metal Inc. argued that “Mr. Parangi misappropriated Desktop Metal's Proprietary Information and passed them along to his brother and/or others at Markforged” and “Markforged, with full knowledge that a Desktop Metal employee had misappropriated the Proprietary Information, then used that information in developing a metal 3D printing process that mimics Desktop Metal's approach” (Desktop Metal., Inc., Complaint, 24).

Desktop Metal Inc. alleged that Mr. Parangi and Markforged Inc. had violated the Defend Trade Secrets Act of 2016 (US). The company noted: “Desktop Metal has expended significant resources to develop its trade secrets to offer a unique and revolutionary metal 3D printing process” (Desktop Metal., Inc., Complaint, 25). The company stressed: “Desktop Metal's trade secrets derive independent economic value, actual or potential, from not being generally known to, and not being readily ascertainable through proper means by, another person who can obtain economic value from the disclosure or use of the information” (Desktop Metal., Inc., Complaint, 25). the information” (Desktop Metal., Inc., Complaint, 25). The company stressed: “These trade secrets are highly valuable to Desktop Metal and to any other person or entity that wants to enter the field of 3D metal printing” (Desktop Metal., Inc., Complaint, 25). Desktop Metal Inc. alleged that “Mr. Parangi knew, or had reason to know, that he had acquired trade secrets from Desktop Metal through improper means, and disclosed Desktop Metal's trade secrets, in direct violation of his express obligations to Desktop Metal, to his brother and/or others at Markforged” (Desktop Metal., Inc., Complaint, 25). Desktop Metal Inc. alleged that “Markforged knew, or had reason to know, that it acquired trade secrets from Desktop Metal through improper means and used Desktop Metal's trade secrets without Desktop Metal's consent, knowing or having reason to know that the trade secrets were acquired by improper means” (Desktop Metal., Inc., Complaint, 25). Desktop Metal Inc. sought various remedies—including civil seizure of property, injunctive relief, monetary damages for its actual losses, and monetary damages for unjust enrichment. Desktop Metal Inc. also maintained that the misappropriation was willful Rehearsing similar allegations, Desktop Metal Inc. also accused Mr. Parangi and Markforged of trade secret misappropriation: “As a direct and proximate result of Mr. Parangi's and Markforged's misappropriation of trade secrets, Desktop Metal has suffered and will continue to suffer irreparable harm and other damages, including, but not limited to, loss of value of its trade secrets” (Desktop Metal., Inc., Complaint, 26).

Desktop Metal Inc. also accused Mr. Parangi and Markforged of unfair and deceptive trade practices. Highlighting the non-disclosure agreement that its intern signed, Desktop Metal Inc. argued: “On information and belief, in direct violation of his contractual obligations to Desktop Metal, Mr. Parangi disclosed Desktop Metal's Proprietary Information to his brother and/or others at Markforged, assisting Markforged to develop a directly competing product in the 3D metal printing field” (Desktop Metal., Inc., Complaint, 28). Desktop Metal Inc. contended: “On information and belief, Markforged knowingly received the benefits from the disclosure of Desktop Metal's Proprietary Information and used it to develop a directly competing product in the 3D metal printing field” field” (Desktop Metal., Inc., Complaint, 28). Desktop Metal Inc. argued: “The aforementioned acts and practices of Mr. Parangi and Markforged constitute unfair methods of competition or unfair or deceptive acts or practices that occurred primarily and substantially within Massachusetts within the meaning of M.G.L. c. (Desktop Metal., Inc., Complaint, 28).

Furthermore, Desktop Metal Inc. alleged that there had been a breach of contract of the non-disclosure agreement: “Mr. Parangi breached his contractual obligations to Desktop Metal under the NDA by downloading Desktop Metal's Proprietary Information and removing the downloaded materials from Desktop Metal's premises” (Desktop Metal., Inc., Complaint, 29). Desktop Metal Inc. also argued that there had been a breach of a Non-Competition and Non-Solicitation Agreement: “Mr. Parangi breached his contractual obligations to Desktop Metal under the Non-Competition and Non-Solicitation Agreement by passing along Desktop Metal's Proprietary Information to his brother and/or others at Markforged, assisting Markforged to develop a directly competing product in the 3D in the 3D metal printing field” (Desktop Metal., Inc., Complaint, 30). It should be noted that there has been much academic debate about the use of non-compete clauses in relation to intellectual property (Lobel, 2013; Bessen, 2015; Sandeen and Rowe, 2017; Lemley and Lobel, 2021). The Biden Administration has issued an executive order, calling on a curtailment of non-compete clauses (White House, 2021).

Finally, Desktop Metal Inc. alleged that there had been a breach of the covenant of good faith and fair dealing: “Mr. Parangi has, through improper means and in bad faith, used and/or disclosed Desktop Metal's Proprietary Information in an effort to benefit his brother and Markforged, in direct violation of his express obligations” (Desktop Metal., Inc., Complaint, 31).

Desktop Metal Inc. protested: “Mr. Parangi did not reveal that his brother was a senior engineer at Markforged until directly asked whether this was true” (Desktop Metal., Inc., Complaint, 31). Desktop Metal Inc. argued: “By acting through improper means and in bad faith, Mr. Parangi has deprived Desktop Metal of the benefits owed to it under the contracts” (Desktop Metal., Inc., Complaint, 31).



Response of markforged inc.

In its answer, Markforged Inc. made a number of responses to the trade secrets claims (Markforged, Answer).

Seventeenth, “Plaintiff's claims alleging misappropriation of trade secrets are barred, in whole or in part, because the information allegedly misappropriated was readily ascertainable by proper means” (Markforged, Answer). Eighteenth, “Plaintiff's claims alleging misappropriation of trade secrets are barred, in whole or in part, because Plaintiff did not take proper efforts to keep the information secret” (Markforged, Answer) (The nineteenth defense seemed to be missing from this initial document).

Twentieth, “Plaintiff's claims against Markforged alleging misappropriation of trade secrets and unfair competition are barred, in whole or in part, because Markforged did not obtain any purported trade secrets or confidential information by improper means” (Markforged, Answer). Twenty-first defense was that the “Plaintiff's claims against Markforged alleging misappropriation of trade secrets and unfair competition are barred, in whole or in part, because Markforged has not used and is not using any of Plaintiffs' alleged trade secrets or confidential information” (Markforged, Answer).

The 22nd defense was that the “Plaintiff's claims alleging misappropriation of trade secrets are barred, in whole or in part, by Markforged's independent development” (Markforged, Answer). The 23rd defense was that the “Plaintiff's claims alleging misappropriation of trade secrets are barred, in whole or in part, because the alleged trade secrets or confidential information lack independent economic value” (Markforged, Answer). The 24th defense was that the “Plaintiff's claims alleging misappropriation of trade secrets are barred, in whole or in part, because Plaintiff's alleged trade secrets have not been in continuous use” (Markforged, Answer). The 25th defense was that the “Plaintiffs' claims alleging misappropriation of trade secrets and unfair competition are barred, in whole or in part, to the extent they are preempted by federal law” (Markforged, Answer).



Counterclaims of markforged

The Markforged Holding Corporation (2021, p. 57) has discussed the importance of trade secrets in its corporate filings: “Our trade secrets, know-how and other unregistered proprietary rights are a key aspect of our intellectual property portfolio.” The Markforged Holding Corporation (2021, p. 57) observed: “While we take reasonable steps to protect our trade secrets and confidential information and enter into confidentiality and invention assignment agreements intended to protect such rights, such agreements can be difficult and costly to enforce or may not provide adequate remedies if violated, and we may not have entered into such agreements with all relevant parties.” The Markforged Holding Corporation (2021, p. 57) was conscious of the dangers of the breach of confidential information: “Such agreements may be breached and trade secrets or confidential information may be willfully or unintentionally disclosed, including by employees who may leave our company and join our competitors, or our competitors or other parties may learn of the information in some other way.” The Markforged Holding Corporation (2021, p. 57) commented: “Additionally, certain unauthorized use of our intellectual property may go undetected, or we may face legal or practical barriers to enforcing our legal rights even where unauthorized use is detected.”

The Markforged Holding Corporation (2021, p. 57) cautioned about a particular scenario: “Chemical companies or other producers of raw materials used in our materials may be able to develop materials that are compatible to a large extent with our products, whether independently or in contravention of our trade secret rights and related proprietary and contractual rights.” The Markforged Holding Corporation (2021, p. 57) observed: “If such materials are made available to owners of our systems, and are purchased in place of our proprietary materials, our revenues and profitability would be reduced, and we could be forced to reduce prices for our proprietary materials.”

As well as making a defense against Desktop Metal, Markforged Inc. also made a number of counterclaims against its rival (Markforged Inc., Counterclaims, 2018). Markforged Inc. argued: “Desktop Metal has had the temerity to sue Markforged even though it is the product of the unscrupulous and deceptive conduct of Ric Fulop and his long-time friend and business partner Jonah Myerberg” (Markforged Inc., Counterclaims, 2018, 23). The company noted: “Fulop joined Markforged at virtually the beginning, providing key financing from his firm and becoming a Director in June 2013” (Markforged Inc., Counterclaims, 2018, 23). Markforged Inc. maintained: “Once ensconced at Desktop Metal, Fulop continued to engage in unfair acts and conduct, taking key employees and prospects from Markforged, falsely disparaging Markforged in the marketplace as a manufacturer of cheap plastic 3D printers, and even causing Third-Party Defendant and employee of Desktop Metal, Amy Buntel, to engage in the ruse of purchasing a Markforged 3D printer and having it shipped to her home so that Fulop, Myerberg, and others at Desktop Metal could disassemble, analyze and use it in order to prepare their own patent applications based on Markforged's product and technology” (Markforged Inc., Counterclaims, 2018, 24).

In its Counterclaims, Markforged Inc. claimed that Fulop, Myerberg, and Desktop Metal were in Violation of the Defend Trade Secrets Act. The company commented:

Markforged has expended significant resources to develop its trade secrets and other confidential and proprietary information, to offer a unique and revolutionary way to 3D print high-strength parts on a desktop. Markforged's trade secrets and confidential and proprietary information, derive independent economic value, actual or potential, from not being generally known to, and not being readily ascertainable through proper means by, another person who can obtain economic value from the disclosure or use of the information. These trade secrets and confidential, proprietary information are highly valuable to Markforged and to any other person or entity that wants to enter the field of 3D printing high-strength parts in a desktop environment (Markforged Inc., Counterclaims, 2018, 42).

The company observed: “Ric Fulop knew, or had reason to know, that he had acquired trade secrets from Markforged through improper means, and disclosed Markforged's trade secrets to Desktop Metal and others, in direct violation of his fiduciary obligations to Markforged” (Markforged Inc., Counterclaims, 2018, 42). Markforged Inc. also alleged that Jonah Myerberg and Boston Impact and Desktop Metal Inc. misappropriated its trade secrets.

Markforged Inc. also alleged that Fulop, Myerberg, and Desktop Metal had engaged in misappropriation of trade secrets and confidential information. The company alleged: “Ric Fulop stole or unlawfully took, carried away, concealed, and/or copied trade secrets and other confidential proprietary information from Markforged and disclosed Markforged's trade secrets and other confidential proprietary information to Desktop Metal, in direct violation of his fiduciary obligations to Markforged” (Markforged Inc., Counterclaims, 2018, 48). There were similar allegations about Myerberg, Boston Impact, and Desktop Metal in respect of trade secrets and confidential information.

Markforged Inc. accused Fulop of a breach of fiduciary duty: “Fulop's unlawful conduct has injured Markforged's 3D printing business, and will continue to harm Markforged's business until Fulop's efforts are curtailed” (Markforged Inc., Counterclaims, 2018, 56). Markforged Inc. alleged that Desktop Metal Inc. had aided and abetted a breach of fiduciary duty.

Markforged Inc. lodged accusations of unfair business methods by Fulop, Myerberg. Buntel and Desktop Metal (Markforged Inc., Counterclaims, 2018, 58). The company alleged: “Ric Fulop engaged in a course of conduct designed to unfairly harm Markforged, to Desktop Metal's advantage, through his business transactions with Markforged” (Markforged Inc., Counterclaims, 2018, 59).

Markforged Inc. accused a number of parties of breach of contract (Boston Impact, Buntel, Desktop Metal) and aiding and abetting breach of contract (Fulop, Desktop Metal). There was also an accusation of a breach of covenant of good faith and fair dealing (Boston Impact). Markforged Inc. also alleged tortious interference with advantageous contractual/relations (Fulop, Desktop Metal), and prospective contractual relations (Fulop, Desktop Metal).

Markforged Inc. claimed that there had been a civil conspiracy: “Desktop Metal, Ric Fulop, and Jonah Myerberg engaged in overt actions to further this conspiracy, including but not limited to Ric Fulop using confidential information about Markforged's key potential hires to poach and recruit those individuals for Desktop Metal, and Jonah Myerberg, by and through his company Boston Impact, accepting a position as a beta tester at Markforged in order to gain access to confidential, proprietary and trade secret information about Markforged's 3D printing products, and to use that information to advance Desktop Metal's 3D printing products” (Markforged Inc., Counterclaims, 2018, 77).

Markforged Inc. also accused a number of parties of unjust enrichment (Fulop, Myerberg, Boston Impact, Desktop Metal). The company alleged: “But for Ric Fulop's unjust and inequitable conduct, Markforged would have obtained additional investor funding, maintained additional 3D printer customers, maintained its trade secret and confidential proprietary information, and maintained its position as the only 3D printing company offering a printer that can produce high-strength parts on a desktop, and at an accessible price point” (Markforged Inc., Counterclaims, 2021., 78).




Trial, settlement, and arbitration

The dispute between Desktop Metal Inc. and Markforged Inc. was briefly aired with a trial—but that was halted, with a settlement between the parties. There was a further dispute between the parties as to whether there had been a breach of a settlement—but an arbitration ruling found that there had been no breach of the settlement by the parties.


Trial

There was a 2-week trial scheduled for the trade secrets litigation and associated matters in September 2018. O'Brien (2018a,b,c,d) provided excellent coverage of the trial in a series of insightful pieces for the Boston Business Journal.

O'Brien (2018a) previewed the dispute: “A trial is set to begin next week in a trade secrets lawsuit in which two of Massachusetts' top industrial 3D-printing startups accuse each other of lying, stealing, spreading rumors and planting spies.” O'Brien (2018a) commented that the “The trial… will provide a rare look behind the scenes at two competitors fighting to capture a burgeoning market that could be worth billions of dollars per year.” O'Brien (2018a) also noted that the dispute and the trial “will also map some of the key relationships within Boston's close-knit community of venture capital investors, tech executives and university researchers.”

Providing an eyewitness account of the dispute, O'Brien (2018b) observed: “The opening statements at the Seaport's Moakley courthouse outlined the key questions in the trade secrets battle between Markforged and Desktop Metal, which are both promising to revolutionize the manufacturing process by making it faster and cheaper to create complicated parts out of metal or other industrial-strength materials.” The opening statements by the parties highlighted the intense competition between the two companies. O'Brien (2018b) highlighted what was at stake in the dispute: “The market could be worth billions of dollars per year, and the opportunity has spurred the companies to raise more than $325 million in combined investor funding.”

Going beyond the extracts reported in the media, the trial transcripts provide a good sense of the narratives of the competing parties (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts).

Acting for Markforged Inc., Harvey Wolkoff made this opening statement to the jury:

You're going to hear that this is a case about disloyalty and betrayal. Ric Fulop was on the board of directors of Markforged, which is a 3D printing company that was started by Greg Mark. As a board member, Ric Fulop owed Markforged under the law fiduciary duties of loyalty and of honesty. But instead what you'll hear is that Ric Fulop started a competing 3D printing company called Desktop Metal while he was sitting on the Markforged board. And more than that you're going to hear that he hid what he was doing, hid it because he knew it was wrong (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 27).

Wolkoff concluded his opening address: “I'm going to ask you to award Markforged its damages from this betrayal, from this breach of fiduciary duties, from this breach of the obligation to have your utmost loyalty to Markforged.” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 38–39).

Representing Mr. Parangi, Mr. Ward argued that his client had been mistakenly drawn into the dispute between the two metal 3D printing companies:

The evidence will show that when Markforged did build its first 3D metal printer, the Metal X, it didn't even use any of these so-called trade secrets that Desktop Metal s ays came from Matiu. And anyway you'll hear at trial of the supposed trade secrets. There's a lot of publicly-available information that's well-known to people in the industry. They weren't even trade secrets at all (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 43–44).

Mr. Ward implored the jury: “Ladies and gentlemen, as the evidence will show this case against Matiu Parangi is entirely speculative” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 44). Mr Ward argued: “Just because Matiu's brother happened to work for Markforged, Desktop Metal has accused him of stealing their trade secrets” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 44). Mr Ward wrapped up his opening statement, claiming: “This is really a case of one company against another company, and I submit to you Matiu Parangi shouldn't be dragged into this at all.” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 44).

Appearing for Desktop Metal Inc., Ms Lynne Hermle maintained that Ric Fulop did not breach of any fiduciary duty to Markforged Inc.

Ric Fulop did not breach any fiduciary duty to Markforged because there was nothing secret and certainly nothing inappropriate about his behavior. In fact he offered Markforged the opportunity for the metal concept in printing that he had first. Time after time after time he urged Greg Mark to move Markforged toward metal printing, which he believed would be a great opportunity for this company in which he had invested. The e-mails that you saw, which were highlighted only in part, you'll be able to read the entire e-mails and to see that over and over and over again he said to Greg Mark that Markforged should go into the metal printing business. You won't have to take my word for it, when you see the e-mails and are able to read all of them, you'll see that over and over again he urges Markforged to have employees working on metal, and you'll even see that Greg Mark criticizes him and makes fun of him for that advice (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 45–46).

Ms Hermle insisted: “Ric Fulop did not breach any fiduciary duty to Markforged because his idea, the one he used to create Desktop metal, was in a completely different space and involved a very different set of technological challenges” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 47).

Ms Hermle contended: “There will be no evidence that Ric Fulop or Desktop Metal used anything that was confidential or proprietary developed by Markforged” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 57). Ms Hermle maintained: “Desktop Metal will show you—we will show you all of the extensive work put into developing the innovative metal printers that they've now brought to market and we'll bring in experts in the field to support our trade secrets and damages claims” (Desktop Metal Inc. v Markforged Inc., Case 1:18-cv-10524-WGY, Document 560, Trade Secrets Trial, Transcripts, 57).

O'Brien (2018c) suggested that the public dispute posed reputational risks for the two metal 3D printing companies: “The trial had promised to consume money, time and energy for two companies racing to capture a share of an industrial 3D-printing market that is potentially worth billions of dollars per year.” O'Brien (2018c) noted: “Both CEOs were present in the courtroom during opening statements on Tuesday, and Markforged founder and CEO Greg Mark spent hours on the witness stand this week.” O'Brien (2018c) observed: “The trial would have also highlighted plenty of unflattering moments for each company.” Such reputational risks about the public dispute may well have encouraged the parties to reach a settlement.

In a longer piece, O'Brien (2018d) delved into the conflict between Mark and Fulop, Markforged Inc. and Desktop Metal Inc: “The story—as told through court testimony, legal memorandums, and texts and emails included as discovery in the case—provides a rare look inside the usually secretive world of high-growth start-ups, complete with disagreements over intellectual property, key hires and investors, all colored by the personal animosity of two former associates turned competitors.” O'Brien (2018d) commented: “The battle underscores the huge opportunity and enormous sums of money at stake in the field of 3D-printing, which promises to make crucial parts of the manufacturing process much cheaper and faster, potentially changing the way the world makes everything from jet engines to replacement hips. Metal 3D-printing alone could be worth $4 billion per year by 2027, according to market research firm SmarTech Markets Publishing.”

O'Brien (2018d) noted that “others in the Massachusetts 3D-printing industry are surely watching what happens between Markforged and Desktop Metal.” O'Brien (2018d) noted: “Duncan McCallum, the CEO of another Massachusetts metal 3D-printing startup called Digital Alloys Inc., said their competition has important implications for other companies.”



Settlement

The trade secrets dispute also ended being a stalemate. On the 2nd October 2018, Desktop Metal and Markforged reached a settlement over the claims of breach of trade secrets and confidential information (Jackson, 2018c). The press release stated:

Desktop Metal and Markforged today announced they have reached an agreement that resolves all outstanding litigation between the two companies. Both Desktop Metal and Markforged acknowledge that neither company, nor the individuals named in the litigation, misappropriated any trade secret or confidential information belonging to the other. Further terms and conditions of the settlement will remain confidential (Desktop Metal Inc and Markforged Inc., 2018).

Discussing the settlement, Jackson (2018c) speculated whether there had been a licensing agreement between the two companies: “If this were the case, it wouldn't be the first time this has happened in the 3D printing industry.” She observed that settlements had been reached in other patent infringement disputes in the 3D printing industry: “Formlabs, maker of the Fuse 1 and the Form series of 3D printers, settled an SLA licensing agreement with South Carolina's 3D Systems” (Jackson, 2018c). She noted: “Formlabs was later challenged by EnvisionTEC over similar issues” (Jackson, 2018c). Indeed, Formlabs has also faced action from EnvisionTEC (Biggs, 2014; Long, 2014)–as well as s patent dispute with DWS (Stevenson, 2018). Jackson observed: “While the fine details of Desktop Metal and Markforged have not been disclosed, it would be understandable if the parties involved wished to reach a swift conclusion to the matter—especially as the market for MIM powder-based metal additive systems continues to heat up” (EnivisionTEC, 2016; Jackson, 2018c).

The outcome in the trade secrets dispute between Desktop Metal and Markforged could be contrasted with the much more decisive outcomes of other trade secrets litigation—for instance, Waymo and Google achieved a significant victory against Uber in its settlement over the alleged trade secrets violations by its engineer Anthony Levandowski (Khosrowshahi, 2018). It should be also noted that the dispute between Desktop Metal and Markforged did not escalate into a criminal action over trade secrets—unlike the dispute involving Anthony Levandowski, which resulted in a Federal criminal prosecution for theft of trade secrets (United States Department of Justice, 2020).

However, further litigation between the parties over the settlement suggests that the relationship between the parties were far from “amicable.” Markforged Inc. brought legal action against its rival Desktop Metal, alleging that there had been disparagement in breach of the terms of the settlement.



Non-disparagement case

The dispute between Markforged Inc. and Desktop Metal Inc. erupted again in 2019, with Markforged alleging that Desktop Metal had breached the settlement through the spreading of allegedly false information (Maffei, 2019). Markforged Inc. brought an action in the United States District Court for the District of Massachusetts (Markforged, Inc. v. Desktop Metal, Inc. (1:19-cv-11635) District Court, D. Massachusetts [Non-Disparagement Dispute]).

In 2018, the two companies managed to reach a settlement over their issues, with the court ruling “Both Markforged and Desktop Metal acknowledge that neither company, nor the individuals named in the litigation, misappropriated any trade secret or confidential information belonging to the other.”

In July 2019, Desktop Metal Inc. and Markforged Inc. have renewed their legal battle months after the rival 3D-printing startups signed a settlement over rival claims of trade secrets infringement (Maffei, 2019). Markforged has alleged that Desktop Metal is in breach of contract, and has committed violations of the Lanham Act, and unfair and deceptive acts and practices under Chapter 93A (Davies, 2019). Markforged has sought a jury trial to award three times actual damages to its business, punitive damages, litigation costs and any other relief deemed fit, as well as a permanent injunction against Dekstop Metal, its executives, and its employees. In addition, Markforged desires a settlement based on the US$100K penalty agreement, saying: “Declare that each communication, distribution or dissemination of each false and misleading statement by Desktop Metal about Markforged and its products constitutes a separate occurrence in breach of the parties' Settlement Agreement” (Stevenson, 2019).

In the lawsuit, Markforged alleged: “Notwithstanding the non-disparagement prohibitions in the settlement agreement, Desktop Metal has unleashed yet another scheme to kill Markforged—using dirty tricks against Markforged” (Dowling, 2019). The company argues: “Fulop and his colleagues have acted like proverbial schoolyard bullies, engaging in a persistent pattern of unfair and deceptive conduct, culminating most recently in their dissemination of flagrant falsehoods about Markforged's 3D printers and products” (Dowling, 2019). This is quite strong language. It remains to be seen whether the court approves of the use of such colorful language to describe the dispute.

Markforged has claimed that Desktop Metal has breached the non-disparagement clause in the settlement on a number of occasions, notably in communications with resellers, customers and potential customers (Davies, 2019). In its complaint, Markforged alleged Desktop Metal has breached the prior contract between the two companies in which both parties agreed to cease disparaging each other's businesses and products— “a promise that steadfastly ignored starting even before the ink was dry on the Settlement Agreement” (Jackson, 2019). It also accuses Desktop Metal CEO Ric Fulop of “surreptitiously” incorporating his company while sitting as an active director of the board at Markforged (Jackson, 2019).

In terms of its evidence, Markforged claims that the desktop metal 3D printing company was in breach of its settlement contract when it sent certain marketing materials, or “Battle cards,” to over 100 of its resellers (Boissonneault, 2019). In the flyers, Desktop Metal presents comparisons between its Studio System and the Metal X, which Markforged's lawyers have deemed “false” and a “violation” of their agreement. In the complaint, Markforged was particularly upset about claims made in respect of the safety of the product:

Desktop Metal even went so far as to claim that Markforged's 3D printers and products are unsafe for an office environment and can start a fire because they use “flammable solvents” and Desktop Metal does not—a false statement as Fulop and his fellow bad actors at Desktop Metal well know. To the contrary, Desktop Metal's own data sheet for the solvent used by Desktop Metal reports higher flammability/combustibility characteristics than the solvent used by Markforged (Stevenson, 2019).

As such, the legal team has been sending letters to Desktop Metal, requesting $100 thousand in damages for each reseller and potential customer that has seen the leaflet containing the false statements.

Markforged also accuses Desktop Metal of making false and misleading statements about Markforged's products, “which go well beyond the proverbial rough and tumble” of market competition, including comments allegedly made by Desktop Metal that the Markforged Metal X system “creates a severe contamination risk” and exposes users to toxic solvents and vapors. Markforged is also claiming that, upon being presented with evidence, Desktop Metal “begrudgingly admitted” to making these claims to value add resellers and then “undertook to destroy the marketing materials still in its possession” (Davies, 2019). Markforged accused Desktop Metal of acting like “like proverbial schoolyard bullies,” disseminating false information about the Metal X, and “engaging in a persistent pattern of unfair and deceptive conduct” (Jackson, 2019).

In a statement, Markforged explained the motivation for the litigation:

Metal 3D printing is on pace to change manufacturing as we know it, and Markforged is leading the charge. We believe healthy competition is good for the industry, innovation, and—most importantly—customers. Unfortunately, as alleged in our complaint, Desktop Metal has chosen to compete by spreading false information. Markforged is taking this necessary step to ensure customers are making their buying decisions on facts, not lies (Davies, 2019).

A journalist Stevenson (2019) highlighted the strong language in the complaint: “I have never read a legal claim written with such dramatic flair as this one.” She flagged language such as “Behind Markforged's Back,” “Flagrant Breach,” “Acted Like Proverbial Schoolyard Bullies,” “Flagrant Falsehoods,” “Treacherous And Deceitful Conduct,” “Pure Malevolence,” “Duplicitous Conduct,” and “Inculcated Himself Into The Very Bowels Of Markforged's Business.” It will be interesting whether the court finds such language appropriate for a legal complaint.

In response, Desktop Metal has commented on the dispute: “We are aware of the filing by MarkForged and believe the claims are without merit. We will be addressing the allegations in the appropriate forum” (Davies, 2019). In response to letters contained in the evidence, Desktop Metal's legal representatives said: “That document [the Battle Card] was an internal draft produced in early February 2019” (Stevenson, 2019). They maintained: “To our knowledge, this version of the document was not disseminated by Desktop Metal to any person outside of the Company” (Stevenson, 2019). Nonetheless, they defended the accuracy of the statements: “Desktop Metal does not believe that any of the statements relating to Markforged's products are untrue based on its understanding of those products” (Stevenson, 2019).

Tess Boissonneault observed that “Generally speaking, the additive manufacturing industry is characterized by friendly competition, with many companies continually innovating not only to drive their own products but to bolster and accelerate the AM industry at large” (Boissonneault, 2019). She suggested that this dispute was an exception: “That being said, butting heads is inevitable at times, especially when it comes to issues of intellectual property” (Boissonneault, 2019).

Perhaps the conflict between the two metal 3D printing companies can in part be explained by the commercial interest in the technology. Brian Dowling observed that both companies have received significant commercial funding:

Both companies raised significant amounts of new capital this year. In January, Desktop Metal closed a $160 million Series E funding round led by the venture technology arm of Koch Industries, pushing its total venture haul to $438 million since 2017. In March, Markforged took in $82 million in a Series D funding round led by Boston-based Summit Partners, making its total raised $137 million since 2013 (Dowling, 2019).

This rivalry has amongst other things resulted in intense commercial competition.

A hearing was held in December 2020 and the arbitrator has ruled that Desktop Metal do not owe Markforged any damages associated with the claim. The Markforged Holding Corporation (2021, p. 50) provides this account of the arbitration:

In October 2019, we submitted an Arbitration Demand with JAMS against Desktop Metal alleging breach of the parties' Settlement Agreement pursuant to the non-disparagement obligations therein, as well as a violation of M.G.L. c. 93A. Desktop Metal counterclaimed against us for breach of the parties' Settlement Agreement pursuant to the confidentiality provision therein. The matter proceeded in confidential arbitration and a hearing was held in December 2020. The Arbitration decision was issued on February 26, 2021, and the Arbitrator ruled that neither we nor Desktop Metal were liable pursuant to their respective claims, and that neither party therefore owed any damages to the other.

This further dispute between the parties could be described as another draw or stalemate.




Further intellectual property litigation

In 2021, there was further patent litigation involving Markforged Inc, and Desktop Metal, being involved in litigation with their competitors and rivals.


Continuous composites, inc. v. markforged, inc (2021)

In July 2021, Continuous Composites filed a patent infringement lawsuit against Markforged in the United States District Court for the District of Delaware (AP, 2021; Continuous Composites, Inc. v. Markforged, Inc, 2021).

Continuous Composites noted that it was the owner of the patents at issue in this action: U.S. Patent Nos. 9,511,543 (Tyler, 2016); 9,987,798 (Tyler, 2018); 10,744,708 (Tyler, 2020a), and 10,759,109 (Tyler, 2020b). The company argued that Markforged Inc. has infringed this collection of patents:

Markforged manufactures, markets, sells, and uses several 3D printers that use a 3D printing technique Defendant refers to as a Continuous Fiber Reinforcement (CFR) process (the “Accused Products”). The Accused Products extrude a matrix (e.g., Onyx™, Onyx FR™, Onyx FSD™, nylon) in liquid form together with a continuous fiber reinforcement (carbon fiber, Kevlar®, HSHT fiberglass, fiberglass) to “3D print” or generate objects, such as industrial parts or rapid prototypes. Examples of the Accused Products include Defendant's Mark Two, Onyx Pro, X5, and X7 printers. The Accused Products are Defendant's flagship products and, on information and belief, are the primary contributors to Defendant's historical revenue (Continuous Composites, Inc. v. Markforged, Inc, 2021, Complaint, 4).

Continuous Composites sought remedies in the form of monetary damages for past infringement as well as injunctive relief prohibiting Markforged from continuing to use the technology protected by the Continuous Composites patents.

The Markforged Holding Corporation (2021, p. 50) promised: “We intend to mount a vigorous defense against Continuous Composites in court.” Nonetheless, the Markforged Holding Corporation (2021, p. 50) noted: “We can provide no assurance as to the outcome of any such disputes, and any such actions may result in judgments against us for significant damages.” The Markforged Holding Corporation (2021, p. 50) cautioned: “Resolution of any such matters can be prolonged and costly, and the ultimate results or judgments are uncertain due to the inherent uncertainty in litigation and other proceedings.”

Markforged Inc. put forward a motion for the case to be dismissed. Continuous Composites Inc. has filed a second amended complaint.

In March 2022, Markforged Inc. has filed an answer and counterclaims to the complaint. Markforged Inc. maintained that there was a failure to state a claim: “Continuous Composites fails to plead facts sufficient to show infringement—whether directly, indirectly, literally, or non-literally—of any valid claim of the Asserted Patents or to plead facts sufficient to show any purported infringement was willful or entitles Continuous Composites to enhanced damages” (Markforged Inc., Answer and Counterclaims, 12). Markforged Inc. questions the validity of a number of patents of Continuous Composites Inc., raising issues in respect of inventorship, utility, novelty, non-obviousness, enablement, definiteness, and written description. Markforged Inc. maintains that it has not infringed, induced another to infringe, or contributed to another's infringement of any the patent claims of Continuous Composites Inc.

In terms of remedies, Markforged Inc. calls for a limitation of damages and costs. Markforged Inc. insists that this is not an exceptional case. Markforged Inc. insists that there was no willful infringement. Markforged Inc. says that there should be no injunctive relief. Markforged Inc. invokes various equitable bars to relief. Markforged Inc. notes that there are limitations to patent actions for government sales.

As for its counterclaims, Markforged Inc. has called for declaratory judgment of invalidity of Continuous Composites Inc.'s patents in the dispute. It has also asked for a declaratory judgment of non-infringement of Continuous Composites Inc.'s patents in the dispute. Markforged Inc. has sought a jury trial, asking for a range of remedies in the case.

Markforged Inc. has also asked for an inter partes review of U.S. Patent No. 10,744,708 held by Continuous Composites Inc.

In its 2022 annual report, Markforged Inc. (2022c, Annual Report: F-28) expressed the view about the case: “The Company intends to mount a vigorous defense against Continuous Composites in court.” Markforged Inc. cautioned that “the Company can provide no assurance as to the outcome of any such disputes, and any such actions may result in judgments against Markforged for significant damages.” Markforged Inc. maintained: “The Company does not believe that a loss is probable and did not record a loss contingency for the year ended December 31, 2021.”



Desktop Metal Inc. v SprintRay (2021)

Likewise, Desktop Metal has also been involved in further intellectual property litigation elsewhere (Desktop Metal Inc. v SprintRay, 2021).

As an early adopter of 3d printing, the field of dentistry has been the subject of a number of pieces of patent litigation—as can be seen in the ClearCorrect litigation in the United States (Rimmer, 2019).

In December 2021, industrial 3D printer manufacturer Desktop Metal was granted a preliminary injunction by a court in Germany that prevents SprintRay from selling its dental systems there (Hanaphy, 2021). Desktop Metal alleged that the technology behind SprintRay's Pro 95 and Pro 55 3D printers infringes upon its patents covering the “layer separation process” of its subsidiary EnvisionTEC. Michael Jafar, CEO of Desktop Health, commented: “We are very happy with the Court's decision” (Hanaphy, 2021). He stressed that the company would vigorously defend its intellectual property: “Desktop Metal's commitment to R&D in hardware, software and material science have resulted in over 650 issued patents and pending patent applications worldwide, which we intend to vigorously enforce” (Hanaphy, 2021). As a result of the ruling, SprintRay is now prohibited from selling, importing, using or storing any product in Germany, which is alleged to violate these patents (Hanaphy, 2021).

The European Patent Office (2020a) has been hosting events in respect of patent law, policy, and practice in respect of 3D printing in the European Union. The European Patent Office (2020b) has also sought to map patent landscapes in respect of 3D printing patents in the European Union. Its report has highlighted how Germany dominates the innovation in additive manufacturing—with six regions among the top fifteen additive manufacturing innovation centers in the European Union.




Conclusion

This paper has provided a case study of intellectual property conflict over metal 3D printing between two rival United States companies from Boston—Desktop Metal Inc. and Markforged Inc. The dispute raised questions around patent validity, patent infringement, and patent remedies; as well as trade secrets, contract law, consumer law, and unfair competition. The conflict was an inconclusive one—with neither party obtaining advantage from the litigation. It is striking that the judge, jury, and arbitrator took positions in the dispute, which recognized the continuing co-existence of Desktop Metal Inc. and Markforged Inc, enabling future competition and innovation in the metal 3D printing sector. Nonetheless, there will no doubt be further intellectual property litigation in respect of 3D printing in general, and metal 3D printing in particular, given the commercial value associated with the technologies. While there has not been Napster-like litigation in respect of metal 3D printing yet, there could be such issues in the future, especially if the technology goes mainstream (Desai and Magliocca, 2014).

The intensity of the rivalry and feud between Desktop Metal Inc. and Markforged Inc. is startling. Taking a long historical view, White (2001) has argued that rivalry is a key feature of scientific endeavor. He has highlighted the conflicts and competition between scientific figures such as Newton and Leibniz; Lavoisier and Priestley; Darwin and Wallace; Edison and Tesla; the race for the Atom Bomb; Crick and Watson; the space race; and Bill Gates and Larry Ellison. The dispute over intellectual property and metal 3D printing between Greg Mark and Ric Fulop, Markforged Inc. and Desktop Metal Inc. perhaps fits into this pattern of scientific rivalry and feuds. There have certainly been intense patent races in respect of other new technologies—such as HIV/ AIDS diagnostics (Markel, 2020), genomic research in respect of breast and ovarian cancer (Contreras, 2021); and gene-editing CRISPR technologies (Isaacson, 2021). As discussed, the outcome of the dispute between Desktop Metal Inc and Markforged Inc. (2018) is a curious one—with the legal system favoring neither party, and instead recognizing the co-existence of two companies. This could be contrasted with some of the earlier historical patent races, which have clear winners and losers in the legal adjudications.

The field of metal 3D printing still seems to be some way off the place of bounty and plenitude envisaged by Lemley (2015). Technical limitations relating to materials and the technology have continued to create conditions of scarcity. There remain intense and vigorous conflicts over intellectual property and artificial scarcity in the context of metal 3D printing. Thinking about trends in 3D printing and additive manufacturing, Rifkin (2014) envisaged a utopian future of collaborative capitalism. The dispute between Desktop Metal and Markforged would suggest that there is still a culture of competitive capitalism in 3D printing—at least in the field of metal 3D printing. Rifkin's vision of peaceful collaboration and collaboration has not necessarily been realized. Desai (2019) has observed that democratized production poses challenges for regulation. He has highlighted the convergence of technologies—from 3D printing and additive manufacturing to biotechnology and CRISPR gene editing to artificial intelligence and robotics. Desai (2019, p. 251) comments that “such technology forces us to rethink tools of governance and the nature of regulation in the twenty-first century.”

Metal 3D printing has an expanding array of applications and utilities. There has been heavy investment in metal 3D printing by the automotive industry—by companies such as Ford (Chernova, 2018). Rotman (2017) predicted that metal 3D printing “won't replace such century-old production techniques as forging and metal casting, but 3-D printing could create new possibilities in manufacturing—and, just maybe, reimagine the art of metallurgy.” There have been significant application of metal 3d printing in the automotive industry. Likewise, there has been much interest in the use of metal 3D printing in the aerospace industry. There has also been a notable interest in the use of metal 3D printing in maritime industries. There has been an interest of metal 3D printing in respect of consumer goods, the creative industries, and healthcare. Birtchnell and Urry (2016) have investigated whether 3D printing will promote sustainable development.

In 2022, the Biden Administration has sought to accelerate the uptake of metal 3D printing by small-to-medium businesses with its AM Forward policy (White House, 2022). President Joe Biden expressed his personal enthusiasm for 3D Printing and the AM Forward initiative:

3D printing technology—3D printing technology is incredible. It can reduce the parts lead times by as much as 90 percent—not always, but as much as 90 percent—slash material cost by 90 percent, and cut energy use in half. That all helps to lower the cost of making goods here in America. But not all small- and medium-sized firms have access to the resources and financing and support they need to adapt these—to this technology, until today. The executives here today have agreed to launch a new compact between large iconic manufacturers and smaller American suppliers. A commitment by these large companies to help those smaller ones adapt new technologies so we can continue to be the leading exporter of aircrafts and engines and in areas like medical devices, clean energy technologies, and so much more (Biden, 2022).

The White House observed that “not enough American companies are using 3D printing or other high-performance production technologies” (White House, 2022). Under the AM Forward policy, “leading manufacturers will support their U.S.-based suppliers' adoption of new additive capabilities, helping to transform shop floors across the country” (White House, 2022). The Biden Administration has also called on the United States Congress to pass the Bipartisan Innovation Act (White House, 2022). The 3D printing industry has been delighted by this new policy initiative (Hanaphy, 2022). Ric Fulop of Desktop Metal noted: “Additive manufacturing has long held the potential to de-risk supply chains and enable new innovations” (Hanaphy, 2022). He observed: “With manufacturing reshoring already accelerating as a result of the historic supply chain disruption caused by the COVID-19 pandemic, the AM Forward initiative is a timely and progressive approach to modernizing our nation's outdated manufacturing infrastructure with cutting-edge technologies that will help ensure that the work stays here for the long-term” (Hanaphy, 2022). Markforged Inc. (2022b) has also been complimentary about the AM Forward Program.

Representatives of both Desktop Metal Inc. and Markforged Inc. remain upbeat and optimistic about the future of metal 3D printing. In a 2020 interview with 3D Printing Industry, Ric Fulop of Desktop Metal considered trends in 3D printing (Petch, 2020). He predicted: “The next frontier for additive will be in functional end-use applications and mass production” (Petch, 2020). Fulop emphasized: “The industry is now mature enough that we can design machines that actually leverage these technologies into the products that people use every day” (Petch, 2020). He also envisaged: “In this next decade for 3D printing, we are entering an exponential curve because the technology is more affordable, there are more use cases and more supply of raw materials that opens up the application space” (Petch, 2020). Fulop hoped that “[additive manufacturing] will accelerate a greater freedom of product design” (Petch, 2020). Mark Gannon, the Vice President of operations at Markforged, also had his own predictions for 3D printing (Petch, 2020). He expected that “3D printing will continue to permeate the entire factory, evolving from fixtures and tooling to end-use parts” (Petch, 2020). He emphasized that “the industry is sure to realize further uses for the technology—especially as we start to see 3D printed parts pass the industry's most stringent quality and durability certification standards” (Petch, 2020). Gannon predicted: “As the technology matures—through more precise printing technology, and new materials—and leveraging additive becomes more natural as younger engineers already accustomed to the technology join the workforce, we'll see innovation flourish” (2020).

No doubt there will be future conflict over intellectual property and trade in respect of forms of advanced manufacturing—such as metal 3D printing. There will be future competition for such pioneers and trailblazers in metal 3D printing in the field of 3D printing and advanced manufacturing from BRICS/ BASIC nations (Birtchnell et al., 2018).
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This study analyzes the role of co-invention in the creation of a platform for print-on-demand-clothing, or PODC. Co-invention is the invention of a new business process to complement new technology, and turn it into a valuable commercial service. PODC copies a design onto clothing with immaterial effect on the cost, and irrespective of the scale of the batch. In its modern form, PODC extends to more than two dozen different pieces of clothing and other items, enabling buyers to personalize clothing with any art. The digital printing machines used in PODC contain numerous technical inventions, while the electronic commerce platform contains the important business processes. The study examines a pioneering PODC platform from Threadless, and analyzes how this new platform emerged from a sequence of co-inventions. The study highlights the level of discretion given to graphic artists to foster trust with the platform, and it shows how a hierarchy of business process co-inventions overcame the coordination issues inherent in building a large scale and new multi-sided platform.
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Introduction

Inventions of new business process turn new technology into valuable commercial services. Invention in business processes can redefine job tasks, such as daily assignments and skill requirements, and alter lines of authority, such as discretion over decisions and procedures for resolution of conflicts. Inventions of business processes are called co-inventions to distinguish them from the initial invention. The study analyzes the co-invention for creating a platform for print-on-demand-clothing, or PODC.

Today PODC illustrates the marriage of technical invention and business process inventions. PODC copies a design onto clothing with immaterial effect on the cost, irrespective of the scale of the batch. In its modern form, PODC extends to more than a dozen different pieces of clothing—from shirts and sweatpants to shoes, socks, and masks—yielding an explosion in unique combinations of sizes, items, and designs. It also extends to many items—such as coffee cups, shower curtains, rugs, buttons, and blankets. PODC enables a buyer to personalize any item and size with any art of their choosing. The buyer can get matching shoes, shirts, hoodies, leggings, socks, and masks printed with the same design, or get the same sweatshirt in a range of designs. These combinations also come at no added cost, albeit modern electronic commerce adds cost for shipping to the buyer.

The digital printing machines used in PODC contain numerous technical inventions, while the electronic commerce platform contains the important inventions in business processes. The platform matches clothing manufacturers, graphic artists, and buyers. Whereas, digital printing machines has received attention among industry news publications, the reorganization of platforms has not received attention. The goal in this study is to analyze this neglected topic, and examine the role of business process inventions in making PODC viable at scale. The research questions focus on the earliest efforts, and are seemingly simple: What prompted pioneering in new business processes to support PODC? What co-inventions enabled the pioneers in PODC to achieve a high volume of transactions and low cost PODC?

We study co-invention, specifically, at Threadless, a company that pioneered high-quality PODC within a platform for graphic artists and buyers. Threadless' PODC platform takes the form of a service called Artists Shops. This is not Threadless' first effort at pioneering new services for graphic artists and buyers, as the firm also pioneered a commercially successful platform that crowdsourced graphic art for t-shirts. Artists Shops differs in both scale and breadth. It has more than a hundred thousand partners among graphic artists, and a similar magnitude of partners among holders of trademarks. Artist Shops arranges to make both clothing and items. The combinations of art, items, and sizes realizes the promise of PODC, yielding an explosion of unique items for sale with no change in costs and prices, nor any loss in operational flexibility or delivery speed.

Some aspects of Artist Shops reflect the familiar elements of a three-sided business platform involving graphic artists, manufacturers, and buyers. That the platform and manufacturer share the activities affiliated with order-fulfillment processes is another familiar feature. It also operates in a setting, apparel, which is competitive. All these features make Threadless a good example for study because the unit costs, prices, and margins per product did not change as Artist Shops grew. As will become apparent, Artist Shops could not succeed unless it achieved high volumes, which happened as purchases increased, and that depended on the matching of designer, buyer, and manufacturer. That frames the focal question for analysis: what co-invention did Threadless create to put together a platform that matches so well at a large scale?

These co-inventions are interesting in their own right because they were not obvious, at least at the time they were invented. Innovating at the junction between the responsibilities of the graphic artists and the platform, Artist Shops offers control over most of the elements of the transaction to graphic artists, including intellectual property. It also affords the artist the option to cede discretion back to the platform to act on their behalf (in a service called Managed Shops). In practice, graphic artists often cede discretion over a wide range of decisions to Threadless, which enables the company to choose a manufacturer, govern features of the transaction with buyers, and determine features of distribution, including the price at which the item sells and the timing of sales. Because this model is popular with graphic artists, Threadless delivers a large volume of orders to dozens of manufacturers in digital printing, and across a wide array of items. That scale enables zero costs for adding each new design, which Threadless then passes on to buyers.

New electronic commerce platform must achieve large volumes of transactions to offset the idiosyncratic fixed costs of operating data bases, order fulfillment, quality control, and specific back-end processes. Yet, it would be reductionist to view the development of Artist Shops as just a story of low margins at high volumes covering fixed costs. The narrative focuses on a phenomenon for which platform analysts rarely get an inside look—namely, the “chicken-egg problem” at an early moment in the platform's creation. It is difficult to be both a small and new platform, especially when each party has distinct interests and disparate motives for participation. This study informs understanding of the general situation with analysis of a specific example: how did this new platform create, establish, coordinate, and sustain relationships with participants who benefit from participation by the others? How did this platform grow when the success of matching depended on a large scale of participation? By studying one example of how one firm resolved this dilemma, the analysis highlights the sequence of co-inventions that accumulated to yield a new platform.

The narrative suggests a hierarchy of business process co-inventions determines the order—starting with those complementary to the usage of the invention in digital printing, moving next to those related to the needs of a key partner, graphic artists, and ending with the establishment of a new platform for governing the relationship of buyers and sellers. Further iterations scaled the platform in terms of more breadth of items, and, simultaneously, more participation of graphic artists. That hierarchy corresponds with co-inventions that started by orienting toward cost savings from adoption of a new invention. It delayed riskier co-inventions that support new product development with an unknown scale of demand.


Contributions to literature

No analysis of the creation of new platforms has organized its analysis around co-invention, a concept that originates from the literature on adoption of enterprise-wide computing platforms. In the earliest studies of co-invention, experimentation and discovery by users fostered co-inventions. The concept has been used in analysis of a wide variety of settings. For example, it contributes to analyzing the speed of the transition between usage of mainframe computers and client-server systems (Bresnahan and Greenstein, 1996), the transition to usage of internet-enabled administrative processes (Forman, 2005; Forman et al., 2005), the change in industry leadership during digitization of administrative tasks (McElheran, 2015), the cost savings to hospitals during the transition to electronic medical records (Dranove et al., 2014), and the rise in productivity at manufacturing establishments during the early transition to cloud computing (Jin and McElheran, 2015). These prior studies analyze variance across adopters in their co-invention activity. In contrast, this study analyzes variance over time in one supplier's co-invention actions. That might seem minor at the surface, but it draws attention to a large gap in the literature. While nothing precludes co-invention at suppliers (Bresnahan and Greenstein, 2001), the literature has largely not explored the possibility. In this instance, one firm both adopts and supplies while co-inventing. Co-invention accompanied the adoption and usage of digital printing, and then another set of co-invention created a platform for matching digital printers, graphic artists, and buyers.

Many prior studies of platforms have stressed the challenges of overcoming frictions created by anonymity and distance inherent in electronic commerce (Goldfarb and Tucker, 2019). Trust between buyer and seller emerges from clever market design, such as reputation systems, and from other tools that facilitate repetition of transactions between buyer and seller (Levin, 2013; Luca, 2017). A novelty in this study are the platform's rules in fostering trust between the platform and its partners, graphic artists. Threadless created a platform that enables multi-homing by its graphic artists. It gives them options and discretion, which earns a high level of trust. That co-inventive change in rules contributed to generating large scale participation from graphic artists. Interestingly, such discretion is not normally regarded as consistent with a platform's interests. The prevailing view is that the freedom to multi-home hurts platforms (Zhu and Lansiti, 2019).

The narrative follows Threadless as it evolves from a firm managing a crowd-sourcing platform into a firm managing two platforms, the latter oriented around PODC. The contrast between the old and new platforms raises themes reminiscent of those in the literature on “disruption” (Christensen, 1997; Gans, 2016). In the classic narrative, the evolution of a technology from low quality to high quality leads to devaluation of business processes in an established business. Elements of that narrative appear in this narrative, and this begins as an unsurprising element of the analysis. For example, digital printing began as an input into a low quality product and improved over time and became an input for a high quality product. Though the rate of improvement was challenging to forecast, the established businesses, Threadless, recognized the direction of change, and surmised that it contained the potential to devalue established business practices. That motivated management to initiate experiments to gain insight into digital printing. This narrative takes a surprising turn, however, and does not yield a standard story for the disruption literature. These experiments did not encounter resistance that doomed the efforts, and the established firm did not begin on a path of decline. Instead, Threadless succeeds in creating novel value with new co-inventive activity, and that supports business renewal with a new platform.

More narrowly, this study also contributes to understanding innovation in the supply chain for apparel. It contrasts with strategies that focus on simplifying product assortment or reducing complexity of supply chains (McKinsey and Company, 2021). PODC widens the breadth of product assortment and manages the complexity within a platform, and does not sacrifice flexibility and costs.

When compared against the two billion t-shirts sold in the U.S. each year or the 100 billion dollars of global sweatshirt sales, PODC cannot increase the aggregate economy. Yet, this study rejects the view that interprets PODC as an innovation that solely enables “business stealing.” In business stealing, the increase in sales at a firm such as Threadless decreases the sales at another (nameless) firm. This study interprets PODC through a wider lens. It views PODC as part of a broader trend in the increasing prevalence of digital dark matter (Greenstein and Nagle, 2014). Digital dark matter arises when inputs cost zero. This topic has received attention in research covering open innovation (Altman et al., 2014) and open source software (Keller et al., 2018; Robbins et al., 2018; Marciano-Goroff et al., 2021). Consistent with the literature in digital dark matter, conventional economic tools mischaracterize PODC because neither improvement in input nor improvement in user satisfaction is measured by any government-sanctioned statistic, nor by any conventional cost-accounting procedure inside a firm. Yet, the new platform organizers, manufacturers, and graphic artists are better off, at least as revealed by their continuing participation in the platform. The buyers are better off too, at least by their revealed preference, in that they bought the artful piece of clothing and are therefore happier with the product than they would be with another one. Just as Coco Chanel once famously said, “The best color in the whole world is the one that looks good on you,” the purchased PDOC product is the best one in the world for each buyer. All of this implies that the standard GDP measurement and accounting methods are inadequate for measuring the gains to suppliers and buyers from costless personalization with art.



Outline

The essay presents events in chronological order in Section The history of threadless' transition to artist shops, which describe Threadless' crowd-sourcing platform and management's response to the distant threat posed by digital printing. In the next section, we analyze Threadless' response, and its expectations for cannibalization and economies of scope. Next, in Section Artist shops from a variety of perspectives, we describe PODC as found in Artist Shops. Section Creating PODC in artist shops takes a step back, and identifies and analyzes the co-invention required to modify the old platform. It also analyzes several opt-in features of Artist Shops that illustrate interesting and important facets of co-invention related to the platform ceding control to graphic artists.




The history of threadless' transition to artist shops


Pioneering a crowdsourcing platform1

Founded in late 2000 by Jake Nickell (Chief Executive Officer), Jacob DeHart (Chief Technology Officer), and Jeffery Kalmikoff (Chief Creative Officer), Threadless started as a side project. The company grew into a pioneer of crowdsourcing, supporting a platform that helped a diverse community of graphic artists produce unique designs for millions of online customers. After several years, Threadless became successful enough to move into a 25,000 square foot warehouse and bring in tens of millions of dollars of revenue per year. Threadless became successful enough to move into a 25,000 square foot warehouse and bring in tens of millions of dollars of revenue per year (see Figure 1).
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FIGURE 1
 Threadless Historical Timeline (Greenstein et al., 2021).


The platform was based on weekly design competitions, where graphic artists submitted their designs for t-shirts and sweatshirts. Other artists and potential customers voted on submitted designs. Threadless printed the most popular of these submissions and sold them in an online store. In the earliest model of this business, once the winning designs sold out, they were replaced by newer designs. In later versions, some of the winning designs underwent additional print-runs after they sold out. The operations behind Threadless' crowd-sourcing platform is visually represented in Figure 2A.
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FIGURE 2
 (A) Original threadless crowdsourcing operating model. (B) New threadless crowdsourcing operating model. (C) Artist shops platform operating model.


Threadless' management nurtured a sense of community among the artists and buyers. For graphic artists, the design challenges and voting process served as an inspiration. Even when an artist failed to win, they could gain insight from the feedback received. Sometimes the contests were open ended, and sometimes they were organized around themes. Such challenges also served to make goals concrete and channel creative thinking. Many artists enjoyed sharing their work with a community of fellow artists and art lovers.

In the language of modern platform economics, Threadless invested in motivations for one side of its business, namely, graphic artists, but the motivations were not entirely monetary. Rather, they mixed extrinsic, intrinsic, and pro-social motivations. Threadless made efforts to nurture all three motives and support them. In the language of the platform literature, Threadless' relationship with the artistic community was among its most valuable intangible assets2.

From the beginning, Threadless' decision to commit to high quality printing shaped the tension between scale, cost, and color. Later experiments with PODC generated both scope economies and some cost reduction3, but early on, Threadless used only superior materials and processes. Choosing screen printing for the production process incurred higher costs not only from the ink, equipment, and length of set-up time required Farag (2021), but also from the significant amount of time (i.e., more than a day) required to create a new screen for each new design. To lower costs, Threadless placed strict limits on graphic artists, such as requiring no more than four colors, which reduced the error rate and reduced the time and expense of setting up a machine to print the shirts. Obviously, per unit costs became lower as the order quantity increased.

Threadless' crowdsourcing platform also generated some tension between scale, cost, and color, with regards to how many shirts the management should make for each design in a print-run that won a contest. Over the long run, the total revenue had to exceed variable costs enough to yield a gross profit per unit, and the gross profit had to pay employees and other expenses, such as warehousing. The price tended to be outside the firm's control, because it competed against so many other artistic products and other pieces of clothing. With normal pricing and sales, prices approximately landed at twice the cost of materials4. The foregoing turned the question about the size of print-runs into a cash-flow issue. With the run rate of a typical machine, the number of new prints per week was initially set at 2–3 per week.

Finally, Threadless also had to deal with up-front costs. Before any revenues for prints were collected, Threadless first incurred costs for two expenses: paying the artist for the winning design5 and purchasing materials to create shirts. In the early days, Threadless' management weighed a number of considerations when choosing the volumes for its print runs, but principal among them was the question of how long it would take to recover enough revenue to pay for the cost of a print run.

Threadless always encountered a difficult forecasting problem for each design and paid directly for forecasting errors in both directions. When the company printed copies of a design that did not appeal to many buyers, Threadless would hold unsold inventory and never generated enough revenue to cover expenses. When the company sold large quantities of a new design that did appeal to buys, it could face a stockout. A stockout could prevent Threadless from selling otherwise profitable shirts, which framed questions about whether to incur the costs of setting up and organizing additional runs of a design. The latter problem was better than the former, because it was easier to address a stockout for a popular design with a new print run than to sell an unpopular design.

In light of those costs and risks, what was the best number of shirts to print on a run for a new design? Should it be five hundred, two thousand, or ten thousand? One thoughtful approach would try to estimate expected sales, but how can demand for another unique design be estimated from the experiences of other unique designs? Almost by definition, Threadless started its forecasts for each unique design with little information; however, crowdsourcing played an essential role in helping the firm anticipate demand. Although it wasn't perfect, crowdsourcing turned out to be far better than merely guessing when a unique design might appeal to an online buyer's sense of humor or unusual sense of aesthetic. Sometimes crowdsourcing's high vote totals and enthusiastic comments provided additional indications that that the appeal would be strong6. Altogether, this process helped Threadless keep unsold inventory lower, which translated into faster revenue and lower inventory costs in the long run.

Threadless' crowdsourcing model evolved into a practiced machine, and the company tended to settle on printing approximately five hundred shirts per size, gender, and design on the first run7. With each design printed on at least three sizes for two genders, the result was potentially thousands of shirts in inventory for each design8, so Threadless invested in a warehouse operation and employed experienced workers. At its largest in 2014, the warehouse held approximately nine thousand t-shirts and sweatshirts for six different sizes and two genders. At its peak, Threadless selected approximately three winners per week and 150 designs per year.



Initial threat from print-on-demand

Why would a firm with a unique and successful crowdsourcing business consider PODC? In the early 2010s, compared to Threadless' high-quality products, PODC yielded low-quality print designs that were not free of errors. Many PODC items were limited to black and white designs or low-quality color ink that faded after washings. Available through companies like Café Press, many of Threadless' buyers did not consider PODC to be substitutes, nor did most of the graphic artists who participated on Threadless' contests.

Contrary to a classic case of “disruption” from improvement in a low-quality rival (Christensen, 1997; Gans, 2016), PODC displayed no clear trend for how fast the quality would improve. There was no forecast data by which a future response was required, nor any urgency from an imminent date at which high-quality would become a threat. Nevertheless, the presence of a low-quality alternative evoked a set of future questions, and Threadless' management talked openly about them Greenstein et al. (2021).

Thinking about future scenarios does not necessarily generate action. In this case, a change in management shaped the timing of Threadless' first actions. Like many startups, Threadless had experienced turnover among its founders, though one of them, Jake Nickell, continued to hold equity ownership control over it. In 2007, Jake Nickell had backed away as CEO and a new one was hired. In fact, all the founders had left day-to-day decision making after a few years. But after a poor holiday season in 2011, Nickell returned in 2012 to daily management as CEO.

It's an overstatement to say Nickell came back to turn around the business, as Threadless was not in a free-fall, and it is an overstatement to say new management brought a new outlook, since he had helped establish many of the key elements of the business. Rather, his return led to a full reconsideration of the business processes and services, and those reconsiderations coincided with the presence of low-quality PODC. The timing, though inadvertent, triggered new experiments.

What PODC scenario concerned Jake Nickell? He wondered what would occur as quality improved. He believed Threadless risked losing artist participation in design contests, as well as buyer interest. He considered the graphic artists first: An artist's chance of winning was low in a Threadless contest, though it was mildly higher for experienced artists. That meant low- to medium-quality printing might appeal to graphic artists who had lost many of the Threadless contests. Or, in the language of platform economics, it might generate more “multi-homing” by graphic artists.

Next, he considered the buyers: Other companies could produce simple designs at almost the same costs as Threadless. At some point, buyers would not notice the difference in designs or quality, so the potential sales could come at the expense of Threadless. Or, in the language of platform economics, it might reduce the elasticity of demand for Threadless' products.

Taken together, if either of these disturbing concerns about graphic artists or buyers were realized, it would hurt Threadless' crowdsourcing platform. In that sense low-quality PODC defined a distant but realistic threat.

A related short-term motivation also prompted action. Digital printing potentially eliminated batch production or reduced it greatly from the limitations imposed by screen printing. The absence of batch production could change many aspects of the crowdsourcing model, such as the level of inventory holdings and concomitant working capital. That views digital printing not as a threat, but as a cost-saving invention, and an opportunity to alter internal processes for printing.

Nickell began to authorize experiments, aimed principally at whether and how to transition away from screen to digital printing. These efforts began as a defensive response to eventual but distant threats, and came with the potential for cost savings in the existing crowd-sourcing model. Nickell did not begin within a forward-looking strategy to expand the business with new services. The expansion developed later.

Rephrasing, at the outset, we see the beginning of the hierarchy of co-invention. Nickell started with an experiment with visible and short term benefits—i.e., digital printing could reduce costs for the existing business. Later co-invention was deferred until this set could be understood.

To summarize, the initial actions were exploratory, defensive, narrow, forward looking over a short time horizon, and oriented around understanding how digital printing worked in their crowdsourcing platform. They would undergo a marked change only after management learned lessons about how to operate digital printing at scale and across a broad array of clothing items.



Transition to digital

Altogether, the invention of PODC in an electronic commercial platform took 4 years. Starting from Nickell's return as CEO in 2012, the first successful implementations of digital printing were up and operating regularly in 2014. By 2016, Threadless completed its transition to digital printing for all of its printing. In the meantime, Threadless had been experimenting with its business processes and, also in 2016, introduced the Artist Shops. Unlike its earlier efforts with the technical innovation of digital printing, Threadless' Artist Shops were not the result of defensive efforts, nor were they narrow in scope.

Why did Threadless undertake the efforts with Artist Shops when its crowdsourcing business processes were successful? Addressing that question requires analysis of intellectual property and the order-fulfillment process. In contrast to the establishment of Artist Shops, Threadless altered each of these business practices as part of its defensive efforts in the face of PODC. Both the changes in intellectual property rights and order-fulfillment processes ultimately influenced Threadless' initial experiments with PODC and can be interpreted as key co-invention activities.


Intellectual property

In its original model, Threadless required the graphic artists to sell the rights to their design to Threadless for a fixed fee. The fee was the reward for winning a contest. After returning as CEO, one of Nickell's first acts transitioned the firm to a new compensation structure in which the artist retained intellectual property and Threadless paid them a royalty for every piece of clothing that used their image. In comparison to the old structure, this new structure rewarded the artists whose product sold in large quantities; however, it also removed the minimal rewards that all artists could expect, which raised the risks for inexperienced artists. The new structure also lowered Threadless' risks for holding inventory because it lowered the upfront cash payments. It came with the risk that a successful artist could take the intellectual property for their art to another printer.

Interpreted through the lens of a standard model of platforms, this change could be seen as a change to induce more participation from one set of graphic artists, namely, the most talented graphic artists. It came with the risk that it made it easier for a successful graphic artist to multi-home. The new structure was regarded as closer to “fair” by successful artists, and, on net, it did result in more participation, as intended.

That interpretation is incomplete, however. By 2012 Threadless owned all the designs it had accumulated from years of contests. Nickell sensed resentment over these holdings. Despite the concerns of his legal counsel and other executives, Nickell chose to change all of Threadless' holdings. The firm contacted all the original artists and sold their design back to them.

The drawback of transferring ownership back to artists was the monetary cost, as well as the administrative hassle. In effect, Nickell's decision obligated Threadless to pay compensation in the future to past contributors when legally nothing was owed. It also gave graphic artists complete control over their own back-catalog, which enabled them to multi-home to a greater extent. This cost came with a symbolic gain, however, and these gains were less extrinsic and more prospective. First, some of the same artists who had won contests in the past still participated in 2012, and a few of them were responsible for some of the best-selling designs. Although returning the ownership back to the artists did not guarantee their continued participation, it eliminated a source of resentment. Second, it was readily apparent to many of the graphic artists that Nickell faced no obligation to take this action. This vested the action with symbolism as a gesture of goodwill.

It might be tempting to interpret such behavior as emerging from a calculated attempt to enforce an implicit and legally unenforceable contract. It is, however, simpler to interpret it as a gesture of trust borne from a principled stand. Supporting graphic artists was a central mission of the company. Nickell' gesture was indicative of his general honesty and a plainspoken, forthright approach to business, as well as his empathy with the graphic artistic community's perception and outlook. That earned the trust of many graphic artists.



Restructuring order fulfillment

Threadless next changed its sales and order-fulfillment to accommodate digital printing in its crowdsourcing business. They began to experiment with holding less inventory. This set them on a multi-year process of gradually reducing the size and staffing of the warehouse. In 2014, for example, Threadless laid off 30% of its staff, primarily in warehousing. A few years later they would get rid of all their warehousing space and staff.

Order fulfillment is a central feature of electronic commerce, and developing a reputation with buyers for timely delivery a key aspect of the business (Levin, 2013). While digital printing reduces costs, it comes with the increase in dependence on the performance of manufacturing partners. This increases risks for Threadless if partners do not perform. Interestingly, it comes at a time when the largest provider of electronic commerce, Amazon, has invested heavily in facilities for large scale order fulfillment.

On their web page Threadless also undertook another long-term effort to restructure their display and sales processes. Initially Threadless had designed its site to sell to a dedicated buyer community that came to browse the new artistic winners each week. The scale of the available number of new designs no longer made that a viable approach. Digital printing enabled Threadless to increase the colors of shirts it could sell (i.e., to thirty), and the types of shirts on which it printed (i.e., regular and v-neck, sweatshirts and hoodies, etc.). Accordingly, the company began a transition to a more search-based consumer, one who looked through a large quantity of stock keeping units (SKUs).

Modifications were undertaken by an internal staff of programmers, and their skills and duties extended across the entire supply chain, specifically, web design, order tracking, payments, and shipping. They maintained technical road maps for short- and long-term plans in these processes, and they remained constantly occupied with additional projects for improvements9.

Overall, the efforts to incorporate digital printing into Threadless' crowdsourcing business, as represented by the transition between Figures 2A,B, brought the management closer to understanding the technical possibilities of PODC and, as will be shown subsequently, provided the inspiration to construct a new innovative service, the Artist Shops.




Complements as co-invention

The changes in intellectual property and order fulfillment between the old crowdsourcing model and the new (see Figures 2A,B) could not have occurred without co-invention. These changes were complements to digital printing, and they made PODC viable and valuable. In other words, the opportunity posed by PODC motivated the changes in business processes in that rather than owning the art, Threadless licensed it from the artist. There was no secondary market for such innovations, no easy ways to value those co-invented intangible assets (e.g., sense of community, loyalty), and no external source of validation telling Threadless' management that they had undertaken the best path. Instead, all such actions came with a great deal of uncertainty surrounding PODC's long-run viability and profitability. In this sense it is less surprising Threadless' first actions were the least risky, and oriented toward understanding digital printing and reducing costs in its existing business.

That still leaves unaddressed why Threadless decided to invent Artist Shops, whose business structure is represented in Figure 2C. In 2020, Nickell gave an interview that explained the inspiration for Artist Shops. Threadless had pursued blending digital printing with their existing crowdsourcing platform, but such activity raised questions about developing new lines of businesses. They had experimented with PODC, such as partnering with or purchasing other firms who produced PODC in other types of clothing, but these did not amount to much10. As Threadless neared the completion of adapting digital printing to their crowdsourcing business in 2015, Nickell explained that they needed to do something big, and the “aha moment” came with the thought, “Wouldn't it be cool if artists could have their own branded store rather than being in a marketplace?”

This idea was along the lines of a Shopify version of digital printing, which didn't exist when Threadless first started out, but was available and understood by any producer in online retailing by 2015. At the time, Shopify was a service that allowed its licensees to launch their own online stores for almost any product. Such a service did not exist in a format that made it suited for graphic artists, but Nickell realized that filling that gap, if done well, would be consistent with Threadless' mission.

Consider a catalog of the operations necessary to build “a Shopify for graphic artists” and whether that displayed any overlap with the existing operations illustrated by Figure 2B. At first glance, many complementary activities were comparatively familiar. For example, Threadless already had built and maintained the databases and related software for supporting big data applications, and they had years of experience putting those applications to use inside an order fulfillment process. In addition, Threadless had just developed a new business process for distributing an exploding number of SKUs. Their existing business was, however, less complex and less geographically distributed than the one they were proposing to build. In short, there were overlaps of software operations and development, but the new processes potentially involved additional software as well, though much of additions were incremental and would not take long to develop.

The inherited customer base also shaped Threadless' outlook, both positively and negatively. The most positive aspect was the most fleeting. On the one hand, the existing customer base provided a potential solution to the Artist Shops' need for customers and it could serve as an attractive target for sales of the new services in digital printing. Moreover, its graphic artists, especially the most successful among them, could serve as the source for new art for Artist Shops. On the other hand, Nickell and his team worried that the presence of the customer base could give rise to cannibalization of sales. That is, they worried that the Artist Shops would merely generate sales at the expense of sales on the crowdsourcing platform, which, on net, would not yield additional revenues on par with the expenses and efforts required to develop the new service. More worrisome, the cannibalization could arise after Threadless used its most precious intangible asset, namely, its relationship with the graphic arts community. This was a potentially irreversible risk.

Those concerns did not deter them for two reasons. One, not convinced that their Artist Shop adaptation to crowdsourcing would be sufficient to respond to the distant threat posed by PODC when high-quality products were prevalent, they worried that more effort and innovation might be required. Two, their mission involved supporting graphic artists. Fulfilling that mission required them to go all the way in providing a new service, even in the face of cannibalization.

In summary, while defensive motives impelled Threadless to take the first cautious set of steps to learn about digital printing and adapt it to their platform, a later epiphany motivated the second set of riskier co-invention activities. Moreover, their motivation arose from a collection of mission-oriented strategic concerns, a combination of experiences while they built the processes to support digital printing, and observations about a business model (Shopify) that they adapted to fit their own products. Was this just lucky or luck favoring the prepared mind? While we have stressed the costs savings from overlapping business processes during this transition, and the realization of less cannibalization than anticipated, perhaps the key piece of good fortune was the continuing value of Threadless' key intangible asset, its reputation with graphic artists. Rather than facing a choice between its old and new businesses, Threadless, could operate for a time, turn prospective costs savings into visible business processes, and learn how to adjust its business processes to support creation of a new platform. As it happened, they were surprised by the positive response, which put their cannibalization concerns to rest.




Artist shops from a variety of perspectives

Artist Shops are a multifaceted service, and that makes it challenging to identify all the co-inventions it contains. It is useful to describe Artist Shops from one of three perspectives—from the perspective of the graphic artist, the buyer, and the management at Threadless. Each perspective provides different insight into the co-inventions that make it successful.


The graphic artist

Artist Shops in 2020 allow all graphic artists to sign up for a store, create their own brand name, upload their art, and choose the specific products on which their designs are available to buyers. They then can start selling immediately and at no cost. Artists can expect compensation as the difference between the price and a base cost, which differs depending on whether the item is sold in the Artist Shop or by the Threadless website11. Typical compensation tends to be around 25% of revenue but varies with the price and baseline cost. As examples, Figures 3A,B provides screen shots of Threadless' explanation to graphic artists.
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FIGURE 3
 (A) Signup page for graphic artists. Artist Shops Sign-up Page, https://www.threadless.com/artist-shops/signup/art, accessed September, 2021. (B) Information page for graphic artists. Artist Shops Sign-up Page, https://www.threadless.com/artist-shops/signup/art, accessed September, 2021.


A graphic artist with a modest portfolio can expect to engage with the product proliferation enabled by PODC. For example, a seller who has thirty illustration designs might choose a range of apparel, say nine different apparel items in two genders, as well as a range of sizes, including children's sizes. For purposes of illustration, make it four sizes per item. That implies their shop would offer 30 × 9 × 2 × 4 = 2,160 SKUs for sale without having to carry any inventory. Each of those items does not compromise on style, fit, gender or other attributes of the clothing. In addition, if Threadless asked for it, and the artist provides permission, their designs can appear on the Threadless website12.

This service appealed to many graphic artists. For the basic service, Threadless did more than just provide a framework for displaying designs and the clothes. Threadless handled the payments after a sale, compensated all parties, ordered manufacturing, routed the shipping, ensured quality control, and mediated any disputes. Most artists perceived this as a valuable time saver for tasks they would otherwise not be able to perform to the same quality, or necessarily perform at all.

Threadless offered artists additional opt-in services. Among them was a service called Managed Shops, which an artist subscribed to for a small additional fee. With Managed Shops, Threadless set the pricing within the shop and ran promotional events, such as ads for a Memorial Day sale. By 2020, more than 95% of licenses for Artist Shops made use of this option (more below about this astonishing rate of participation).

Threadless also gave the most successful of the artists the option to let Threadless act as their agent and help artists go beyond online retail by getting their designs sold in brick-and-mortar stores. Threadless also could function as agent for a product using the artist's design, where the retail shop carried out the manufacturing and sales process13. Extending a similar logic into additional distribution channels, Threadless also could help its artists get their products into other online stores through a service they called Virtual Catalogs, which gave artists plug-ins for other online distribution outlets.

Notably, none of these services came with a requirement that the artist distribute their product exclusively using Threadless' services. This lack of exclusivity with each additional service infused artists with a sense of control and with the right to test the value of the service by observing experience. These offers presumed that artists managed their own brands and that the risks for the opt-in intermediary services fell on Threadless and not on the artist. Nickell commented, “If they don't like it, they can opt-out and do it themselves. But the proof is in the pudding—you earn more when you opt-in.”

One other type of artist engaged with Artist Shops, and they were initially unexpected by Threadless' management because they differed from the typical graphic artist with a portfolio of art to sell. This participant consisted of an organization with a few logos and related trademarked symbols. For this type of licensee—typically a corporate organization, a non-for-profit organization, or a school club—Artist Shop offered a convenient method for distributing shirts, jackets, blankets, and other items with the logo. The organization set up the shop and then distributed the website address to its members, who then purchased the items and independently received delivery at their doorstep. As of 2020, around one hundred thousand organizations had made use of the service for such purposes.



The buyer

When buyers shop on an Artist Shop, they do not see the Threadless name unless they look carefully for it in the corner of a webpage. Instead, they see an online store that orients around the brand an artist wants to display. The online store provides a menu of optional designs and optional pieces of clothing on which to apply the design. After purchasing an item, the buyer receives a package at their residence some days after the order. This shopping experience reflects the standards for online commerce in 2020, with low frictions for search, display, ordering, payments, and delivery.

When buyers shop on the Threadless website, they may find some of the same items as found in the Artists Shops. The vast majority of the time these items will be listed at the same price as those listed in the Artist Shops (as when the artist has opted to let Threadless managed their shops). The buyer who finds these designs may compare them with other designs on the Threadless website with similar themes, moods, or elements. After purchasing an item, a buyer experiences the same order fulfillment process.



The platform

Threadless first announced Artist Shops in 2015 and invited known artists to reserve their URLS in advance, before a full launch in 2016. The platform grew quickly and became the largest source of revenue for Threadless by mid-2020. Between 2015 and 2020, Threadless gained additional insight into this form of electronic commerce. In Figure 2C, we illustrate Threadless' operations.

Threadless investigated its cannibalization concerns soon after launching the Artists Shops and was relieved to confirm that most of the artists licensing Artist Shops were not participants in the crowdsourcing contests on Threadless' original site. Though they were surprised, they quickly discovered that these artists opted out of crowd-sourcing contests because they (1) wanted control of their own brand, (2) wanted to avoid direct competition with other artists, or (3) simply did not want to engage in the hassles of participating in a contest.

Threadless also found that in the first year, over ninety percent of the buyers who made purchases through an Artist Shop website were shoppers who had never previously purchased a product on the Threadless website. In other words, they were new buyers attracted to different types of art and different artists who had never displayed on the crowdsourced website. Within a few years, the number of new buyers far outnumbered those with whom Threadless had already done business.

In lieu of the absence of major cannibalization, Threadless expected that it could continue its crowdsourcing platform alongside the Artist Shops without having much effect on Artist Shops. It also learned that many graphic artists continued to find value in interacting with the online community. The intrinsic rewards of winning continued to motivate some, as did the less tangible gains from winning. Many graphic artists liked the “forcing function” of a deadline for a contest, which motivated them to complete a piece. Many also liked employing themes built around specific topics.

At an operational level, Threadless experienced scope economies between the two platforms, and this is represented as overlapping operational processes in Figures 2B,C. Some of these processes Threadless had built up for itself, while some had been modified and packaged for licensees of Artist Shops. Overlapping processes included the payments functions, the tracking and monitoring of SKUs, the delivery tracking and monitoring, the communications with manufacturing partners, the quality control processes, and some of the marketing campaigns.

Not all went smoothly. For example, after difficulties at one manufacturer during the 2016 holiday season, Threadless learned the hard way about the value of secondary and tertiary sources of manufacturing. Management expanded its partnerships with additional manufacturers thereafter. That expansion in the capacity of potential supply accommodated what became a growing demand from buyers and an expansion in the scale of participation from graphic artists and others. In other words, over the next few years the number of manufacturers grew along with the broad growth in Artist Shops.

By 2020 Threadless had built up dozens of relationships for manufacturing items—shirts, pants, socks, and so on—and had integrated its own digital software into the machinery of these manufacturers and into their processes. The manufacturers received a design, an order, and an address for the destination of the item. They were responsible for timely printing, quality control, and shipping. Each relationship required customizing the interfaces to make the transmission of information seamless and free of friction between the partners. Once again, Threadless' own staff wrote the software after Threadless' management qualified a partner.

Developing a supply chain of this scale generated motives for an additional process innovation. It required routing software to translate the orders from an Artist Shop or the Threadless website into orders at a manufacturer. The software chose the best manufacturer or set of manufacturers for the order. This is a comparatively straightforward algorithm to develop when a buyer orders one SKU, since it requires the software to assess factors such as the geographic distances between the buyer and the manufacturer, the recent experiences with the quality of items from a potential manufacturer, the quantity of recent orders to this manufacturer in relation to their capacity, and whether they are a new supplier or one with a long history of reliable performance. It is also comparatively straightforward when the purchase is a large-volume order, unless the order exceeds the known capacity of a manufacturer. However, it is a more challenging algorithm to route a multi-item order that extends across multiple SKUs of different types of clothing for which no single manufacturer possesses all the required machinery. Again, Threadless built this algorithm to its own specifications, which is one of its most valuable processes.

Such a complex supply chain also required Threadless to monitor suppliers for quality, which was challenging due to the number of external partnerships. In addition to site visits, Threadless' employees make regular orders from the entire portfolio of manufacturers to assess quality of production.

More than 100,000 graphic artists license Artist Shops—albeit, <1% of the artists account for most of the sales14, and the sales from those far outweigh the sales from the crowdsourcing contests. While it was unsurprising that the sales experience among graphic artists displayed a skewed distribution, the skew between the sales experience of the Artists Shops and the crowdsourcing contests was less expected, and both imbalances created a challenge for supporting the small number of “superstars,” as well as the graphics artists who comprised the enormous “long tail.”

In response, Threadless had to co-invent again with the creation of a new job: They created a social media presence that directed traffic to specific websites, much like online advertising can direct traffic to Threadless' website. Established artists already had substantial profiles and merely needed to maintain them. Others had little or no social media following and needed to build it. Still others needed advice on how to respond to changing trends. In response, Threadless hired new employees, whose job entailed supporting and expanding the social media presence of artists.

In addition, Threadless hired a few employees to help handle the special challenges faced by its superstars, such as the crush of managing social media. Because these artists generated substantial sales, Threadless learned that helping popular artists also helped Threadless. Just as with other services, this is an opt-in service, and one that recognizes the effort it takes to coordinate modern social media accounts on Instagram, Twitter, Facebook, and elsewhere.




Creating PODC in artist shops

What lessons emerge when we step back and view the entire narrative? What prompted pioneering in new business processes to support PODC? What enabled the pioneers in PODC to achieve a high volume of transactions and low cost PODC?


Origins

Why did PODC emerge when it did? A simple answer stresses that high-quality machines became available only recently. That is too simple because machines alone were not responsible for the growth of PODC15. A deeper question asks why a successful electronic commerce platform emerged for PODC in 2016 at Threadless and not earlier.

The answer must stress that effective co-invention combines two distinct sets of information—insight into technical potential, and close familiarity with purchases of artistic clothing and workflows to support it. Threadless was familiar with these. In 2012, Threadless was well-placed to take advantage of the opportunity because its crowdsourcing business had already introduced the company to graphic artists and their buyers, which also motivated Threadless to develop some of the components required for PODC business. Importantly, Threadless also had already built up a level of trust with the online graphic artist community, as well as a level of operational skill with digital services.

Threadless' first actions were defensive, oriented toward incorporating digital printing into crowdsourcing and making the transition from the business process depicted in Figures 2A,B. This defensive motive led Threadless to PODC at an early moment in the transition of digital printing from low to high quality; and Threadless learned early on how to operate the process of licensing the winning design and printing it on clothing (e.g., shoes, pants, shirts, socks) and objects (e.g., cups, bowls, blankets and so on). Through such experience, it learned the basic elements of the PODC business. Because any design could be printed almost immediately after an order with no inventory needed, this reduced its warehousing costs. From there, the next co-invention steps led to a new platform, which again largely involved the creation of packaged services for graphic artists. These were riskier, but, as it turned out, these attracted a new group of graphic artists.



Co-invention to support different motives

Threadless' defensive motivation for experimenting with PODC illustrates why invention on tangible technical equipment alone does not explain the success of PODC. Some of these co-inventions were comparatively straightforward for a technical team with experience in electronic commerce, such as designing a packaged format for a web page that enabled artists to choose among different features. Some were quite complex, such as the routing software to take a high volume of orders across a range of SKUs and distribute them among numerous partners. Integrating them into a bundle of services to be sold was no small feat, and drew on experience with order-fulfillment in the context of web-enabled electronic commerce. It required an understanding of both the capabilities of many digital processes and of PODC.

Such efforts drew on an understanding of the machinery capacity at partners, and it built on industry-specific knowledge about how to design software for business processes. As the motive changed, so too did the intangible assets on which Threadless drew. Another important intangible asset was the trust built up between graphic artists and Nickell, which generated a willingness to commit to a service from Threadless.

Packaging of services had to be co-invented. Many graphic artists did not possess the skills required to build an online business that printed their designs on any clothing. Many signed up for a service that not only provided that capability, but also gave access to PODC. Most willingly gave discretion to Threadless to do pricing for them because they Threadless gave them the option to withdraw. That led many graphic artists to trust Threadless more.

Yet not all artists wanted the same services, and Threadless learned to package those with useful boundaries. Key co-inventive acts in packaging were those that preserved the independence of the graphic artist and gave them control over their brand, while also laying out a menu of options for additional services, such as managing ad campaigns and sales. Other related aspects included the abundant support and advice Threadless gave to graphic artists, in which the company passed on lessons learned from experience16.

The benefits of the discretion also accrued unevenly across the platforms, as might be expected. An artist with a large existing following could accrue enormous benefits from the new potential to translate their art into merchandise. For such an artist, the emergence of Artist Shops in 2016 would lead to a financial windfall.

There is also some dependency and vulnerability built into Threadless' operating model. Supply-chain interruptions and global capacity limitations are a source of concern, and there is no co-invention yet that Threadless has created to reduce these risks to a negligible level. Shipping always imposes delays in gratification for the buyer, so Threadless must manage these risks.



Pricing and co-invention

As was described previously, one of the options Threadless offered its artists was to price the products for them in Managed Shops. To appreciate co-invention in this dimension, begin the analysis from a position of skepticism. It seems utterly plausible that the graphic artist knows more about demand for their own designs, and which to price high and which to discount. How is it possible that Threadless' pricing is superior to letting graphic artists retain discretion?

Consider what Threadless cannot know. Threadless cannot know how much the artists value their own products, how much effort went into creating them, which designs tend to receive more interest from close friends, which designs touch on themes that an artist's fanbase would most appreciate, nor how urgently an artist does or does not want to sell specific items. With tens of thousands of clients, Threadless' management is not in any position to be informed about most aspects that graphic artists would know about their own art, nor about the preferences of the artists' fan bases. In short, Threadless is uninformed about all the nuances of demand for the artist's work. At best, it can implement an algorithmic rule that prices pieces without accounting for each supplier's idiosyncratic preferences and situation. How could it be the case that such decision making over pricing appealed to so many graphic artists?

Every answer highlights the same type of trade-off. Although Threadless was likely to err by not accounting for much of what the artist knows and wants, these errors were small in comparison to the benefits artists received when they gave Threadless the discretion. Overall, therefore, artists perceived that Threadless' pricing algorithm improves upon any alternative in which the artist retains discretion over selling.

What benefit does Threadless bring to the decision? Consider open questions about pricing over days and time of day. What results in higher revenue on the weekend, higher or lower prices? Would a flash sale from 6 pm to midnight yield extra revenue? If so, on which days are such sales most effective? These are questions that Threadless can answer with its considerable experience. It has information about the sales patterns during different days and different times of the day on its own site. It also has experience with engineering flash sales on different days and times to take advantage of different patterns of traffic from sampling its own web site.

In addition, Threadless has specialized knowledge from selling a broad range of items for all the different graphic artists. Graphic artists have only limited time spend learning how demand fluctuates around holidays, days of the week, and times of day. Although each graphic artist may have an idiosyncratic experience, most of the graphic artists have little or no idea how to modify their prices accordingly, while the management at Threadless has both considerable experience and information about what has worked. Indeed, most graphic artists know little about the factors that shape pricing and might not price appropriately. Such errors could cost the graphic artist considerable sales, as well as produce losses.

Another subtle feature of Threadless' service comes from simplified pricing—that is, the reduction of price dispersion across similar items. Simplified pricing benefits the artist by reducing buyer's confusion from menus, which is a real possibility after the explosion of SKUs. More subtly, Threadless' pricing service results in near uniform pricing on its website, which reduces price comparisons and simplifies a user's ability to compare across options of combinations of art and clothing items. Uniform pricing also fosters overall commitment. Its continued use implicitly promises to repeat users that the uniform pricing will continue. This makes an Artist Shop, as well as Threadless' website, more inviting for a revisit, and all graphic artists benefit from encouraging more potential buyers.

Threadless' pricing service also helps artists avoid a common error made by artists with little experience in sales. As it turns out, bringing designs to market can be a hassle for many artists, who might then price their services to reflect their own efforts. The value of the design is determined by its appeal, not by how difficult it was to put together, nor how long it took, nor any other aspect of the artist's inconvenience. Threadless' program avoids the error of using the artist's effort to benchmark how to price an item with that design.

As earlier noted, Artist Shops require that artists trust Threadless to look after their interest. That remains doubly so with the pricing feature of Managed Shops. This is one way in which the intangible asset, trust, plays an essential role in the service.



Free co-invention is not free

It costs nothing to replicate a design on pieces of additional clothing of different sizes, and it costs nothing to replicate it on a variety of objects. That translates into no cost to satisfy the personal preferences of a buyer for a combination of object and art. That also translates into no cost to make a portfolio of items with identical art.

Greenstein and Nagle (2014) propose a label, digital dark matter, for some innovative building blocks of the digital economy with zero cost. Digital dark matter are digital goods and services that have no monetary value, are effectively limitless, and serve as inputs into production.

For Threadless, a combination of technical and business innovations in a single platform made the creation of digital dark matter possible. Through its co-invention and investments, Threadless had realized economies of scale that made it possible to purchase and maintain a PODC machine. This was because Threadless had aggregated enough user demand of enough artists with enough buyers for enough products that it could use a PODC machine and change from one print to another with merely incurring the incremental costs of ink and time. The low cost also arose from an ordering process that incrementally cost nothing to use. The software could operate for each order at no effective cost. Together, these resulted in a production and ordering process where the incremental costs of another order were effectively zero and were limitless. In other words, they are digital dark matter.

There is a sense in which PODC is not free, however. To realize the economies of scale from high volume matching, Threadless was required to ship the product to the user. Shipping costs are always non-zero. In this sense, buyers always must pay a fixed fee to access an unpriced attribute of the service. Similarly, Threadless cannot offer this service for no costs. It must cover the operational costs that make it available to buyers.

Zero-cost reproduction of art on a range of clothing is not an innovation whose benefits will register in GDP. The value of a t-shirt in GDP is the value of the revenue. That is so whether it is plain white or dyed, generic or personalized. Its sale represents its contribution to GDP. The introduction of high-quality PODC will not lead to massive measured gains in productivity or GDP, because a more beautiful piece of artful clothing just raises sales at Threadless and decreases sales at another firm. It is an innovation that enables “business stealing” from other clothing firms and does not expand the potential for new production levels.

To say it succinctly, neither improvement in input nor the improvement in user satisfaction are measured by tangible action. That does not mean the innovation lacked value, and it does not imply that buyers are not happier with their purchase than any alternative. It merely implies that standard measurement is inadequate for measuring the gains to personalized clothing.



Network effects and benefit of co-inventing early

Once it achieved scale, did Threadless' platform contains features that make it self-perpetuating due to network effects? Yes, and in this case, the platform displays two distinct types of network effects. It contains cross-side network effects and same side effect.

Cross side network effects are those in which more participation by one side—say, graphic artists—induces more participation by another—say, buyers—and that supports more activity by another—say manufacturers of a product. Manufacturer participation is particularly important, because its growth supports two dimensions of the platform, volume of production and breadth of products. The volume and breadth generate advantages for Threadless.

At the time of this writing, the Threadless platform has exceeded any minimal size required to induce manufacturing of any product desired by Threadless' management, so the network effect enhances the breadth of their product line. In addition, the joint participation of so many participants create a high likelihood of it all persisting. All sides have invested in making their activities work seamlessly with Threadless' platform, and the persistence of one motivates the other to stay. Now that it is large, these network effects make the whole less likely to diminish in size.

The platform also displays some same side network effects, and these are mostly affiliated with its scale, though these appear to be somewhat limited. For example, selling many products of many graphic artist on Threadless' web site makes it focal for some buyers, and that induces more participation from additional graphic artists, who bid for business from some of the buyers attracted to the site. The scale of participation increases the competition too—in the sense that it gives buyers more options. For graphic artists with an established brand (e.g., Strange Planet), this competition would be negligible, and the additional distribution channel would give them additional contact with users they may not otherwise reach. For graphic artists without an establish brand, the additional contact with users is valuable as well, and in spite of the competition. These gains are limited, however, by the ability of graphic artists to distribute their product themselves.

Now that a workable solution has been demonstrated, it practically invites competitors. An open question is whether platforms in electronic commerce could do sometime similar and take a bite out of the market share for PODC. At slightly lower levels of scale—e.g., sellers on Etsy –already offer some PODC services, so some level of competition is inevitable. In addition, it seems pretty obvious that a big content owner with many trademarks and copyrights and sufficient volumes, such as Disney, could organize PODC themselves and cut out the intermediary. But what about other players? While the technical dimensions are not beyond many established firms, how would they do organize this activity if graphic designers do not trust them? As of this writing, this is an open question.




Conclusion: An archetype of innovation within platforms

A reductionist view of the long history of innovation in textiles production during the last two centuries might observe that invention aims to achieve more scale, less cost, and better color, but quite often improving the first two comes at the expense of color and artistry. The power loom, for example, initiated the automatic weaving of colored cloth near the end of the eighteenth century. Soon after, the Jacquard machine emerged, which made it possible to weave many geometric designs with no negative change in scale. There designs themselves, however, were limited to patterns. Seen against this broad history, the emergence of PODC today continues a long quest to maintain the low costs of production at scales without sacrificing the option to customize and beautify. In brief, PODC enables an abundance of color and design across a breadth of clothing and items, and at a low expense never before achieved.

What co-invention led to PODC? Closely examining the actions of a leading firm shows that an external event generated focused search for incremental changes to existing operations. PODC emerged from two distinct sets of actions, which results in two related clusters of co-inventions. The first set was defensive and informative, oriented around improving the processes at a crowdsourcing site by adopting digital printing, and saving expenses in anticipation of a future event, which the management interpreted as a threat. As it was learning from these first experiences, the firm partially altered its relationship with a key business partner, graphic artists, including changes to the governance of intellectual property.

Then management considered a second set of co-inventions. The second set was imaginative and entrepreneurial, oriented around developing a new platform to address an unmet need of both graphic artists and potential buyers. This included the redesign of the boundary of discretion between the platform leader and the graphic artists, which, in turn, redefined the relationship between buyer and seller. Key features of the transaction between seller and buyers, such as the pricing, became coordinated by the platform.

The old and new platforms made use of overlapping processes for digital printing, and, as it turned out, created little cannibalization among sources of revenue. The lack of cannibalization occurred because the new platform created a market transaction that appealed to more than just the original participants on the old platform. It attracted participation from new graphic artists and their buyers. Though Threadless did not anticipate it, after the fact, we see the two platforms—one oriented toward crowd-sourcing graphic art, and one oriented toward PODC—were largely not in conflict with one another, enabling Threadless to escape a disruptive firestorm.

This analysis provides insight into the management's perspective prior to the emergence of a new platform. If similar trends emerge from additional studies of platform innovation, it should not come as a surprise that much of the value of leading platforms in the modern economy arises from business process co-inventions.

An important open question is whether two suppliers always perceive the setting in the same economic terms, and aggregate up to a similar level of economic incentive to invent a new platform. Another open question is whether a similar hierarchy of business process inventions would emerge in another setting—starting with those less risky and complementary to the core invention and ending with those more distant but related to the needs of the other platform partners. This study also suggests there would be insight from comparing co-invention across suppliers, and analyzing whether leading supplier are earliest to co-invent when new invention emerges. Those open topics await further studies.

What features generalize beyond this example? Could a similar platform emerge in other areas of art where digitization has overtaken the medium? Text and photography both seem ripe for a similar operating model. So too does any activity that uses 3D modeling and printing, where, again, the potential for recombination and value creation are high among many applications in product manufacturing and prototyping, architectural modeling and demonstrations, and artistic sculpture, to name a few. Though thoroughly digital at this point, it is difficult to see a similar platform emerging in music or movies, both because these retain complex copyright regimes and because the potential for recombination would be rather different than the operating model described in this study. These are, of course, open questions, unless or until entrepreneurs answer them by either building viable businesses or by doing the opposite, namely, trying to do build a business and failing to find a profitable operating model.
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Footnotes

1We were fortunate to collect interviews from Threadless' executives, who graciously agreed to answer questions for two Harvard Business School case studies (Lakhani and Kanji, 2008; Greenstein et al., 2021). This essay builds on these and refers the reader to it for many details.

2Throughout the narrative intangible assets are assets that do not have a physical component. The narrative uses the term broadly to include copyright licenses, the software that supports daily operations, and the level of trust between Threadless and graphic artists.

3It is worthwhile to appreciate these tensions in some detail as they will illuminate which intangible assets were most valuable and why changes to the discretion ceded to graphic artists was so innovative.

4Take an early year in the era of screen printing. In 2007, for example, the material cost of t-shirts amounted to $7 per shirt. The corresponding average price per shirt amounted to $23m/1.5m = $15.3 per shirt. Rewards for contests add approximately $0.60 per shirt. See Lakhani and Kanji (2008), pages 2 and 3.

5When Threadless first began its reward was $100 for winning a contest, then $250, and eventually $2,000.

6Threadless followed the sentiments of the online crowd most of the time, but occasional irregularities with voting or other unexpected complications with sampling the opinion of the crowd could interfere with the recommendations of the vote.

7See Lakhani and Kanji (2008).

8While at first Threadless did perform all the manufacturing itself, it did not persist with this choice. It eventually developed relationships with partners for screen-printing.

9Somewhat remarkably, the team is comparatively small, comprised of ten or fewer employees. The narrative illustrates just how much a programming team with competence at the frontier could accomplish over a medium time horizon with visionary leadership.

10For the sake of brevity this narrative does not recount them, but see Greenstein et al. (2021) for more information.

11https://artistshopshelp.threadless.com/article/689-what-are-base-cost, accessed September 2021.

12This selection process was carried out at the shop level, so an entire shop's collection was either included in the marketplace or not. For these items Threadless compensated from a different baseline cost, and it was typically incrementally higher than the cost for sales on an artist shop.

13The amount paid to artists for these deals varies, but at a minimum it comes to 20% of earnings.

14In 2020, the top ten shops accounted for one-third of Artist Shops' overall revenue and the top 100 accounted for 80% of the overall revenue.

15Farag (2021), presents an amusing perspective on some of the recent choices available to a small entrepreneur. This situation changes frequently, so up to date information can be difficult to acquire. Wikipedia is as good as any other source for a sense of the array of options. For example, see https://en.wikipedia.org/wiki/Digital_textile_printing, or https://en.wikipedia.org/wiki/Direct-to-garment_printing, or https://en.wikipedia.org/wiki/Dye-sublimation_printing, (accessed September 2021). Among the many digital printers for large scale production, the following printers are referenced, including, for example, Atexco ATPColor.it, Roland, Durst, Hollanders Printing Systems, Vutek, KERAjet, Reggiani, MS, Osiris, Stork (later SPGPrints), Konica-Minolta, and Zimmer. The listing of so many firms is symptomatic of the many available options and trade-offs facing a manufacturer when selecting among equipment.

16https://artistshopshelp.threadless.com/category/678-launch-guide
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Servitization refers to firms that sell an “outcome-as-a-service”, rather than just a physical product. In this study, we first examine how servitization has enabled companies such as Netflix to disrupt industries and transition from offering finite products to delivering relatively abundant services? Second, as firms embark upon servitization, value propositions become much less related to scarcity. This leads to the second research question: what are the value propositions for consumers when the paradigm shifts from ownership to usership? For both these questions, we highlight examples such as Netflix, Amazon Web Services (AWS), and Philips to emphasize on value propositions for the consumer as enhanced customer experience through customization, convenience, and co-creation. Further, we expand on the considerations warranted that include the role of technology, data, and analytics, distribution models for physical versus digital products, and challenges in creating servitization in business models.
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Introduction

Servitization refers to firms that sell an “outcome-as-a-service”, rather than just a physical product (Karmarkar, 2021; Mutha et al., 2022). Software-as-a-service, which allows software products to be distributed via the internet, is one of the most common and influential examples of this phenomenon. The digitization of things utilizing cloud computing platforms and cyber-physical systems has, for several products, transformed “the state of scarcity into that of abundance” (Tronvoll et al., 2020, p. 301).

In this study, we focus on two objectives and first examine (i) how servitization has enabled companies such as Netflix to disrupt industries and transition from offering finite products to delivering relatively abundant services.

To address this initial objective, we first highlight Netflix as a mini-case study and the modes of expansion the company has embarked upon. Netflix started as a subscription service that would allow users to have DVDs delivered to them via mail. Upon return, a user could select new titles to replace the ones recently returned. That model has since transformed with the advent of digital streaming services and has created a supply where content is not scarce but in contrast, exists in abundance. When a customer is interested in a particular piece of digital content, there is no longer a risk of that item being “out of stock,” or already rented to a different customer. Rather, the digital product exists in near-infinite abundance via the Internet.

(ii) As firms embark upon servitization, value propositions become much less related to scarcity. This leads to a second research question: what are the value propositions for consumers when the paradigm shifts from ownership to usership?

To address this objective, we continue with the example of Netflix and introduce other examples such as Amazon Web Services (AWS) and Philips that highlight value propositions for the consumer as enhanced customer experience through customization, convenience, and co-creation. These considerations will include the role of technology, data, and analytics, distribution models for physical versus digital products, and challenges in creating servitization in business models (Sawhney et al., 2003; Kastalli et al., 2013; Visnjic et al., 2016; Coreynen et al., 2017; Sjödin et al., 2020).



Servitization and products and services that exemplify transitioning from scarcity to abundance

The definition of servitization has moved from enhanced service offerings with the sale of a product to delivering the outcome of a product as a service (Karmarkar, 2021). For example, firms such as Netflix and Spotify have steered the entertainment industry and its customers from purchasing CDs and DVDs to streaming video and audio content.


Servitization of digital products in business to consumer markets: Netflix

When Reed Hastings and Marc Randolph founded Netflix in 1997, Blockbuster was the largest company in the video rental business, with six billion $ in annual revenue. Despite Blockbuster's dominance, customers were dissatisfied with the company's cumbersome late fee structure and a lack of available titles, especially for new releases. At one point, late fees made up 70% of Blockbuster's profit. At the same time, due to scarcity (unavailable inventory or stockouts), only 20% of customers could rent the movie they had in mind when entering the store. At its founding, Netflix was well-positioned to create abundance in the form of content availability in a space plagued by scarcity and customer dissatisfaction. Amazon's success in the book market had inspired online retail in the movie rental industry, especially since the newly invented DVD was relatively inexpensive to ship. By 2000, Netflix had grown substantially, but interestingly, Blockbuster showed no signs of feeling threatened and was insistent that consumers would “never give up their video stores.” The company even turned down an early opportunity to purchase Netflix outright for $50 million.

Of course, the subsequent downfall of Blockbuster (partly at the hands of streaming services, mainly Netflix) is well-known. However, the story of Blockbuster's competitive response, and its near-victory over Netflix, is lesser-known. In 2004, Blockbuster Online launched with an operating model nearly identical to that of Netflix. It had more titles, no late fees, was less expensive than a Netflix subscription, and was backed by the iconic Blockbuster name. Within nine months, the service garnered one million subscribers. The subsequent launch of Blockbuster Total Access added several additional features that consumers valued, including the ability to return or exchange movies in Blockbuster stores instead of mail for no extra charge. After this launch, Netflix lost subscribers for the first time, and most new subscribers in the video rental market were signing up with Blockbuster instead. Blockbuster had succeeded in creating even more product abundance by merging its retail and online operations. Customers could rent and return movies via mail or in-store. It was on track to catch up to and surpass Netflix's performance in terms of market share.

This initial success was promising, but Blockbuster soon realized that creating both a mail-order distribution system and an online presence is costly. While developing these new services, Blockbuster would lose money until it reached a certain subscriber threshold. Unfortunately, the company also had one billion $ in debt at the time. It could not afford to continue investing in Blockbuster Total Access while simultaneously paying down its debt. Given this debt situation, activist investor Carl Ichan pushed the company's board and management to spend less on and ultimately pull out of Blockbuster Total Access. With a significant debt repayment due in 2009, Blockbuster filed for bankruptcy.

Netflix continued to innovate to create further abundance for its customers first by moving into online streaming and then by creating original content (Jenner, 2018). The amount of content that Netflix subscribers could access at the click of a button was growing significantly. Its proprietary algorithms allowed it to track user interests and recommend new shows or movies the subscriber might enjoy. This detailed data unlocked enormous value for Netflix and created a positive feedback loop related to value creation. As Netflix learns more about the type of content users are interested in, it can develop more content that is increasingly likely to satisfy customers. The shift toward an abundance of data in the streaming space has allowed Netflix to create more value for itself and its subscribers.

Table 1 summarizes how Netflix in the digital business-to-consumer (B2C) products space helped transition the business model from scarcity to abundance. The table also illustrates the updated value propositions for the customer and the operational capabilities of Netflix to deliver such value. In sum, Netflix began as a mail-order DVD service, allowing access to an experience that was slightly more convenient than the experience received at brick-and-mortar stores such as Blockbuster. However, its inventory and distribution model still limited its ability to move away from scarcity. It was not until Netflix moved to an online streaming model that it could capitalize on abundance and offer new value propositions to customers. Netflix's content-filtering algorithm uses data and digitization to recommend content to customers, and its cross-device continuity creates a seamless user experience. Netflix would not have achieved such meteoric success without this shift to digitization.


TABLE 1 Digital business to consumer (B2C) products.

[image: Table 1]



Other digital business to consumer (B2C) products

Similar versions of the Netflix story have played out in other companies, including Spotify, Wikipedia, and Microsoft. As Table 1 shows, technology has enabled these firms to transform typical physical consumer goods into digitized products—from CDs to encyclopedias to physical software licenses. These companies have all had to reorganize their operations to capitalize on opportunities driven by abundance and deliver value. Companies going through this transformation moved toward software-as-a-service (SaaS) business models and invested in significant technological upgrades. At this time, they also began to increase their focus on customer service and data security (Desai, 2013). With the shift to digitization, these aspects became increasingly crucial because customer value is no longer derived from scarcity.

The development of digital and crowdsourced encyclopedias is a particularly notable example. Since the early eighteenth century, physical encyclopedias have been in circulation, often employing sizeable editorial staff and receiving updates every few years. However, by the late twentieth century, encyclopedias began to be published digitally. A prime example was Microsoft's Encarta product, a digital encyclopedia distributed via CD-ROM that launched in 1993. This transition to digitization benefited users in several ways. Digital encyclopedias are portable, more easily searchable, and can link to supplementary digital media such as videos. Perhaps most importantly, they are dynamic, meaning the user does not need to wait several years for updated information. In theory, publishers would also benefit from digitization because it reduces costs. However, it also required a drastic operating model shift (Greenstein, 2017). Due to these challenges, after 1995 while Microsoft's Encarta “thrived,” Encyclopædia Britannica troubles “multiplied” (Greenstein, 2017). Finally, with the popularity of the internet and the abundance of information, crowdsourced encyclopedias such as Wikipedia emerged as Encarta closed shop in 2009 (Greenstein and Zhu, 2018). The move toward an open-source digital encyclopedia such as Wikipedia delivers even more value for users, despite the drastic impact that its non-profit business model had on the encyclopedia business overall.



Digital business to business (B2B) products

A similar transformation occurs for business-to-business (B2B) products. These businesses shift from a model of scarcity to abundance by digitizing one or more of their existing products or developing new products that depend on digitization. Amazon Web Services (AWS), NCR, PayPal, and Littler have all leaned into digitization to create an environment of abundance where value is not driven by scarcity. Table 2 depicts these examples. Interestingly, Littler is an example of a business that primarily offers legal services, a profession that is typically highly dependent on human capital. The company successfully built software to automate many high-frequency and low-sophistication tasks that individual staff members typically performed. This development helped shift the company from a scarcity model to a model of relative abundance. Because many aspects of service delivery had been digitized, the company's offerings were no longer as limited by staff availability, and Littler could effectively serve even more clients.


TABLE 2 Digital business to business (B2B) products.
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Although both B2C and B2B have shifted to digitization, thus enabling abundance, it is essential to examine the two business models differently (Mutha et al., 2022).

Take the story of Amazon Web Services (AWS) as an example of B2B. Interestingly, Amazon initially developed the technology that became AWS internally. In the early 2000s, Amazon was experiencing rapid growth and was facing problems with scaling. The company intended to create a new development product that other retailers could utilize to list their products online using Amazon's infrastructure. However, before the company could develop this product, it needed to streamline its internal systems. The result was a new infrastructure service for internal use. During a 2003 retreat, the Amazon executive team realized that the service they had built for internal use could also bring value to external users. This realization was the beginning of AWS. AWS offered several value propositions to users by developing new internal core competencies. Most importantly, businesses no longer needed to be hindered by the limitations of on-premises servers. Cloud computing offers abundant storage and operational capacity for businesses of all sizes (Kushida et al., 2015).

AWS allows companies to move otherwise on-premises processes and activities, such as data record storage, into the cloud. This offering makes those necessary activities less costly and more reliable for the consumer, which in this case is a corporation. Here, users pay to use AWS's infrastructure and data centers to do their computing and only pay for the computing that they use. Instead of installing large local storage units and local processing in their facility, businesses can use AWS's cloud computing to store information or process requests. With AWS's scale, they can typically offer it cheaper than a business could install and operate on its own. Additionally, AWS's cloud computing can be scaled up and scaled back as needed. In short, as companies begin or start to grow, it makes sense to engage AWS's cloud computing instead of investing in large amounts of storage or hardware. While this strategy reduces the upfront cost for computing infrastructure for such client companies, engaging AWS may potentially increase recurring costs down the line. But that potential increase in cost is often significantly lower contingent on the business needs and the scale of the company. So, while both B2B and B2C business models create value for consumers, they do so in different ways via direct and indirect consumer benefits.




Commonalities in the servitization of digital product business models

Four basic commonalities underlie servitization. First, the shift from scarcity to abundance also brings about a shift from ownership to usership of the underlying product, and thus, the pricing is more based on a fee structure. For example, the customer pays a fee (based on usage, subscription, etc.). Second, this also changes the characteristics of contracts such that the arrangements can become performance-based and/or based on the degree of customer involvement (Kastalli and Van Looy, 2013; Guajardo, 2018). Third, the focus transitions from the underlying product to customer value. That is, a customer's valuation of a product lies in the benefits and utility that the customer derives not only from the product itself but also from the underlying process to access the product. Typically, scarcity enhances the value of a product. In contrast, in an environment of abundance, the underlying process enhances the value of the product. Fourth, an inherent reorganization is required of the firm's operations and in some cases, a drastic operating model shift.

For example, Netflix provides customized content recommendations to users that contribute to customer value (Gomez-Uribe and Hunt, 2015). Netflix has two primary algorithms—a “collaborative filtering” algorithm that recommends existing content to users and a “content-based” algorithm that notes preferred content characteristics. Havens (2018) explores the impact of these algorithms on production decisions. When Netflix first entered the original content space, it utilized its content-based algorithm to determine the type of content that would be most successful on the platform. The algorithm indicated that users would be most interested in a political drama starring actor Kevin Spacey and directed by David Fincher. Thus, House of Cards was born and became one of Netflix's greatest hits.

Leveraging an algorithm to influence production decisions represented a significant shift in the entertainment industry. This shift was a direct result of digitization and the abundance of consumer data. As Havens (2018) points out that “one major change that has taken place for media industry workers at all levels is a shift from an era of scarcity of audience data to an era of overabundance” (p. 8). Netflix's digitization resulted in an abundance of data on user preferences that the company can leverage to make production decisions and content recommendation decisions. In moving from DVD mail orders to streaming content, Netflix had to reorganize its operational structure to collect this data and use it to create value for customers. Ultimately, customers received many additional benefits that resulted from this abundance of data. When Netflix determined how to offer content that users truly desired, the perceived value of a Netflix subscription increased dramatically.



Opportunities with servitization

Philips1, a major player in the healthcare, consumer lifestyle, and lighting industries offers not only lightbulbs but has expanded and transitioned into offering lighting-as-a-service (LaaS). Typically offered to businesses such as large office buildings, warehouses, hotels, hospitals, and airports, this service offering outsources all setup and maintenance required with the lighting system. The transition in the industry is viewed as moving “from illumination-based applications to data-enabled services that offer a rich end-user experience. Data transmission through visible light spectrum will even complement existing data transfer technologies like Wi-Fi, and augment indoor connectivity”2. Accordingly, Philips installs additional sensors and uses data and analytics to reduce power usage when lighting is not needed. The intent of the offering is to reduce the Total Cost of Ownership (TCO) of the lighting products for the client. TCO considers costs associated with a given offering. Philips offers light as a service through a monthly subscription cost. They then manage the lighting fixtures and apply additional data analytics to reduce energy consumption throughout the building. The service is priced so that the TCO of the service is lower than the previous TCO of simply replacing lightbulbs when they burn out. The customer receives lower costs due to reduced energy consumption, maintenance, and purchasing logistics. Philips can accrue higher, more predictable revenues and has created a “stickier” customer with a higher switching cost when compared to their competitors (Porter and Heppelmann, 2015).

The additional opportunity of offering LaaS for Philips is something critical for our existing resource-scarce times: the circular economy. The circular economy is based on three principles: eliminate waste and pollution, circulate products and materials, and regenerate nature3. It builds on the notion of Industrial Ecology, a multidisciplinary field that highlights the importance of systems thinking when designing products from “cradle to grave.” As with servitization, the manufacturers retain ownership (Lay et al., 2009), thus, with Philips retaining control of the product it can reclaim valuable material at the end of life of the product. Philips Lighting's head of sustainable innovation Anton Brummelhuis points out that focusing on the circular economy, through servitization, “maximizes the reusability of products” and “instead of heading to a landfill, we have to make sure that products and raw materials come back to the economy. And we do this by maintaining the value. We have to minimize the destruction of value.”4

Thus, while servitization creates an abundance of real-time information through its Internet of Things (IoT) platform for Philips' clients so that they can drive efficiencies and provide more effective decisions5, it also creates an opportunity to reduce the utilization and the consumption of scarce resources (Spring and Araujo, 2017; Örsdemir et al., 2019).



Challenges in creating servitization in business models

The challenges in creating servitization in a business model cannot be overlooked. First, data integrity becomes crucial. For example, Netflix in its 10-k in 2019, mentions among its significant potential risks, “any significant disruption in or unauthorized access to our computer systems or those of third parties that we utilize in our operations, including those relating to cyber security or arising from cyber-attacks, could result in loss or degradation of service, unauthorized disclosure of data, including member and corporate information, or theft of intellectual property, including digital content assets, which would adversely impact our business.”

Second, creating a successful servitization model entails an interdependent supply network. For example, as a B2C digital product provider, Netflix depends on a B2B provider, Amazon Web Services (AWS) for its cloud services. Netflix in its 10-k in 2019, mentions that “we rely upon Amazon Web Services to operate certain aspects of our service and any disruption of or interference with our use of the Amazon Web Services operation would impact our observations and our business would be adversely impacted6.”

Similarly, Amazon also mentions in its risks emanating from operating AWS, “we could be harmed by data loss or other security breaches: Because we collect, process, store, and transmit large amounts of data, including confidential, sensitive, proprietary, and business and personal information, failure to prevent or mitigate data loss, theft, misuse, or other security breaches or vulnerabilities affecting our or our vendors' or customers' technology, products, and systems, could: expose us or our customers to a risk of loss, disclosure, or misuse of such information; adversely affect our operating results; result in litigation, liability, or regulatory action (including under laws related to privacy, data use, data protection, data security, network security, and consumer protection); deter customers or sellers from using our stores, products, and services; and otherwise harm our business and reputation7.”

Third, while the servitization of digital products has created business models of attaining abundance where there was earlier existence of scarcity, it does not imply that the resources to create abundance for the customer are also abundant on their own. For example, resources such as infrastructural platforms, computing power, data storage, and the required human talent can be scarce, and firms can accrue scarcity dividends by utilizing these resources efficiently (Blevins, 2011; Mullainathan and Shafir, 2013). Moreover, while firms such as Netflix compete on their digital services and platforms, content also plays a critical role. This was recognized by both Netflix and large production companies such as Disney that were providing its movies and Pixar's titles to Netflix. In 2017, Disney announced that it has decided to pull its content from Netflix by end of 2018 and launch its own streaming service in 2019.8

The launch of the streaming service, Disney+containing Disney original movies, Pixar titles, Marvel movies and TV series, Star Wars, and National Geographic provided a deep library to depict both abundance of content and abundance of access. In contrast, Netflix had the abundance of access but with large production companies removing their content from the streaming service to exclusively stream on their own services, created relative scarcity of content for Netflix. Netflix had foreseen this risk and has been investing upwards of $13 billion since 2018. In other words, while Disney+ can lean on its existing popular IP to create new shows and movies, Netflix does not have that luxury and must budget and experiment with content to stave off the scarcity of both IP and a deep library of existing content.9

Finally, the contractual agreements between manufacturers selling products focus on the delivery of material and/or utilization of time. With servitization, the contracts are based on the performance delivered by the service and contractual agreements. The agreements will need to include value cocreation, protection of intellectual property, and service providers are paid on the performance of the product to ensure the effectiveness and efficiency of the outcome for the client (Hypko et al., 2010; Lemley, 2015, 2019; Zhang and Banerji, 2017).



Conclusion

In this study, we examine that firms (such as Netflix and AWS) delivering services associated with digital products and firms such as Philips associated with physical products are embarking on servitization, that is, they are using their products to sell outcome-as-a-service (Vargo and Lusch, 2008). While as Sklyar et al. (2019) point out “it is possible to servitize without digitizing the offering, and it is possible to digitize the offering without offering it as a service” (p. 456), servitization of digitized products has shifted business models and has created an environment of abundance where there was earlier scarcity. While value was historically derived almost exclusively from scarcity, an environment of abundance increases value while blurring the lines of how that value is measured. Future research may examine how best to create and measure value via a servitization model. Overall, this transition has warranted revisiting the operational capabilities of firms failing which the shifting business models may be counterproductive.
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Footnotes

1 Now called Signify.

2 Available online at: https://markets.businessinsider.com/news/stocks/lighting-as-a-service-disrupts-the-led-lighting-industry-by-enabling-a-market-shift-to-an-opex-model-1027776125.

3 Available online at: https://ellenmacarthurfoundation.org/topics/circular-economy-introduction/overview.

4 Available online at: https://www.ledsmagazine.com/leds-ssl-design/modular-light-engines/article/16695809/lighting-as-a-service-poised-to-deliver-the-circular-economy-magazine.

5 Available online at: https://www.realtynmore.com/signify-launches-interact-iot-platform-in-india/.

6 Available online at: https://www.sec.gov/Archives/edgar/data/1065280/000106528019000043/form10k_q418.htm.

7 Available online at: https://www.sec.gov/Archives/edgar/data/1018724/000101872421000004/amzn-20201231.htm.

8 Available online at: https://www.cnbc.com/2017/08/08/disney-will-pull-its-movies-from-netflix-and-start-its-own-streaming-services.html.

9 Available online at: https://www.thestreet.com/investing/netflix-has-a-content-problem-not-a-membership-problem.
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Twentieth-century communications law was built on the assumption of scarcity-radio spectrum as a scarce natural resource and telephone networks as a natural monopoly. Scarcity justified both rate regulation and content regulation of the services offered over these communications resources. Telephone networks were subject to the nondiscrimination rules of common carriage, and the Supreme Court in Red Lion Broadcasting v. FCC famously upheld the “fairness doctrine,” which required that both sides of public issues be discussed fairly over broadcast media, expressly on the rationale that the scarcity of the airwaves justified content-based regulation under the First Amendment. As the century drew to a close, however, technological developments cast doubt on the assumption of scarcity and, therefore, much of the legal framework of communications law. In this chapter, I explain how both incumbent and startup providers reacted to this seeming technological abundance with acts aimed at creating or re-creating economic scarcity97strongly resisting encroachments on exclusive franchises or collusively slowing or halting the rollout of alternative networks97and how communications law has failed to keep up. It is widely acknowledged that our current statutory law is maladapted to modern technology, but in this work I recast the ongoing fights over net neutrality, affordable broadband, and platform speech regulation in terms of scarcity and abundance and argue that Red Lion is still with us in spirit97communications law should address the sources and effects of economic. I sketch out what such regulation might start to look like and conclude with some thoughts about what this story means for the central thesis of this volume.
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Twentieth-century communications law was built on the assumption of scarcity. Radio spectrum was thought to be a scarce natural resource. Telephone networks were assumed to be natural monopolies. Scarcity justified both economic regulation and content regulation of the services offered over these media; if communications opportunities were scarce, it followed that they had to be regulated to ensure access. Telephone networks were therefore subject to the rate regulation and nondiscrimination rules of common carriage, and to a requirement of universal service. Broadcast media was licensed and the Supreme Court in Red Lion Broadcasting v. FCC (1969)1 famously upheld the “fairness doctrine,” which required that both sides of public issues be discussed fairly, on the ground that scarcity of the airwaves justified content-based regulation otherwise prohibited under the First Amendment.

As the century drew to a close, however, technological developments cast doubt on the assumption of scarcity and, therefore, much of the legal framework of communications law. The development of broadband infrastructure and the advent of packet-switched networks that enabled the delivery of multiple forms of content over multiple communications technologies gave rise to a widespread belief that bandwidth would no longer be scarce. Congress enacted the deregulatory Telecommunications Act of 19962 in anticipation of such advances. But the promised abundance never came to pass. Instead, incumbent providers and startups alike reacted to technological abundance with acts aimed at creating (or re-creating) economic scarcity—strongly resisting encroachments on exclusive franchises, collusively slowing or halting the deployment of alternative networks, and engaging in other practices that make communications a luxury good. Even in the absence of technological scarcity, such practices can create scarcity-like conditions that lead to high prices and lack of access.

We are left with the worst of both worlds—communications law based on technological scarcity that no longer exists but poorly suited to the economic scarcity that incumbent providers have worked to create. It should be no wonder, then, that communications policy disputes have become some of our most intractable legal problems. Net neutrality—the principle that broadband Internet access service providers should not be permitted to change the terms of carriage for different users' content3—has been the subject of litigation for almost two decades as successive Federal Communications Commission decisions and court challenges go back and forth between interpretations of an old statue that poorly addresses a technology its drafters could never have anticipated. Meanwhile, the growth of large communications platforms with significant power over users' speech has scrambled traditional political positions, with some regulation-averse conservatives advocating for the imposition of common carriage-style nondiscrimination rules for those platforms,4 and Congress deadlocked over reforms to a key regulatory statute. All the while, rates for broadband Internet access service continue to increase and large swaths of the U.S. population remain without affordable broadband. The ghost of Red Lion is still with us—even in an era of bandwidth abundance, we fight over the terms of access to critical communications infrastructure.

This essay recasts the recent history of telecommunications regulation in terms of scarcity and abundance. As Desai and Lemley observe in the opening contribution to this volume, we ordinarily expect the reduction or elimination of scarcity to change the economics of production and distribution. “[S]pecial things happen,” they write, “when costs approach zero5.” To be sure, something special has happened—Internet applications and content have exploded into abundance. But the basic infrastructure of communications remains a choke point despite the technological promise of endless spectrum. Why? The answer lies in both a legal story and an economic story about the relationship between scarcity and abundance. The legal story is about what happens to laws designed for technological scarcity when that scarcity disappears. The economic story is about incumbents' reactions to the loss of that scarcity. Together, these stories tell us two things about the “abundance society” that is the subject of this volume. First, technological abundance does not necessarily equal economic abundance, and communications provides another case study—alongside copyright and other industries—of incumbents' attempts to replace technological scarcity with economic scarcity.6 Second, the law can and should respond to conditions of scarcity, whether they are technological or economic in nature. This last observation points to a way forward for communications law—to actively promote abundance.


Communications law in the era of Scarcity

Communications in the 20th century was largely bifurcated into two technological mediums. One-to-one voice communications were carried over wired landline networks—the telephone system. One-to-many radio and television broadcasts were carried over radio spectrum. One important aspect of this architecture was the merger of content and infrastructure. Telephone service offered a singular means of communication over a single technology. Likewise, radio and television were offered only through the use of broadcast spectrum. Although different technological and economic conditions made the regulation of these two modes of communication somewhat different in turn, there were several common features to their 20th century regulatory paradigms.

What follows is a descriptive account of 20th century communications law that shows it to be broadly consistent with how one might regulate amidst conditions of significant technological scarcity. I do not claim that legislators and policymakers were expressly motivated by scarcity, though that was true in some cases.7 My more modest aim is to show that the landscape of 20th century regulation can be explained by reference to the scarcity of communications technology. Although they may not have been parsed in these terms at enactment, taken together these regulatory solutions represent a response to the technological scarcity of the underlying infrastructure.

Regulation of the use of radio spectrum was expressly driven by notions of scarcity and interference.8 The former referred to the fact that the radio spectrum had only a certain range of usable frequencies, and that certain frequencies were only well suited for certain uses—one could not use the same frequency for, say, television broadcasts and citizens band radio. The latter referred to the problem that multiple users attempting to use the same frequency in the same geography at the same time would interfere with one another and scramble each other's signals. As a result, two important entry restrictions were needed—allocation and assignment—and formed the basis of the 1927 Radio Act.9 Many of these restrictions survive today. “Allocation” means dividing the spectrum into usable frequency bands and allocating each band to a particular use. The FCC continues to employ a master “band plan,” under which the frequencies most suitable to a given use are reserved for that use and that use only.10 “Assignment” takes place within those bands, authorizing particular users to broadcast at particular frequencies within specified geographic areas.11 This prevents interference. Assignment is implemented through a licensing scheme in which the licensee has the exclusive right to the use of spectrum with certain physical and geographical characteristics.

Although there was historically significant debate over whether government should allocate and assign spectrum through an administrative process or a market-based process,12 there was little dispute that allocation and assignment were needed in some form. As Nuechterlein and Weiser write, “if the government just opened [the radio spectrum] up for a free-for-all tomorrow morning..., significant interference problems would likely impair people's ability to decode the signals sent by radio stations, cellular telephone providers, and ambulance dispatchers.”13

Scarcity also provided the particular constitutional basis for radio spectrum regulation. The airwaves were and are a critical forum for speech. In allocating and assigning spectrum, the government is effectively choosing who can speak through this medium. We ordinarily think the First Amendment does not allow the government to make such choices. The Supreme Court nevertheless upheld the government's authority to regulate access to spectrum in 1943, reasoning that “[u]nlike other modes of expression, radio inherently is not available to all. That is its unique characteristic, and that is why, unlike other modes of expression, it is subject to governmental regulation. Because it cannot be used by all, some who wish to use it must be denied.”14 Absent scarcity, the constitutional status of access regulation to wireless spectrum is in some doubt.15

Scarcity not only justified the regulation of access to the spectrum, but it also justified quite significant regulation of the content that was allowed over the public airwaves. The Communications Act requires the FCC to consider the “public convenience, interest, or necessity”16 Through the early 1980s, the Commission required radio and television broadcasters, as a condition of maintaining their licenses, to adhere to the “fairness doctrine”—“the requirement that discussion of public issues be presented on broadcast stations, and that each side of those issues must be given fair coverage.”17 This is a stark departure from First Amendment norms.18 It may be seen as a form of compelled speech. At the very least, it requires government to make choices about the kind of content broadcasters carry.19 It is likely not permissible in other contexts.20 But the Court in Red Lion held that spectrum is different.21 “Because of the scarcity of radio frequencies, the Government is permitted to put restraints on licensees in favor of others whose views should be expressed on this unique medium.”22 Red Lion therefore stands for the proposition that scarcity can justify significant encroachments on the ability of communications providers to choose which communications to broadcast.23

Telephone networks were regulated differently, and for different reasons, but the scheme of common carrier regulation that forms the core of the Communications Act can also be thought of as a response to a kind of techno-economic scarcity brought on by the confluence of technology, network effects, and the natural monopoly characteristics of telephone service. The copper wire-based transmission technology of the traditional telephone network was initially capable of carrying only analog voice traffic. Network effects meant that the value of the telephone network increased with each additional user. It is easy to see how this may be the case—“a lone telephone is of no practical value to its user because there is no one to call.... [W]ith each additional customer on the network[,] there are simply more people to call, and more people from whom to receive calls as well.”24 This implies that a network connecting everyone who wants to use the telephone is optimal. Now consider that historically the cost of building telephone networks was very high. “[T]o provide telephone service, a firm must incur a significant fixed investment... to build the initial network of switches, wires, and so on... but, once that investment has been made, the marginal cost of adding an additional phone customer is almost zero.”25 There were, moreover, no real technological substitutes for wireline telephony. Telephone service therefore tended toward natural monopoly in which the most efficient provision of services was by a single provider.

We could think of natural monopoly as a kind of techno-economic scarcity. If the economics of providing telephone service favor only a single network, then that is a serious restriction on both bandwidth and consumer choice. If there are no technological substitute, then even were additional providers to enter the market in an attempt to relieve that scarcity, they would face barriers to entry and high costs. In practice, telephone service was provided by the Bell system monopoly for much of the 20th century.

The regulatory response to the natural monopoly of telephone service was common carriage. Defining what is a “common carrier” is notoriously difficult.26 At common law, certain industries or services were granted monopoly status in return for accepting significant regulatory burdens, including limitations on charges, minimum service quality standards, and a requirement to accept all customers.27 Eventually, “these principles came to extend to any firm “affected with a public interest” that held itself open to the general public and purported to serve all comers.”28 Congress extended such regulation to telephone service in the Mann-Elkins Act of 191029 and the Communications Act of 1934 established the basic outlines of common carrier regulation of the Bell system telephone monopoly.30 Telephone carriers must provide “communication service upon reasonable request,”31 and “[a]ll charges, practices, classifications, and regulations for an in connection with such communication service” must be “just and reasonable.”32 The FCC ensures that rates are just and reasonable by requiring common carriers to file tariffs that must be adhered to for all customers; private arrangements are not allowed.33 Finally, there is a strong nondiscrimination provision.34 Together, these provisions establish a system of pervasive rate regulation. The basic tradeoff the Bell system made was monopoly power in exchange for comprehensive regulation.

Because the Bell system was a regulated monopoly, an additional scarcity-related concern was that the monopoly would choose not to provide service in areas where it would be unprofitable to do so. “Universal service” was the solution to this problem. During the period of Bell System natural monopoly, the FCC and state regulators maintained a complex scheme of cross-subsidies and grant programs to ensure that the telephone network extended across most of the United States.35

Common carriage's requirement of nondiscrimination has long been thought to apply not only to the economic terms of an offer of telecommunications service, but also to the content that is carried over telephone wires. Telecommunications providers generally cannot discriminate on the basis of the content of users' speech.36 As Eugene Volokh writes, “Verizon can't cancel the Klan's recruiting phone number.... Certain kinds of important infrastructure under [the rules of common carriage] are available equally to all speakers.”37 This again can be seen to arise from scarcity. If a national platform for communications is scarce, then it is reasonable to think that the government should require it to be open to all.38

Although the telephone system and broadcast media were technologically quite distinct, they were regulated in similar ways. Both technologies could be seen as scarce resources—the airwaves due to limited spectrum and interference, and the phone wires due to the natural monopoly characteristics of the service and the absence of technological substitutes. Both technologies were subject to economic regulation that can be seen as a response to scarcity—the system of radio spectrum licensing, and common carriage rate regulation coupled with a universal service obligation. And both technologies also were subject to content regulation that can be seen as a response to scarcity—the fairness doctrine, and common carriage nondiscrimination. This paradigm stood for the better part of the 20th century.39



Deconstructing scarcity

In the late 1990s and early 2000s, it became common to speak of the end of scarcity in communications. Technological developments suggested that the bottlenecks posed by copper plant technology and natural monopoly in wireline services and the problems of scarcity and interference in the radio spectrum would no longer define the market for communication services. This was always somewhat more theory than fact—it was then,40 and it remains so now. But to the extent that technological conditions were and are in place to reduce or eliminate scarcity, the choice to implement laws and policies that encourage abundance to bloom is distinct.41 Communications law has not adapted to the evanescence of technological scarcity. The Telecommunications Act of 1996 was intended as a transitional regime to encourage competition in local telephone markets,42 but largely failed to anticipate the growth of the Internet or the communications technologies that support it. It is built on roughly the same regulatory foundations that prevailed during the period of technological scarcity. To the extent it addressed the Internet and related technologies at all, it envisioned the Internet existing in a world where abundant communications was not merely theory but also reality, a world in which regulation was largely unnecessary.


The theory of abundant communications

The theory of abundant communications has two components to it. The first is technological developments in the underlying communications infrastructure that have created significantly more bandwidth—the ability to carry more information through wires or over the air. The second is innovation in the way that information itself is transmitted and the development of packet-switched rather than circuit-switched networks. These two developments together have created the technological conditions for the end of communications scarcity.


The bandwidth explosion

The technology underlying wireless transmission of data was completely transformed throughout the decade of the 1990s. Prior to that time, the primary consumer use for wireless spectrum was one-way communication: radio and television broadcasters would transmit audio or video signals over the airwaves that consumers would receive on their home equipment. Some specialized applications were enabled for two-way communication, like citizens band radio and the radio systems used by government and first responders.

The widespread adoption of two-way over-the-air communication required the development of cellular technology.43 This technology “uses spectrum more efficiently by enabling networks to reuse the same frequencies” by managing the flow of data traffic among different “cells” throughout the network.44 This network management technique created the possibility for much faster and more accurate transfer of information. In the decades since the first cellular networks arose in the 1980s, successive waves of technological development have improved both speed and efficiently. Modern cellular networks (“LTE” or “long-term evolution” networks) use a variety of protocols to increase the efficiency of data transmission within a given range of frequencies.45 As technology has improved, the FCC has made more spectrum available for these more efficient uses.46

Cellular technologies are not the only developments in wireless communications that have ushered in an era of skepticism about natural limits to communications. Wi-Fi, a popular protocol for transmission over local networks, relies on the use of unlicensed spectrum and a management method known as “spread spectrum.” The ability to implement spread spectrum over unlicensed spectrum has fundamentally changed the economics of wireless technology.47 It has meant near-ubiquitous access to high speed networks capable of transmitting all manner of data, as described below.

Similar improvements have taken place with respect to wireline infrastructure—both the infrastructure that interconnects networks themselves and that which enables transmission down the “last mile” to consumers. The traditional telephone network last-mile was made up primarily of copper wire, which had limited capacity. It could transmit voice reasonably well at reasonably low cost—hence its use for telephone service. But it needed special equipment known as DSL to enable it to carry data at high speeds. The architecture of cable networks, whose last-mile connections were built primarily from coaxial cable, enabled higher bandwidth suitable to multichannel video offerings. Cable networks proved to be more suitable than telephone networks to the transmission of data in all of its forms and now are the basis for most consumers' retail connections to the Internet. But the possibility of even higher bandwidth retail connections—fiber optic cable running to the home—made it realistic to think that widespread consumer adoption of super-high bandwidth connections was imminent.

This optimism was aided by a concurrent decline in construction costs for telecommunications networks that suggested the natural monopoly conditions were easing. A group of well-funded companies called cable “overbuilders” launched ambitious plans to build second cable networks in many municipalities that had previously been served only with an exclusive franchisee drawn from the legacy cable companies.

Finally, the 2000s saw the development of a number of competing technologies for the transmission of broadband data. Broadband over powerline (BPL) technology would utilize the existing electrical wiring in residences and offices to enable data transmission using conventional outlets. Satellite broadband could provide an alternative to terrestrial solutions just as it did for the transmission of television signals. And various forms of fixed wireless communication that were different from the cellular model were piloted and showed promise.

While not all of these technologies succeeded, nor did the successes necessarily develop as expected,48 it is fair to say that the technology exists to provide near-universal access to high speed data transmission. In other words, we have reached the point where technology exists to render limitations on bandwidth largely irrelevant to the provision of communications services.



Decoupling applications and content from transmission—the rise of the “layers” theory of communications

The second major technological development was the ability to transmit all forms of communication as data. This is often described as a change from circuit-switched to packet-switched networks.49 In the former arrangement, which typified 20th-century telephone service, there is a direct transmission path established between the two parties that want to exchange data. By contrast, the data in packet-switched networks is broken into small “packets” with an instruction about where they should be routed and how they should be reassembled. The individual packets are then each sent along the most efficient route, as determined dynamically, from one end-user to another. The technical details are less important for thinking about scarcity and abundance in telecom than the core concept: any type of data can be made into packets and sent and received through a packet-switched network. This includes voice, video, and data. The core functionality of the Internet is the use of protocols for routing this data.50

This development fundamentally changes the way we think about communications. It decouples the telecommunications service from the underlying infrastructure. Telephone service—or, at least, person-to-person voice communication—does not have to be provided over telephone lines by telephone companies. Radio and television service is no longer restricted to over-the-air broadcasts. And, of course, the ability to transmit data in any form has resulted in a wide range of Internet-based applications that would never have been conceived in the world of traditional communications infrastructure. Once data is packetized, it becomes relatively indifferent to the physical medium over which it is transmitted.51

The more sophisticated way to conceive of modern communication is as a series of layers.52 The details of various layered models of the Internet and other forms of communication are intricate and continue to be the subject of debate. But the most commonly-invoked “simplified model [has] four distinct layers, visualized vertically and adjacently in a “stack” format.”53 At the bottom of the stack is the physical layer—the physical infrastructure that makes up modern communications networks. This includes all of the equipment necessary for wired and wireless communications from the home to the network. Next is the network or protocol layer, which comprises the various protocols that tell the packets described above where to go. Then comes the application layer which “facilitate[s] the delivery of content to and from users.”54 Email, streaming video, instant messaging, voice-over-IP, videoconferences all are various applications offered by a multitude of service providers. At the top of the stack is the content layer—the individual pieces of content such as the individual messages sent through email or individual videos offered by a streaming video provider.55

The theory of abundant communications turns in large part on the separation of the physical and application layers. If applications (and, in turn, the content they deliver) can run on any physical network, then the ability to reach end users depends solely on the availability of bandwidth in the physical layer. If technology exists to render that availability infinite, then whether access to the physical layer remains a bottleneck depends on economic and policy choices. That is the subject to which I turn next.




Communications law in the theory of abundance

Communications law likely looks quite different if it is drawn to abundance rather than scarcity. As described above, the 20th-century paradigm can be explained in terms of technological scarcity. Without that scarcity, the underpinnings of many traditional communications regulations are called into question. Take common carrier rate regulation, for example. If the physical layer is no longer a natural monopoly, then there is not necessarily a reason for rate setting. A competitive market for transmission services would set prices appropriately and applications would flourish on those services. Spectrum allocation may continue to be necessary, but within bands dedicated for the provision of retail communications services, assignment to particular licensees may disappear as technological solutions to interference dominate regulatory solutions. Universal service obligations could be met not by requiring it of providers but rather by subsidizing needy consumers who would have a number of choices.

So too with respect to nondiscrimination rules. The abundance of bandwidth could mean the proliferation of networks with a variety of architectures. Some may be relatively closed—networks optimized for a particular purpose that are free to discriminate against applications or content that may detract from that purpose. Others may be relatively open, like the basic Internet, on which applications may operate freely under a norm of non-discrimination, even if it is not imposed as a regulatory matter. Christopher Yoo argues that consumer welfare may in fact be enhanced by allowing innovation in network design to flourish in the absence of a non-discrimination rule.56 Corollary to this argument is the idea that if sufficient consumer demand exists for a non-discrimination norm, then in an era of abundant communications such a network will emerge alongside networks that follow other rules.57

The Telecommunications Act of 199658—the most significant revision to communications law since 1934—did not quite enact this deregulatory scheme. At least, it did not do so deliberately. But intentionally or not, much of what the FCC now calls “broadband Internet access service,”—“a mass-market retail service by wire or radio that provides the capability to transmit data to and receive data from all or substantially all Internet endpoints”59 is regulated with the minimal intervention described above.

The 1996 Act was enacted against a backdrop of evidence that telephone service was becoming competitive. The growth of a competitive market for long-distance service and the rise of cellular communications showed that natural monopoly was not an inevitable market structure.60 Much of the statute was aimed at “roll[ing] back” the assumption of natural monopoly in local phone markets and encouraging a transition to competitive provision of local telephone service.61 It also aimed to reduce the regulatory barriers to competition, such as the structural separation of local from long distance service.62 Finally, it sought to formally implement a competitively neutral universal service plan.63

Importantly, the 1996 Act made these changes within the existing framework of service-based regulation. The transition to competition in telephone service assumed that telephone service would continue to exist as a stand-alone offering. So too did the 1996 Act preserve regulatory distinctions between telephone, radio (including mobile telephony), and cable. The Internet was in its infancy. Broadband Internet service barely existed. The decoupling of applications from infrastructure had largely not yet occurred. As Nuechterlein & Weiser explain, “Congress did not foresee that cable and telephone companies would compete” in the market for broadband Internet service, so “it did not set forth a clear regulatory framework for that market.”64 Indeed, to the extent the 1996 Act mentions the Internet at all, it is primarily in policy statements that generally do not carry with them the direct authority to regulate,65 but that nevertheless evince a distinctly deregulatory stance.66

Broadband Internet access service therefore occupies a statutory netherworld. As described above, the Communications Act divides regulatory approaches by service. “Telecommunications service” is “the offering of telecommunications for a fee directly to the public,”67 where telecommunications is defined as “the transmission, between or among points specified by the user, of information of the user's choosing, without change in the form or content of the information as sent or received.”68 Telecommunications service is regulated under Title II of the Act, which gives the FCC the full range of common carrier authorities described above; it is the part of the Act that governs the traditional telephone network. By contrast, “information service,” defined as, “the offering of a capability for generating, acquiring, storing, transforming, processing, retrieving, utilizing, or making available information via telecommunications,”69 is not pervasively regulated. It falls only under the FCC's general authority in Title I of the Act to “perform any and all acts, make such rules and regulations, and issue such orders, not inconsistent with this chapter, as may be necessary in the execution of its functions.” That authority only “enables the Commission to regulate on matters “reasonably ancillary to the... effective performance of its statutorily mandated responsibilities.”70

The FCC's ancillary authority is highly limited in scope.71 Information services regulated under Title I of the Act are therefore subject only to light regulation.72 The FCC lacks the authority to regulate information services in the comprehensive manner by which it regulates traditional telephone, radio, and cable services. In the absence of such direct authorities, the Title I regulatory regime looks much like the theoretical law of abundant communications sketched out above. It lacks access regulation and a nondiscrimination rule.73 As described in more detail below, the central question of broadband policy is whether it is properly classified as a telecommunications service subject to heavy regulation or an information service subject to light regulation.74 Suffice for now to say that current law creates the possibility that broadband would be unregulated as if the restraints of scarcity were lifted and, at the very least, creates uncertainty about the scope of broadband regulation under any rationale.




Reconstructing scarcity

Although the technological conditions may exist for abundant communications, market and political barriers have kept most consumers from realizing its benefits. Perhaps unsurprisingly, the reaction of incumbent communications providers to the end of technological scarcity has not been to embrace competition and extend the fruits of abundance to all Americans. Instead, incumbents have largely used their market positions to erect economic barriers to abundant communications even in the absence of technological barriers. In so doing, they have ushered in an era of renewed scarcity, this time economic rather than technological.

Start with wired communications. In the mid- to late-2000s, it became clear that DSL technology had reached its limit for broadband speeds, whereas cable technology had not. If the incumbent telephone providers were to compete with the cable companies for the retail broadband market, they would have to deploy new networks. The two largest incumbent wired telcos—Verizon and AT&T—both announced plans to build fiber optic networks that would deliver much faster Internet and enable voice, video, and data content to be transmitted over a single platform. AT&T's “U-verse” product would use a “fiber to the curb” model, where the high-bandwidth fiber ran to the customer premises, but then traditional coaxial cable would run into the house. Verizon's “Fios” product was a “fiber to the home” model in which fiber was used for the entirety of the last mile. Both companies began deployments but never completed their ambitious build plans. Verizon, for example, promised New York City that it would build fiber connections to all of the 3.1 million households it served with traditional telephone service, but halted construction after passing only 2.2 million households.75 Nationwide, Verizon announced in 2010 that it was completing planned builds and would continue to service existing customers but would not engage in significant expansion.76

The telcos blamed high capital costs for their decision to terminate the buildout of new fiber optic networks. But both Verizon and AT&T found that their mobile businesses were more consistent sources of growth and profitability than their declining landline businesses. While the telcos were beginning to compete with cable providers in broadband Internet access, the cable providers threatened to enter the lucrative mobile phone market. In an arrangement that some have labeled “collusion,”77 Verizon and four major cable providers agreed to cross-market each other's services in areas where they did not directly compete. This arrangement effectively removed incentives to continue building the fiber network.

The other significant threat to cable broadband came from competitors using similar technology but taking advantage of lower construction costs. The cable “overbuilders” were a group of companies that sought additional cable franchises in municipalities where incumbent cable companies already provided service. The incumbents lobbied furiously against such franchises. They also lobbied against government provision of fiber networks or other public-focused overbuilds.78

The result is that the market for wireline broadband is not competitive. At the highest commercially available broadband speeds, more than 50% of the country has access only to one provider.79 At mid-tier speeds, more than 75% of the country has access to two or fewer fixed broadband providers.80 The majority of those providers are incumbent cable companies operating pursuant to exclusive local franchises.81 Fiber makes up only 16% of residential broadband connections, less even than the number of old DSL connections.82 The US has historically lagged, and continues to lag, other countries in fiber deployment.83 The U.S. currently ranks 32nd amongst the 39 OECD countries for the percentage of fiber-based home connections.84 Although technological abundance is possible through fiber-to-the-home, the economic structure of the wireline broadband industry has tended once again toward monopoly, relying primarily on incumbent cable infrastructure. As a result, U.S. broadband connections remain generally slower85 and more expensive86 than other comparable nations.

Mobile broadband has of course exploded in usage and popularity.87 But consolidation in the mobile broadband industry has been significant. There are now only three major providers of cellular phone service: Verizon, AT&T, and T-Mobile. They have a 99% market share.88 This raises at least two problems. First, mobile broadband pricing in the United States remains high, which poses a significant access challenge for under-served communities. Second, it is unclear whether or when mobile broadband will truly be a substitute for fixed broadband speed and capabilities. The rollout of enhanced speeds from first 4G LTE and now 5G networks has been slower in the United States than elsewhere. To give just one example, a condition of the recently approved merger between Sprint and T-Mobile was that the combined entity must reach 97% of the U.S. population with 5G networks within 6 years.89 By contrast, that coverage level is predicted to take much less time in other countries.90 Even where 5G networks are available in the U.S., they appear to be significantly slower than their peers elsewhere.91 Broadband speed is a key determinant of its utility for streaming video and other applications; until the widespread deployment of 5G networks, it is difficult for mobile to compete with fixed broadband. But the industry consolidation described above may pose a barrier to the rapid implementation and diffusion of 5G technology.

Meanwhile, other technologies that showed promise have achieved little adoption. Satellite broadband and fixed wireless make up only small percentage of broadband connections,92 and broadband over powerline never succeeded.



Toward a communications law for the era of renewed scarcity

In 2022, we are left with a regulatory quandary. The decoupling of the application and transmission layers has led to abundance in the former, but a significant bottleneck in the latter. Internet-enabled applications have proliferated and have an enormous influence on our daily lives. They are also a domain of significant innovation. By contrast, the market for transmission services is an oligopoly, with insufficient competition, a slow pace of innovation, and high prices. This poses two problems. The first is that the public is deprived of the benefits of access to ubiquitous and affordable high speed internet service. The second is that providers in the physical layer may leverage their market power to stifle innovation in the applications layer. In other words, the physical layer has become a significant bottleneck.93

The current statute is insufficient to solve these problems. It was written for an age of technological scarcity. It is maladapted to an era in which scarcity is the result of market actors' economic choices. Take as an example one of the central problems in contemporary telecom policy: net neutrality. Network neutrality generally refers to “the principle that broadband providers must treat all internet traffic the same regardless of source.”94 Although the specifics of net neutrality policies may differ,95 most include some combination of what the FCC implemented in its 2015 Open Internet Order: rules prohibiting broadband providers from “blocking lawful content, applications, services, or non-harmful devices,”96 from “impairing or degrading lawful Internet traffic on the basis of content, application, service, or use of non-harmful device,”97 and from engaging in “paid prioritization,”98 or contracts to prioritize traffic from certain sources over that from others. Together, these rules keep the Internet open. They make it so that any applications or content providers can have reasonable access to the physical layer infrastructure necessary to reach wide audiences. They do not have to bargain with monopolist broadband providers for access or preferred access. They do not have to compete on an uneven playing field with applications or content affiliated with monopolist broadband providers. This is often thought to be the cornerstone of innovation on the Internet.99

The (very, very) long history of net neutrality regulation and litigation100 reveals two problems with the current statute. First, as described above, broadband Internet access service has alternately been classified as a “telecommunication service” subject to the full range of common carrier regulations in Title II of the Act and an “information service” subject to Title I of the Act. Because the Supreme Court has held that this classification decision is for the FCC to make,101 different FCCs in different presidential administrations have come to different conclusions based on their policy preferences. The result is significant instability. To wit, broadband Internet access service was classified as an information service from the Bush administration in 2002102 until the Obama administration reclassified it as a telecommunications service in 2015.103 The Trump administration changed course again in 2018, reclassifying broadband as an information service.104 Net neutrality is now in a state of limbo, with some states moving to enact rules of their own in the absence of clear federal authority.105

Second, as a matter of substance and assuming that one supports net neutrality, neither Title I nor Title II provides a wholly sound basis for implementing the policy. The D.C. Circuit has held that while Title I ancillary authority enables the FCC to promulgate some kind of open Internet rule, it does not provide the authority to implement the no-blocking, no-throttling, and no-paid-prioritization rules that form the heart of net neutrality, as described above.106 Title II, on the other hand, is over-inclusive. Although it grants the FCC the authority necessary to enact net neutrality rules—really, a species of common carrier nondiscrimination rules—it also authorizes the FCC to engage in the same kind of deep economic regulation that it applied to telephones. In the 2015 Open Internet Order, the FCC invoked its “forbearance” power to decline to enforce full common carrier tariff-based rate regulation on broadband service providers.107 Common carrier regulation is generally thought to be inappropriate if applied in full to broadband internet access service. Although there is a case for some rate regulation of broadband service, particularly given the economic scarcity described above, the contours of such regulation are sufficiently different from traditional tariff-based telephone or cable rate regulation that new statutory authority would likely be necessary.108

Given the retreat (even if not complete) of technological scarcity but the persistence of economic scarcity—barriers to access to the best communications infrastructure—new legal approaches to regulation should aim squarely at the latter. The motivating goal should be to ensure that the fruits of technological abundance have as few economic barriers to consumption as possible. In other words, communications law should promote abundance.109 It can, in theory, do this through two broad mechanisms: conduct rules to reduce market barriers to abundance, and spending to affirmatively promote abundance. Although sketching out a complete Telecommunications Act of 2022 is well beyond the scope of this essay, a few examples can demonstrate the point. On the regulation side of the ledger, rate regulation and net neutrality help remove incumbents' ability to put up barriers to abundance. They do so in ways that are reminiscent of common carriage, but technologically neutral—promoting economic access and ensuring nondiscrimination. Several states have passed laws prohibiting government-funded provision of broadband services or otherwise restricting competition.110 Federal preemption of such laws would remove another barrier to abundance. On the spending side, the government has many tools at its disposal to promote abundant communications. The recently enacted Infrastructure Investment and Jobs Act111 allocates $65 billion of investment in broadband for a variety of purposes, but most notably for the buildout of broadband infrastructure where it currently does not exist or under-serves particular communities and for subsidies to consumers to defray the cost of broadband service.

The precise mix of abundance-promoting policies, of course, requires deeper study of the particular circumstances that give rise to economic scarcity. But the policies described above represent steps toward resolving the most significant sources of economic scarcity described in Part III—consolidation and lack of choice. In an oligopolistic or monopolistic environment, net neutrality prevents significant departure from the nondiscrimination norm central to access to communications infrastructure; appropriately tailored rate regulation facilitates consumer access to broadband across income levels; and spending on broadband infrastructure facilitates access across geographies. Together these policies help dismantle economic barriers to technological abundance.



Concluding thoughts: Scarcity, regulation, and abundant communication

The recent history of the communications industry teaches some important lessons about the relationship between scarcity, abundance, and regulation. First, technological abundance does not necessarily equal economic abundance. It is still largely correct that we live in a world with abundant bandwidth. But the market structure of the telecommunications industry has maintained economic scarcity. Second, even when technological scarcity begins to abate, economic scarcity can be created by incumbents. The story of communications I tell in this essay is one of reaction to technological change. The players in the industry acted to stifle abundance and promote scarcity. That leads to the third lesson, that policy can affirmatively encourage abundance and reduce scarcity if we choose to do so. The ghost of Red Lion still haunts the modern communications landscape. Although the technological scarcity rationale on which it was based has largely disappeared, it remains important to recognize the sources of scarcity in the communications environment and take steps to promote abundance.

These lessons are consistent with the observations made in several other contributions to this volume. That technological scarcity may be replaced with economic scarcity is a theme that can be explored in copyright law, with respect to NFTs, and in a host of regulated industries. The relevant questions to ask are what kind of scarcity, if any, is created in modern technology-enabled industries, and what policies might promote abundance instead? Answering these questions should lead us not to replicate the responses to scarcity of the past but rather to embrace the possibility of abundance in the future.
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Digital transformation has become a core aspect of lived experiences in recent years. Digital transformation has led to many aggregate benefits in the United States and throughout the world. The distribution of these benefits remains an issue of continuing contention. Digital transformation has occurred in contexts of significant disruption, both positive and negative. Although the positive aspects of disruption are often celebrated, potential negative consequences of digital transformation may not be adequately recognized. Digital transformation may, along with other factors, intensify existing societal divides, lead to greater inequality in many places, and contribute to a scarcity of opportunity for many people. Dealing with potentially adverse consequences of digital transformation requires flexible approaches to regulation and systematic use of metrics. Digital transformation also implicates policy issues, including those concerning technology infrastructure and education and training. Digital economy policies must take account of the requirements of an economy permeated with the effects of digital transformation. Addressing digital economy adversities will require greater attention to digital economy participation and inclusion. Fostering digital economy inclusion requires attention to both the distribution of digital economy benefits and preconditions for digital economy participation.
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Introduction

In November 2019 and again in 2021, workers across Europe and the U.S. went on strike against Amazon over wages and working conditions in Amazon warehouses. Some have identified these ongoing worker protests as reflecting a worldwide worker revolt against Amazon (Leon, 2021). As of early February 2022, Jeff Bezos, the founder and former CEO of Amazon, was the third wealthiest person in the world with an estimated fortune of some $187 billion,1 an increase of more than 60% since 2019, when his estimated wealth of $115 billion made him the wealthiest person in the world. Conditions for many Amazon workers have in many instances not been so favorable, which has led to protests and strikes.

Amazon is currently at the center of global debates about the role and responsibilities of corporations and how to best regulate digital economy technology companies and digital transformation more generally. Amazon highlights areas of uncertainty, change, and at times contestation driven by digital transformation. Digital transformation has fundamentally changed varied aspects of how businesses operate, which has had a broader aggregate societal impact globally. Digital transformation is complex and multifaceted and has been accompanied by changing societal, economic, and work conditions driven in part by technological innovation and broader digital economy trends.

The global activities of prominent technology companies, many of whom are based in the United States, have led to almost unparalleled plenty, in an era that has been likened to a new gilded age. At the same time, the activities of such firms highlight significant zones of inequality and scarcity of opportunity. Digital transformation draws attention to questions of sustainability and how digital economy economic growth may impact social, cultural, environmental, and other conditions in local and global contexts. Robust and sustainable economic growth with widely distributed opportunities will require focused policy attention to attenuating potentially detrimental aspects of the digital transformation that persist notwithstanding broader growth trends. This will require addressing digital economy trends that contribute to poor economic opportunities, particularly in regions and among groups and communities that have benefited to a lesser extent from digital era economic growth.

This paper will discuss potential benefits and negative consequences of digital economy trends in which digital transformation is a core aspect. It will also consider questions of inclusion as they relate to distribution of the benefits of the digital economy. In relation to questions of inclusion, this paper will consider people and locations that may not have experienced the benefits of the digital economy in any robust way. This paper will also discuss important prerequisites to enable digital economy participation (and thus likely foster inclusion) and implications of digital economy transformation for infrastructure, education, and training.



Digital transformation, work, and discontent

Many call our current era the digital age, largely on account of the importance of technology and technological innovation as guiding forces in economic, business and sociocultural spheres (Johnson, 2006). The term digital economy describes fundamental changes in which digital transformation is a core aspect. This digital transformation has reshaped how we think about, share, and use knowledge and information (World Economic Forum, 2016). Webs of networked relationships have become widespread, often mediated by platform companies such as Amazon, Google, Facebook, WeChat, Instagram (owned by Facebook), TikTok, Twitter, Whatsapp (owned by Facebook), and Weibo.

Digital technologies and innovations are at the center of transformational changes that have led to a paradigm shift in business and society (Komarčević et al., 2017, p. 32). Trends reflecting automation and digitization have been evident in wide range of new technologies and new applications of existing technologies. A core aspect of digital transformation relates to data and information. Technologies today facilitate widespread dissemination of information, including visual images, and rapid communication to billions of people across the globe. As of April 2022, five billion people were active Internet users, with some 4.65 billion social media users (Statistica Research Department, 2022).

In business, digital transformation has involved a number of core principles, including flexibility, evident in dynamic networked business processes, decreased execution time, greater ability to customize, increased efficiency of processes and services due to the ability to evaluate data on a large scale, and more adaptable organizational structures (Schwab, 2016; Schwertner, 2021). Schwab of the World Economic Forum has highlighted the potential for technology to lead to “a supply-side miracle, with long-term gains in efficiency and productivity. Transportation and communication costs will drop, logistics and global supply chains will become more effective, and the cost of trade will diminish, all of which will open new markets and drive economic growth” (Schwab, 2016).

The digital economy also highlights the increasing business importance and value of information and other intangibles for many companies. This in turn underscores a shift in dominant business production and operation models to ones involving significant utilization of intangibles. Intangibles have contributed to a marked yet little studied transformation in business practices and sources of economic value for many firms. This transformation is only likely to intensify in an era of big data solutions. The COVID-19 pandemic has accelerated automation and digitization trends leading some to refer to the pandemic as the Great Digital Accelerator (Qureshi and Woo, 2022, p. 2).

Digital transformation has changed not only business, but society more generally. This digital transformation highlights the “flow from the exponential, digital, and combinatorial nature of progress with digital technologies... [that] is enriching our world and our lives more quickly than [previously thought, making this progress] the best economic news on the planet” (Brynjolfsson and McAfee, 2014). Digital transformation has the potential to raise incomes and improve the quality of life for many. However, those who have gained most from digital technologies may be consumers most “able to afford and access the digital world” (Schwab, 2016). For others not so able to afford and access digital worlds, digital transformation may lead to diminished quality of life, which draws attention to significant challenges present in digital economy contexts.

Digital transformation underscores broader economic trends. Technology is a key factor in long-term economic growth (Qureshi and Woo, 2022, p. 3).2,3 Notably, as digital technologies have boomed, productivity growth has decreased and economic growth has trended lower.4 Further, greater income inequality has come with the digital technology transformation: “income inequality has risen in all major advanced economies since the 1980s, and quite appreciably in several of them, [with] a particularly sharp increase in income concentration at the top end of the distribution” (Qureshi and Woo, 2022, p. 3)

The potential for digital transformation to disrupt labor markets is a factor, together with other complex elements,5 in increased digital economy inequality. As economists Brynjolfsson and McAfee have noted, digital transformation has presented significant work and wage challenges, which reinforce:

the idea... that as technology races ahead it's leaving some people behind. They want to work, to offer their labor to the economy, but their capacity as workers doesn't match the new environment. Technological progress is certainly not the only factor affecting jobs and wages—others include globalization and demographics—but we continue to believe that it's a major one. (Brynjolfsson and McAfee, 2014, p. xiii)

Automation is likely increasing labor market disruption: “[a]s automation substitutes for labor across the entire economy, the net displacement of workers by machines might exacerbate the gap between returns to capital and returns to labor. On the other hand, it is also possible that the displacement of workers by technology will, in aggregate, result in a net increase in safe and rewarding jobs” (Schwab, 2016). Schwab (2016) suggests that the impact on workers makes inequality a key economic concern and the “greatest societal concern” associated with digital transformation. The impact of digital transformation on workers has led to discontent and a pervasive sense of dissatisfaction and unfairness in a winner-takes-all economy that is a “recipe for democratic malaise and dereliction” (Schwab, 2016).

Notably, discontent may be exacerbated by:

the pervasiveness of digital technologies and the dynamics of information sharing typified by social media... In an ideal world, these interactions would provide an opportunity for cross-cultural understanding and cohesion. However, they can also create and propagate unrealistic expectations as to what constitutes success for an individual or a group, as well as offer opportunities for extreme ideas and ideologies to spread (Schwab, 2016).

The rapid pace of digital economy technology innovation also presents regulatory challenges. Legal and policy mismatch is a pervasive global digital economy concern. This mismatch has been evident in uncertainty about how to apply existing laws and regulations. Although the aggregate benefits of the digital economy are notable, the inequality exacerbated by digital transformations highlights potentially negative consequences of digital transformation that must be addressed from a policy perspective. The digital economy raises two key interrelated issues of inclusion and participation.



The impact of digital transformation

Amazon exemplifies the benefits of digital transformation as well as sources of digital economy discontent. Amazon has been at the center of digital transformation for almost three decades. Amazon first emerged as a company that envisaged “new business models... to sell books according to novel modes” (Resca and Spagnoletti, 2014, p. 175). Amazon's website was thus a platform for its broader strategic framework, which at first linked internet users as customers to merchants and Amazon partners. Amazon's customers could also be sellers, which highlights Amazon's website as “an infrastructure for the mobilization of a large number of actors,” enabling transformation of customers into suppliers and competitors into partners (Resca and Spagnoletti, 2014).

Amazon's evolution has reflected deployment of both a platform metaphor and infrastructure metaphor to facilitate the construction of communities realized through varied digital technologies (Resca and Spagnoletti, 2014). Amazon expanded over time to broader aspects of logistics at different levels, including in becoming a provider of electronic devices and publisher of content (Resca and Spagnoletti, 2014, p. 176). In 2004, Amazon launched a cloud infrastructure service, Amazon Web Services (AWS), which continues to be the most successful cloud infrastructure provider globally (Miller, 2016). Cloud services such as AWS are often presented as essential tools for digital transformation.6

Amazon thus began as a company using technology to transform itself and its markets and later added business segments that enabled it to come an essential provider of technologies to facilitate digital transformation more generally. The growth of Amazon has led to enormous wealth for Amazon senior executives, including former CEO Jeff Bezos. The scale of Amazon's business makes Amazon working conditions of Amazon employees of considerable global interest. In 2021, Amazon was said to employ more than 1.6 million people full-time and part-time worldwide (Coppola, 2022). The relative distribution of the benefits of Amazon's digital transformation has drawn attention. In December 2020, one comparison noted that Jeff Bezos could give $105,000 to a large number of Amazon employees and still have wealth equal to his pre-COVID-19 wealth (Goodwin, 2020). Amazon highlights relative outcomes for many workers that have led to widespread protests. Disputes at Amazon also underscore the presence of scarcity of opportunity in the midst of plenty, at least for some.

Protests against Amazon have been global (Segal, 2021), with Amazon workers in 20 countries protesting and striking on Black Friday in November 2021 (Biron, 2021). Amazon and many other prominent digital economy companies have many workers who are not categorized as employees but rather as contractors, which is an issue of contention at a number of prominent companies (Parmeter, 2016). Wages, work conditions, and Amazon's treatment of unionizing activities have been a focus of protests (Biron, 2021). Worker compensation has been a key element of protests against Amazon, particularly for workers at Amazon warehouses. The scale of Amazon's operations as the largest online retailer in the world heightens the impact of Amazon's work environment. In the United States, for example, Amazon is the second largest private employer in the country; Amazon's facilities influence inflation, job markets, and labor standards (Herrera, 2021). Amazon distribution center activities may have a downward impact on wages. An analysis by The Economist suggests that:

[f]lat or falling industry wages are common in the cities and towns where Amazon opens distribution centers... Government figures show that after Amazon opens a storage depot, local wages for warehouse workers fall by an average of 3%. In places where Amazon operates, such workers earn about 10% less than similar workers employed elsewhere.7

The activities of Amazon and other companies at the forefront of digital transformation are of particular concern because of the public and private costs that such companies may impose. Amazon plays an important role in job creation, including in the United States (Saxena, 2021). Although Amazon claims that its benefits are “industry-leading” available evidence suggests that this is not in fact the case (Saxena, 2021). As was evident in 2018 during a visible and public competition among U.S. states for a second Amazon headquarters (HQ2), Amazon receives significant public subsidies:

Amid the guessing game, the company got information from dozens of cities about how much they would pay for a strong Amazon presence, valuable data that it will no doubt use to expand. (Streitfeld, 2018).

A 2022 UNI Global Union and Good Jobs First Report estimates that Amazon has received more than $4.18 billion in economic development subsidies in the United States and at least $4.7 billion in subsidies worldwide (Thomas et al., 2022). Low wages at Amazon and other companies also impose costs on taxpayers because of reliance by workers on federal and state benefits. Use of federal and state benefits by low-wage workers was estimated in 2015 to cost $152.8 billion per year (Jacobs et al., 2015, p. 2). In Arizona, a third of Amazon employees were said to rely on food stamps in 2017, with Amazon having received some $4 million in subsidies from Arizona (Brown, 2018). In 2015, 56% of combined state and federal spending on public assistance went to working families (Jacobs et al., 2015, p. 2).

Amazon workers have protested about more than their compensation and benefits. Protests at Amazon also relate to employment practices and general working conditions (Sainato, 2020), some of which reflect important consequences of digital transformation for many workers. Of particular concern are technologies that enable extensive monitoring and surveillance of employees by their employers (Williams, 2021; Klippenstein, 2022). The impact of automated human resources applications and employee surveillance technologies on Amazon's large workforce have also been noted to be issues of concern for Amazon workers (Greene, 2021; Kantor et al., 2021). A number of Amazon warehouses have attempted to form unions, resulting in ongoing contestation between Amazon and its employees over unionization efforts. One warehouse in Staten Island, New York, voted to form Amazon's first union in early 2022 (Weise and Scheiber, 2022). This union vote was characterized as a rebuke of Amazon's treatment of its employees (Weise and Scheiber, 2022).

As the successes of companies such as Amazon illustrate, the distribution of digital economy benefits is a fundamental issue of concern for our era of digital transformation. Digital transformation has had many spillover effects that have benefitted many people. Spillover effects from innovative technologies have been an important feature of digital era economic growth. Digital economy growth has often been centered in specific geographic clusters, of which Silicon Valley has to date been the most prominent. The effective diffusion of technology and creation of spillover effects are often noted as core aspects of successful digital economy geographic clusters.8

Despite variations in stock market values, particularly after a significant decline in valuations in early 2022, technology companies today are enormously powerful. The dominance of technology companies has broader economic implications. Notably, the information sector is “particularly consolidated, with nearly three-fifths of its output squeezed into just a few dozen [U.S.] counties” (Tartar and Pickert, 2019). Growth in the United States in increasingly concentrated in just 1% of counties; these 31 counties accounted for 32.3% of United States gross domestic product in 2018 (Tartar and Pickert, 2019). While these counties made up over 32% of US GDP, they only contained 26.1% of employed people and 21.9% of the population (Tartar and Pickert, 2019). This increased geographic concentration is evident in urban areas and around the coasts, and all 31 counties included or were near major cities (Tartar and Pickert, 2019). Although other sectors, including finance and the arts, are highly concentrated, the concentration and dominance of the information sector have implications for patterns of inequality.

For many people, adversity has accompanied digital transformation. Reducing the adverse effects of digital transformation while maintaining the benefits of transformation should be a core digital economy policy focus. Higher levels of income inequality are an important potential consequence of digital era adversity globally. The costs of digitization are not evenly distributed: “[d]igitization contributes to more inequality both through job displacement that leads to changes in the distribution of earnings in favor of higher skills, and through a drop in the labor income share in sectors most exposed to automation as well as in the whole economy” (Bourguignon, 2022, p. 179).

Digital transformation thus generates costs that reduce overall digital economy benefits. Costs associated with digital adversities may even reduce overall economic benefits of digital transformation. For example, rising inequality reduces growth and aggregate demand because higher-income households that now receive a higher share of income have greater luxury to save money. The Economic Policy Institute estimates that the rise in inequality in the United States since the late 1970s has reduced aggregate demand by some 1.5% of GDP annually (Bivens and Banerjee, 2022, p. 3).

The gap between the poor and the super-rich is readily apparent in Silicon Valley, where the “homeless are the most visible signs of poverty in the region” (Rotman, 2014). In 2013, Silicon Valley median income was $94,000, well above the national median of some $53,000. At this same time, some 31% of jobs in Silicon Valley paid $16 per hour or less (Rotman, 2014), which is well-below what would be needed to support a family in Silicon Valley. At that time, the poverty rate in Santa Clara County, in the core of Silicon Valley, was some 19% (Rotman, 2014). In the years following the 2008 financial crisis, Silicon Valley experienced significant growth yet widening inequality. The 2020 Silicon Valley Index notes:

Income inequality in Silicon Valley is at a historic high, and 13 percent of households hold more than 75 percent of the region's wealth. Though per capita income and average wages continue their upward trend, rising median household income reflects the shifting distribution of households into the higher income ranges. Thirteen percent of the region's households have more than $1 million in net assets, while 37 percent have less than $25,000 in savings.9

In the San Francisco Bay Area more generally, technological innovations have created immense wealth for some but have also contributed to greater socioeconomic inequality. Debates surrounding the cost of housing, the placement of bus stops that carry workers from San Francisco to Silicon Valley, dealing with human waste from the large number of homeless people on the streets of San Francisco, and other social concerns highlight points of tension that have emerged in the midst of immense wealth and prosperity, at least for some.

Although levels of inequality in the developed world are higher in the United States than almost any other developed country (Siripurapu, 2022), significant divergences in income distribution are present in other developed countries (Piketty, 2017). In Britain and France, for example, accumulated wealth was noted in 2014 to be “returning to relative levels not seen since the First World War” (Rotman, 2014). COVID-19 magnifies these existing trends because, as noted by the Secretary-General of the United Nations, the digital divide has become a matter of life and death (United Nations, 2020).

The dominance of technology companies, including those that emerged in Silicon Valley and other technology clusters, underscores the highly concentrated nature of the digital economy activity in much of the developed world. The IMF notes that regional disparities in the “average advanced economy have risen since the late 1980s, reflecting gains from economic concentration in some regions and relative stagnation in others” (International Monetary Fund, 2019). These gaps have significant implications for people living in lagging regions, including poorer health outcomes, lower labor productivity and longer times in adjusting to trade shocks (International Monetary Fund, 2019). Even within urban areas that have experienced gains from economic concentration, such gains may not be distributed evenly among all communities within such areas. This unevenness means that even areas that are not lagging by aggregate statistics may have members of the community that experience circumstances like those in lagging regions. In the United States, for example, immigrant households experience a significant digital divide and lack access to tools such as computers and smartphones (Cherewka, 2020).


The digital economy and scarcity

In an era of digital transformation, scarcity amidst plenty is a key element of lived experiences for many people. For many, even prior to the advent of COVID-19, real and robust economic and other opportunities appeared increasingly scarce, contributing to a scarcity of opportunity that has been particularly evident in varied contexts involving countries, regions, industries, and communities (Arewa, 2018). The perception and reality of scarce opportunities reflects policy failures to address diminishing opportunities for social mobility and advancement in varied parts of the world (Semuels, 2016; Alderman, 2019, p. B1; Kimmelman, 2018, p. A4). Opportunities for social and economic mobility and the regulation of new technologies and services have become critical policy issues globally and touch upon the removal of sources of unfreedoms identified by economist Amartya Sen (2000).

Scarcity of opportunity may be apparent in a range of areas, including lack of security or access to education (including as a result of existing education funding models), food, affordable housing, and healthcare and other essentials, labor market disruption, lack of available opportunities for one's children, low wages, low growth, lack of retirement security, high levels of indebtedness, including from loans taken out to finance education, limited access to finance on non-exploitative terms, and inadequate access transportation and other infrastructure (Arewa, 2018, p. 1031–1033). In the United States, scarcity of opportunity has contributed to increasing economic and financial instability for more than two-thirds of Americans in the years leading up to the COVID-19 pandemic (Newkirk II, 2019; Andres and Shaw, 2020).10 This pattern is evident in other parts of the world.11 COVID-19 has also drawn attention to inadequacies in essential digital economy infrastructures.12




Fostering digital economy inclusion

Fostering digital economy inclusion requires attention to both the distribution of digital economy benefits and the preconditions for digital economy participation. In the digital economy, lack of access to broadband and other characteristics of digital divides contribute to poor economic opportunities and may also reflect systematic social deprivation, scarcity, and neglect of public facilities.


Digital economy participation

Full access to digital economy opportunities requires access to tools that facilitate digital participation, including broadband and devices to access the Internet. Lack of access to essential digital economy tools is a global problem. The digital divide is a global issue of concern that may manifest in different ways in varied contexts.

In the United States, a February 2020 study suggested that the Federal Communications Commission (FCC) underestimated the number of Americans that lack access to broadband (Busby and Tanberk, 2020). According to FCC data, at the end of 2017, 21.3 million Americans lacked access to high-speed broad band (defined using the FCC benchmark of at least 25/3 Mbps) (Federal Communications Commission, 2019, p. 2). BroadbandNow checked the FCC's data and estimated that 42 million Americans did not have access to wired or fixed wireless broadband (Busby and Tanberk, 2020). The FCC undercounting of broadband access tends to be greater in states with higher rural populations. The lack of access to broadband exacerbates gaps, particularly in rural areas and among other communities where many may already be left behind (Tramontano, 2017; Hendrickson et al., 2018, p. 12; Wuthnow, 2018). Questions about variations in economic outcomes and rural digital economy infrastructures are not limited to the United States. In Germany prior to the COVID-19 pandemic, for example, Internet speeds in rural areas were slower: “[a]t the moment, Germany's rural areas are still leagues away from their urban counterparts when it comes to internet access. Only 75.1 percent of rural areas achieve 30 Mbit/s internet speed whereas cities are at 97.4 percent according to official government numbers” (Franz, 2020).




The COVID-19 great digital accelerator and digital divides

The COVID-19 pandemic highlights core features of the differential impact of the digital economy, as well as gaps evident in the digital divide and other important digital economy measures. For example, the United States has experienced a two-track COVID-19 recovery in which some workers, companies, and regions emerged from the COVID-19 driven economic contraction “fine or even stronger,” while others remained “mired in a deep decline with an uncertain path ahead” (Morath et al., 2020). This recovery was said to be shaped like the letter K, with “well-educated and well-off people, businesses tied to the digital economy or supplying domestic necessities, and regions such as tech-forward Western cities... prospering [with] lower-wage workers with fewer credentials, old-line businesses and regions tied to tourism and public gatherings” on the bottom arm of the K (Morath et al., 2020). The COVID-19 pandemic thus magnified existing digital economy trends and gaps among countries, regions, industries, and workers.

Discussion of the digital divide in the United States is not new but continues to highlight ways in which access to and uses of technology may be unevenly distributed (Wyatt et al., 2000; Wilhelm, 2004; Henwood and Wyatt, 2019). The digital divide relates to the “growing gap between those with access to telephones, modems, computers, and the Internet, and those without such access: the information rich versus the information-poor” (Leggon, 2006). Information wealth and information poverty likely track wealth and poverty more generally, at least to some extent. As a result, the digital divide has consequences that extend far beyond the digital world. As Julie Cohen has noted:

A ‘digital divide' is never only digital; its consequences play out wherever political and economic decisions are made and wherever their results are felt... In addition, it is equally important to consider how a digital divide might alter other resource distributions that inhere in social space. If the haves increasingly shop online while the have-nots shop in ‘real space,' the real-space distribution of goods, services, and employment patterns likely will change, and with it the real-space distribution of all of the activities that make up the commerce of daily life (Cohen, 2007).

Many aspects of digital technologies enhance lives. Other aspects of the digital economy may be troubling. The benefits of digital era technologies and their spillover effects are not evenly distributed, which has significant implications for development both among and within countries. For example, in the United States, even without the uneven geographic distribution of prominent digital economy activities, the digital era has unfolded in ways that may in some instances magnify existing inequalities.



Regulating digital transformation

The presence of scarcity in the midst of plenty highlights the importance of regulating digital transformation. Digital transformation has posed significant challenges for existing legal and regulatory frameworks and in turn has serious implications for a broad range of people, including users of such firms' products and services and workers. The adoption of new technologies often leads to debates about how laws and regulations should apply to such technologies. These are essentially questions about legal and regulatory mismatch that might come with introduction of new technologies and new uses of existing technologies. Thus, mobile phones, mobile phone apps, Uber, and varied other technologies and services have required reassessment and varying degrees of reform of legal and regulatory approaches that might have been put in place well-before the advent of such technologies. This reassessment involves a broad range of areas, including laws and regulations relating to working conditions, privacy and security of personal information, intellectual property, and taxes, among others.

Amazon exemplifies some of the transformations that have come with the digital economy. These transformations create opportunities for entrepreneurs to build powerful companies with significant market power and, in many instances, generate large fortunes. However, significant dislocations may come with such transformations, including dislocations that impact legal and regulatory frameworks, and disruptions that impact the lives of employees (Wilson, 2019).

Jeff Bezos's wealth was accumulated in a world of significant insecurity for many Amazon workers. In addition, in a world of increasing wealth inequality and changing societal, economic, and work conditions driven in part by technological innovation and broader digital economy trends (Wilson, 2019), the potential uncertainties of employment in the “gig” economy is increasingly an issue for a broad range of workers.

The term “gig” comes out of musical performance contexts in which musicians performed short engagements or “gigs” (Graves, 2018). The employment circumstances of these musicians was often precarious. Well-before the digital economy, many performing musicians experienced work circumstances that reflect core digital “gig” economy issues (Torpey and Hogan, 2016). These issues include questions about employment status, which is a significant issue for ride-hailing services such as Uber and Lyft. Uber faces varied regulatory challenges and has fought regulatory battles all over the world, including in London, where a court in late September 2020 permitted Uber to renew its ride-hailing license for an 18 month period.13 Six days after Uber received its license renewal, its competitor Ola was not permitted to renew its ride-hailing license based on public safety concerns (Shead, 2020). Uber's past regulatory breaches were key points at issue in the Uber London license case.14 Uber has also in the past had a toxic internal culture.15

Uber has had a culture of rule breaking that is not uncommon today. Yglesias notes that Uber “gained initial traction in the marketplace thanks to a pirate-ship mentality that viewed willingness to break rules as a core competitive advantage” (Yglesias, 2017). This approach to legal and regulatory compliance in contexts of new technologies may present profound challenges for lawmakers, regulators, workers, and customers.

Digital economy companies may be difficult to regulate. The activities of such companies may also contribute to scarcity of opportunity. In addition to their impact on wages and work conditions, core business activities of digital economy and other companies may exacerbate conditions of scarcity. A continuing global debate exists, for example, about the impact of Airbnb on housing scarcity (Cox and Haar, 2020; Li et al., 2021). The scale of Airbnb, together with other digital economy trends, including Wall Street and investment fund activity in the housing sector, and vacant homes held off market,16 may reinforce housing scarcity trends (Brumer-Smith, 2022). Vacant homes are also potentially a reflection of a widening wealth gap (Branson, 2020), which highlights how varied trends may in aggregate reinforce patterns that exacerbate scarcity.

Notably, however, regulators may lack understanding, lack technological capacity, have insufficient regulatory capacity, or not have effective ability to regulate activities rooted in digital era business practices and cultural assumptions (of both companies and consumers). In addition to a rule-breaking approaches, digital economy companies have effectively leveraged their networked connectivity to consumers to undertake campaigns in opposition to attempts to regulate them. The success of digital economy companies, many of whom are profitable or at least very well-funded, has enabled such companies to accumulate resources that can make them formidable opponents of attempts to regulate them.

Airbnb, for example, has launched a “guerilla war” against local governments that have attempted to require Airbnb hosts to collect taxes and when such governments attempt to enforce zoning laws that might limit the number of Airbnb listings (Nieuwland and van Melik, 2020):

In the past five months alone, the company has spent more than half a million dollars to overturn regulations in San Diego and has sued Boston, Miami, and Palm Beach County over local ordinances that require Airbnb to collect taxes or remove illegal listings. Elsewhere, Airbnb has fought city officials over regulations aimed at preventing homes from being transformed into de facto hotels and requests from tax authorities for more specific data about hosts and visits.... Airbnb is engaged in “a city-by-city, block-by-block guerrilla war” against local governments, says Ulrik Binzer, CEO of Host Compliance, which helps cities draft and enforce rules for short-term rentals, sometimes putting it at odds with hosting platforms. “They need to essentially fight every one of these battles like it is the most important battle they have” (Martineau, 2019).

Uber and Lyft united in opposition to a 2019 California law that would have required them to hire workers as employees, not independent contractors. Assembly Bill No. 5 (AB-5) expanded the California Supreme Court decision in Dynamex Operations West, Inc. v. Superior Court of Los Angeles.17 AB-5 added Section 2750.3 to the California Labor Code,18 creating a “presumption that a worker who performs services for a hirer is an employee for purposes of claims for wages and benefits arising under wage orders issued by the Industrial Welfare Commission.”19

In response to AB-5, Uber, Lyft, and DoorDash, later joined by Instacart and Postmates, sponsored a ballot measure (Proposition 22). Proposition 22, which classified app-based workers as independent contractors who generally would not be covered under California labor laws (Mollaneda, 2021), was approved by California voters on November 3, 2020, with a vote of 58.6% in favor of the ballot measure (Ballotpedia, 2022). Gig economy companies wrote, sponsored, and funded a pro-Proposition 22 campaign, spending some $200 million in support of their efforts, making Proposition 22 the most expensive ballot initiative in California history (Mollaneda, 2021). Drivers and the Service Employees International Union then filed suit in Alameda County Superior Court, arguing that Proposition 22 was unconstitutional.

In August 2021, Proposition 22 was ruled unconstitutional in part because Section 7451 “limits the power of a future legislature to define app-based drivers as workers subject to workers' compensation law.”20 Gig economy companies indicated that they would appeal this ruling (Zaimes and Kreeger, 2021). Given the importance of Proposition 22 for gig economy business models and the implications of Proposition 22 for gig economy workers, this legal case is likely to be fiercely fought. Gig economy companies are fighting battles about the employment status of gig economy workers in multiple locations. In June 2022, gig economy companies supported a ballot measure in Massachusetts similar to Proposition 22 that would guarantee a minimum wage for workers but limit workers' access to benefits given employees (Browning, 2022). In December 2021, the European Commission introduced a draft directive that would give people working through digital platforms minimum wage and other protections (European Commission, 2021; Satariano and Peltier, 2021; Boesen and Pedersen, 2022).

The employment status of workers at Uber, Lyft, and other digital economy firms reflects uncertainties about employment status in relation to issues of control and other determinants of employment status that are not unique to such companies (Dubal, 2017), but which present greater challenges today due to scale and other factors. In a world of rising inequality, the work status of “gig” economy workers or people working through digital platforms may be precarious and may exacerbate insecurity. Although some workers may enjoy the flexibility of the gig economy, others may be forced to work for gig economy firms because other opportunities may be scarce or not be readily available to them.



Policy approaches to digital economy transformation

Digital economy companies may disrupt more than markets. The scope of potential disruption may extend far beyond the areas within which such companies operate. Such companies have reflected and portend continuing changes in how we interact, work, play, live, and regulate. The activities of prominent digital economy technology companies are being increasingly scrutinized. Part of this scrutiny reflects renewed and likely sustained regulatory attention to such companies. In a post-COVID-19 world, this scrutiny must also take account of the broader societal impact of such companies, including in connection to available opportunities and questions related to inequality.

Digital economy inclusion will require assessment of varied policies, including in relation to regulation generally, taxation, and tools to facilitate digital era participation. The identification and development of metrics for measurement of digital era adversities should be a core aspect of targeted digital economy policies.

As a result of digital economy transformation, the economy today looks markedly different than it did even as recently as 20 years ago.21 Digital economy transformation requires innovative approaches to regulation in a complex arena of multiple and potentially overlapping areas. Regulation in digital economy contexts requires flexible and responsive regulatory approaches based on clearly understood objectives in varied contexts, including in accessing government services, in relation to workplace practices, and with respect to privacy and data security, to name three critical areas.

Regulation in the digital economy should be based on identifiable metrics with ongoing assessment of which policies meet such metrics and when existing metrics need reconsideration. Digital economy inclusion in the United States will also likely require attention to tax policy and varied infrastructures. Estimates suggest that the wealthiest in the United States and corporations pay lower tax rates than the average citizen (Leiserson and Yagan, 2021; Oxfam America, 2022).

Infrastructures that facilitate digital era participation are an additional area where policy interventions may be needed. In addition to infrastructures that enable networked connectivity, including Internet access, the digital era requires innovative approaches to education and training at all levels (Alenezi, 2021). For example, traditional approaches to K-12 education are “struggling to equip students with the skills in the most demand among the nation's leading businesses”22 (Brynjolfsson and McAfee, 2014, p. 208–209). A 2018 Report notes that “[m]any universities are developing specific digital strategies in reaction to the massive shift toward using new technology, yet lack the vision, capability or commitment to implement them effectively (see text footnote 22).” In addition to not sufficiently incorporating technology in higher education strategies, even before the pandemic, universities were not training students for digital economy participation: “[b]efore Covid, higher education was facing a crisis of employability as nearly half of all college students were graduating into underemployment. This crisis has been building for decades. While colleges have continued to do a reasonably good job of preparing students with the cognitive skills they need to become successful professionals... employers have changed” (Craig, 2021).

The COVID Great Digital Accelerator has highlighted significant gaps in adjusting to digital transformation. These gaps require flexible and focused policies as part of a broader regulatory and policy transformation to accompany digital economy changes that have already taken place as well as those yet to come. This regulatory and policy transformation must not only regulate digital transformation but must also itself make more effective use of digital technologies.
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Footnotes

1 The Real-Time Billionaire's List, Forbes. Available online at: https://www.forbes.com/real-time-billionaires/#36162e13d788.

2 “Technological change—improvement in the instructions for mixing together raw materials—lies at the heart of economic growth” (Romer, 1990).

3 Noting in Southern African context that certain technological innovation indicators have significant positive relationship with per capital economic growth in the long run (Anakpo and Oyenubi, 2022).

4 Qureshi and Woo (2022), p. 3; see also Brynjolfsson and Petropoulos (2021).

5 In addition to technological change, globalization, tax policies, reduced worker bargaining power, and racial and gender discrimination are factors in increased income inequality in the United States (Siripurapu, 2022).

6 AWS. Public Sector Digital Transformation. Available online at: https://aws.amazon.com/government-education/digital-transformation/?public-sector-resources-dt.sort-by=item.additionalFields.sortDate&public-sector-resources-dt.sort-order=desc (Giemzo et al., 2020).

7 What Amazon Does to Wages. The Economist (2018). Available online at: https://www.economist.com/united-states/2018/01/20/what-amazon-does-to-wages.

8 Kenney and von Burg (1999); see also Frischmann and Lemley (2007).

9 Joint Venture Silicon Valley, Institute for Regional Studies, 2020 Silicon Valley Index, at 20. Available online at: https://www.paloaltoonline.com/news/reports/1581544002.pdf.

10 Financial Health Network, U.S. Financial Health Pulse 2019 Trends Report. Available online at: https://s3.amazonaws.com/cfsi-innovation-files-2018/wp-content/uploads/2019/12/16161507/2019-Pulse-Report-FINAL_1205.pdf.

11 Although this article focuses on digital transformation in the United States, similar issues are relevant in many places. In Nigeria and other countries in Africa: “scarcity of opportunity is pervasive [and]... limits access for many to education, housing, electricity, clean water, healthcare, employment, economic possibilities, and other things.” (Arewa, 2021).

12 For example, many developing countries lack local capacity to participate in important aspects of digital economy transformation. During the COVID-19 pandemic, capacity to produce vaccines became a key concern and exacerbated patterns of vaccine exclusion in which developed countries have hoarded vaccines produced in such countries. O. Arewa, Covid-19 Colonial Hangovers, Exclusion & Public Health in Africa.” Draft on file with author.

13 In the Matter of an Appeal under the Private Hire Vehicles (London) Act 1998 between Uber London Limited (Appellant) and Transport for London (Respondent) and London Taxi Drivers' Association (Interested Party), In the Westminster Magistrate's Court, September 28, 2020. Available online at: https://www.judiciary.uk/wp-content/uploads/2020/09/Uber-v-TFL.pdf.

14 Can Uber Overcome Its Regulatory Obstacles? Wharton Podcast, (2019). Available online at: https://knowledge.wharton.upenn.edu/article/can-uber-overcome-regulatory-obstacles/.

15 Covington and Burling Recommendations. Available online at: https://drive.google.com/file/d/0B1s08BdVqCgrUVM4UHBpTGROLXM/view.

16 Wall Street's Housing Grab Continues. The Economist (2022). Available online at: https://www.economist.com/finance-and-economics/2022/05/25/wall-streets-housing-grab-continues (Putzier, 2022).

17 Dynamex Operations West, Inc. v. Superior Court, S222732, April 30, 2018. Available online at: https://cases.justia.com/california/supreme-court/2018-s222732.pdf?ts=1525107724.

18 As Amends the Law on November 18, 2019. Available online at: https://leginfo.legislature.ca.gov/faces/billCompareClient.xhtml?bill_id=201920200AB5&showamends=false.

19 AB-5 Legislative Counsel's Digest. Available online at: https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201920200AB5.

20 Hector Castellanos, et al. v. State of California, et al., Case Number S266551 (Alameda County Superior Court), at 11. Available online at: https://42z27se827b1zpvo6gok6z13-wpengine.netdna-ssl.com/wp-content/uploads/2021/08/Castellanos-order-082021.pdf.

21 Business Roundtable. “Stumbling on STEM: Why K-12 Education Must Align with the Digital Economy. Available online at: https://www.businessroundtable.org/stumbling-on-stem-why-k-12-education-must-align-with-the-digital-economy.

22 Pwc. The 2018 digital university: Staying relevant in the digital age. Available online at: https://www.pwc.co.uk/assets/pdf/the-2018-digital-university-staying-relevant-in-the-digital-age.pdf.
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The technology driven post-scarcity society is upon us. Ubiquitous technologies are eradicating scarcity in many industries. These macroscopic system trends are causing our economy to transition from relative scarcity to relative abundance. For many people in the world however, in both developed, developing, and underdeveloped countries, the notion of an Age of Abundance will sound utterly bizarre. There is a tension between abundance and equality. Good governance considers in what manner the state conducts public policy, manages public resources and promotes overall prosperity. This chapter connects good governance to the end of scarcity and integrates equality into abundance. The chapter critically examines the normative justifications of our scarcity based legal institutions, such as property and intellectual property (IP) systems, in light of 10 exponential, Fourth Industrial Revolution (4IR) technologies, and the post-scarcity economy. Starting point is that absolute and relative abundance are not utopian. Technology will erase scarcity in more and more economic areas in the foreseeable future, but not everywhere or for everybody. The chapter views relative scarcity and relative abundance as temporal socio-economic categories at two opposite sides of a continuum. The chapter unifies good governance with equality and abundance, by introducing a post-Rawlsian Equal Relative Abundance (ERA) principle of distributive justice. This includes defining a set of material and immaterial primary goods, warranting adequate, sufficient levels of relative abundance (which depend on technological evolution), and equitable results per region or group. Crucially, ERA integrates desert-based principles to the degree that some may deserve a higher level of material goods because of inequality in contributions, i.e., their hard work, talent, luck or entrepreneurial spirit, only to the extent that their unequal rewards do also function to improve the position of the least advantaged. A society governed by the ERA principle should in theory be able to solve the poverty trap on a global level. As lifting people from poverty in Europe is a different thing than achieving ERA in the US, applying equal relative abundance techniques in Asia and Africa each have their own specific challenges and dimensions.
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Truly I tell you,

whatever you did for one of the least of these brothers and sisters of mine,

you did for me.

Matthew 25:40, 45, NIV


One sentence synopsis

This chapter connects good governance to the end of scarcity and unifies equality with technology driven abundance, by introducing the Equal Relative Abundance (ERA) principle of distributive justice.



Executive summary

1. The technology driven post-scarcity society is upon us. Ubiquitous technologies are eradicating scarcity in many industries. These macroscopic system trends are causing our economy to transition from relative scarcity to relative abundance. A shift to abundance concerns system wide changes on a regional, national and global level, that—in addition to the economy—also affect our socio-political institutions and our environment.

For many people in the world however—in both developed, developing, and underdeveloped countries—the notion of an Age of Abundance will sound utterly bizarre and totally misplaced. There is a tension between abundance and equality.

2. Good governance considers in what manner the state conducts public policy, manages public resources and promotes overall prosperity. This chapter connects good governance to the end of scarcity and integrates equality into abundance. It provides suggestions on how resources and the means of production can be effectively managed in an affluent, “Cornucopian” society, with the aim of equitable outcomes for the masses instead of desirable results for select groups. The chapter critically examines the normative justifications of our scarcity based legal institutions, such as property and intellectual property (IP) systems, in light of 10 exponential, Fourth Industrial Revolution (4IR) technologies, and the post-scarcity economy.

3. Starting point is that absolute and relative abundance are not utopian. Technology will erase scarcity in more and more economic areas in the foreseeable future, but not everywhere or for everybody. This phenomenon is known as the poverty paradox. Considering that the social costs of inequality—such as a clear perception of social injustice, social exclusion, a decrease in productivity and health, and an increase in violence—are an important barrier to achieving widespread relative abundance conditions, the post-scarcity paradox must be resolved with priority.

This chapter views relative scarcity and relative abundance as temporal socio-economic categories at two opposite sides of a continuum.

4. In addition, technological progress is often at odds with the law, in particular property law, antitrust law and IP. So how should the law and our legal institutions look like in a post-scarcity society? The way in which we design our systems of property, fair competition and IP influences many aspects of how our society operates. The same applies to the architecture of our technology. As IP and ownership arrangements shape technology, technology shapes IP. As society shapes its legal institutions, legal institutions (and traditions) shape society.

5. To put present day social transformation in its proper historical context, the chapter explains—from a bird's eye view—orthodox economic theory based on scarcity, the different phases of capitalism, the stages of development of government systems and the importance of the separation of powers (EU) as prescribed by Montesquieu's trias politica, or a system of checks and balances (US).

6. To shape and clarify our thinking about the transition from scarcity to abundance, we investigate whether ideas and theories of great philosophers and economists including Marx, Kant, Hegel, Hume, Mill, Keynes, Demsetz, Schumpeter, and Rawls are applicable to the structure and organization of society during the Age of Abundance. All this requires an open-minded approach.

7. Principles of distributive justice offer moral guidance for the political frameworks and legal institutions that influence the distribution of benefits, risks, rights and responsibilities across members of society. These frameworks and systems directly impact people's lives. In finding answers to the challenges that lay ahead of us, the chapter considers distributive justice principles and methods associated with utilitarianism, egalitarianism, welfare-theory, consequentialism, equality of opportunity, luck, responsibility and desert.

8. The chapter unifies good governance with equality and abundance, by introducing a post-Rawlsian Equal Relative Abundance (ERA) principle of distributive justice. This includes defining a proper set of material and immaterial primary goods, warranting adequate, sufficient levels of relative abundance (which depend on technological evolution), and equitable results per region or group. ERA builds on the difference principle and combines it with desert-based critique, while incorporating post-scarcity values and ideals that would make sense in our new context of relative sustainable abundance conditions. Crucially, ERA integrates desert-based principles to the degree that some may deserve a higher level of material goods because of inequality in contributions, i.e., their hard work, talent, luck or entrepreneurial spirit, only to the extent that their unequal rewards do also function to improve the position of the least advantaged.

9. The chapter views the concept of society through a broad, interdisciplinary lens. While framing key aspects and goals of present-day societies and describing their shift to a state of pervasive relative abundance, we can draw historical timelines of progressing forms of society. Society as a concept can be studied and defined from various scientific disciplines, such as political science, sociology, cultural anthropology, and philosophy. The abundance society concept consolidates these notions, as much as scientifically sound.

10. During the transition to the Age of Abundance, more and more forms of global governance will be put into operation, conceptually separating the abundance society from territoriality and from the nation state. And so, the abundance society evolves into a cosmopolitan, technologically advanced global human civilization. As a large, networked sphere in which Earth's regions and nations, and people's socio-cultural identities are united. In that sense, the abundance society is a macro model of a world system.

11. A society governed by the ERA principle should in theory be able to solve the poverty trap on a global level. During the transition to the abundance society, ERA will have to be operationalized in a differentiated way. As lifting people from poverty in Europe is a different thing than achieving ERA in the US, applying equal relative abundance techniques in Asia and Africa each have their own specific challenges and dimensions. In addition to an overarching vision, this irrevocably requires customization and experimentation. Datadriven, multimethod discussions should inform the final design and regionally optimized implementations of ERA.

12. The chapter argues the need for reform and reimagining existing legal institutes based on the philosophy of canonical thinkers, as well as doctrines such as the tragedy of anticommons, and concepts such as the post-work society and a new social contract based on equal relative abundance.

13. It then offers an overview of 10 disruptive 4IR key technologies that are rapidly propelling and shaping the transformation to a post-scarcity model. These are artificial intelligence, big data, quantum technology, nanotechnology, biotechnology, 3D printing, nuclear fusion, DLT/blockchain, virtual and augmented reality, and hyper-accurate positioning.

14. After that, the chapter links these technologies to policies that will enable conversion from the legacy economy to widespread relative abundance. It gives examples of the strategic reforms needed right now, in the midst of the 4IR, as well as reforms necessary during the Age of Abundance, tailored to specific industries, economic sectors and technologies. The chapter connects the method of technology forecasting to forecasting abundance and offers lawmakers concrete policy recommendations and pathways to the next phase.

15. An Age of Abundance requires a government system tuned for abundance. When thinking about such a system, we need to reconcile social, economic, and political theory, in light of the function and purpose of the state. The chapter looks at contemporary principles of distributed justice for answers, including the notion of the market as a self-correcting mechanism in concert with the equalizing effect of central planning, and government adjustments, such as taxes and antitrust regulation.

16. The chapter posits that it is urgent to start experimenting with prototypes of systems that mix the best parts of acceptable, forward thinking socialist and ethical post-capitalist paradigms, built on participatory democracy. When searching for a post-scarcity synthesis of progressive, liberal democracy inspired capitalism and socialism that combines the best of both worlds, an important question remains who should (co-)control vital resources and the means of production. In the Age of Abundance, we are all developing countries.

17. Perhaps counter-intuitively, this chapter advises to draw inspiration from the good parts of the Chinese innovation system; provided these elements correspond with our Western way of life (freedoms) and our participatory democracy. We should combine these ingredients with implementing the ancient institution of German regional development banking, which is responsible for the continued strength of German Mittelstand industries. It avoids the limitations of traditional banking while promoting quality, productivity, stability and economic growth. Even though China is a systemic rival of the US, and their ideology is incompatible with democracy, we must still be open to learn from Chinese poverty reduction by creating a knowledge economy, developing green, decarbonizing technologies, long-term planning in combination with decentralized experimentation, and more efficient, productive state control. We should transplant the well-functioning parts from the Chinese approach that are compatible with the human rights and freedoms we cherish, into our own democratic, post-scarcity systems. What's more, we should learn from history and consider implementing measures inspired by the social New Deal programs of the 1930s that helped the United States recover from the Great Depression, such as the Works Progress Administration (WPA), enacted by President Franklin D. Roosevelt.

18. This chapter views historic, contemporary, and future property paradigms as stages in growth of social responsibility. When addressing access vs. excludability dilemma's in a relative abundance setting, policy makers should not be afraid to experiment with different modalities of property, Roman law inspired multilayered property arrangements, common-pool resources (hybrid public-private goods), eliminating artificial scarcity, strengthening the public domain, Public Property from the Machine (=replicator), declaring/categorizing primary resources such as data as merit goods, and regulatory sandboxes. More specifically, the chapter considers both ancient and modern forms of common, collective and private property and proposes a socially equitable bundle of property rights tailored to the Age of Abundance. An ownership arrangement that connects property to liberty (and reward), and decouples it from status and respect, in particular from negative social recognition. In practice, decoupling property from status will be a quantum leap.

19. The chapter advocates for awareness of the mental, ethical, social and cultural shifts essential for change. It discusses post-materialist values fitting the post-scarcity economy, such as altruism, solidarity, and truth. Much work needs to be done in this area. These redefined values and ideals are operationalized in the Equal Relative Abundance (ERA) principle of distributive justice. Critically, post-scarcity values have to be actively embedded in our technology. Companies and the state have a mutual responsibility for the design, architecture and infrastructure of 4IR technologies. Impact assessments have to be employed. As society shapes technology, technology shapes society.

20. Given the evolutionary factor that human nature keeps striving for more (wants) even when its needs are fulfilled, the road ahead will not always be easy. Political conservatism, the implications of the theory of path dependence, and market power of incumbents that have an interest in status quo will obstruct a smooth transition. Negative sum games must be solved, positive sum games pursued. In this light, the chapter lists 15 barriers and 15 enablers of abundance.

21. The central thread through this chapter is the role of technology as an engine of change. Naturally, technology is not the prime cause for all our difficulties, nor is technology our only salvation. Having explored normative parallels between managing exponential technologies and abundance, the chapter concludes that the reforms necessary to balance the socio-economic effects of 4IR technology now, fit the trend of a shift from scarcity to well-managed relative sustainable abundance for all, on the planetary level. The proposed reforms address the identified challenges concerning the equal distribution of burdens and benefits across members of society. Thus, when policy makers execute the suggested 4IR reforms using good governance practices -being enablers of abundance-, they automatically make society ready for the post-scarcity economy. Addressing the identified systemic challenges requires cooperation on a global level.

22. The chapter ends with the utopian realistic prediction that during the Age of widespread relative Abundance, having mastered the art of good governance and equality, people will be free to spend their time on understanding the art of living, and on what it means to be human.



Introduction

Over the past decades, exponential increases in productivity have resulted in dramatically lower manufacturing costs, while markets have spread well beyond national borders, resulting in larger economies of scale (Sadler, 2010, p. 46). Globalization, digitization and intensified competition made prices for a broad spectrum of products and services fall toward the marginal cost of production (Sadler, 2010). Ubiquitous technologies are eradicating scarcity in many industries. These macroscopic system trends are causing our economy to transition from relative scarcity to relative abundance.

Our market economy is not the only thing changed by the transition from scarcity to abundance. Conceptually, the economy is part of a larger system: society. In addition to the economy, this system consists of our socio-political institutions and our environment. In the words of Philip Sadler,

“there are three distinct but interdependent systems—environmental, sociopolitical and economic—which continually interact to create, on a global scale, an all-encompassing system resulting from the complex feedback loops existing between the three sub-systems.”

All 3 systems are under pressure due to the trends identified. Not just the economy, but society as a whole is undergoing a metamorphosis into the Age of Abundance. Hence, the technology driven post-scarcity society is upon us.

This chapter views the concept of society through a broad, interdisciplinary lens. On the one hand, it emphasizes the institutional, ordering aspects of society: the state and the state apparatus, as justifications for coercive power and political authority. On the other hand, it sees society as a community linked to a certain territory or geography, which share a common way of life, morality or purpose. It understands society as a complex system evolving from an individual level to a group level, as a collaborative framework designed to produce distinct outcomes such as wellbeing and prosperity, structured around a coordinated network of relationships between people and their environment, including their traditions and cultural identity. The essence of a society is the intrinsic desire/striving of people for survival, connection and social interaction. The concept of society has diverse appearances, configurations and dimensions.

While framing key aspects and goals of present-day societies and describing their shift to a state of pervasive relative abundance, we can draw historical timelines of progressing forms, or evolving types of society. After all, as 4IR technology is exponential, time is linear. In chronological order, these are Hunting-Gathering societies, Horticultural societies, Agrarian/Feudal societies, Industrial societies, Post-industrial societies, Information and Knowledge societies, and Abundance societies.

Society as a concept can be studied and defined from various scientific disciplines, such as (1) political science, as in the science concerned with the study of the establishment, conduct and effects of government policy; (2) sociologically, as in the study of the social behavior and social action of man in society; (3) anthropologically, as in the science concerned with the study of people and cultures in all their aspects; and (4) philosophically, as in the origin, meaning and essence of society.

The Abundance Society concept consolidates these notions, as much as scientifically sound. During the transition to the Age of Abundance,1 more and more forms of global governance will be put into operation, conceptually separating the abundance society from territoriality and from the nation state. And so, the abundance society evolves into a technologically advanced global human civilization.2 As a large, networked sphere in which Earth's regions and nations, and people's socio-cultural identities are united. In that sense, the Abundance Society is a macro model of a world system.3 This technology propelled post-scarcity model embeds economic, legal, ethical, socio-political and cultural anthropologic insights into an enduring cooperation of people having shared interests, common institutions, and collective minimum standards of living. In such a cosmopolitan abundance society there is ample room for divergent values (although post-materialistic values will become the [leitmotif] dominant theme, superseding social stratification) beliefs, identities, cultures and traditions, and opportunity for a plurality of worldviews (such as Eastern or Western) and beliefs, as long as these respect the overarching Equal Relative Abundance (ERA) paradigm, which will thus be the highest in rank.

Our starting point is that relative abundance is not utopian. Abundance is not a myth. Scarcity has a beginning and an end (Xenos, 1987). Technology will erase scarcity in more and more economic areas in the foreseeable future, but not everywhere or for everybody. Besides that, technological progress is often at odds with the law, in particular property law, antitrust law and IP. For many people in the world however—in both developed, developing, and underdeveloped countries—the notion of an Age of Abundance will sound utterly bizarre and totally misplaced. There is a tension between abundance and equality.

The transition to the post-scarcity economy, and at a higher level the abundance society, requires addressing a number of key points of interest, which we can categorize into the 3 parts of the all-encompassing system. For example, abundance is at odds with the functioning of the market and the conduct of financial institutions in a capitalist model, with social equality and poverty, and with sustainability and climate change. According to Lukas Peter, the 3 constituent systems are all in crisis. He speaks of “the existing political, economic, and ecological crises that humanity faces” (Peter, 2021). These problems demand reforms and system change. These reforms should prevent stagnation and decline, and incite progress. In this context, we can identify enablers and barriers that will facilitate and accelerate or, on the contrary, delay or prevent the transition to an Age of Abundance. Ultimately, our goal should be to mitigate inequality and achieve widespread abundance for all.

Anticipating these grand challenges, policymakers should acknowledge the tensions and modify and improve the functioning of our socio-economic, legal and political institutions, by employing clear goal-setting activities. To this end, good governance, according to democratic principles and high ethical standards, is key.

Parties with vested interests will vehemently oppose these changes and the associated reforms. Some will remain unaware of the changes. Others, who recognize the transition and aspire to steer it in the right direction, will come up with different solutions, depending on their beliefs and the information available to them. Good governance should manage all of this. The stakes are high. Managing the shift to the Age of Abundance could either lead to the end of our species, or to an Age of Enlightenment. And everything in between.

Good governance considers in what manner the state conducts public policy, manages public resources and promotes overall prosperity (de Graaf and van Asperen, 2018).4 This chapter connects good governance to the end of scarcity and links equality to abundance. It provides suggestions on how resources and the means of production can be effectively managed in an affluent, “Cornucopian” society (DeLong, 2000, p. 3), with the aim of equitable outcomes for the masses instead of desirable results for select groups. To this end, the chapter introduces the Equal Relative Abundance (ERA) Principle of Distributive Justice, which should guide/inform good governance decisions. Moreover, ERA can be the basis for (inspire) a new social contract between the state, individuals and companies in the Age of Abundance.

This chapter critically examines the normative justifications of our scarcity based legal institutions, such as property and intellectual property (IP) systems, in light of the Fourth Industrial Revolution (4IR)5 and the post-scarcity economy.

The chapter seeks to provide concrete solutions for the identified multidimensional challenges, focusing on the concept of scarcity in economics, law and sociology, entrepreneurial conduct, consumer behavior, cultural norms and post-material values, socialized property paradigms, regulatory frameworks, and forward-thinking policy interventions. In addition, it offers philosophical viewpoints on augmented socio-economic systems that make sense in post-scarcity conditions, such as democratic post-capitalism.

An Age of Abundance requires a government system tuned for abundance. When thinking through such a system, we need to reconcile social, economic and political theory, considering the function and purpose of the state. The chapter puts the emphasis on good governance in the sense of well-managed relative sustainable abundance, in concert with the individual responsibility and choices of the various stakeholders themselves, including citizens and companies, that together form society and each have a share in the way in which it is shaped.

The central thread through this chapter is the role of technology as an engine of change.



The concept of scarcity in economic theory

In economic theory, the concept of scarcity is understood as the difference between finite resources and infinite wants (Samuelson, 1980). Scarcity refers to the gap between limited commodities in the form of supplies and theoretically unlimited needs in the form of demands by the market, the state or the commons. Scarcity has an impact on the economic value consumers place on goods and services traded on the marketplace, as well as how governments and private businesses allocate resources.

Economic scarcity's causes can be categorized into three types: demand-induced, supply-induced, and structural (PRB, n.d.). Scarcity pertaining to resources that are limited in quantity can be relative or absolute (Raiklin and Uyar, 1996; Baumgärtner et al., 2006; Daoud, 2011, p. 41).

According to Daoud, relative and absolute scarcity

refer not only to different objects (physical vs. social), different states (post-scarcity), or different spatial positionings of resources (extrinsic vs. intrinsic), but actualsly to different kinds of scarcities (Daoud, 2011, p. 41).

Contemporary economics denies the possibility of abundance (Dugger and Peach, 2009). In other words, current economic theory only finds value in scarce commodities. That is problematic, given the fact that most first world countries find themselves in the midst of a change from a post-industrial economy to a post-scarcity economy. Put differently, the economics of how products and services are created and distributed change when scarcity is removed from the equation. This means that we have to design a different kind of economics: one that addresses relative abundance.

In the words of Dugger and Peach,

“The modern world needs an economics based on modern notions of widespread abundance and equality rather than concepts of scarcity and inequality.” (Dugger and Peach, 2009)

The same applies to society's social and cultural institutions, such as political, government, economy, legal, business, finance, education, healthcare and work systems. Our institutions were built on the basis of preindustrial scarcity economics and must now evolve into institutions based on abundance economics. Whereas, economics should be redefined, so do our institutions.



Relative scarcity and relative abundance

Scarcity is the antipode of abundance.6 As diagnosed above, it is important to keep in mind that scarcity and abundance are (in most cases) relative concepts. In economic terms, almost everything is scarce or abundant to a certain degree, such as physical goods and digital services. Examples of absolute scarcity and absolute abundance are in fact rare. Money and natural resources such as water, sunlight, air and even human intelligence and creativity: usually these are moderately scarce (Tebble, 2020). With time being the exception to the rule, as this is an absolute scarcity in the sense that it is limited by nature, but not in relation to demand.7 Supply of time is naturally limited and we can do nothing to increase supply. Another economic distinction we can make is that between finite and infinite goods. Or between scarce and unscarce goods.

Artificial scarcity, on the contrary, refers to the purposeful limitation of supplies, products, services and access to information despite the fact that the technology and production capacity, as well as the ability to share, exist to generate an abundance (Hai-Jew, 2020). The goal of creating artificial scarcity is typically to raise either prices or demand. Examples of artificially constructed scarcity are intellectual property (IP) such as copyright and patent, monopolies, technological protection measures such as paywalls (Sullivan, 2016), and NFT's (non-fungible tokens) (Artificial Scarcity - Wikipedia, n.d.).

In addition, we can interpret the concept of abundance as having (adequate or sufficient) levels of primary and secondary necessities at hand at zero-marginal cost: the necessities of life such as food, water, shelter, and healthcare, as well as education, recreation, self-expression, transportation, and personal security (Dugger and Peach, 2009).

Rafikov and Akhmetova advocate a wider lens, even disconnecting scarcity and abundance from its economic dimension, as the idea of traditional economics only leads to competition in the negative sense of the word: to confrontation and conflict, instead of kindness, empathy, cooperation and sharing. They argue that:

simplicity, spirituality and universal values are necessary to remedy the ills of overconsumption/overproduction, waste and inequality (Rafikov and Akhmetova, 2019).

This chapter views relative scarcity and relative abundance as temporal socio-economic categories at two opposite sides of a continuum. This means that a shift from scarcity to abundance can take place, when certain subjective and objective circumstances or criteria have been met pertaining to the evolution and emancipation of the social and political order, which should be sustainable, (and the environment), beyond the notion of basic material needs (Giddens, 1996). This evolution will be driven by a marriage of technological progress and human choices.

What is—subjectively—perceived as scarcity by one person, can be more than sufficient for another. What's more, we have to deal with the evolutionary factor that human nature keeps striving for more (wants) even when its needs are fulfilled (Keynes, 1963; Raiklin and Uyar, 1996; Baumgärtner et al., 2006; Daoud, 2011, p. 41).8 Our current economic system is perfectly suited for a constant push for growth: capitalism.9 In an objective sense, the presence of adequate or sufficient levels of relative abundance with regard to primary and secondary necessities of life is related to the degree of technological development and socio-cultural evolution10 of a particular society (Dugger and Peach, 2009, p. ix–x).11 Therefore, relative scarcity and relative abundance are related to human behavior and to the design of our socio-economic, legal and political institutions.

The constant pursuit of growth and progress does not seem problematic in itself, as long as it is keeping pace with technological and socio-cultural advancements.12 Put differently, the blind chase of growth based on materialistic values is problematic, the moment it causes disproportionate damage to the 3 analytical components of our all-compassing system (Sadler, 2010, p. 234).13

This makes clear the importance of conducing interdisciplinary research on the relationship between economy, society and environment, against the background of integrated concepts such as scarcity, abundance, and sufficiency (SAS) (Daoud, 2011, p. 1, 42).14 The precise character and nature of scarcity, abundance, and sufficiency is crucial, as is their interplay. Greed, conspicuous consumption (Theory of the Leisure Class: Veblen, Thorstein, 1857-1929: Free Download, Borrow, and Streaming: Internet Archive, n.d.)15 and winner takes all effects must be addressed, aiming for a more balanced distribution of the realized relative abundance—or sufficiency—over the world population.16 This involves a culture change, preferably within 1 or 2 generations. Relative abundance ought to be well-managed by government, market, and people in concert, with clear rules about their mutual relationship. It should be managed in a way that preserves the ecology of the earth and its surrounding universe.17 An institutionally balanced trias politica (Smismans, 2002) based democratic socio-political system should coordinate this, with the state divided into three organs that monitor each other's proper functioning.18

The goal for humanity should be to strive for equally distributed, relative sustainable abundance.



The end of scarcity

The end of scarcity has been described from many perspectives and schools of thought. The view that economic abundance is possible, and that it is a situation or condition that we as an economy and society want to move toward is widely shared (Dugger and Peach, 2009). Opinions differ on how to get there, and how it will look like. The diagnoses of challenges and solutions offered often run along the lines of ideological preferences.

This can be illustrated by a short selection of highlights from the history of abundance.

In 1798, Malthus warned of the link between abundance and overpopulation (An Essay on the Principle of Population, as it Affects the Future Improvement of Society. With Remarks on the Speculations of Mr. Godwin, M. Condorcet and Other Writers: [Malthus, T. R. (Thomas Robert), 1766-1834]: Free Download, Borrow, and Streaming: Internet Archive, n.d.). In this regard, Sadler sees overpopulation as part of the problem (Sadler, 2010), whereas Dugger and Peach consider population growth in combination with 0% unemployment or 100% labor force participation as a necessary solution to achieve optimal production levels wanted for the transition to a state of abundance, arguing that abundance itself may be a form of population control (Dugger and Peach, 2009).

Mill too foresaw the end of scarcity in 1848 (Mill, 1976, p. 260), his north star being the steady state: an ultimate goal characterized by a stationary equilibrium between population and capital (Boulding et al., 1978). To reach it, Mill assumed abundance enabling conditions such as long-term peace, law and order, and full employment connected to optimal levels of productivity (Xenos, 1987; Gallarotti, 2000). According to Heilbroner, Mill

“prophesied the transformation of capitalism, in an environment of abundance, into a balanced economy, in which the capitalist, both as the generator of change and as the main claimant on the surplus generated by change, would in fact undergo a painless euthanasia” (Heilbroner, 1970, p. 282; Chernomas, 1984)

In the same year, Marx, the father of socialism, rejected capitalism and its scarcity postulate. Still, Marx strongly believed that a technology driven economy of abundance was possible, under the condition of “democratizing” the means of production, and the equal distribution of wealth (Marx, 1988). In addition, Marx points to post-materialism. In the words of Stillman,

“since all needs be pursued, human beings reflect which needs satisfy; this cannot must to try to on reflection atomistic, leads, Hegel and Marx think, with the material and but to not concern with cultural and social needs and their satisfaction.” (Stillman, 1983)

Keynes was the first to suggest the possibility of a less than full-employment capitalist equilibrium (Dugger and Peach, 2009, p. 13). For him, technical progress and capital accumulation, will eventually lead to a state of abundance, making capitalism and its acquisitive pathological values and preoccupations redundant (Keynes, 1963, p. 329; Chernomas, 1984). In 1928, in a post-materialist manner, he points to the real values of life, and the art of life that should be pursued once the economic problem has been solved (Keynes, 1963, p. 373).

In 1942, conservative thinker Schumpeter predicted the end of poverty, driven by a market free from government intervention, entrepreneurship, sparked by temporal monopolies, and technology propelled innovation, while emphasizing the sociological and political factors in society (Schumpeter, 1950, p. 66; Dugger and Peach, 2009, p. 11). However, the shift to relative abundance implicates creative destruction on such a scale that will involve complete industries to disappear, once prosperous regions becoming deprived, as new elites shall emerge (Sadler, 2010, p. 3, 42, 43). Thus, according to Schumpeter, growth spurred by creative destruction results in more equality in the sense of better living standards for everyone, but it will not be absolute, nor equilibrious, as profusion will not be everywhere and for everybody at all times. Put differently, there will always be a few big winners in a Schumpeterian economy, while society benefits as a whole.

Based on empirical evidence, Inglehart argued in 1977 that industrialized countries are moving away from materialistic values necessary to satisfy basic survival needs, toward post-materialistic values emphasizing autonomy and self-expression (Inglehart, 1977; Giddens, 1996). The Inglehart-thesis can be measured by determining the spread of post-materialism in a certain region or population group, such as young, old, gender, religion or income-based. Post-materialism can have a detrimental effect on economic growth though, which is debatably needed to reach widespread conditions of post-scarcity (Kafka and Kostis, 2021). Hence, although there seems to be a tension (paradox) between post-materialism, economic growth and the transition to the post-scarcity economy, post-materialist values are widely believed to be a social indicator of the dawn of an Age of Abundance.

Although unfavorable toward the idea of universalizing abundance in a Marxist sense, and the chances of building a social order that would support it, Giddens (1990) formulated his own conception of the possibility of a post-scarcity society (Giddens, 1995). Within an era dubbed post-modernity, he can see the contours of a post-scarcity system, coordinated on a global level (Giddens, 1990, p. 165). Instead of a distinct form of social order, Giddens views the post-scarcity society as a series of trends, surrounding life politics, manufactured risks, a decline in productivism, and the impact and value of technological innovation (Giddens, 1995, p. 8). Such a society would involve significant alterations in modes of social life, and a global redistribution of wealth would be called for (Giddens, 1990, p. 166). Giddens connects post-scarcity to equality, inclusivity and post-materialism.

Published in 1999, Rawls liberalism inspired Theory of Justice links the concept of moderate scarcity to distributive justice (Rawls, 1999, p. 109, 110; Xenos, 1987). Rawls followed Hume in postulating that, although it would be possible to justify certain exclusive property rights in a Cornucopian society, these rights would be unnecessary (Hume, 1995, p. 145; Tebble, 2020, p. 5, 6). In contrast, a society under conditions of scarcity should find a legitimate authoritative basis for the apportionment of scarce goods, in the form of laws and liberal institutions (Xenos, 1987, p. 237, 239).

Frase sketches 4 possible post-capitalist futures along the axes of two logical opposites: resource abundance vs. scarcity and egalitarianism vs. hierarchy (Jacobin, n.d.). Illuminating these foundational elements of a particular social order, he explores 4 simplified portraits of utopian and dystopian scenario's (located at the extremes of the post-capitalist spectrum): communism, rentism, socialism and exterminism. Using libertarian logic, the author rejects intellectual property as being imposed artificial scarcity, which is irrational, dysfunctional and barbaric even, especially in the digital domain (Boldrin and Levine, 2008; Jacobin, n.d.; P2P Foundation, n.d.).

In 2014, Rifkin (also) predicts the end of the capitalist era and the awakening of a new global collaborative commons (Rifkin, 2014). Fierce competition sparks revolutionary technological innovations such as new energy paradigms and the Internet of Things, that boost productivity to the point where the marginal cost of production approach zero, making products and services in essence free, and abundant, free from market forces (Rifkin, 2014). These trends result in decentralized production movements based on the economics of abundance, such as open source software, and institutions such as property ownership becoming increasingly redundant (Rifkin, 2014; Goodreads, n.d.). The shift from market capitalism to collaborative commons in a decentralized society, the author believes, shall bring about a change in values from exclusive ownership centered, to a mentality of sharing.

As such, there appears to be broad consensus among pioneers of the post-scarcity paradigm that a mindset shift toward post-materialist values is required throughout the transition to relative abundance. And that during the Age of Abundance itself there will be more time and opportunity for self-fulfillment, creativity and spirituality, after the materialistic wants en needs have been satisfied.



Forecasting abundance

Anno 2022, certain goods are scarcer than others. The course from scarcity to abundance happens faster for digital and intangible goods and services such as books, music, film, information and knowledge, than for physical goods such as household goods, electronics, clothing, as well as services such as air travel (Sadler, 2010, p. 46). Besides this, the levels of relative scarcity and abundance are rather unevenly distributed over the world's population, resulting in rich and poor regions. As noted before, technology has eliminated, and will continue to undo scarcity in an increasing number of countries and economic fields, although not everywhere or for everyone. Naturally, developing countries are generally less technologically developed. The trend of unequally disseminated, technology driven relative abundance is one of the causes for a wealthier northern hemisphere, and a poverty-stricken, needier global south.19 This phenomenon of scarcity within abundance—be it on a local, regional or global level—is known as the post-scarcity paradox and is caused by the poverty trap/penalty.20

The 10 poorest countries in the world as of now are Madagascar, Chad, Liberia, Malawi, Mozambique, Democratic Republic of the Congo (DRC), Central African Republic, Somalia, South Sudan and Burundi (mostly former French colonies). To people living in these countries, the notion of the advent of an abundance society operating under the Equal Relative Abundance Principle of distributive justice must sound bizarre and utterly misplaced. Relative abundance seems far out of reach, even for sectors and industries in which it has been the most easily obtained by Western countries. These ideas will sound like a distant dream at best.

Some futurists hypothesize that the period of relative abundance is just behind us rather than society being in the midst of the transition phase to post-scarcity. According to them, we can expect another period of relative scarcity caused by rising population and resource depletion, before the world will ultimately experience an age of abundance (Aguilar-Millan et al., 2010).

Trends that seem to speak against the transition to relative abundance are the Russia-Ukraine war of 2022, the supply chain crisis of 2021 including the computer chips scarcity, inflation and rising prices, the energy crisis, a shortage of raw materials, scarcity or surplus of labor—or its sub-optimal distribution among the various professions. Are they natural fluctuations in demand and supply that follow an explainable pattern? Or is it coincidence? Are they trivial shortages and will we also have to take future scarcities into account during abundance, for example due to a pandemic, world war, volcanic eruption or comet impact? Time will tell whether these are transitional perils associated with the passage to a post-scarcity economy, counter-intuitive characteristics of the Age of Abundance, characteristics of the scarcity paradox, or barriers that delay the shift.

How will we know if we are really moving toward an Age of Abundance? Can we perhaps measure or predict it using quantitative methods? Relative abundance per sector or territory is not easy to measure using empirical methods, on which evidence-based policy could subsequently be developed. In the words of Boulding et al. (1978):

“on the one hand, scarcity and abundance of certain prime resources have exerted a profound shaping influence on the evolution of the American sociopolitical system; on the other hand, the nature, extent, and consequences of different amounts—of the supply of any set of resources on hand as it were—is also a matter of conflicting perceptions and judgments and not necessarily of objectively determined actuality.” (Boulding et al., 1978)

Forecasting abundance can seem like an impossible task due to the many variables involved, similar to forecasting the weather.

An interesting way to predict the degree of technology driven relative abundance, is technology forecasting. Given that we assume that the transition from relative scarcity to relative abundance is to a large extent technology driven, it makes sense to connect the technology forecasting method to forecasting abundance. Applying this method can give us more control over the timeline, the expected developments, and the necessary/obvious policy strategies.

According to Huang et al., tracing historical progression and forecasting future trends of technology evolution is essential for government science and technology planning, and formulating coherent enterprises R&D strategies and policies (Huang et al., 2017, p. 185). Instead of focusing on single factors, monitoring the patent landscape and the technology maturing process through applying systematic co-classification, co-word and main path analysis of patent citations via machine learning techniques, can help revealing the technical evolution process of a certain technical field, such as 3D printing, AI or quantum computing (Huang et al., 2017). This quantitative method allows us to detect previously unknown patterns, and discover significant clues about technology hotspots and development prospects (Moehrle and Caferoglu, 2019).21 Outlining technology evolution pathways are essential to track innovation progress, and can assist decision-makers in guiding technology development and formulating plausible, evidence based innovation policies (Moehrle and Caferoglu, 2019).

As stated by Zhang et al. (2019), conceptual and empirical investigation of technological convergence is the key to understanding indicators and drivers of technological emergence in its varied dimensions. The authors

“approach ‘technical emergence' from a broad perspective of science, technology, & innovation (ST&I)—e.g., advances in scientific development and in technical evolution, as well as in emergent commercial innovations. Understanding processes of technical emergence becomes essential for technological forecasting investigations at either macro or micro levels—e.g., technology roadmapping, technology delivery system modelling, approaches to identify drivers of technical emergence, and other perspectives such as empirical assessment to validate prior forecasts.” (Moehrle and Caferoglu, 2019)

With technological convergence, I mean the process—or phenomenon—by which originally independent operating information technologies are growing together or integrate to form new synergies (Papadakis and Lovitt, 1977).

Science:

Researchers should unite theoretical and quantitative disciplines of economy, law, political science, philosophy of science, ethics, psychology, biology, anthropology, and history, in order to devise responsible and sustainable scientific solutions for the problems identified above. These solutions should be debated in multidisciplinary, inclusive teams of scholars stepping outside of their research silo's, with the

“capacity and willingness to transcend the constraints of specialization.”22

We conduct these studies in a structured and categorized way, per part of the all-compassing system (sector or issue-specific), but also from a holistic, macroscopic post-scarcity helicopter view.

Policy:

What is needed on the policy front right now, is a combination of lateral thinking, evidence-based strategy making, and utopian realism. Translated to 2022, Giddens teaches us that—in order to survive modernity—we have to create policy models that balance utopian ideals with realism, which address the potentially existential threats to humanity posed by exponential technologies, with the end goal of a good society that is liberated from consumerism (Theory of the Leisure Class: Veblen, Thorstein, 1857-1929: Free Download, Borrow, and Streaming: Internet Archive, n.d.), inequality and servitude (Giddens, 1990).

Applying Heidegger's philosophy, we would add that it is vital for the survival of humanity to have a relationship with technology based on freedom and truth (Heidegger and Lovitt, 1977). Humans—including entrepreneurs, consumers, research institutions and the government—must urgently pursue and shape our relationship with technology in accordance with commonly shared democratic principles, based on mutual values of freedom and trust. We should actively build these principles and values into our technological systems and infrastructure as much as technically achievable, from the first line of code.



Technologies of abundance

Exponential innovation fuels the transition from relative scarcity to relative abundance. High-velocity (speed) innovation is driven by transformative, exponential technology. Exponential technologies enable abundance. Over the past decades, a number of disruptive, ground-breaking 4IR technologies have been rapidly propelling and shaping the transition to a post-scarcity model (Huvila, 2012, p. 35). These are artificial intelligence and big data, the family of quantum technologies, nano-technology, biotechnology, 3D printing, nuclear fusion, distributed ledger technology (DLT), virtual reality, and hyper-accurate positioning, including technological synergies and hybrids. Each have significant social and economic impact, and the potential to increase living standards (Sadler, 2010).

It is important to realize that these are all exponential technologies, in the sense that their evolution is not linear, incremental and materializing according to Darwinian patterns, but at an exponential rate.23 This means that their social impact, once diffused and absorbed, will become ever greater and more radical, causing the transition to widespread post-scarcity conditions to take place faster and faster.

An interesting feature of exponential technology is democratization. Technology permits more and more democratization of innovation (von Hippel, 2016). Democratization, not in the sense of expropriation but in the sense of, for example, facilitating machine learning and quantum computing power via the cloud, makes technology omnipresent. The combined use of pervasive digital technologies and web 2.0 services has layered, amplified network effects on progress and growth, and enables completely new business models driven by low productions costs and free pricing structures (Sadler, 2010, p. 29). Because of these parallel, synergistic multiplier effects, developmental progress, close to zero cost reductions, and societal change happen at an increasingly accelerated rate. With that, exponential technologies facilitate the shift toward a state of relative abundance in an increasing number of industries, economic sectors and even complete societies.

Naturally, technology is not the prime cause for all our difficulties, nor is technology our only salvation (Boulding et al., 1978).


Abundance enabling technology policies

But because their implications are so far-reaching, we have to look closely at the features and design of these technologies. As society shapes technology, technology shapes society. That is why our values must be proactively embedded—i.e., ex ante—in the design of our technology, before it is diffused into society. An example of ethically aligned design are the alignment techniques as applied in InstructGPT.24

In addition, life cycle auditing of agreed upon legal-ethical values is required. These values should fit within the society we have in mind, emphasizing solidarity, altruism, post-materialism, freedom, autonomy, democracy, and truth. The manner in which these values are operationalized will be contextual and dynamic, as society is in constant flux. Policy makers must introduce adequate laws and policies ensuring universal, core ideals, standards, values and institutions are integrated. By extension, the technologies' features should contribute positively to the shift to the Age of Abundance. Principles of good governance require this.

Below I list a catalog of 10 technologies of abundance. Besides giving a definition (1) and stating the reason why they are exponential (2) and thereby remove scarcity, I provide recommendations (3) that will enable the shift to an Abundance society in which our 4 identified main problems are sufficiently solved/addressed, and any transitional barriers will be removed. Hence, we think in terms of enabling abundance and removing roadblocks. The law and policy below suggestions should be viewed in conjunction with each other—mainly because of synergies, hybrids and technological convergence—and can be applied to adjacent fields as well. This applies in particular to universal, core horizontal rules, which can, e.g., be applied to both AI, nanotechnology and quantum technology. Vertical, sector specific rules will be more special, and different, in line with existing quality management systems (QMS) per industry (Kop, 2021a, p. 435).


Artificial intelligence

1. Artificial intelligence (AI) can be defined as either an entity, a system or a science (Emerj Artificial Intelligence Research, n.d.). AI can be described as an intelligent machine that can think and plan strategically. As an agent possessing cognitive functions and skills usually associated with humans, such as learning and reasoning (Kop, 2020a). Today's AI systems have various components, such as machine learning algorithms, recursive neural networks and the inference system. A neural network is an artificial, mechanical emulation of the connections between nerve cells existing in the human brain.

A powerful example of synergistic effects between technologies are living, organic robots that can procreate using a combination of molecular biology and artificial intelligence. These AI-generated xenobots have the ability to reproduce using kinetic reproduction.25

2. AI is the textbook example of an exponential technology that fosters relative abundance. Ubiquitous AI is expected to be more transformative than the societal impact of electrification (Sadler, 2010).

3. Building on the ancient Roman multi-layered property paradigm (Rahmatian, 2011), a new model of AI specific non-exclusive propertization can be imagined that burdens no one—at least no legal person—and benefits all. To this end, lawmakers should introduce the legal category of res publicae ex machina (public property from the machine), which results in AI inventions and creations that have no human input in the chain qualified as public domain subject matter, free to use as the air we breathe around us (Kop, 2020a, p. 326–328). In other words, non-IP or exclusive property can be vested in these AI generated creations and inventions. Res publicae ex machina can be compared to the output of the Star Trek replicator,26 and should be confirmed by a formal, government issued PD stamp until people are so accustomed to an AI's output not being converted into private property that this public domain notion will become part of our legal culture, including opinio iuris sive necessitatis.27 An enriched public domain increases relative abundance conditions.

Please note that the legal category of public property from the machine, or even declaring AI a public good, will be easier to justify in an abundance society. We will see in paragraph 7 that as relative abundance conditions become more widespread, there will come a moment that IP will lose its legitimacy and justifying IP as an instrument of artificial scarcity becomes harder.



Big data

1. Big data refers to the exponential amount, velocity and diversity of contemporary datasets. Data has become a primary resource for both humans and machines (Kop, 2021d).

Data science is a young, emerging interdisciplinary field that includes focus areas including mathematics, statistics, econometrics, artificial intelligence, blockchain, algorithms, business analysis, and pattern recognition. It integrates concepts from economics, business administration, law and ethics. Data science is thus dominated by views originating from the alpha, beta and gamma sciences.

2. In smart cities and the Internet of Things, the amount and complexity of AI input and output data is growing exponentially under the influence of data generating devices, the cloud and 5G network technology. The amount of data exchange is massive. In this segment, we focus on the machine learning training, testing and validation datasets, or AI input data. Thus, big data can be labeled an exponential technology that facilitates relative abundance.

3. Because AI needs big data to develop, it is important to remove barriers to access, sharing and use of this so-called AI “input” data. Practical solutions to achieve these goals, are concepts such as fair learning (Lemley and Casey, 2020), a novel right to process data based on a de lege ferenda quasi usufruct (a ius utendi (usus) et fruendi (fructus) without a ius abutendi (i.e., no pars dominium or proprietas), not for land, but for data) (Kop, 2021d), and data altruism in the form of data donorship (Kop, 2021d). This pertains to all taxonomies of data, such as government data, R&D data, personal data, commercial data, and mixed datasets (OECD, 2019).

The timing for these reforms is rights, since, at the moment, a clear legal basis for the primary and secondary use of input data for machine learning purposes is missing in the US (Kop, 2021d). This loophole leads to legal uncertainty and to costly lost opportunities from less powerful or less well-trained/developed AI systems, which are—if done right—important enablers of abundance.



Quantum technology

1. Quantum technology originates from applied principles of quantum mechanics (superposition, entanglement and tunneling), the theory of the very small (Peebles, 1992). Quantum mechanics attempts to explain the interaction between matter and energy and the building blocks of atoms at the subatomic level, beyond classical physics as described by Einstein's general relativity, the theory of the very large (Einstein, 1905). The family of quantum technologies has various application areas. We can distinguish quantum computing, quantum communication including the quantum internet, quantum sensing and metrology, quantum simulation, fundamental quantum science, and artificial intelligence.

2. Real-world quantum driven systems, products and services are expected to have far-reaching socio-economic impact (Kop, 2021f). Synergies of quantum computational paradigms and AI are believed to generate an intelligence explosion, and provide the world with a new perspective on science itself (Kop, 2021c). With that, the family of quantum technologies has all the features of an abundance enabling technology.

3. Introducing legal-ethical frameworks for quantum technology (Kop, 2021f), accompanied by best practices and codes of conduct in the form of quantum impact assessments will result in awareness of the ELSPI implications of this promising technology (Kop, 2021g). I recommend a risk based regulatory approach that focuses on avoiding apocalyptic scenarios per quantum application and per industry, such as cryptology, chemistry, energy, defense, and finance. In addition, our innovation architecture should be constructed, so that benefits will be distributed equitably and risks proportionally addressed, without stifling innovation (Kop and Brongersma, 2021).28 The latter for instance by introducing legal sandboxes that afford breathing room to develop and test experimental quantum technology, when certain safety requirements have been met.

Governance of the imminent quantum internet, which uses quantum physical phenomena and quantum network and communications technology, we build upon experience gained and lessons learned from managing the internet as we know it today, including addressing risks, sustainable commercialization and maximizing the social value of shared infrastructures (Greenstein, 2015).



Nanotechnology

1. One step up on the micro scale, nanotechnologies are also technologies of the very small. Nano-systems, devices and materials refer to the various methods, configurations and designs pertaining to the molecular level between 1 and 100 nm. This includes molecular manufacturing.

2. Nanotechnology is foundational for AI enabling hardware, due to the large-scale integration of semiconductor nano-transistors into computer chips, 3D integrated circuits, graphene computing, and the use of photonics in optical computing (Brongersma, 2021). Further, nanotechnology enables mass DNA sequencing at affordable costs, is able to manufacture extremely durable materials, and can enhance living conditions through the ethical use of health-wearables and body implants. At the nanoscale, quantum effects become unavoidable. With that, nanotechnology can be qualified as an abundance enabling technology.

3. Nanotechnology can be used for good and for bad. As AI and quantum, it is classic dual use technology. These features of nanotechnology demand for enforceable dual use legislation, which includes licensing schemes and export controls (European Commission, n.d.). In addition, environmental legislation should proactively deal with the impact that tiny nano particles have on our planet (Sadler, 2010, p. 80). These measures should ensure that the societal benefits of nanotechnology outweigh its harms.



Biotechnology

1. Biotechnology is the technological application of biological knowledge, and involves the use of living systems and organisms, animate and inanimate materials, to develop products and systems. The applications of biotechnology in science and engineering, and industries such as pharma (Medication) and agriculture (GMOs) are countless. From heritable genome and gene editing, through CRISPR CAS designer baby's, to synthetic cells and biological computers.

2. Biological computers, or biocomputers, arise from a fusion of AI, nanotechnology and biotechnology. They partly consist of naturally occurring components. These machines, techno-optimists believe, will be able to self-improve by rewriting their own DNA (Sadler, 2010, p.74). Similar to quantum computers, biocomputers do their calculations by means of parallel computing, and not on the basis of the classical binary, serial computer system. Calculations are performed synchronously, rather than asynchronously. Biocomputers use a nanoscale fabricated network which provides directions for many protein filaments (actins) traveling simultaneously (parallel computing) through it. Powered by tiny molecular motors (myosins) that convert chemical energy into mechanical energy. The myosin guides the actin accurately through the channels of the artificial nano-network. The solution in the network corresponds with the answer to the mathematical question posed via the biocomputer. These calculations have been shown to be correct. An important advantage is that existing algorithms—after being optimized—can be used on biocomputers.

Considering these facts, biotechnology including synthetic biology and synergies with other neighboring technical fields is an abundance enabling technology.

3. As patent law is technologically neutral in theory, but technology specific in application, anticommons concerns in biotechnology could demand patent reforms (Burk and Lemley, 2005).29 Specifically, these reforms should tackle wasteful underuse of patented biotechnology caused by fragmented exclusionary rights, after such innovation distorting underuse has been confirmed by replicated empirical research. In addition, bioethical principles should be incorporated in law, as law and ethics go hand in hand, and ethics alone can never be enough to regulate a specific technical field (Häyry, 2017).



3D printing

1. 3D printing is a general purpose technology for design and production, that can be characterized as a laser printer capable of creating virtually any three dimensional physical object based on digital design, from fibers, polymers and fabrics, to organic materials such as living cells (bioprinting) (Desai and Magliocca, 2014). A personal factory that affects various levels and environments of manufacturing: at home, startup, scientific and industrial (Desai and Magliocca, 2014).

2. 3D printing has many benefits, such as office-based rapid prototyping huang (Huang et al., 2017, p. 11). It may give rise to a revolution in production, inspire creativity, and provide solutions to environmental challenges (Huang et al., 2017). 3D printing effectively democratizes and decentralizes innovation (von Hippel, 2018). The combined use of 3D printing, robotics, synthetic biology, AI and nanotechnology, powered by nuclear fusion, could lead to the realization of a machine comparable to Star Trek's replicator (Lemley, 2015b; Beebe, 2019). The only thing needed then, would be raw materials as input. Star Trek's replicator has been widely associated with abundance (The Economics of Star Trek. The Proto-Post Scarcity Economy | by Rick Webb | Medium, n.d.; The New York Times, n.d.).

3. Antitrust and consumer friendly laws should facilitate the transition from the legacy economy to abundance conditions. Incumbent firms, such as the ones whose market share comes under pressure due to 3D Printing, might have incentives to delay or prevent this transition via political rent-seeking (Mehra, 2016). In addition to revitalizing antitrust regulation, copyright and patent law should foster progress instead of artificially constructed scarcity (Desai and Magliocca, 2014; Lemley, 2015a).30



Nuclear fusion

1. Nuclear fusion is the universe's choice for how it generates energy (Massachusetts Institute of Technology, n.d.). Fusion energy is the process that powers the sun. Instead of nuclear fission used by existing nuclear power plants, nuclear fusion produces energy by merging hydrogen atoms (Ball and Thompson, 2021). In contrast to nuclear fission, it is clean: no radioactive waste. Scientists are getting better and better in capturing and scaling this energy source using various methods, such as magnets and fusion plasma reactors.

2. A scalable star in a bottle is a major step toward a decarbonized society. Climate change is a major barrier to widespread abundance for all. According to contemporary science, decarbonization can mitigate the negative effects of climate change. In addition, once the energy transition has been completed, energy scarcity will be a less frequent cause of global conflict. With that, nuclear fusion can be characterized as an abundance enabling technology.

3. An effective instrument that would make companies that are causing damage to the environment is internalizing negative externalities for competing harmful technologies like oil, coal, via taxes (Lemley, 2005; Abbott, 2020). That public money should be spent on clean energy sources like nuclear fusion and green hydrogen (Dugger and Peach, 2009; Rifkin, 2014). Moreover, controlling the supply and production chain, from mining lithium and cobalt to manufacturing to consumption to recycling, is a matter of geopolitics, that requires changes on a global level. It is expected that after the energy transition to a decarbonized society has been completed in 2050, things will calm down geopolitically because there is no longer a need to fight over scarce things such as oil, lithium and cobalt.



DLT/Blockchain

1. Blockchain is a form of distributed ledger technology. Blockchain is a decentralized registry of transactions connected by a peer-to-peer network. This system is based on distributed ledger technology (DLT). We distinguish between public and closed blockchain networks. This ledger is essentially a distributed database, with general participant agreement about the additions made in chronological order. The Ethereum platform is a form of a horizontal, permissionless network where all users have the same rights.

Blockchain is the revolutionary technology known from trading cryptocurrencies such as Bitcoin, Ethereum, Litecoin and various altcoins. Blockchain technology is just as groundbreaking as the invention of TCP/IP protocols. Cryptocurrencies are virtual, digital coins that are traded online and allow consumers and businesses to pay for goods and services. Bitcoins can be mined—often in large computer/server farms. Virtual coins are kept in an online or offline wallet, such as Ledger or Trezor, which are safeplaces for cryptocurrencies. Each crypto coin has its own apps to manage, buy and sell them. Trading in cryptocurrencies is often done through Bitcoin Brokers and Trading Sites.

The latest form of DLT are non-fungible tokens (NFT's). NFT's associate IP assets with a cryptographic token enshrined in a digital ledger, and create artificial, constructed scarcity (Fairfield, 2022; Zahr, 2022).

But besides crypto and NFT's, DLT can do many more things. Blockchain and smart contracts are suitable for the registration of property rights in material and intangible objects such as land, jewelry, containers or musical works. As of recently, blockchain apps have been available in the construction world, domotoca (e.g., the self-conscious blockchain house with automated maintenance decision making) (Wearetheledger, n.d.), and are applied in the food industry, the shipping sector, the jewelry industry, as an escrow agreement, for cloud computing, as a bank guarantee, in public transport and in the agricultural sector. Moreover, the decentralized nature of blockchain is a real alternative to the traditional top-down structure of companies. DLT promises less hierarchy, and more equality.

2. Artificial intelligence and blockchain can complement and reinforce each other: synergies of AI and DLT have the potential to solve the AI blackbox problem, as blockchain can be useful in analyzing the output of artificial intelligence. Think of opening the AI Black Box and explaining decisions, predictions and inferences. Transparency is a privacy enhancing technique and results in security by design, fostering sustainable innovation and enhancing trust in 4IR technology by the general public. For these reasons, blockchain/DLT is a relative abundance enabling technology.

3. The energy demand of DLT, and in particular of cryptocurrencies, is problematic and unsustainable. The energy consumption we are witnessing in bitcoin farms is far from environmentally friendly. In addition, the rate of these currencies is highly volatile, and in stark contrast with the desired stablecoin. What's more, NFTs can turn out to be worthless. These DLT applications must be properly regulated so that their uptake does not harbor an unintended factual barrier to abundance. Against this backdrop, the Ethereum platform recently introduced a new approach to proof of stake that addresses the immense energy wastefulness of traditional, legacy cryptocurrency mining (Ethereum's Big Switch to Proof of Stake, Explained | MIT Technology Review, n.d.). This example shows that implementing technical measures sometimes works better than creating new regulations.



Virtual and augmented reality

1. Virtual Reality can be described as a computer simulation that can be sensed and experienced by humans. It is a computer-generated simulation of a human sensory-perceived environment, which is usually three-dimensional (3D), visual, auditory and tactile. The simulation can be attained with the help of VR glasses or bodysuits, which make VR domains audible, visible and tangible for people. One is taken into a completely new, immersive reality. We are seeing more and more successful implementations of Virtual Reality (VR), Augmented Reality (AR), together referred to as Extended Reality (XR).

The practical applications of extended reality are myriad. XR is being implemented in industries such as education, healthcare (MRI scanners), processing trauma, ambulatory care, marketing (virtual try before you buy) and hyper personalized advertising, defense, sports, transportation, retail, product development (testing prototypes and data presentation), manufacturing (Digital Twin Technology) and editing, telecommunications and, of course, entertainment (metaverse, holograms), are no longer science fiction, but science fact. Entertainment and leisure are a category that will be broader and broader during the transition to the Age of Abundance, and will involve the tourism sector, recreational activities and outings, holidays and travel, art and culture, music and video experience, cinema, film and documentaries. The open-source platform High Fidelity, and Facebook's Metaverse are examples of real-time social VR.

2. The sky is the limit when optimized AI game algorithms will tap into the processing power of neuromorphic chips, memrites, 3D integrated circuits, optical computing and nano-biological computing. Neuromorphic CPU architecture is already being traded on the market in the form of human brain-inspired processors such as IBM TrueNorth and Intel LOIHI. This makes XR an abundance enabling set of technologies.

3. Concerning risks and legal certainty, the following pertains: rules must be introduced for the metaverse, which provide clarity regarding legal personhood and agenthood of people and virtual entities participating in this virtual space. In addition, the legal status of virtual property should be defined both in terms and conditions and end-user license agreements (EULA), and in law, preferably harmonized worldwide. Inspiration and lessons learned could be drawn from managing virtual worlds such as Second Life. Further, ethical issues such as perverse data harvesting, depersonalization disorder and embodiment techniques caused by virtual reality should be proactively addressed by a combination of technological measures, ethical VR by design, self-regulatory soft law instruments such as best practices and codes of conduct, as well as hard law (Slater et al., 2020)

Concerning the benefits: future societies should be structured around welfare promoting insights that current societies achieved in areas such as physical and mental health, creativity, social interaction, ethical standards, environmentally friendly product development, safety, and justice. Virtual reality (VR) offers an exciting glimpse into this utopian realistic vision of the future.



Hyper-accurate positioning

1. Advanced position technologies such as the Chinese BeiDou BDS-3 global navigation system can provide significantly more accurate results than their US predecessor GPS, reaching millimeter level precision positioning (Hyper-Accurate Positioning is Rolling Out Worldwide | MIT Technology Review, n.d.).31

2. Hyper-accurate positioning technologies will progress autonomous driving, precision agriculture, geological hazard monitoring (Ren and Yang, 2021).32 With that, it is a relative abundance enabling technology.

3. Hyper-accurate positioning techniques raise concerns about privacy and dual use. These should be addressed by the law, building on existing GPS and geostationary orbit (GEO) satellites regulations, and experience gained with matters surrounding territoriality, forum shopping and anti-spy protection. Further, this technology presents environmental questions concerning space rubble, for which best practices, etiquette, and space debris regulations in the form of international treaties should urgently be brought into practice.


Technological synergies

1. Cognitive computing

An interesting application in which a number of the above technologies are working together, is cognitive, neuromorphic computing: an innovative form of chip architecture. Cognitive computing is brain inspired computing. In cognitive computing, the morphology of the human brain serves as a source of inspiration for processors that perform computer tasks at high speed. With this goal in mind, scientists created computer chips that consist of a conventional Von Neumann architecture (or Princeton architecture) part on the one hand, and a neuromorphic part on the other. Neuromorphic chip architecture resembles the functionality of human left and right brain hemispheres.

2. Neuromorphic Chips

The Von Neumann portion of neuromorphic chips is particularly suitable for tasks traditionally associated with our left hemisphere, such as logic, analytical thinking and language centers. Examples of implementations of neuromorphic computing are NeuroGrid from the Stanford University Brains in Silicon project, as well as the Blue Brain Project. Both projects use an interconnected, parallel supercomputing hardware architecture. Finally, hybrid computing combines serial bits, artificial neurons and qubits. New computing paradigms such as cognitive computing, analog computing, optical computing and biocomputing are important drivers/enablers of innovative AI and quantum-AI hybrid systems, and thus enablers of abundance.



Regarding privacy

The question arises whether the benefits of this technology outweigh the relativization, or sacrifice, of certain aspects of privacy. In a long term, big picture vision, the good sides of new technologies, such as AI, should not be disproportionally negated by overemphasizing the importance of fundamental rights or—for that matter—the precautionary principle. Privacy preserving techniques aside, it is important to take stock with short intervals, and continue to make a cost/benefit trade-off. This involves a delicate balancing act. Moreover, it is conceivable that generations of people growing up with an Internet of Things (IoT) data trail will increasingly rate privacy less highly, when compared to competing fundamental rights such as freedom, mental and physical autonomy, and equality. Opting out from privacy and data protection—including data altruism (actively donating data) —are becoming increasingly popular, as data driven technologies grow to be ever more omnipresent. How privacy is valued is dynamic, contextual and culturally sensitive, as is ethics. Moreover, technology and privacy can be regarded as 2 sides of the same coin [(2) Desai, 2015; Towards Common European Data Spaces - EU Digital Policy Interview // CSBXL20 – YouTube, n.d.].



Regulation

From a regulatory perspective, the following applies to all technologies: generally, legislators should introduce universal, horizontal rules, in combination with vertical, sector-specific regulations that fit into an existing QMS. I envision an agile, technology, industry and sector specific horizontal-vertical ELSPI framework, equipped with a modern layered enforcement mechanism, which can adapt dynamically to changing societal needs and technological breakthroughs. The pictured enforcement mechanism commonly consists of a mix of self-regulation, soft law instruments and compulsory law (Kop, 2021e).

For instance, for AI, a bipartisan US AI Bill could be imagined as follows: as a softer version of the EU paradigm that would work in the US, constructed around a product liability system based on the pyramid of criticality, together with ex ante FDA-like certification/market authorization for hi-risk systems, products and services in the form of a US Compliance marking comparable to the EU CE-Marking, together with life cycle auditing, impact assessments and legal sandboxes for SME's that remove barriers to innovate. With the goal of remaining competitive internally and globally by building in democratic values, which, perhaps counter-intuitively, turns out to be just a few percent more costly for companies, compared to skipping the values.

A USA Compliance marking for hi risk AI systems, products and services is something companies will understand and adopt. Once adopted, such a framework could be tailored to other technologies such as quantum. The US and the EU should set global standards and the rules of the road together.

Attributing legal designations to these overlapping technologies and synergies will be a challenge, e.g., in quantum-AI hybrids, or nano-scale classical computing below 10 nm, in which quantum mechanical effects such as tunneling and energy quantization become unavoidable (Kop, 2021f). In this light, lawmakers should not hesitate to experiment with demarcating legal fields such as the Law of Quantum, and legal definitions such as the material scope of a quantum patent, to prevent codified law from falling too far behind the daily practice of technological advancements, which are taking place at an exponential pace (Aboy et al., 2022).



Technology impact assessment

In parallel to these legislative efforts, our democratic and distributed justice principles and values should be baked into the design, architecture and architecture of our applied technology. Useful tools that can help achieve these goals and guide the process, are industry specific technology impact assessments, implemented by multidisciplinary teams. These audits can also assist in realizing legal; compliance and regulatory conformity of exponential technologies, and should be done and/or updated at regular intervals, e.g., on a yearly basis. The tools themselves should also be updated regularly, and mirror our abundance society values, which are dynamic, context specific and culturally dynamic. An important responsibility for both scientists and entrepreneurs lies in actually using these tools and creating support for it internally,

Crucially, technology impact assessment should be implemented during all stages of technological development, including not limited to invention, innovation, and diffusion.33 The innovation process itself can be conceptualized as having various phases as well, such as idea generation and discovery, conceptualization and prototyping, commercialization, implementation, and follow-on invention (Friesike et al., 2015).

In addition, government coordinated technology assessment should be pursued, in the sense of systematically examining the effects of technology on society that occurs when a technology is introduced, analyzing intended and unintended consequences (Coates, 1976, p. 372–383). To this end the US Office of Technology Assessment (OTA) should be restored.34 After being reinstated, the OTA could offer informed, non-partisan policy recommendations on topics such as retraining the workforce, improving ethics, maintaining safety, and reducing inequality.






Property, ownership and IP in the age of abundance

Don't be afraid; from now on you will fish for people.

Luke 5:1-11

The Bible quote in the heading of this section refers to an abundance of fish.35 The abundance was so overflowing, it almost sank the whole operation! Jesus claims no de facto, economic or legal ownership of the fish, no IP on his ways, as they are equally and bountifully distributed by his disciples under the populus. The Bible doesn't mention who owns the fish, nor IP on Jesus methods, trade secrets and know how. Are the fish public goods? Yes, essentially, Jesus made rival goods non-rival, at least temporarily (Adams and McCormick, 1987). Which might have caused a tragedy of the commons, and its wasteful overuse (Hardin, 1968; Rose, 1998). If Jesus fishing techniques were patentable, either IP would have expired, or he would surely have waived or pledged them into the licensed or public domain. His methods are probably still a trade secret. With Hume and Rawls, we could conclude that the Bible's authors did not believe these rights to be opportune, necessary, practical or justifiable, at least not on earth. But in a sense, it links abundance to equality and to good morality of sharing. Similarly, the Bible encourages people to focus on post-materialist virtues too, and on the art of living.

According to Fenell, property arrangements can be defined as socially rooted institutions that systematically organize and structure the conditions of resource access and usage (Fennell, 2013). This chapter views historic, contemporary and future property paradigms as stages in growth of social responsibility (Cf. Marx, 1972; Waldron, 2020).

In the above we concluded that our relative scarcity-based institutions should transform into technology driven relative abundance-based institutions. This metamorphosis directly affects economic and philosophical institutional justifications, as well as the practical design of legal concepts such as property and intellectual property and competition law. In parallel, technological progress is often at odds with the law, in particular property law, antitrust law and IP (Kop, 2020a, p. 328).

Addressing these challenges, it would be useful to have a broadened range of viable ownership governance structures in our toolbox, in the form of new modalities of property. It's all about legal and economic modeling of the ownership spectrum in the post-scarcity economy and the abundance society. In addition, we should critically examine the scope of artificially constructed scarcity through IP, and steer toward enrichment of the public domain.

This is not a matter of all or nothing: it requires a differentiated, refined approach. For example, completely abandoning IP rights in an online and offline setting is not recommended, as in that case the distributive justice benefits the less privileged groups of our world would disappear (Hughes and Merges, 2017). With that, copyright might have an equalizing effect on poverty. As Hughes and Merges showed:

Copyright is, and can be, an important tool to promote a just distribution of income and wealth in society (Hughes and Merges, 2017).

In addition, patents are an important recourse allocation mechanism in the health sector, where expensive clinical trials necessary during the stages of drug R&D would simply not be viable without the prospect of a return on investment. In this case too, society seems better off with IP.

But in a relative abundance setting it is quite possible that the above cases simply no longer exist.

Lessig too offers us a differentiated approach to IP in the information society, and considers a hybrid system that contains spaces free of IP, prompted by the nature of the internet (Lessig, 2004). For him, as well as for Boyle and Jenkins, the main theme is the reinforcement of the public domain, and the prevention of expanding IP rights and overprotection, for instance via compulsory licensing schemes, creative commons and open source software (Lessig, 2004; Boyle and Jenkins, 2018).

In the following, we carefully suggest perspectives, mindsets and ways of thinking on the content and design of modern property arrangements, which should possess a number of properties, or characteristics, that fit the post-scarcity economy. Individual and group access, underuse and overuse are important here. This applies to all types of resources, as well as to the 10 exponential technologies (their input, output and the tech itself, in the form of systems, products and services), precisely because these technologies are a driving force behind the transition to the abundance society. It is important that everyone thinks along about the direction we need to go.

Scholars should consider both ancient and modern forms of common, collective and private property and propose a socially equitable bundle of property rights tailored to the age of abundance. An ownership arrangement that connects property to liberty (and reward), and that decouples it from status and respect.

These modalities, these institutions must then be properly managed in a well-equipped governance system, which preserves the good things of capitalism and the market and combines them with the strengths of collective management. More about this in Section Equal relative abundance.

Policy makers should not be afraid to experiment with, common-pool resources (hybrid public-private goods), regulatory sandboxes, and declaring/categorizing primary resources such as data, as merit goods. Data in particular should not be monopolized, but distributed equally, and we should think about it not in terms of de facto economic or legal ownership, but in terms of access, rights and freedom to use.36

Back to property. Let me continue with the philosophical justifications for property,

According to Hobbes, and contrary to Lockean natural rights theory, property must be understood as the creation of the sovereign state (Cf. Marx, 1972; Hobbes, 1983). The normative political philosophies of both Rousseau and Kant prescribe that property has to be based on consent in the form of an agreement, or an hypothetical social contract, of everyone who will be impacted by decisions regarding how to utilize and govern a particular set of resources (Rousseau, 1968; Kant, 1991). On the one hand, this makes property a matter of social concern (Waldron, 2020, p. 15). On the other, it means that our social and institutional arrangements can be legitimized by democracy (Peter, 2021, p. 280).

In addition to these justifications, it is important to maintain awareness of the societal impact that a system of property entails. Against this backdrop, Waldron asks the following questions:

“What overall model of community is generated by a given system of property rights and by the way they circulate in society?? What kinds of inter-personal relations does a given system of property foster? What ethos of economic interaction does it give rise to: an obsession with efficiency, an ethic of competitiveness, or a shared concern for those who are less well-off?”

During the transition to the relative abundance society, these questions are especially relevant. As society shapes its institutions, our institutions shape society.

Moreover, according to Mill and Hume, property laws have never yet fully obeyed the principles on which the justification of private property—be it a social contract, one's labor, human personality, natural freedom, social responsibility, scarcity itself, or practices necessary to safeguard peaceful and secure possession of goods—leans (Mill, 1976, p. 14, 15; Hume, 1978; Rawls, 1999). But still, the systems cannot exist without their underlying principles, as these operationalize our values.

In light of the obvious unequal distribution of property across members of our society, it is up to us to create better alternatives to the existing systems.

Let us continue with a short overview of the types of goods that live in the property spectrum.

Ownership is usually organized into 3 types of property: state, commons and private (Heller, 2013). In addition, can we distinguish different categories of goods, such as: public and private goods, tangible and intangible goods, quasi-public goods, merit goods, club goods, and common pool-resources. Establishing this taxonomy of goods generally involves de concepts of rivalry, excludability and scarcity. For instance, information is often non-rivalrous in access and consumption and non-excludable in access and consumption, but not always.37 The classes of goods can be placed in a continuum of overlapping properties, where their characteristics are a matter of degree (Adams and McCormick, 1987, p. 192). Building on the trilogy of ownership, Heller makes a classification of 5 types of property: Open Access, Group Access, Private Property, Group Exclusion en Full Exclusion. Together, the author contends, these types reveal the full spectrum of property (Heller, 2013, p. 18, 19).

According to Heller,

“Private property can no longer be seen as the end point of ownership. Privatisation can go too far, to the point where it destroys rather than creates wealth.”

In this property spectrum, Hardin's notion of the tragedy of the commons (wasteful overuse of a common resource), and Heller's tragedy of the anticommons (wasteful underuse of a scarce resource), play a foundational role (Hardin, 1968; Heller, 2013, p. 6).38 Ostrom's common-pool resources can end, or prevent a tragedy of the commons, provided that not everybody acts for themselves:

A common-pool resource is a hybrid between a public and private good in that is shared (non-rivalrous) but also scarce, having a finite supply [Common-Pool Resource Definition, n.d.; (1) Sustainable Earth: Nobel Laureate, Elinor Ostrom, on How Can We Manage Common-Pool Resources – YouTube, n.d.].

According to Demsetz, property's main benefit to society as an institution is that it prevents overuse in a commons. Thus, exclusive ownership rights can prevent a theoretical tragedy of the commons in certain groups of resources. These types of goods should be paid close attention to by our good governors. According to Heller, we tend overlook cooperative solutions to overuse dilemmas (Heller, 2013, p. 11).

The notion of the tragedy of the anticommons makes visible the dilemma of too fragmented ownership beyond private property (Heller, 2013, p. 17). Too many owners can block each other from making any, or efficient use of a certain resource or good.39 While managing natural resources, our aim should be to find the sweet spot for property rights, between commons and anticommons (Heller, 2013).40 Access and exclusion dilemma's should be addressed by the state, by introducing legally structured group property forms that fit into the desired post-scarcity economy ownership spectrum, and hybrid rights that regulate access but put controls in place, resembling fishing quota (Heller, 2013).

We should investigate the usefulness of creating hybrid property regimes that allow people to bundle their ownership, and that allow the state, in certain cases, to expropriate fragmented rights (~eminent domain) to encourage access and cooperation. And yet be mindful of the many social and economic benefits that, according to Rose, ownership multiplicity and group access can have, pertaining to certain tangible and intangible goods (Rose, 2013). Empirical research should be done to elucidate anticommons effects per type of resource, per industry, and its effects on innovation. Thinking in terms of access and exclusion, freedom and rights, underuse and overuse, can help clarifying the options.

Now let us have a look at traditional IP justifications.

In general, philosophical perspectives that can justify property rights, intellectual property protection and antitrust rules, besides distributive justice, are the natural rights perspective, the personhood perspective, and the utilitarian, economic incentive perspective, which includes ensuring integrity of the marketplace (Menell, 2020).

There is a caveat though, in that property justifications do not always work well for intellectual property. This is due to the differences pertaining to possession of tangible goods, and the unphysicality of information and intangible ideas. For example, physical objects are more excludable, perceptible and rivalrous than ideas and emotions. This makes that the conventional economic justification for tangible property does not correspond well with intellectual property. IP is not a simple variation on the classic theme of property (Gervais, 2005).41 This is not surprising, given the historic fact that intellectual property as an institution did not exist when the canonical thinkers developed their justificatory theories for property.42

How would the doctrines that can justify intellectual property rights work for IP protection of exponential technologies? William Fisher canvassed 4 normative sources of intellectual property, which can be used to justify granting copyright protection from an economic, cultural and philosophical perspective (Fisher, 2001; IPTheories.map, n.d.; William Fisher, CopyrightX: Lecture 1.1, The Foundations of Copyright Law: Introduction – YouTube, n.d.). These are Welfare (including ensuring integrity of the marketplace), Fairness, Culture and Social Planning Theory. These normative sources do not apply easily to 4IR output, with humans increasingly out of the loop in the various upstream and downstream stages of the creative and inventive process, such as in Machine Made Creations and Inventions. Neither as a rationale for protection for the benefit of the AI Machine itself, nor the benefit of the AI Machine's programmer or the AI Machine's owner (Hughes, 1988; Fisher, 2001; IPTheories.map, n.d.; William Fisher, CopyrightX: Lecture 1.1, The Foundations of Copyright Law: Introduction – YouTube, n.d.). The same applies to automated quantum/AI hybrids outputs, and to any technological synergy as discussed in par 6 above, for that matter. Moreover, IP protection of the inputs and the systems themselves each can be questioned, making each of the justifications mentioned here problematic.

Let us now briefly zoom in on the economic incentives. In the utilitarian/welfare perspective, the public good problem needs to be solved. In this view, a public good like information that is non-rivalrous and non-excludable, will face underproduction without the IP incentive-reward mechanism. Meanwhile, competition lowers prices toward its marginal cost of production. Thus, government intervention is required to ensure adequate production that benefits society (Hughes, 1988, p. 18, 19). Limiting diffusion of knowledge via temporal IP monopolies that hinder cumulative, follow-on innovation, comes at a social cost though, especially in case of first-generation innovation. Heller writes this about IP and monopoly profits by exploiting intangible property in the information economy:

To balance the values of innovation, disclosure, and competition, the US Congress keeps shifting the bundle of rights that a patent confers (Heller, 2013, p. 23).

Moreover, first mover advantages and contracts could provide a sufficient return on investment while preventing imitation, making IP rights obsolete. With the market serving as the main engine of growth (Heller, 2013, p. 24). In an exponential innovation scenario, these points plus anticommons concerns could be economic arguments to at least shorten IP protection durations for the technologies described above. Risk assessment strategies could result in keeping technological breakthrough completely out of the IP realm (Brongersma, 2021, p. 17). Optimal IP durations can be measured by applying the Nordhaus model (Nordhaus, 1969, p. 3–7). The market, as a decentralized engine of progress is not always the best institutional choice to address the public goods problem (Menell, 2020). Hemel and Ouellette found that alternative incentive-reward mechanisms for allocating resources to inventions such as funding, grants, competitions and taxes, are better able to align economic incentives with social benefits, notably in healthcare (Hemel and Ouellette, 2019; Unboxing the Innovation Policy Toolkit with Professor Lisa Ouellette – YouTube, n.d.). In other words, the market is not always superior to central government planning.

Now let us discuss the limits of these justifications under post-scarcity conditions.

Canonical thinkers such as Hume and Rawls have suggested that property relations only make sense under conditions of scarcity (Waldron, 2020, p. 1; Hume, 1978). For Rawls, scarcity serves as a justification for liberal institutions like property and the market (Xenos, 1987, p. 239). Absent scarcity these justifications disappear, are less easy to uphold. But that's not the whole story, as discussions on how a resource should be used could be held, whether that particular good is scarce or not (Waldron, 2020, p. 1).

In general, the arguments of contemporary commentators criticizing the need for IP, such as Boldrin and Levine (2008), are stronger in a post-scarcity environment, than in a traditional economy.


Intellectual property

The more relative abundance is present in a certain sector, the less IP overprotection can be justified. In addition, there is no tragedy of the commons in IP, but there can be a tragedy of the anticommons (Burk and Lemley, 2005, p. 1676). In the Digital Age, it not difficult to theorize about how an integrated mixture of IP forms causes IP overlap, IP thickets and with that a state of overprotection. In the case of holistic IP portfolio's, it is particularly important to have an integrated strategic understanding of the various IP branches, plus their fair competition and cybersecurity dimensions, instead of simply considering IP rights along doctrinal lines (Menell, 2020, p. 30). Even if empirical research result in evidence based findings pertaining to patents providing just the right incentives, all things concerned, it could still be that patents rights interplay with trade secrets and trademarks swing the pendulum to a state of overprotection, for a certain type of technology (Kop et al., 2022, p. 15, 16). Empirical research methods should take consolidated IP portfolio strategies into account, and study layered, simultaneous approaches to IP protection alongside “per IP right approaches”, especially in the case of complex AI and quantum infused machines.



Property

As pertains to IP, the more relative abundance is present in a society, the less absolute, exclusive property arrangements can be justified, or are considered necessary from a practical viewpoint. This means more public domain, more common, public goods, and less enclosed, privately owned property. To make such as metamorphosis—which may seem quite radical at the moment—possible and politically, legally and socially feasible, we can learn from the Roman property paradigm. This is more layered, and (in theory) offers more sophisticated, tailored, sui generis solutions to the challenges ahead of us, especially in terms of access, excludability, commons, and public domain. A promising, understandable model that democratizes standalone AI output by a straightforward government issued public domain stamp, is res publicae ex machina (public property from the machine) (Kop, 2020a, p. 326–328).43

From a socio-economic, cultural perspective, we need a multilayered ownership arrangement that is capable of connecting property to liberty (and reward), while decoupling it from status and respect.



Antitrust

From a business perspective ERA touches upon antitrust laws and winner take all effects, and the Schumpeterian view that temporal monopolies are necessary to ensure optimum levels of innovation. When searching for an innovation optimum, equality of opportunity, and more people able to participate in the innovation process, will probably compensate for winner takes all restrictions. I think that the winners would be allowed to have quasi monopolies, but should be forced by ERA regulations and morally compelled on the basis of post-scarcity values to give back to society (we should measure the effects on innovation, if possible). Moreover, Schumpeterian views will probably not work in post-scarcity economics. An ERA society needs revised fair competition laws, as these are based on legacy capitalism, antiquated economics, and outdated socio-economic values. Keeping the good things that work well of course!



Solutions

Various solutions to the identified challenges pertaining to outdated (justifications for) property and IP arrangements have been suggested in literature.44

According (Heller, 2013, p. 23) to Lukas Peter, a commons theory of property:

“would enable us to develop an understanding of property rights that is not based on exclusion, dominion and scarcity, but rather on access, democratic guardianship and relative, convivial abundance.” (Peter, 2021, p. 143)

Building upon the work of Locke, Rawls and Ostrom, the author recommends shifting our focus from productive capital and self-ownership to democratic guardianship of material resources held in common, while increasing individual freedom (Peter, 2021).

According to Julie Cohen, in an informational economy, many kinds of resources might be managed as commons, which could ultimately lead to commons evolving into a property institution (Cohen, 2020).

“the evolution of informational capitalism calls forth new propertization strategies and channels those strategies in particular (often very different) ways.” (Cohen, 2020, p. 16)

According to the author,

“The study of information property… demands a hybrid methodological approach that includes institutionalist, materialist, sociological and political economic lenses.” (Cohen, 2020)

In the words of Benkler and Nissenbaum,

“socio-technical systems of commons-based peer production offer not only a remarkable medium of production for various kinds of information goods but serve as a context for positive character formation.” (Benkler and Nissenbaum, 2006)

Von Hippel postulates a free innovation paradigm, in which innovation commons such as free data and information together with open-source software and hardware strategies spur social welfare gains for all (von Hippel, 2016, p. 1; Potts et al., 2021). Unlike producer innovation, free innovation (by users and consumers) does not require intellectual property rights to function. Innovation commons are open innovation architectures without the need for IP. Free innovation theory is not about money but about human flourishing (von Hippel, 2016, p. 1).

Other commentators explore ideas for an inclusive, democratized knowledge economy, focusing on:

“Transforming and disaggregating property rights so that different stakeholders—private or public investors, workers, local governments, and local communities—can make partial claims on the same productive resources.” (Unger et al., 2019, p. 4, 5)

In a similar progressive vein, in an attempt to address the overlapping economic, social, and ecological crises humanity faces, the Democracy Collaborative advocates principles of democratic public control and ownership over IP and R&D, including:

Moving towards a public knowledge commons approach to IP rooted in the principles of public ownership and equitable access; and

“Challenging corporations and monopoly power by linking public ownership and control of IP and R&D with efforts to increase competition in various economic sectors and diversify the ownership structure of enterprises and services (including cooperatives, publicly owned enterprises, and sustainable local and regionally based companies)” (Hanna et al., 2020).

In conclusion, societies institutions have to change from incremental and fine-tuned, to radical and abolished. Otherwise, they will lose both social function and public support. But before we can give precise content to that, we must revisit the foundational principles underlying our institutions, in which our liberal democratic values are embedded. Are these principles ageless and abundance-proof no matter the context, or should both our principles and values change or be clarified, adapting to the times? Can we find answers in updated principles of distributive justice that build upon Rawls's thinking? We address this exciting question in the next section.




Distributive justice

Principles of distributive justice can offer moral guidance for the political and institutional processes and frameworks that influence the distribution of burdens, gains, responsibilities and risks across society. These normative principles are associated with good governance in the sense that they can provide governments with both philosophical and economic justifications, and practical socio-economic arguments for legal, institutional and policy reforms.

According to Lamont and Favor,

The economic, political, and social frameworks that each society has—its laws, institutions, policies, etc.—result in different distributions of benefits and burdens across members of the society (Lamont and Favor, 2017).

Likewise,

Every society has a unique mutual relationship of sources of law, such as the constitution, general laws, treaties, case law, customary law and general principles of law. The hierarchy of legal norms, standards and their interpretation and enforcement determines whether a particular legal concept or rule of law leads to the desired outcome (Kop, 2020b, p. 16).

Consequently, the same distributive justice standard could be qualified as equitable and fair in a specific institutional context, or social order, and less reasonable in another context (Pieters and Demarsin, 2019). In addition, the internal separation of legislative, executive, and judiciary powers as commanded by Montesquieu's trias politica (Montesquieu, 1748) results in equivalent distributive justice principles having a different impact in different countries (Kop, 2020b, p. 16). This means that distributive justice principles could lead to different outcomes Europe and the United States, as opposed to China or Africa.


Scope and role of distributive justice principles

Distributive justice concerns the socially equitable allocation of public and private resources, with a focus on the outcome and consequences of that distribution. Distributive justice principles have many aspects, and vary along different dimensions. Equal, proportional and fair distribution with regard to primary and secondary resources and necessities of life to members of society, such as income, tax, health, opportunities, and education, can be measured on a regional, national or global level, and across generations. As the distribution of these parameters is in constant flux, governments face continuous choices about how the distribution should be organized, which individuals or groups should be the recipients, and on what basis the distribution should be made, to ensure desirable and efficient outcomes (Lamont and Favor, 2017, p. 1).

Translating philosophical principles into concrete policy recommendations is an ongoing effort and involves complex methodological questions, including managing social expectations (Lamont and Favor, 2017). Technological breakthroughs, societal demand, gained insights or improved measurement techniques may give rise to updating and redefining the principles themselves, and reassessment of their practicality in their various dimensions.



Families of distributive justice principles

Various types, or families of distributive justice principles have been developed over the past centuries. Often, these schools of thought run along ideological lines. Categories that may be relevant to the topic of this chapter, are, functional economic utility, or utilitarian/consequentialist-based Welfare principles,45 Egalitarian Principles, Libertarian principles, Feminist principles, Equality of Opportunity and Luck Principles, Desert-Based Principles, and the liberalism inspired Difference Principle.

We are not focusing on the Welfare Principle here, because -while the application of this principle may have led to progress in recent decades—it did not result in a balanced, equitable distribution of resources, and because utilitarianism fails to take seriously the unique characteristics of persons (Rawls, 1971).

In the words of Lamont and Favor,

The challenge for contemporary utilitarians is to explain, given the massive informational requirements of utilitarianism and our apparent human inability to meet those requirements, how the population, and its experts, can plausibly arbitrate between conflicting policy and institutional recommendations coming from utilitarian theorists who share the same underlying normative principle (Lamont and Favor, 2017).



Rawlsian difference principle and desert-based principles

In this section we do concentrate on the Rawlsian Difference Principle, and Desert-Based Principles.

The Difference Principle as developed by Rawls aims to establish a lower limit in the quality of living conditions of all people (Rawls, 1993). Starting point is that everybody should have basic rights and liberties. Society's fundamental institutions should be arranged so that the distribution of primary goods, or basic needs, is to the maximal advantage of the average member of the least privileged social class (Menell, 2020, p. 13). Rawls' Difference Principle allows for deviations from strict equality as long as the inequalities in question result in the least advantaged in society being materially better off than they would be if absolute equality were maintained (Lamont and Favor, 2017, p. 1). This way, socio-economic inequalities should be addressed. The Difference Principle is bounded by a principle of equal opportunity (Lamont and Favor, 2017). As the difference principle benefits the poor, it should be applied to address the poverty paradox as described in paragraph 5 above.

Desert-Based Principles are formulated on John Locke's natural rights perspective that the labor of one's body and the works of one's hands gives a person ownership rights to these works. Put differently, people deserve to possess the products they make: the fruits of their labor become their exclusive property (Locke, 1988). Desert based principles advocate an initial fair distribution of resources, but tolerate inequalities of wealth resulting from the value of their productive contribution, effort in their work activity, sacrificing their time, risks taken through entrepreneurship and compensations of costs incurred during the appliance of their abilities, skills and talents (Lamont and Favor, 2017, p. 17). Desert-based Principles alone are not sufficient to ensure a socially equitable allocation of public and private resources, as people's productivity is influenced by many factors over which they have little control (Lamont and Favor, 2017, p. 18). They can however be used to articulate the Rawlsian Difference Principle.



Normative parallels between exponential technologies and abundance

In paragraph 7 above, we determined that de normative sources of justification of IP rights are weak in the setting of AI generated creations and inventions (Fisher, 2001, p. 1–8). This logic can be applied to adjacent 4IR technologies as well, such as quantum computing. These normative sources belong to the same families of distributive justice principles. From a socio-economic, cultural and philosophical viewpoint, rationalizing, explaining and defending exclusionary rights (claims) on foundational 4IR technology, be it property or IP, is increasingly problematic, as abundance conditions increase. Therefore, also from the perspective of principles of distributive justice, we can see parallels between exponential technologies and abundance.



Economic theory and distributive justice

Economic theory and distributive justice are intertwined. The distribution of burdens and gains across the population has an obvious economic dimension. While both normative and positive economists usually look at utility as their fundamental moral concept, philosophers employ a broader range of moral notions (Lamont and Favor, 2017, p. 7). For example, Rawls works from within a model of economic scarcity and an authoritative basis for the allocation of primary goods, to ensure social order and advance a concept of justice (Xenos, 1987). He connects the concept of moderate scarcity to distributive justice. Traditional economic theory alone, should never be enough to direct governance choices. To address post-scarcity conditions, we have to take this approach a step further: In a relative abundance society, policy decisions should be informed by positive post-scarcity economics insights accompanied/enriched by post-scarcity distributive justice theories/arguments.

Insofar as the distributive justice principles already function under traditional, scarce economics conditions, they in any case do not work under post-scarcity conditions. Conceptually, this has to do with the outdated kind of economics these principles are entangled with, as well as the values and ideals underlying the principles, such as morality and virtue, which were different in the context of relative scarcity. And with the nature of the socio-economic problems that had to be solved through application of the principles, directly or indirectly. For instance, liberalism is based on scarcity, not on sufficient abundance. Moreover, whether they have been applied adequately or not, the principles have not led to the desired equitable distribution of primary and secondary resources, with the above list of the 10 poorest countries in the world as an illustrative poverty paradox example.

In paragraph 2, we concluded that: “Our institutions were built on the basis of preindustrial scarcity economics, and must now evolve into institutions based on abundance economics. Whereas, economics should be redefined, so do our institutions.”

The same reasoning applies to the distributive justice principles that underlie our institutions: they must be redefined or modernized.




Equal relative abundance

Logic clearly dictates that the needs of the many outweigh the needs of the few.

Spock, Star Trek, The Wrath of Khan (1982)

Conceptually, the conclusion is clear: the distributed justice principles ought to be synchronized with the properties of the abundance society. The theories should be updated to provide useful answers within the context of our new reality. Even though the transition from scarcity to abundance usually occurs gradually and incrementally, conceptually the new context is often at odds with the old circumstances, or radically/diametrically opposed to it. We literally stand with one foot in scarcity (conceptually, institutionally, values, economics, certain industrial sectors) and the other in abundance (this project/book, 4IR), which demands for mixed strategies. This irrevocably entails that we must further develop and rework the principles, or design a completely new principle. Building on lessons learned from the application of the various principles and their normative justifications over the centuries, including the Rawls difference principle. The difference principle, with its paradigm of equal opportunity combined with a lower threshold of material and immaterial primary goods—as well as its criticism in the form of the desert principle—is a promising candidate because it is a good theoretical starting point to address the poverty trap. Put differently: the world needs a new principle of distributed justice pertaining to relative abundance, which can help us solving the poverty trap/paradox on a global level.

This leads to the introduction of a new principle that connects abundance to equality. I would like to name it the Equal Relative Abundance (ERA) Principle of Distributive Justice.


An equal relative abundance principle of distributive justice

We could imagine ERA as follows:

First and foremost, ERA builds on the Rawlsian difference principle, uniting desert-based critique on that principle into a Post Rawlsian principle of distributive justice with built in distributed equity, which makes sense in a post-scarcity environment. Crucially, ERA integrates desert-based principles to the extent that some may deserve a higher level of material goods because of inequality in contributions, i.e., their hard work, productivity, talent, luck or entrepreneurial spirit, only to the extent that their unequal rewards do also function to improve the position of the least advantaged.

This means, for instance, that we would still have a property system in which those who shoulder the burdens of prudence and productivity can hope to be rewarded for their virtue that separates them, to a certain degree, from those who do not, but these rewards cannot be completely internalized.46 This solidarity is required in order to reach the point of basic needs/relative abundance for the less advantaged social class, addressing the poverty trap, which will benefit society at large. Redistributive taxation, such as high-income taxes could have the desired equalizing effect, bringing back balance without removing the economic incentives to perform and achieve. That way, income differences could have an equalizing effect (Cohen, 1992).47 We could discuss the allowed size of the inequalities, but what is crystal clear, is that these should be significantly smaller than nowadays.

Thus, implementation-wise I suggest a differentiated approach—with some exceptions that prove and confirm the main rule—given that ERA is sensitive to considerations pertaining to desert, entrepreneurial spirit and risk-taking, luck, responsibility, consequences, henceforth integrating the good parts of other distributive justice principles.48



Regionally differentiated implementations

ERA will have to be implemented in a territorially differentiated manner too, during the transition to the abundance society. As lifting people from poverty in Europe is a different thing than achieving ERA in the US, applying equal relative abundance techniques in Asia and Africa each have their own specific challenges and dimensions. As we saw above in Section Distributive justice, the specific institutional context in either a trias politica (EU) or a system of checks and balances (US), the type of economic systems, the socio-political order, as well as the cultural norms and mores of a particular country or region affect the role that principles of distributive justice can de facto play, and influence (impact) the social outcomes that application of the principles will have in the short and longer term.



ERA impact assessments

We should therefore start assessing the ramifications that ERA may have now. The goal should be to predict and anticipate its consequences as accurately as possible, partly from the perspective of proportionality and subsidiarity standards. ERA impact assessments and scenario roadmapping techniques can assist us with mapping out desired and undesired side-effects. These tools will allow us to make adjustments where necessary. In addition to an overarching vision, this requires customization, prototyping and experimentation.



Evolved economics

Second, a new form of redefined, evolved economics that takes into account both relative scarcity and relative abundance conditions, should be incorporated in our novel distributive justice principle. As economic theory and distributive justice are interconnected, positive post-scarcity economics insights and arguments (intertwined with philosophical perspectives and justifications) should participate in ERA.



Integrating post-materialist values

Third, we should coalesce contemporary and post-scarcity values and ideals into the ERA principle and discuss in a multidisciplinary setting how exactly ERA should be operationalized, in a relative abundance economic, social and political context, so that it becomes a suitable underlying (foundational, first) concept to govern society and our institutions. Think Star Trek's Prime Directive.

Relatedly, we should align forward-thinking abundance enabling property arrangements with our post-Rawlsian distributive justice theory. What's more, both tragedy of the commons risks and anticommons concerns should be analyzed and addressed, by applying industry specific ERA solutions.



Operationalizing ERA

The key to operationalizing ERA lies in defining a lower limit, or threshold to relative abundance. This threshold will depend—especially at the beginning of the transition—on regional differences in adequate abundance which are directly linked to the technological development of that region. I am referring to defining a proper set of primary material and immaterial goods containing ingredients such as income, healthcare, education, life/work balance, opportunities, and self-expression. Perhaps prosperity, happiness or wellbeing covers both material and immaterial needs. In that sense, ERA also offers distributive equity and customization. In a later stage of the transition, this lower limit will become more and more equal on a global level, i.e., the same for all people on earth. Due to technological progress and interplanetary travel, this lower threshold will subsequently increase for all people. Possibly with differences in relative sustainable abundance not on a regional level, but on a planetary level, indicating there would more or less abundance on Earth than on Mars or compared to other Earth-like spheres in our Milky Way galaxy. This would give rise to a relative cosmic abundance principle of distributed justice. A principle that should be assessed in real time, on an interplanetary level.

Please note that, even when societies' post-scarcity institutions would be grounded in enlightened (upgraded), post-materialist values, it is important that our system does not entirely disconnect property from freedom and autonomy. Otherwise, we would have communism or some other form of authoritarianism, which this chapter does not aim to endorse.



Reflective equilibrium

I recommend discussing together the content, scope, role, and formulation of the proposed ERA principle, in an interdisciplinary gathering of the minds, utilizing Rawls method of reflective equilibrium (Stanford Encyclopedia of Philosophy, n.d.). This method is a clear process for how to choose, evaluate and revise between the distributive justice principles.

Let us enrich these constructive moral intuitions with applied ethics and empirical measurements so that we can have meaningful data driven distributive justice discussions. This demands inter alia for hi-quality data on peoples believes of the function of ERA in governing society, plus data on the historic policy effects of applying the various distributive justice principles, plus data on abundance measurements as suggested in paragraph 5 above. That way we can determine if people are ready for it, aware of the consequences, and what's needed to make them more ready or willing to enable system change. The older people are, the less interested they may be in change (as their material needs have been largely fulfilled then). The young have the energy, the ambition, the drive, the incentives, but not the methodology, the worked-out plans nor the positions of power, as they are not at the wheel of society.

We want these foundational ERA discussions to be quantitative, datadriven in nature, mixed with theoretical, qualitative insights. We then have that data because targeted empirical research has been carried out and will be carried out. Ultimately, our theory should possess prescriptive, descriptive, and exploratory elements, grounded in well-established legal philosophical traditions, enriched by reproducible, real world empirical evidence. I image ERA to be a principle that can be measured, eventually in real time.

In general, it is important that systematic quantitative and quantitative research is carried out into the role and meaning of distributive justice principles in light of relative sustainable abundance. More specifically, multidisciplinary ERA group debates should inspire informed, evidence based post-scarcity policy and abundance governance strategies.




A government system tuned for abundance

Well managed, sustainable relative abundance requires good governance. Good governance requires a government system tuned for abundance. When thinking about a government system tuned for abundance, we should reconcile social, economic and political theory.

What exactly is the function of the government?

The government's main purpose is to safeguard society from thievery, violence, and individual power excesses, as well as dishonesty and fraud in business and industry,—and to do so in a productive and cost-efficient manner—society desires government, law, and order. Government is required to resolve conflicting demands on natural resources, as well as to prevent pollution and environmental degradation.49

According to Gallarotti, ideologies and political markets impact macroeconomic outcomes and government spending (Gallarotti, 2000, p. 2). He illustrates how, in the twentieth century, market society and the night watchman state gave way to the prosperous society and the guardian state (Gallarotti, 2000).50

In the Western hemisphere, people tend to agree that democracy is the ideal political system (Rappeport, 2003, p. 36). Democracy in itself can legitimize government and its institutions. In a liberal democracy we are dealing with political ideologies, such as left, right, liberal, progressive, moderate, or conservative. These political ideologies, such as liberalism, are based on scarcity (Xenos, 1987, p. 225). In our current time, we continue to search for a liberal democracy that strives for a better world through positive sum games, with respect for human rights and fundamental freedoms (Rappeport, 2003, p. 36). The opposite of a totalitarian system such as an autocracy or technocracy (Kop, 2021b). During the Age of Abundance, democracy remains our leitmotif.

Questions we can ask ourselves against the background of the transition to relative abundance include: Will the post-scarcity economy call for a different democracy inspired political system? Yes, I think that the abundance society requires a consensus democracy with better distributed justice. Will the post-scarcity society necessitate a different economic system? Without a doubt, we require an economy that takes into account relative abundance. And should we strive for a different kind of resource management? Indeed, the world needs well managed, sustainable relative abundance, through ethical post-capitalism. Lastly, does tech driven partial abundance demand for a new social contract between citizens and the state? Certainly, current societal transformation requires a new tailor-made social contract based on technology driven Equal Relative Abundance (ERA).


Capitalism as an economic ideology

Capitalism is not a type of society, such as a liberal democracy, but an economic ideology that sets rules for achieving growth and societal progress by accumulating capital. In a capitalist system, a key governance challenge is how to balance and mix free-market economics with collectivist government control. As a response to this challenge, various models of capitalism exist today: free market capitalism, state driven surveillance capitalism, rentier capitalism, post-capitalism, technoscientific capitalism (Birch, 2020).

In a capitalist system, the market is traditionally considered to be the most capable mechanism to allocate scarce resources efficiently.

In the words of Giddens,

“Capitalism is a system of commodity production, centred upon the relation between private ownership of capital and propertyless wage labour, this relation forming the main axis of a class system. Capitalist enterprise depends upon production for competitive markets, prices being signals for investors, producers, and consumers alike.” (Giddens, 1990)

The genesis of capitalism thus far took place in four stages: private, joint stock, casino, and whiz kid, each phase characterized by devoting less and less available capital carefully and conservatively to facilitating trade, and investment into profitable enterprises.51 From this it follows that there is something seriously (dangerously) wrong with contemporary capitalism.

Various forms of post-capitalism have been suggested, such as economic democracy, participatory economy, social knowledge economy, anarchism, socialism, the post work society and the post-scarcity economy. Many commentators see technology as the main driver of post-capitalism.

Giddens too wonders what lies beyond capitalism. According to Giddens, humanity should strive for a post-scarcity system, coordinated on a global level, taking us beyond the dilemma of free market vs. central control, and avoiding self-destruction either by technology or a major war (Giddens, 1990, p. 163).

According to Peter,

“the concept of the commons can strengthen democratic practices and institutions by limiting or even overcoming the negative political, socio-economic and ecological effects of open and competitive markets.” (Peter, 2021, p. 279)

Birch conceptualizes rentiership as a technoeconomic practice technoscientific capitalism:

Rather than entrepreneurial strategies based on commodity production, technoscientific capitalism is increasingly underpinned by rentiership or the appropriation of value through ownership and control rights (e.g., intellectual property [IP]), monopoly conditions, and regulatory or market devices and practices (e.g., investment dispute courts, exclusivity agreements) (Birch, 2020, p. 3).

According to Schumpeter, the dominance of capitalism will result in a type of corporatism and the promotion of anti-capitalist principles, particularly among intellectuals. In advanced capitalism, Schumpeter argues, the intellectual and social climate required for entrepreneurship to flourish will not exist; it will be superseded by socialism in some form (Schumpeter, 1950).

According to Lundvall and Johnson, the classic arguments to aspire socialism, are:

1. Ending the exploitation of the working class;

2. Socializing the means of production;

3. Preventing economic crises and unemployment;

4. Planning for the future;

5. Building science-based societies (Johnson and Lundvall, 2020, p. 2, 3).52

Many of these classic arguments remain valid during the post-scarcity economy.



Democratic post-capitalism

What might a Government System Tuned for Abundance look like?

Without a central government body that equally distributes limited resources over its population, scarcity, or paucity, implies free market driven competition over limited resources, and potential conflict over who owns and exclusively controls what. While competition and property are commonly associated with freedom, autonomy, self-expression, creativity and innovation, rivalry over and ownership of limited resources can lead to unequitable outcomes such as winner-take-all effects and income inequality.

Proponents of the markets argue that in a complex society, there are a plethora of decisions to be made on how to allocate certain resources to specific production processes. In market economies, these decisions are made on a decentralized basis by individuals and firms, and although not perfect, such a system often works more efficient than any alternative. Yet, history has taught us that a completely privatized economy always results in groups that are left out, who are worse off in a privatized economy than in a socialist alternative (Waldron, 2020, p. 18). The fully centralized collective government management of resources is many times less efficient than market solutions. It has proven impossible for central agencies operating in the name of the community and charged with overseeing the economy as a whole to make optimal decisions concerning their distribution (Waldron, 2020, p. 18). Central planning has often resulted in economic stagnation. However, sub-optimal outcomes do not imply that the ideals underlying socialism are not valuable and worthy of striving for.

I feel that we should move away from laissez faire style capitalism toward a mix of the best of both worlds, call it a relative sustainable abundance system, that somehow transcends the free market-central planning dilemma per industry, per region and eventually worldwide, as long as it is democratic in its core. This includes developing new forms of regional, national and global governance, and, in the US, avant-garde state level initiatives.

We need to transplant the good parts of our contemporary dominant systems into a government system tuned for technology driven abundance. A system that is democratic at its core, as:

“The race for AI dominance is a competition in values, as much as a competition in technology.” (Kop, 2020b, p. 1)

Moreover,

“Cyberbalkanization could result in two parallel worlds, each with distinct divisions regarding technology, trade and ideology. In practice, this implies two opposing ecosystems would exist, each using its own standards and architectures that are incompatible with one other.” (Lemley, 2021; Kop, 2021b)53

In this light, we can—perhaps counter-intuitive—find inspiration from the good parts of the Chinese innovation system, which are compatible with our Western way of life including our participatory democracy, and combine these with the ancient institution of German regional development banking. Regional development banking is an important driver behind the Wirtschaftswunder and the continued strength of German Mittelstand industries:

“the medium sized companies spread throughout the country providing high quality specialist products and services to customers throughout the world.” (see text footnote 52)

Incorporating these approaches could result in:

“a unique combination of central planning for the long term and decentralized experimentation in the short and medium term” (Johnson and Lundvall, 2020, p. 17)54

These institutions will therefore be different from the institutions with which everyone has grown up, and thus are so familiar with. The reforms require flexibility and support.

What's more, we should learn from history and consider implementing measures inspired by the social New Deal programs of the 1930s that helped the United States recover from the Great Depression, such as the Works Progress Administration (WPA), enacted by President Franklin D. Roosevelt.

Another scenario is a global system in which planned economies with strong market features coexist with market economies that have substantial, social engineered (The Venus Project, n.d.) planning elements (Johnson and Lundvall, 2020, p. 20).55

While most commentators agree on the necessity of reforms, not everyone is equally optimistic about the feasibility of socio-political change. According to Peter,

“democratic capitalism and its underlying state-market dichotomy is most likely quite incapable of institutionally adapting and solving the diverse social, economic and ecological problems that exist.” (Peter, 2021, p. 281).

Yet it is urgent to start experimenting with prototypes of hybrid, eclectic systems that combine and integrate the best parts of acceptable, forward-thinking socialist (in the sense of strong social policies and managing certain resources centrally or collectively) and ethical post-capitalist paradigms, built on democratic politics. (We should learn from, and avoid neoliberal, Reaganist and Thatcherist policies that where important causes of the 3 main systemic problems). Such a system could be dubbed: “democratic post-capitalism.”

As society transcends to the Age of Abundance, capitalism needs to evolve as well.



A social contract based on technology driven equal relative abundance

Lastly, does tech driven partial abundance demand for a new social contract between citizens and the state? Or between the young and the old, men and women, consumers and entrepreneurs?

I think yes. Our current hypothetical social contract is based on scarcity. Market relations, social institutions and associated patterns of social recognition cannot be justified absent scarcity (Xenos, 1987). To legitimize our new systems and to create support for them, consent and engagement are indispensable. Support and engagement strengthen the acceptance of the authority of the state over individuals and companies. This is particularly necessary, because instead of a retreating state characterized by a decrease in government involvement, we want an active state that supports good governance. An active state that can bring the task of realizing well-managed sustainable relative abundance and equality through responsible long-term planning to a successful conclusion. Such a government should have quality, productivity and service as its ideals, applied to its core functions pertaining to law, infrastructure and welfare.56 (A stronger state is also necessary to make it clear that countries, and not behemoth platforms, are making the world's rules of the road). All this can be achieved by entering into a New Social Contract Based on technology driven Equal Relative Abundance (ERA).

Contrastingly, in a post-scarcity economy where more than enough is produced to fulfill society's wants and needs, it is expected that the decentralized market decisions no longer have to be made in the same degree of complexity and quantities, which makes the case for socialism and a certain amount of centralized planning stronger. The latter with the aim of achieving more equality, or to achieve a stable equilibrium. Nonetheless, to realize widespread relative abundance conditions, the top dogs will have to be restrained through progressive antitrust rules. This along with more decentralized modes of production and innovation, as diagnosed by Benkler and von Hippel (Benkler and Nissenbaum, 2006; von Hippel, 2016). For by themselves they will not share their wealth and means of production with the least of our brothers and sisters.57

The transition (transformation) from scarcity to widespread relative abundance requires thorough revision of our principles of distributed justice, our institutions, and our government system, from a post-scarcity standpoint. In addition to a government system tuned for abundance, this passage necessitates modernization of the morals and standards underlying these principles, which should evolve into a post-materialist values-system.




Post-scarcity values

Above we concluded that a mindset shift is required to tackle the 3 major system challenges that we as humanity face. These problems concern environmental, sociopolitical and economic macroscopic system trends. Second, we concluded that when our primary needs are fulfilled, there is more room for a shift toward post-materialistic values, and that this shift is also a characteristic of the transition toward a post-scarcity society. Third, because the transition to a relative abundance environment is driven by the 10 described exponential, 4IR technologies, it is important that we embed our values in the design, operation and infrastructure of these technologies. This is technically challenging, yet possible. But will we be able to agree on the content of the values, which must then be operationalized into concrete governance principles? After all, as society shapes technology, technology shapes society. Values, which are dynamic, contextual and culturally sensitive, should therefore be aligned as much as possible with society as we envision it. We will have to discuss that vision of the future, that horizon, in a multidisciplinary context, on a regional, national and global level. There is much work to be done in this area.

There is a danger in the ongoing datafication of humanity, and the associated utility thinking. While using technology such as social media, we internalize the technological values of efficiency and individualism within ourselves. The convenience of social media does not create solidarity, but undermines social cohesion, empathy and involvement. Moreover, social life is taking place via the Internet in a sterile space, and not in an analogous, physical space as it used to be. Technological progress does not equal societal progress. It leads to a pampered generation without perspectives, unaccustomed to discomfort and danger, with a strong sense of entitlement to material things, without perseverance, entrepreneurial spirit and survival instinct, with atrophied value registers, and ultimately to a loss of humanity. Within a few generations, techno moral change can lead to an irreversible process (Swierstra et al., 2009). Therefore, we have to go back to meaning and dignity, and create familiar, physical, touchable conditions. In parallel, it is essential to develop and actively pursue a catalog of techno-moral virtues. Such initiatives will benefit social cohesion, solidarity, altruism, welfare and wellbeing, as well as creativity and productivity.

The efficiency, convenience and market thinking in the platform service economy also undermines utilities, public space and infrastructure. People themselves have become the end product in today's technocracy.58 These Silicon Valley revenue models need to be overhauled, as we are clearly at a crossroads. Those with progressive worldviews will build alternatives and lead the way for others to follow, hoping it is not too late to turn the tide. System change requires a mind shift, a change of focus and perception. We should be able to freely move toward a state of mind that we want, in a society that we want. During relative abundance conditions, we must be able to choose from more than either state or market driven surveillance capitalism. In this context, ideological core values such as democracy, autonomy and freedom of action are of vital importance.

The tech has to be aligned with this set of values. With every development and diffusion of new technology, an impact assessment should be made of the consequences that its roll-out may have on society. That is more innovation-friendly than strict application of the precautionary principle. Even when dealing with unknown consequences and risks, such an approach is always better than letting things take their course.59

I now mention some interesting ideas from the literature that can fuel our discussions about the content, design and purpose of abundance enabling post-materialist values.

According to Keynes, we need to transcend the personal and societal values and preoccupations of capitalism, and focus on the art of living and on what it means to be human (Keynes, 1972; Chernomas, 1984). The shift to post-materialism requires a cluster of values that transcends materialism in the negative, perverse sense of the word.

In the words of Stillman,

the emphasis the material and the economic represents a narrow view of humankind - its potentials and its culture—a narrow view that may presage continuing crises of individual psychic wholeness (or motivation) and institutional legitimacy (Stillman, 1983, p. 309).

Thus, in addition to a mental shift as to a more spiritual and balanced set of lifestyles (Sadler, 2010, p. 234), adequate, sufficient relative abundance also requires a cultural shift, as the modern community's standard of adequacy is severely distorted by questions of status (Dugger and Peach, 2009, p. ix–x). The real challenge will be to decouple property, work and leisure from status and respect, as there will always be vanity, jealousy and envy. (This includes separating property completely from negative recognition, and disconnecting property to a certain extent from positive recognition and positive desert).

Here lies an important role for parents and education, as, according to Inglehart's socialization hypothesis, the youth is more susceptible and more willing to change (Inglehart, 1977, p. 8). After reaching adulthood, values, norms, values and principles are more or less fixed. Moreover, empirical research shows that the older one gets, the more materialistic one becomes. Therefore, system change will have to come from the younger generations. For example, we see that young people are much more concerned with solving the climate problem and feel much more responsible for the wellbeing of our planet than older generations. In the words of Sadler, powerful social movements should be set in motion, able to influence political decisions about the allocation of resources at all levels (Sadler, 2010). It is promising that, according to Inglehart's quantitative insights, behavior can change within a few decades. Behavioral change will be necessary, in an era of exponential innovation.

The Inglehart thesis links the shift to post-materialistic values in the post-scarcity society to Maslov's hierarchy of needs, or pyramid of motivation, where everyone strives for happiness and fulfillment (Hoffman, 1988). Self-actualization is at the top of the pyramid. Maslov also gives us a definition of the self-actualizing human: it is about realizing your full potential, as in the full development of one's abilities and appreciation for life. Maslow was essentially right in that there are universal human needs regardless of cultural differences.60

Hai-Jew also—in the context of post-materialism—speaks about self-actualization, and on how to self-transcend:

“People have to necessarily be self-interested to some degree as a protection mechanism. Without that, they will be taken advantage of by those around them. And yet, absolute Darwinian selfishness without social cooperation also does not work. Huge socio-economic disparities can destabilize social systems, but very flat or non-hierarchical socio-economic systems seem to suppress individual creativity and innovations and entrepreneurial innovations, broadly speaking.” (Hai-Jew, 2020)61

For Giddens, self-actuation in the relationship between the self and society, means finding the proper balance between opportunity and risk (Giddens, 1991).

With Maslow I find it important to focus on the positive, benevolent sides of people. But not everyone will devote their lives to self-fulfillment, charity, spirituality and the creative and useful arts, such as music, literature, painting, science and technology. Where people will spend their time on intrinsically motivated creation and production based on their passion. Because what are people going to do with all that new free time? There is a chance that the masses will get bored in a phase of abundance and turn against the government (Lemley, 2015b). That's why the Romans had panem et circensis. People with lots of free time may indulge in revolutionary or self-destructive behavior prompted by events such as the abolition of certain rights, such as property, or catalyzed by political ideologies and conspiracy theories. Under the influence of platform technology, and the desire of companies and their algorithms for unbridled growth, this has already happened recently in the United States. It's also possible that everyone spends most of their time in virtual reality, in the Metaverse. Or in the Matrix.62

Entrepreneurs therefore have a special responsibility: they must pursue an Apollonian attitude instead of the Dionysian, in which democracy and human rights are in the foreground, from the first line of code. Businesses and engineers should be responsible and held accountable for the technologies they develop [Nemitz and Pfeffer, 2020; (3) “Prinzip, Mensch. Macht, Freiheit und Demokratie im Zeitalter der Künstlichen Intelligenz – YouTube, n.d.]. Silicon Valley companies ought to adopt an Apollonian attitude in world view, corporate ideology, philosophy of life and art.63 (Kop, 2020a, p. 336).

“With the apollonian, derived from the name of Apollo, the Greek god of the arts, one indicates everything that—compared to the dionysic in world view, doctrine and art—bears the characteristics of the static, balanced intellect and that which strives for size, order and harmony. It is an attitude on which reason, boundary and balance have their stamp.” (dbnl, n.d.)64

Ethical values and normative preferences about how our society's institutions should be reimagined, and how societies should be governed, are dynamic, contextual and culturally sensitive, as our societies are constantly in transit (Kop, 2021f). At the moment, due to the diffusion of exponential technologies, the world is changing faster than ever before.

Take quantum technologies:

“The resulting mathematical inequalities, mysteries and paradoxes, such as the uncertainty principle, quantum tunnelling, quantum teleportation, quantum randomness and indeterminacy, and the parallel universes/many worlds interpretation of quantum mechanics, are counterintuitive to the human experience. For future generations of people, quantum phenomena that seem implausible and contradict observed reality might become more well-known and familiar.” (Kop, 2021f)

Concluding this section: the Equal Relative Abundance (ERA) principle of distributive justice shall carry within it evolved, altruistic post-materialist values. Values such as less status, less materialism, less consumerism, more meaning and solidarity, combined with a deep sense of responsibility for a better environment and caring for our planet earth. There remains room for high-achievers (desert-based principles), but the new values might instruct lowered threshold of levels of adequate abundance wealth (Rawls difference principle), after primary material and immaterial needs have been fulfilled. Even with higher levels of technological development.65 Partly for this reason, such a distributed justice principle should be better able to justify the then reformed 'abundance proof' IP and property arrangements—in line with our 4IR policy recommendations from paragraph 6—such as more public domain, more freedom, and more sophisticated modalities of property. At least in theory this should all fit together nicely and correspond with each other. Then we can start policy prototyping and implementing ERA inspired societal governance models.



Enablers and barriers of abundance and equality

Advancing society to a state of widespread equal relative abundance requires systemic policy reforms that enable abundance and take away barriers. To this end, the chapter now lists 15 barriers and 15 enablers of abundance and equality, which should be read in conjunction one with the other.

Barriers to abundance and equality:

1. The poverty trap/paradox (Sadler, 2010, p. 141).

2. Climate change and pollution (Sadler, 2010, p. 149).

3. The political system and its institutions, including conservative thinking (Boulding et al., 1978, p. 13, 14; Chernomas, 1984, p. 1024).

4. Bad governance (Sadler, 2010; de Graaf and van Asperen, 2018).66

5. The social cost of inequality has led to a clear perception of social injustice, social exclusion, a decrease in productivity and health, an increase in violence, and the phenomenon that governance has become less focused on law-making and enforcing, and more occupied with income-redistribution, which is inefficient (http://www.theartofgoodgovernment.org/neconppp.html, 2022).

6. Zero sum games such as inequality, classism, nationalism, sexism, racism, and war (Dugger and Peach, 2009, p. xii).

7. Increases in wealth not spent on preserving the environment, bequest value and solving inequality, but on weapons systems (Sadler, 2010, p. 237).

8. Knowledge predation and other forms of Dionysian entrepreneurial behavior (Rikap and Lundvall, 2020, p. 1).

9. Unfair competition law including a lack of modern antitrust law enforcement mechanisms, and incumbents preventing progress and social reform.67

10. Artificial scarcity in the form of IP and monopolies.68

11. Anticommons risks pertaining to transformative technologies in the form of harmful resource underutilization resulting from fragmented ownership (exclusionary) rights such as patent thickets, (Burk and Lemley, 2005, p. 1676; Heller, 2013, p. 6; Aboy et al., 2022).69

12. Casino and whiz kid capitalism, characterized by rentiers and speculators blocking investments, (Cf. Marx, 1972; Chernomas, 1984, p. 1016; Birch, 2020, p. 3; http://www.theartofgoodgovernment.org/neconppp.html, 2022).

13. Negative externalities (Giddens, 1990).

14. Path dependency: the heavy hand of the past (Slijpen, 2017).70

15. Mother nature, human nature and our pre-abundance society values system (Keynes, 1963, p. 362; Chernomas, 1984, p. 1010).

Taking away the above-mentioned roadblocks will benefit the transition to a post-scarcity society.

Enablers of abundance and equality:

1. Solving inequality should have priority, by addressing the poverty trap (Sadler, 2010, p. 146),71 and redesigning society's institutions on the basis of the Equal Relative Abundance (ERA) principle of distributive justice.

2. Good governance carried out by a concerned, responsive government.

3. Translating the 4IR technology policy recommendations into concrete regulatory strategies.

4. Making properly designed technologies with post-scarcity values embedded into their architecture and infrastructure mandatory via standardization, certification, benchmarking and life cycle auditing.

5. Business collaboration (Sadler, 2010, p. 221), responsible entrepreneurship combined with an Apollonian entrepreneurial spirit as opposed to a Dionysian world view.

6. Universal employment, including increasing women's economic contribution by encouraging their participation in the labor market (Dugger and Peach, 2009). Universal employment is required to reach sufficient levels of relative abundance, while reducing the cost of lost opportunity.72

7. Employing German Regional Development Banking for Jobs and Productivity (see text footnote 55).73

8. Redistributive policies such as Universal Basic Income, taking from the 1% and sharing their wealth with the many (Brooks and Harter, 2021; STANFORD Magazine, n.d.).

9. Democratically structured common property arrangements that include rights to democratically regulate them, making possible the sustainable management of common property resources, and enabling people to develop and enforce rules and regulations against free riding and unlimited appropriation (Peter, 2021, p. 283).

10. Managing capitalist economies in such a manner that they preserve the welfare of workers (Gallarotti, 2000, p. 40).

11. Re-distribute gains in productivity to workers on the basis of ERA, instead of attributing profits to the happy few running the corporations, and the rentiers (http://www.theartofgoodgovernment.org/neconppp.html, 2022).

12. Strengthening elements of socialism in most societies, e.g., restricting and or restraining antiquated capitalist ownership of capital and natural resources, in tandem with radically changing current forms of outmoded political governance where nation states compete in attracting private capital and in protecting knowledge through enclosure (Johnson and Lundvall, 2020, p. 22).

13. Even though China is a systemic rival of the US and their ideology is incompatible with democracy, we must still be open to learn from Chinese poverty reduction by creating a knowledge economy, developing green, decarbonizing technologies, long-term planning in combination with decentralized experimentation, and more efficient, productive state control. Counter-intuitively, Western societies should not be afraid to transplant the acceptable, well-functioning parts from the Chinese approach that are compatible with the human rights and freedoms we cherish, into their own democratic, post-scarcity systems (Johnson and Lundvall, 2020). What's more, we should learn from history and consider implementing measures inspired by the social New Deal programs of the 1930s that helped the United States recover from the Great Depression, such as the Works Progress Administration (WPA), enacted by President Franklin D. Roosevelt (Thoughtco, n.d.).

14. Encouraging sustainable innovation plus accompanying IP models in developing countries that include waiving and pledging of IPRs on the basis of TRIPS flexibilities (Suthersanen, 2006).

15. Solving zero and negative sum games and pursuing positive sum games (Rappeport, 2003, p. 43).

Introducing the enabling policies mentioned above will propel the transformation to the relative abundance society.

The prospects of a system change to adapt to post-scarcity conditions do not always look good from a socially critical lens. This is caused, among other things, by a fear of change, vested financial interests, ideological differences, a lack of international cooperation, and human nature (Sadler, 2010, p. 231–237). Nonetheless, this book project's insights have value. In the words of Giddens,

“all discussions which propose such possible futures, including this one, can by their very nature make some impact.” (Giddens, 1990)



Conclusion

The central thread through this chapter is the role of technology as an engine of change. Naturally, technology is not the primal cause for all our difficulties, nor is technology our only salvation. Technology evangelists should spread the word about the advent of an age of widespread relative abundance, and encourage people to think through its consequent macroscopic system challenges in inclusive, multidisciplinary settings. Let's change this world together!

This chapter views relative scarcity and relative abundance as temporal socio-economic categories at two opposite sides of a continuum. The chapter unifies good governance with equality and abundance, by introducing a post-Rawlsian Equal Relative Abundance (ERA) principle of distributive justice. Crucially, ERA integrates desert-based principles to the degree that some may deserve a higher level of material goods because of inequality in contributions, i.e., their hard work, talent, luck or entrepreneurial spirit, only to the extent that their unequal rewards do also function to improve the position of the least advantaged. A society governed by the ERA principle with built in distributed equity, should in theory be able to solve the poverty trap on a global level. It concludes that the strategic reforms necessary to balance the socio-economic effects of 4IR technology now, fit the trend of a shift from scarcity to well-managed relative sustainable abundance for all.

Principles should govern our actions. This chapter views historic, contemporary and future property paradigms as stages in growth of social responsibility. Society requires property arrangements that do not exacerbate the inequalities, but rather mitigate them, in line with ERA. We should actively embed our norms, standards, principles and context-specific values both in the design and infrastructure of our technology, and in our socio-economic, political and legal institutions. Although philosophers like Mill and economists like Demsetz have said that the practicalities of our institutions such as ownership and IP are not always in line with their underlying moral and philosophical justifications, plus the institutions will never be perfect in their consequences, I believe that the principles—which must be based on our agreed upon, evolved post-scarcity values—should form the starting point of our search for the best system.

Much work must be done in this area. We have to discuss the interpretation and scope of our operationalized principles and their foundational values—which are culturally sensitive—in inclusive, interdisciplinary groups, using qualitative and quantitative scientific methods. The outcomes and insights gained from datadriven, multimethod research should then inform concrete policy actions on a regional, national and global level. This is a dynamic, continuous effort that requires our combined thinking power, open mindedness and flexibility, in a solution-oriented spirit of cooperation.

An Age of Abundance requires a government system tuned for abundance. When thinking about such a system, we need to bring together social, economic and political theory, in light of the function and purpose of the state. The chapter posits that it is urgent to start experimenting with prototypes of systems that mix the best parts of acceptable, forward thinking socialist and ethical post-capitalist paradigms, built on participatory democracy. When searching for a post-scarcity synthesis of progressive, liberal democracy inspired capitalism and socialism that combines the best of both worlds, an important question remains who should (co)control vital resources and the means of production.

Perhaps counter-intuitively, this chapter advises to draw inspiration from the acceptable parts of the Chinese innovation system,—such as long-term planning in combination with decentralized experimentation—provided these elements correspond with our Western way of life (freedoms) and our participatory democracy. In addition, the chapter recommends implementing the ancient institution of German regional development banking, avoiding the limitations of traditional banking and ensuring quality, productivity, stability and economic growth. What's more, we should learn from history and consider implementing measures inspired by the social New Deal programs of the 1930s that helped the United States recover from the Great Depression, such as the Works Progress Administration (WPA), enacted by President Franklin D. Roosevelt.

Societal change starts with a purposeful vision: an ideal or a goal toward which one aspires. Without a clear vision driven by its underlying ideals, there cannot be a defined path toward meaningful destination.
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Footnotes

1From a socio-cultural perspective the Age of Abundance comes after the period known as Modernity.

2In this regard, the Kardashev scale creates a taxonomy that determines the level of technological advancement of a civilization or the basis of the amount of energy it is able to use and control, on a cosmic scale. A Type I civilization can be outlined as one that is able to harness all the energy that reaches its home planet from its parent star, which involves extensive application of fusion power, antimatter and renewable energy. Type II would be a civilization capable of utilizing the energy radiated by its own star, i.e., the Sun. Type III is characterized as a civilization that possesses energy at the scale of its own galaxy, in Earth's case the Milky Way. At present, humanity has not yet achieved Type I civilization status. See (Kardashev Scale – Wikipedia, n.d.).

3See also (Korotayev, 2006).

4The authors conclude that good governance necessitates good governors guided by benevolence.

5The 4IR refers to a new technological age in human history and comes after the Third Industrial Revolution, or Digital Revolution, which started in the 1970ties.

6Antipode is a concept from geography.

7A resource's natural limit is independent of demand. In a world that obeys our current laws of physics, time is infinitely scarce (Scarcity Definition, n.d.).

8According to these authors, the wants-needs distinction is a central element of the definitions of absolute and relative scarcity.

9This impulse seems strongly embedded in our DNA, especially in those working at Wall Street.

10Such as living habits and standards, norms and values. In the present context, these mores cannot be viewed separately from the degree of technological advancement and sophistication of a society.

11According to the authors, adequacy levels depend upon the knowledge context in which people operate.

12There are also thinkers who reject the pursuit of economic growth as an end in itself.

13In response to materialism, the author advocates a more spiritual or at least more balanced set of lifestyles.

14Research should be both theoretical and empirical.

15Veblen coined the term conspicuous consumption, referring to a public display of economic power and status goods.

16Keynes differentiates between needs of the first class and needs of the second class, the latter being ‘'those which satisfy the desire for superiority, may indeed be insatiable” (Keynes, 1963).

17Please note that the Earth is not the center of the universe.

18In the US, the Founding Fathers developed a system of checks and balances to balance legislative, judiciary and executive powers, with each institution both controlling and cooperating with the other two powers, instead of completely separating them into independently operating pillars as proposed by Montesquieu. Both ideas aim to guard individuals from a concentration of state power (Smismans, 2002, p. 94).

19With China being the exception to the rule, although there are big differences between living standards in rural areas and the city.

20See also: Rafikov and Akhmetova (2019) writing about “the paradox of scarcity in the age of abundance” and Sadler, supra note 2, at 52. According to Sadler (2010), resolving the poverty trap must lie at the heart of a successful transition to a post-scarcity global economy. The transition itself poses many challenges, the main one being scarcity replicating itself while people's ability to pay for things decreases, in parallel with cost-reducing innovation. A solution might be to tax capital more than labor.

21Another noteworthy method to characterize and manage technology emergence is the concept of technological speciation, based on semantic patent analysis (Moehrle and Caferoglu, 2019).

22According to the authors, a multimethod strategy will be required to bring the problem of scarcity and abundance under intellectual and policy control (Boulding et al., 1978, p. 8, 14).

23To humans forecasting exponential growth is counter-intuitive, as we are tuned for Darwinian paced, linear trends, see, Mark Michaelis, [Exponential Technologies], Preparing for the Exponential Technology Revolution (Microsoft Docs, n.d.).

24Another promising method to ensure responsible AI is symbolic reasoning (The New Version of GPT-3 is Much Better Behaved (and Should be Less Toxic) | MIT Technology Review, n.d.).

25Although this is ground-breaking science, self-replication clusters of cybernetic cells could benefit from some ethical considerations in combination with innovation controls using regulation and risk management tools (Kriegman et al., 2021).

26Furth reading on Star Trek and the Abundance Society (The New York Times, n.d.).

27An opinion of law or necessity is the conviction, or judicial perspective that an action was carried out because it was a legal obligation, a judicial tradition, or a customary right.

28For a discussion of anticommons concerns relating to quantum computers, see (Kop et al., 2022).

29According to the authors, “the structure of the biotechnology industry seems likely to run high anticommons risks.”

30Proposing a copyright infringement exception for 3D printing.

31The Chinese BeiDou and Russian Glonass are currently being integrated to form an alternative for the US GPS.

32In addition to meter-level standard positioning services, BDS-3 features precise point positioning (PPP) and real-time kinematic (RTK) positioning technology.

33For further reading on the nature of technological development (Schumpeter, 2006).

34See for an overview of its history (Sachs, 2022; Brookings, n.d.).

35This recite has three meanings. It refers to one of the first known environments of temporal, regional relative abundance in human history. Second, it symbolizes the beginning of a new era. Third, people should not be afraid of change.

36Privacy and data protection aspects of data being an exception to this rule.

37See for a critical discussion of the idea that information is a public good since it is non-rival and non-excludable as a justification for IP as an institution (Ouellette, 2015).

38For a critique of the notion of the tragedy of the commons (Rose, 1998; Ostrom, 2015).

39Music IP clearances are a good example of wasteful underuse caused by fragmented exclusionary rights, with myriad copyrights and related rights holders blocking each other from efficient use of a particular composition or recording. A similar tragedy of the anticommons exists in machine learning training datasets with multiple owners potentially blocking data sharing.

40Cf. (Parisi et al., 2005) diagnosing a misalignment of private and social incentives in common resource scenarios, and endeavoring a dual property system that regenerates the natural conformity between use and exclusion rights, while taking into account externalities.

41For further reading on the relation between IP and trade (The Political Economy of Intellectual Property Law, 2004).

42See also (Lemley, 2015a) Cf. (Hughes and Merges, 2017, p. 6).

43See par 6.I above under Artificial Intelligence. Creative Commons CC0 form would have the same effect for copyright.

44We leave libertarian critique behind in this place.

45Jeremy Bentham is considered to be the father of Utilitarianism (Bentham, 1948).

46Cf. (Munzer, 1990).

47In a sense, this is the opposite of trickle-down economics.

48For views that can be used to articulate the ERA principle, see, effort, sacrifice and desert (Hettinger, 1989, p. 37–42); risk, effort, skill, luck (Wilson, 1993, p. 73–76); reward according to contribution (Miller, 1989).

49http://www.theartofgoodgovernment.org/index.html (2022).

50At the moment however, parts of the free world experience a democratic recession. AI might be one of its causes.

51http://www.theartofgoodgovernment.org/neconcap.html (2022).

52Other arguments are Gender equality, anti-imperialism, giving workers access to the fruits of culture (literature, art, theater, music) and generally improved living conditions (Johnson and Lundvall, 2020, p. 5).

53Discussing the idea of the Splinternet.

54http://www.theartofgoodgovernment.org/Xecon1devbank.html (2022).

55Compare to: (Lemley, 2021).

56http://www.theartofgoodgovernment.org/costeff.html (2022).

57This calls for an Apollonian entrepreneurial attitude.

58Banning profiling cookies can contribute to this goal.

59For further reading about policy dilemma's as regards the societal impact of emerging technology (Genus and Stirling, 2018); For further reading on technology impact assessment (Sachs, 2022, p. 48–51).

60Cf. (Sadler, 2010, p. 30). Sadler is less optimistic as regards the feasibility of an actual change towards postmaterialistic values and lifestyles: “The engines that drive economic growth – new scientific knowledge, technological change, human ingenuity and the desire for improvement in living standards are too powerful.” (Sadler, 2010, p. 234).

61Post-materialist self-actualizing is not to be confused with extreme ascetism.

62Are we living in a simulation?

63Terms, introduced by Nietzsche (1844–1900) in his Die Geburt der Tragödie aus dem Geiste der Musik (Nietzsche, 1872), and inspired by the philosophy of A. Schopenhauer (1788–1860).

64With regard to the arts, the term “apollonian” refers to light and comprehensibility, reason, symmetry, beauty and healing. According to Nietzsche, neither the apollonian nor the dyonisian ever prevails, due to each containing the other in an eternal balance (The Birth of Tragedy – Wikipedia, n.d.).

65As explained earlier, higher levels of technological development demand higher levels of adequate abundance. In other words, lower levels of technological development require lower levels of relative abundance, i.e. that abundance is sufficient sooner under these less technologically advanced conditions.

66Six indicators of bad governance used by the World Bank are: (1) voice and accountability, (2) political stability, (3) government effectiveness, (4) regulatory quality, (5) rule of law, (6) control of corruption (The World Banks, n.d.).

67Commentators showed us that both IP laws and antitrust laws prevent the transition to a post scarcity economy and with that the advent of the abundance society, (Burk and Lemley, 2005, p. 1676; Desai and Magliocca, 2014, p. 1698; Mehra, 2016, p. 6, 39; Kop, 2020a, p. 336; Aboy et al., 2022).

68The scope of copyright, patents, trade secrets, trade name and trade dress rights should be limited and balanced with fair competition. For instance, by raising the creativity bar and expanding exceptions and limitations (Suthersanen, 2004).

69Anticommons problems in new technologies such as quantum, biotech and mobile phones should be avoided.

70Path dependence is the process by which past events or choices affect the course of later developments, especially because certain options become difficult or precluded. History plays a prominent role in path-dependent processes. After all, where we go is highly dependent on where we come from. In public policy, present policy choices are constrained by institutional pathways that emanate from choices made in the past. Path-dependent processes pose important barriers to the pursuit of widespread relative abundance.

71For causes and cures of extreme poverty.

72Please note that more empirical research on the socio-economic effects of universal employment in conjunction with worldwide universal basic income on abundance is required.

73Implementing the ancient institution of German regional development banking avoids the limitations of traditional banking and ensures quality, productivity, stability and economic growth.
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Many people are fearful that the future will be one of shortages and scarcity and that because of a burgeoning population and dwindling resources, our future is grim (Wadhwa and Salkever, 2019).

This couldn't be further from reality. This is the most innovative period in human history. With several technologies on exponential and converging paths, we will be able to solve some of humanity's grand challenges—and create an era of abundance. Imagine a world with unlimited food, water, and energy—in which we prevent disease rather than cure it and in which our lifespans increase along with our wisdom and knowledge. This is what is possible, not in future centuries, but in the next two decades.

This may seem like wishful thinking, but consider how far we've come. The majority of people in Asia and Africa now have electrical power, refrigeration, and television. Even the poor have mobile phones. Two hundred years ago, kings and queens didn't have these luxuries. Yes, there is still dire poverty, but there is also hope.

In some fields, such as energy, it is the global momentum that will transform humanity. In others, it will be our scientists and entrepreneurs, and not just those in rich nations. After all, they are the ones who understand the pain and suffering of the world's masses better than the elitist techies in Silicon Valley and the academic researchers in university labs.

The fact is that with the exponential advances in fields like robotics, A.I., synthetic biology, 3D printing, medicine, and nanomaterials, the costs are also dropping, enabling small teams to do what once was possible only for governments and large corporations.

When Google was founded in 1998, for example, the DEC AlphaServer 8400, a minicomputer with the same processing power as first generation iPads, cost close to $1 million. Storage necessitated installing a server farm and rack upon rack of hard disks. It cost millions of dollars to start a technology-based company. Today, anyone can buy computing power and storage for practically nothing from companies such as Amazon, Microsoft, and Google. One iPhone 13 has more computational power than the combined power of all of the Cray supercomputers of yesteryear—which the U.S. placed tight export restrictions on. Today even the poor in the developing world carry supercomputers in their pockets and use them to check WhatsApp messages and make phone calls every now and then.

It cost about three billion dollars to sequence a full human genome in the year 2000. It costs less than five hundred dollars to do now. Soon it will cost less than a cup of coffee. Genome data are available from hundreds of millions of people already; soon this will be in the billions. Anyone anywhere can now write computer code that compares one person's DNA with another; learn what diseases people with similar genes have had; and analyze the correspondences between genomes and the effectiveness with which different medications or other interventions have treated a given disease.

The same advances are happening with sensor-based devices. Sensors such as those in our iPhones cost tens of thousands of dollars a few years ago but now cost practically nothing. The world's entrepreneurs are building iPhone apps that act like medical assistants and detect disease; body sensors that monitor heart, brain, and body activity; external sensors monitor soil humidity, pressure in oil pipelines, and traffic patterns.

So, anyone anywhere can build solutions to humanity's grand challenges—in areas such as health, energy, food, education, water and security—and they are beginning to do just that.


Water

Take the water crisis. Waterborne viruses are responsible for the majority of disease in the developing world. There are predictions that many countries will run out of water and that wars will break out over supplies. This seems paradoxical considering that 71% of the earth's surface is water and converting seawater is as simple as boiling and condensing vapor.

Access to clean water is one of the most serious problems in the developing world. According to the World Health Organization, 1.8 million people die every year from diarrheal diseases (World Health Organization, 2004). Of these victims, 90% are children under five, mostly in developing countries. Eighty-eight percent of these cases are attributed to unsafe water supply and sanitation.

It's not shortage of water per se that is the problem; it's access to clean water. Water obtained from rivers and wells is infested with deadly bacteria, viruses, and larger parasites. These could be killed by simply boiling the water, but the energy necessary to do that is prohibitively expensive, so people die or suffer.

One incredible Chilean entrepreneur, someone I consider to have the genius of Albert Einstein and inventive capabilities of Thomas Edison, took it upon himself to solve this grand challenge.

Alfredo Zolezzi, of Advanced Innovation Center in Chile, had spent the early part of his career creating products for the oil industry. He had achieved great success as an entrepreneur by developing technology that enhanced the recovery of oil from abandoned oil wells using high-frequency, high-powered ultrasound waves. He had ideas for new technologies that could reduce the cost of refining heavy oil as well as its viscosity and sulfur content. Zolezzi likely could have made billions by perfecting these.

But then, in 2009, he read that the United Nations was discussing a resolution to make access to clean drinking water a basic human right—just like the right to food and freedom. When Zolezzi started researching the issue, he learned waterborne viruses are the leading cause of disease and death around the world—taking an annual toll of more than 3.4 million lives. And he was even more shocked to learn that the suffering weren't just in sub-Saharan Africa. A slum that he visited near his home in Santiago, Chile, had the same problem. Its inhabitants fell sick frequently and spent a substantial part of their earnings on emergency hospital care.

He realized he had lived a privileged life. He came from a middle-class family, had had a good education, and was able to achieve great personal success by using technology to solve the problems of big corporations. Zolezzi says that he realized that he needed to use these gifts to do something for those who have nothing.

So he decided to shift gear and develop a technology to help solve the problem of water purification. He started repurposing his oil-extraction technology to eliminate microbial contaminants from water.

Zolezzi told me he was driven by a social need. But he also believed that he could build a profitable company and achieve entrepreneurial success.

Zolezzi and his team spent 18 months developing a system that converts water into a plasma state through a high-intensity electrical field and eliminates microbiological content through electroporation, oxidation, ionization, UV and IR radiation and shockwaves.

They installed it in the Santiago slum in mid-2011 and I heard about Zolezzi's project when I visited Chile in April 2012 as an advisor on innovation to the Chilean government. When I visited, Rosa Reyes, community leader of the Fundo San Jose shantytown, told me how grateful she was to Zolezzi and his team for transforming their lives. Their productivity had increased. Her neighbors no longer had to keep borrowing money from each other to pay for medical care. Reyes said that the local hospital, fearing that it was losing business to a competitor, had sent a representative to ask why they had stopped frequenting their facility.

I invested in Zolezzi's company and had philanthropists such as Ratan Tata of India and Ricardo Salinas of Mexico do the same.

Zolezzi brought his technology to the U.S. to have it tested for conformance to EPA guidelines by the leading U.S. authority, NSF International. It not only exceeded NSF's highest standards, but killed 100% of all bacteria and viruses in the heavily tainted samples that NSF tested—something they had never seen before.

Village-sized units of the plasma-based water-sanitization (PWSS) technology—that consume less energy than a hairdryer—presently cost about $10,000 to produce but should cost around $1,000 when mass produced.

The company has been disadvantaged because it was based in Chile and few people believed that it the country could develop breakthrough technologies, so they provided little support. Yet, Zolezzi persevered and is about to take these technologies to the world with the products being manufactured by Siemens AG, a German multinational conglomerate.

A technology developed by a small team in Chile could go a long way toward solving one of humanity's greatest problems.

Not surprisingly, it isn't just the poor who stand to benefit from Zolezzi's technology. A study of aircraft water quality, published in the International Journal of Environmental Research and Public Health (Handschuh et al., 2015), found that the water tanks are conducive to microbial growth and that the problem is severe on long-haul flights. In 2014, the Environmental Protection Agency also sampled water from planes and found that 15% of the samples contained coliform bacteria, an indicator of poor hygiene (Handschuh et al., 2015). Our hospitals, schools, and businesses often have water tanks with similar problems. Such contamination partly explains why in 2018 consumers worldwide spent more than $250 billion on bottled water (The Business Research Company, 2018).

European aerospace giant Airbus funded the development of a version of the PWSS product that is the size of a suitcase and can work on board planes. These produced the same results as with the PWSS camp units: 100% elimination of bacteria and viruses. We will hopefully see these units in our homes and reduce the demand for bottled water in plastic containers that pollute the environment.



Agriculture

As I mentioned earlier, things are never easy for entrepreneurs, especially in the less developed parts of the world. Not only are they restrained by the lack of investment capital, they don't get the support they need from their own communities and governments.

This is the problem that Alfredo Zolezzi faced during the COVID pandemic. As always happens with technology commercialization, it took 5 years longer than expected to perfect these and make them scalable. And just as Siemens and Airbus had finalized the development of a small-sized plasma-water unit for aircraft, schools, and hospitals, the pandemic stopped everything. The company out of funds and there was no further runway.

Fortunately, Zolezzi used the pandemic downtime to go back to basics and look for new uses of his technology. He made an astonishing discovery: the devices could inexpensively produce Plasma Activated Water (PAW) in a rapid and continuous flow, just as it produces clean water. PAW may well be the Holy Grail of agriculture because it seems to work like magic by synthesizing compounds that act on plants in the same way as organic pesticides; enhance plant growth; and provide microbial disinfection.



PAW in agriculture

All of modern agriculture depends upon chemical inputs to control disease and increase yield. Together, these inputs more than quadruple the productivity of much of agriculture, and make it able to support the 8 billion people living today. The two most intensive inputs are the pesticides/microbicides and fertilizers.

Pesticides and fertilizers are also the most toxic and the most polluting. There are more than 1,500 pesticides in use today. All of them require complex synthesis through many chemical intermediates, and all of them generate waste streams that enter the environment. The pesticides themselves are toxic. They are designed to poison and kill bacteria, fungi and insects.

Fertilizer is usually in the form of nitrate. This is produced in massive factories around the world using high pressure, high temperature, and metal catalysts in a process called Haber-Bosch. This on its own produces more than 10% of all atmospheric pollution. The nitrate itself is added to farmers' fields in massive excess, and run-off pollutes rivers and oceans and causes so-called “dead zones” to form around the world.

PAW offers the opportunity to replace at least some of these pesticides and fertilizers with natural and fully-sustainable alternatives. Zolezzi's technology generates hydrogen peroxide from water, and nitrate from air.

Plants including crop plants use hydrogen peroxide to defend themselves from disease. When attacked by a potential pathogen, plant cells make and use peroxide locally to kill the pathogen, and systemically as a signal to build an immune state; hydrogen peroxide triggers the appearance of immunity. PAW, if applied to roots or leaves, should be able to replace at least some toxic microbicides with a fully-sustainable and completely harmless inducer of a natural immune state in crops plants. Then crops wouldn't need toxic sprays because they would be naturally resistant to disease.

Plants including crop plants use nitrate to make amino acids and proteins, and therefore to grow and yield fruits and seeds. The PAW can be made to contain nitrate converted from di-nitrogen in the air. In this way it should be able to replace at least some of the fertilizer made by the Haber-Bosch process with a fully-sustainable and non-harmful source of nitrate. Because it can be applied throughout the season, it can also avoid the massive over-dressing of crop fields that leads to runoff and dead-zones in water courses.

This technology has the potential to displace and disrupt existing pesticide and fertilizer industries worldwide. With scaling, and with commercially-centered trialing and confirmation, there is the potential to use natural and sustainable hydrogen peroxide instead of synthetic pesticide, and natural and sustainable nitrate instead of synthetic fertilizer. If we can do this, we will have a very large impact on the health of the planet and of everyone that lives on it.



Energy

What blocked our ability to tap the sun until recently was the cost of capturing its energy and converting it into electricity (and, ultimately, heat). But a few things have changed since the 1980s. We have become much better at making semiconductors for computers; and those same pieces of silicon are what convert solar energy into electricity. We have developed ways to make solar panels from thinner slivers of silicon. We have gotten much better also at figuring out how to squeeze more out of the solar energy we capture. And, most important, economies of scale are beginning to affect the price. As more solar panels are installed, more are manufactured, and panel- and -component-manufacture costs keep falling.

For these reasons, solar-energy capture is advancing on an exponential curve. With that advance, we are heading into an era of practically unlimited, clean, almost free energy.

Consider that when Ronald Reagan took office in 1980, average retail electricity costs in the United States were around 5 cents a kilowatt hour (in today's dollars). Electricity produced from wind power, on the other hand, cost around ten times more, at 50 cents a kilowatt hour. And electricity from solar power cost 30 times more, at around $1.50 per kilowatt hour.

How the times have changed. Today, new wind power installations are producing electricity at an unsubsidized cost of 2.6–5.4 cents per kilowatt hour—significantly lower than the 7 cents per kilowatt hour wholesale prices of new coal and natural gas electricity. Solar has dropped as much and is still dropping. Large-scale solar installations in the very sunniest areas range from 2.9 to 3.8 cents per kilowatt hour without subsidies. In fact, at times renewable power is so efficient that utilities literally give it away in order to avoid overloading the grid! In March 2017, over the course of 14 days California utilities gave free power to Arizona utilities to keep the power supply on the California electrical grid in balance (Penn, 2017). This happens in many places where daytime solar or nighttime wind production are so great that utilities have more power than customers can consume.

The first solar photovoltaic panel built by Bell Labs in 1954 cost $1,000 per watt of power it could produce (Chapin et al., 1954). In 2008, modules used in solar arrays cost $3.49 per watt; by 2018, they cost 40 cents per watt (U.S. Energy Information Administration, 2018). According to a pattern known as Swanson's Law, the price of solar photovoltaic modules tends to fall by 20% for every doubling of cumulative shipped volume. The full price of solar electricity (including land, labor to deploy the solar panels, and other equipment required) falls by about 15% with every doubling. In actuality, even this trend is accelerating: Bloomberg New Energy Finance estimates that for every doubling of cumulative manufactured capacity, the cost of PV modules now declines by 28%.

The amount of solar-generated power has been doubling every 2 years or less for the past 40 years—as costs have been falling (Randall, 2016). At this rate, solar power is only five doublings—or <12 years—away from being able to meet 100% of today's energy needs. Power usage will keep increasing, so this is a moving target. Taking that into account, inexpensive renewable sources can potentially provide more power than the world needs in <20 years. This is happening because of the momentum that solar has already gained and the constant refinements to the underlying technologies, which are advancing on exponential curves. What futurist Ray Kurzweil said about Craig Venter's progress when he had just sequenced 1% of the human genome—that Venter was actually halfway to 100% because on an exponential curve, the time required to get from 0.01 to 1% is equal to the time required to get from 1 to 100%—applies to solar capture too.

It isn't just solar production that is advancing at a rapid rate, and solar will not be our only source of clean energy: there are also technologies to harness wind, biomass, thermal, tidal, and waste-breakdown energy, and research projects all over the world are working on improving their efficiency and effectiveness. Wind energy's price became competitive with the cost of energy from new coal-burning power plants in the United States in 2016, according to Bloomberg New Energy Finance, and prices have been continuing to fall (Henbest et al., 2016). Unsubsidized wind-energy contracts were signed at 2 cents per kWh in Mexico and Brazil in late 2017 and early 2018 (Vanessa, 2018).

Yes, there are challenges in the economics and recyclability of solar panels—but these will be solved as these technologies evolve. As well, critics of clean energy, especially those from the oil industry, argue vehemently that the sun doesn't shine at night and winds don't blow 24 h a day. They say that the Achilles heel of these technologies is the ability to store energy, because batteries are prohibitively expensive and big and bulky.

The critics are wrong on this front as well, because the cost of energy storage is also plummeting. Since 1990, the cost of batteries has fallen by a factor of roughly twenty. On current trends, the price of batteries and other energy-storage techniques will fall to just a few cents per kWh by the time solar and wind have matured, making energy from the sun and wind available 24/7 and cheaper than electricity from any other source.

The advances are exceeding expectations. In a study published in Nature Climate Change, Bjorn Nykvist and Mans Nilsson, of the Stockholm Environment Institute, documented that, from 2007 to 2011 average battery costs for battery-powered electric vehicles fell by about 14% a year (Nykvist and Nilsson, 2015). This decline put battery costs in 2016 right around the level that the International Energy Agency predicted they would reach in 2020. Electric vehicles are fast reaching the point at which they will cost substantially less to operate, from cradle to grave, than gasoline-fueled ones. And the same technology that is used for car batteries can be used for homes and businesses to store solar energy.

According to the U.S. Department of Energy (DOE), the cost of electric vehicle batteries fell from $1,000 per kWh in 2008 to $268 per kWh in 2015, a 73% reduction in 7 years (International Energy Agency, 2016). Wharton's Mack Institute's Program on Vehicle and Mobility Innovation calculated the cost lithium-ion (Li-ion) battery packs had declined 16% annually between 2007 and 2020, dropping to industry-wide average cost of battery packs of US $144 per kWh in 2020.

By the way, many new solar (and battery) technologies are in development. For example, scientists are experimenting with a new material called perovskite, a light-sensitive crystal that has the potential to be more efficient, less expensive, and more versatile than any solar solutions to date. From 2009 to 2017, perovskite's conversion efficiency increased from 3.8 to 22.7%, making it the fastest-developing technology in the history of photovoltaics (Manser et al., 2016). In June 2018, Oxford PV announced that its perovskite-silicon tandem solar cell had achieved a 27.3% conversion efficiency, as certified by the Fraunhofer Institute for Solar Energy Systems (Oxford PV, 2018). Researchers in Japan forecast a maximum potential efficiency exceeding 38% in a chalcogenide perovskite/crystalline Si tandem architecture.



How this benefits everyone, everywhere

The effect of these advances is not limited to the developed world; it is anywhere where people can put a solar panel on a roof. Free power will trickle down even to remote villages, with profound consequences. This is already happening.

In Africa, 1.2 billion people have no connection to a power grid, and another 2.5 billion can get power only intermittently. To make matters worse, the lack of viable electrical options creates perverse side effects. People use kerosene for lamps, a dirty fuel that, according to the Economist, costs $10 per kWh of energy that it provides—significantly more costly than the same unit of power in the West on a modern power grid (Economist, 2015). Worse, kerosene fires are endemic in Africa, and their toxic fumes cause respiratory ailments that kill hundreds of thousands per year.

The plummeting cost of photovoltaic panels, along with the decline in the prices of light-emitting diodes (another semiconductor product), has brought light to more than 20 million Africans in the past decade. The World Bank's Lighting Africa program is doubling sales of approved devices each year (World Bank, 2018). Solar-powered LED lamps with included battery storage sell for $8 (Economist, 2012). That's still a lot of money for the poorest to afford, but it's within reach.

Central power grids will probably never be built to cover all of Africa. Power there will truly be a distributed endeavor. Schools, hospitals, and homes will all be powered by sources on site or nearby. The same happened with landline communications: Africa leapfrogged into cell-phone networks. In some places, these networks are better than those in the United States. By leapfrogging legacy infrastructure and focusing on the future, Africa will be able to take far better advantage of future price declines in solar, LED, and other energy–capture and -saving technologies.

Aside from its effect on lighting, distributed micro-generation in Africa will also allow cheaper charging of cell phones. This is, believe it or not, a major expense for many Africans who lack sources of electrical energy: they pay dearly for electricity at kiosks. By reducing the cost of phone ownership and making voice and data communication cheaper, low-cost electricity boosts a key service that lifts people out of poverty and improves their lives. Information is power: to get the information, you need the power. Within a decade, we should see 50% penetration of solar panels into Africa and total penetration of LEDs or close access to cheap electricity for running small household appliances or charging phones.

So everywhere on Earth, for rich nations and poor nations, there will be light for all, and it will be essentially free. This will lead to many other benefits. And as we have seen from the reverse innovation that Alfredo Zolezzi is doing with PWSS and Airbus, the relatively well off will also benefit from having inexpensive, clean water without plastic residues—as well as nearly free energy for electric cars and homes.



Free power means a more peaceful planet

Water and energy are the natural resources at the heart of many of the worst global conflicts. In the Ukraine, a core part of the dispute with Russia is over natural-gas pipelines. Japan started World War II in part due to its lack of natural resources, among them oil. India and China are tussling over water rights, a dispute that looks set to radically worsen as China seeks to expand agriculture in its south and India also pushes to grow enough food to satisfy its fast-growing population. China is proposing massive dams on major rivers flowing from China to India and Bangladesh (Ramachandran, 2015).

With cheaper power making water more abundant, even more of the desert may blossom in green edibles. The world has plenty of desert with plenty of natural sunshine for farms. Israel has pioneered desert agriculture, and tomato farms in Arizona are some of the most productive in the world. Adding water to these vast deserts, far cheaper than fertile fields, will allow many arid countries to become efficient producers of crops. Vertical farming also has great potential. Imagine turning those city parking lots that are no longer needed because of self-driving cars into farms that grow organic food with LED lights and artificial–intelligence software—organic because when food is grown in buildings surrounded by glass, we have no use for insecticides or pest control.

In his book Abundance: The Future Is Better Than You Think, Peter Diamandis wrote about an era in which all the needs of humanity are met: a world in which no one on Earth suffers from hunger or lacks clean water; a world in which we all have clothes, electricity, cell phones, and housing; and he believes that this is an eminently achievable aim (Manser et al., 2016). I agree with him—if we do things right, if we can find a way of sharing the benefits of technology advances, and if we take the right paths.

Nearly free energy and water will be amongst the biggest boosts to autonomy that humans have enjoyed in history. Energy and water are the key to everything that offers us a more comfortable life. Energy keeps us warm, powers our vehicles, lights our homes, powers our communications systems, and much more. Inexpensive energy will also unlock an endless supply of fresh water and allow us to grow more food.

Combined, energy and water will give us as much as we could ever want or need. In those parts of the world that are poorly governed or have poor infrastructure, inexpensive energy and water will also allow people to experience lives of a quality far closer to that of us in the West and the developed world. There is no autonomy tradeoff; almost free energy and water will give us more autonomy and reduce our dependency. The ease of accessing energy and water will deliver a base level of abundance that will improve the wellbeing of all people on the planet, from the richest to the poorest.
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Introduction: Do externalities work and matter differently in a world of scarcity vs. a world of abundance? In this article, we critically examine the economic phenomena of externalities. The concept of externality, an important idea in economics and law, is useful in exploring the complex and dynamic relationships between resource supply and human flourishing within various sociotechnical systems.

Methods: First, we define the basic concept and explain why it is fundamental to economic analysis of complex social environments Second, we briefly survey the intellectual history of externalities with the goal of tying together a few different strands of economic theory and providing a roadmap for a general theory of externalities. This discussion highlights a latent conflict between those who pursue and those who resist perfectibility (optimization) of social systems by internalizing externalities. Third, we compare externalities in worlds of scarcity and abundance.

Results: This article develops the theoretical framework, including a brief intellectual history and notes toward the development of a general theory of externalities. As a conceptual tool, externalities enable one to identify and examine social interdependencies and to map their causes and consequences. Externalities provide evidence of social demand for governance institutions. This descriptive utility can and should inform normative analysis, the design of governance institutions, and comparative institutional analysis. We also raise a series of (mostly empirical) questions that should frame comparative institutional analysis and evaluation of different externalities in the digital networked world.

Discussion: We focus on the scarcity and abundance of knowledge resources and the (technological) means for participating in the production, dissemination, and modification of such resources. In the real, necessarily imperfect world where abundance and scarcity vary across resources, people, and contexts, externalities persist, indicate social demand for governance, and inform comparative analysis and design of governance institutions.

JEL classification: D62, B52, D02.
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1. Introduction

Do externalities work and matter differently in a world of scarcity vs. a world of abundance? Over the past decade, many prominent scholars and thought leaders have argued (hypothesized) that increasing abundance of various types of knowledge resources and the technological means for participating in the production, dissemination, and modification of such resources will lead to substantial impacts, changes, and even disruptive transformation of existing political, economic, and social systems. This article does not empirically test this rather broad claim. Instead, we presume there is some inevitable truth to the generic claim, which anyone living in the twenty-first century can appreciate, and focus more directly on understanding the mechanisms, namely, in how scarcity and abundance of knowledge resources shapes political, economic, and social systems and, as we shall see, vice versa. This inquiry forces us to interrogate the conventional economics of externalities.

The concept of externality, an important idea in economics and law, is useful in exploring the complex and dynamic relationships between resource supply and human flourishing within various sociotechnical systems. Unfortunately, the externality concept is easily confused in making prescriptions. For example, economists often consider externalities to be a prime example of market failure (Papandreou, 1994). As we explain below, this is a bad heuristic. In reality: Externalities are sometimes evidence of market failure and other times evidence of market success. Furthermore, externalities sometimes are not primarily about markets failing (or succeeding) but instead concern political or other social systems failing (or succeeding) (Claassen, 2016). Not surprisingly, a bad heuristic can lead to bad prescriptions to remedy supposed failures.

Before we examine how externalities work and matter in worlds with varying degrees of scarcity and abundance, we provide a series of clarifications to help avoid the problems that plague conventional theories. We explain that externalities (i) are system-independent, (ii) always concern the interdependent and functional relationships between people and environments (resources, both natural and built), (iii) vary according to the set of values people have, and (iv) often, though not always, give rise to social demand for governance. As institutional economists recognize, externalities and institutions are inexorably intertwined. Yet governance institutions, which are by no means limited in focus to internalizing externalities, are themselves socially constructed resources that comprise and shape the built environments within which people live and develop their beliefs, preferences, and capabilities. This unavoidable fact adds a layer of complexity to the analysis that we do not fully describe in this paper and thus leave for other work.1 But we mention it because it is relevant to understanding how externalities and corresponding governance institutions work and matter differently in a world of scarcity vs. a world of abundance.

The real world is necessarily imperfect. It is complex and messy. Scarcity cannot be eliminated, and thus, a “world without scarcity” will never exist and can only be theorized. Nonetheless, which resources are scarce and to what degree does change over time and is a critical issue. Economics generally acknowledges these facts. In Part 2, we discuss the economics of externalities with these facts and the interdisciplinary audience of this journal in mind.2 In Part 3, we engage the hypothesis noted above regarding abundance. First, we briefly consider the abstract idea of a world of absolute abundance (without scarcity) and note how Ronald Coase used and others have abused this idea. This discussion situates our analysis in the broader themes of the Special Issue of Frontiers. Second, we consider the more realistic idea of a world in which specific sets of knowledge resources are increasingly abundant. Such a world can exist, and in such a world, externalities matter.

In our modern digital networked world, externalities are, in fact, ubiquitous. We hypothesize that there are more externalities than ever in human history, social interdependence is at an all-time high, and social demand for governance is unmet and on the rise. Wishful thinking and appeals to abundance-enabled innovation, disruption, and democratization too easily distract, dissemble, and ultimately, disable comparative analysis and design of appropriate governance institutions. Accordingly, in Part 3, we offer a series of (mostly empirical) questions that challenge such appeals and frame interdisciplinary research needed to support comparative institutional analysis.3



2. Externalities in a world of scarcity


2.1. Definition and an abbreviated intellectual history

Most economists would agree on a rather standard and common definition of externalities that can be put in the following terms:

Externalities are benefits or costs realized by one human being as a consequence of another human being's activity without a full accounting of the effects by the parties.4

Based on this definition, one can say that externalities are rather familiar. We generate and realize externalities daily by virtue of our experiences in an interdependent society.5 Consider how many of your actions have small but nonetheless real effects on others around you. Many effects are small in magnitude and seem trivial—say, the effects of one person's loud cackling laugh on others trying to read at a coffeehouse. Such effects may add up and become more significant if persistent or widespread—if the cackler persists for a long time, perhaps every morning... or consider a person chatting loudly on her cell phone every morning on the public transit bus... or a person that maintains a beautiful flower garden to the benefit of those who pass by on the way to the bus... and so on. Textbook examples are legion. Negative and positive externalities are ubiquitous (Laffont, 2008).

Despite such familiarity and general agreement on the basic definition, the meaning and relevance of externalities has been contested in economics for many years. Acknowledging that “externality is an ambiguous concept,” Harold Demsetz suggested that “every cost and benefit associated with social interdependencies is a potential externality” (Demsetz, 1967, p. 348 [italics added]). In his view, externalities exist only where benefits or costs are not taken into account by parties because “the cost of transaction in the rights between the parties (internalization)... exceed[s] the gains from internalization.” In a similar vein as Demsetz, Kenneth Arrow insisted that the existence or non-existence of externalities is a function of the relevant institutional setting, incentive structure, information, and other constraints on the decision-making and exchange possibilities of relevant actors (Arrow, 1970; see also Papandreou, 1994, p. 13–68). Arrow connected externalities to the absence of a functioning market (Arrow, 1970, p. 59–67), essentially equating an externality with an incomplete or altogether missing market (Cornes and Sandler, 1996, p. 40–43).

In mainstream economics, externalities are one possible cause and even represent one form of market failure (Bator, 1957; Laffont, 2008). Externalities are one reason given in most economics textbooks to explain how markets fail to allocate resources efficiently. This has been standard, at least since Paul Samuelson's seminal work on public goods (1954).

The perceived problem is that externalities are not fully factored into a person's decision about whether, how, and how intensely to engage in an activity, and consequently—that is, as a result of the incomplete consideration, externalities may have a distorting effect on market coordination and allocation of resources. The linking of externalities to market failure suggests the following hypothesis:

H1: Too few (many) resources will be allocated to activities that generate positive (negative) externalities because persons deciding whether and how to allocate resources to such activities will fail to account for the full range of benefits (costs).

And the following (counterfactual) hypothesis:

H2: If the unaccounted-for benefits (costs) were taken into account, or internalized, the actors would behave differently, reallocating their resources in a more efficient manner.

Distortions manifest both on the supply side, in terms of reduced incentives to invest in what would otherwise be optimal supply, and on the demand side, in terms of lost signals about what consumers want and where investments should be directed (Laffont, 2008). The “lost signals” description follows from the Arrow's notion of externalities as missing markets or unpriced exchanges.

We can describe the supposed market failure at two different levels of abstraction. First, at a micro level (partial equilibrium, see, e.g., Buchanan and Stubblebine, 1962), it may be seen as the consequence of an imperfection in the market for some specific good or service generated by or otherwise attributable to a specific activity. One prominent example involves public goods (Samuelson, 1954).

Consider an example: silence on public transportation. Silence (noise) can be quite valuable (costly), is non-rivalrously consumed, yet is often underproduced (overproduced). Individual producers contribute without fully capturing or accounting for the benefits (costs) realized by others; there typically is no market exchange. The shared environment of public transportation is easily congestible, however, by one person or a few. While those who value jointly produced silence might coordinate with each other and even engage in an exchange with those who would break the silence, such transactions are far and few between. Social norms and other informal governance mechanisms may work in some contexts, but not in others.6 Legal rules might even be adopted. But at what cost? A comparative analysis of institutions available to solve this collective action problem can get quite complicated. The point here is simply that actors being quiet and noisy may generate externalities as their actions generate benefits and costs for others in their vicinity. Whether or not any given level of silence/noise is optimal is highly contextual and may be difficult to assess. In this case the very notion of optimality depends on a partial equilibrium analysis, which essentially means, pretending all other markets and non-markets work perfectly. Below, we discuss some shortcomings of this style of analysis (see also Frischmann, 2012, p. 53–57).

Second, at a macro level (e.g., general equilibrium, see Arrow, 1970; Papandreou, 1994), the supposed market failure may be seen as an imperfection in the market for markets. A market may be missing altogether (Arrow, 1970; Berta, 2017). There are many reasons why this might be the case. We discuss some below. The basic idea is that markets are themselves a complex public good that must be supplied by people. Markets themselves—through the activities of market participants—generate many different types of positive and negative externalities, and as recent research has examined, markets are often a form of knowledge commons (Frischmann et al., 2014, 2017; Dekker and Kuchar, 2021). And so, like other public and social goods, markets themselves may be underproduced.

Demsetz (2008) argued the market for markets is presumptively an efficient means for assessing when the benefits of internalization exceed the costs of internalization, and thus, markets, like property rights, will come into being when it is efficient to internalize externalities. Specifically, he said: “Just as the market dictates that there will be no good X if the cost of producing X exceeds what people are willing to pay for it, so the market dictates that there will be no market if the cost of producing the market exceeds what people are willing to pay for it” (Demsetz, 2008, p. 131).

Frischmann (2009) replied that this view mistakenly “equates supply and demand for property rights [and] other internalization mechanisms such as regulation... with a market.” Demsetz extended partial equilibrium assumptions to the market for markets, which is not justified since it only pushes the analysis up a level of abstraction and does not deal with the complex interdependencies of externalities flowing within and between markets and non-markets (or market and non-market systems). Frischmann (2009, p. 815 [italics added]) explained:

Participants in the market for a market for X are not likely the same (complete set) as the participants in the market for X, nor are the third parties affected by the actions of either set of market participants the same. We cannot assume that everyone participates in each market or in some macro-market-for-potential-markets without simply assuming away the notion of third-party effects altogether.

The market for markets frame presumes the market system is the default social system for social coordination and governance. In reality, political and other social systems play a (more) significant role in supplying governance institutions, including those necessary for markets.

The existence of silence (noise) on the train, for example, is not well explained by an economic analysis of whether a market exists and whether transaction costs for creating such a market are too high. Of course, one can contrive a model or tell a story about non-existent property rights and high transaction costs, but such analysis borders on tautological. Most people detect the handwaving and intuitively know that in most cases, a better explanation is rooted in social norms and cultural attitudes.7 Economic analysis has a lot to offer, especially comparative institutional analysis and economic sociology. But much more detail is needed than facts about transaction costs, property rights, and the (non)existence of a market.8 That a (luxury) market for silent travel, e.g., quiet cars on trains, may exist alongside other governance arrangements does not undermine the point.

Assuming (for now) the two hypotheses are true and externalities determine market failure, then how, according to conventional economic thinking, should society address the resource misallocation problem? For some time, most economists accepted Pigou's view that the government ought to “intervene” via the tax or regulatory system and force externality-producing agents to fully account for their actions (Pigou, 1932). Thus, producers of negative (positive) externalities, such as pollution (education), should be taxed (subsidized) at a level that aligns private and social costs (benefits) (Cornes and Sandler, 1996, p. 72–78).

Coase (1960) challenged to the “Pigovian tradition” and gave credence to property rights as an alternative to the Pigovian solutions of government taxation or regulation as a means of dealing with externalities (De Meza, 1998, p. 270–73). Coase first suggested that in a world without transaction costs, which he referred to as “costs of market transactions,” all that would be needed for the market to function properly are well-defined property rights.9 In such a world, regardless of how property rights are assigned, everyone who might be affected by use of the resource to which the property right applies would bargain and (re)allocate rights in a manner that maximizes social welfare (Coase, 1960, p. 15–19; De Meza, 1998, p. 270). Of course, this theorem, sometimes referred to as the Coase Theorem to Coase's dismay, only holds in a world without transactions costs, which is not the world we live in (Coase, 1960, 1988; Ellickson, 1989; De Meza, 1998; Ramello, 2011; Frischmann and Marciano, 2015).

Coase mainly intended to emphasize the importance of considering transaction costs when comparatively evaluating institutional solutions to perceived market failures (Frischmann and Marciano, 2015). Coase anticipated a role for government above and beyond defining and enforcing property rights, but he thought that role should be evaluated contextually with a full understanding of the reciprocal nature of interdependent relationships10 and without a reflexive invocation of externalities to justify government action (Coase, 1960, p. 18; De Meza, 1998, p. 275). Buchanan and Stubblebine (1962, p. 381) agreed: “There is not a prima facie case for intervention in all cases where an externality is observed to exist.”

Buchanan and Stubblebine (1962) introduced the idea of relevance, by which they divided externalities worthy of attention and internalization from those deemed irrelevant. An externality is relevant only if its removal via internalization is Pareto improving11; this does not mean that internalization is necessarily justified because an evaluation of whether or not to internalize would turn on the costs of internalization, which vary according to technology, institutional context, and other factors. The point is more basic. The relevance/irrelevance distinction depends, in Buchanan and Stubblebine's analysis, on whether net gains can be made from a hypothetical, costless “trade” between parties. Absent such gains, internalization is not worth considering for it would not matter to the generating actors' behavior or incentives.

Demsetz (1967) took a different approach and advanced a theory of property rights evolution where imperfectly defined property rights improve and evolve to meet societal demand for the internalization of externalities.12. By definition (within economics, at least), property rights can be perfectly defined only in a world without externalities. In such a world, the range of “sanctioned behavioral relations among economic agents in the use of valuable resources” is completely and unambiguously delineated (Libecap, 1994, p. 145; Demsetz, 1998). As Libecap (1994, p. 145) explains, “In the limit, if property rights are so well defined that private and social net benefits are equalized in economic decisions, benefits and costs will be entirely borne by the owner.”

By insisting on property rights and institutions, Coase, Buchanan and Stubblebine, and Demsetz all meant to emphasize the importance of institutional means (solutions) to deal with external effects. In the absence of transaction costs, Coase explained, there is no need for government intervention because individuals can bargain and devise solutions to deal with the interdependencies that exist between them.13 Similarly, Buchanan (1965) claimed that individuals could devise “clubs” that allow individuals to internalize externalities and produce (local) public goods. If property rights are correctly defined, then externalities would be internalized (dealt with in the club). Yet, transaction costs exist, and clubs cannot always be built. When they can, they are not always perfectly efficient. Not surprisingly, the real world is awash in imperfectly defined property rights and externalities (Demsetz, 1998, p. 144; Epstein, 2002, p. 520; Frischmann, 2004, p. 967; Frischmann and Lemley, 2007).



2.2. Toward a general theory of externalities

In this section, we question and aim to correct some oversimplifications in the conventional theories. We begin with the basic definition: Externalities are benefits or costs realized by one human being as a consequence of another human being's activity without a full accounting of the effects by the parties. The definition entails three parts, each of which merits brief reflection:

Benefits/costs realized by a human being encompasses genuine adjustments in a person's welfare, interpreted for our purposes broadly to include wellbeing, capabilities for human flourishing, and other conceptions of values. While economics tends to prefer working with welfare measured in specific ways, one can reasonably describe externalities in terms of many different conceptions of benefits and costs that include human capabilities.14

As a consequence of another human being's activity requires a causal, functional connection between actions and consequences. Actions occur and cause effects in and through shared environments, physical and otherwise. The causal relationship and environmental conditions matter.

A full accounting of the effects by the parties requires effects be factored into decision making about the activity that generates the effects as if the parties are one party or, put another way, as if the decision is mutual. It thus requires more than mere awareness of or even knowledge about the effects by one or more of the parties.

The existence of an externality signifies an incomplete accounting of effects. There are many potential reasons. Incomplete accounting may be due to a lack of awareness, appreciation, or understanding (hereinafter “knowledge”) of how one person's actions generate consequences for others. While we group awareness, appreciation, and understanding together under knowledge for expository convenience, there are subtle and important differences between these states of mind, how they contribute to an incomplete accounting, and the types of governance mechanisms (interventions) that might enable a complete accounting. For example, institutions focused on transparency and notice may provide awareness but fall short with respect to appreciation and understanding. Knowledge about the dynamic relationships between actions, mediating environments, and consequences for other people is sometimes in the realm of common sense—as in the case of a person speaking loudly on the public train—but other times may be much more complicated—for example, when one contributes to “anonymous crowding,” a type of congestion, on shared networks (Cornes and Sandler, 1996, p. 355; Arruñada, 2017; Frischmann et al., 2019, p. 222–23).

Yet even with the necessary knowledge of such complexities, incomplete accounting may exist due to a lack of mutual concern (hereinafter “mutuality”). Making decisions as if parties are in fact one party is at the core of what economists mean when they refer to internalization. Theorists of collective action might instead use the words coordination and cooperation. A simple Prisoners' Dilemma provides a decent illustration. Even if both players are fully informed about the payoff structure and the consequences of their individual decisions, the dominant strategy eschews mutuality. Knowledge is not enough. The accounting is incomplete because of the lack of mutual concern. Institutions can provide a means for escaping the dilemma.

Mutuality is often socially constructed. It generally, but not always, requires some form of governance. Mutuality—internalization, cooperation, coordination, incentive alignment—can be genuine; that is, it does not need to be an as if condition. It can exist by virtue of a contract or joint membership in a common enterprise, such as a club, partnership, or corporation. It also can exist because the parties are very closely related, for example, family members. In the scenarios first noted, different governance institutions may effectively join parties such that one party making a decision that has a consequence for another should account fully for the effects, provided the actor has sufficient knowledge to do so. But even in such scenarios, mutuality is not guaranteed or inevitable (which is why we used the words “can” and “may”).

As if scenarios are legion. As if mutuality exists, for example, when social norms induce genuine consideration of others, including strangers, before acting in a manner that might affect them. Similarly, strict liability rules effectively require actors to make decisions in this fashion. As if mutuality also arises when property rights and other legal rules provide mechanisms for affected parties to seek recourse from actors who cause them injuries. There are plenty of examples to tease out, but the basic point is made.

Externalities mean an incomplete accounting; internalization of externalities entails a full accounting. Both components—knowledge (awareness, appreciation, and understanding) and mutuality (actual or as if)—matter. Different institutions can be designed to support one or both components. When engaging in comparative institutional analysis and assessing demand for governance, one must consider both components (see also Arruñada, 2017).

Our basic correction to the conventional economic theory about externalities is to cast aside the externality as market failure framing and replace it with the following.

First, externalities are fundamentally a product of human beings (inter)acting with(in) environments. Human beings are actors/agents with various capabilities and characteristics. They have their own independent will (beliefs, preferences, values, and intentions) and social relationships, and they are necessarily situated and even embedded in complex environments that shape their development and interactions. Multiple, complex, overlapping, and interdependent resource systems constitute those environments—the natural environment is one type and socially constructed (built) environments are another.15 These basic facts about the framing matter because they provide the contextual details or parameters necessary for identifying and evaluating externalities: Relevant parameters for such analysis include, inter alia, actors, actions, causal relationships, consequences/effects, environmental mediating factors, and relationships.

Second, externalities are not exclusively a market phenomenon. Rather, externalities arise as relevant phenomena in all social systems, including but not limited to markets. In various social contexts, incomplete accounting can lead to third-party effects. Externalities serve an evidentiary function by indicating demand for governance, which might be supplied in various forms by participants in market, political, or other social systems.

Third, externalities are not failures per se. Counterintuitively, externalities can be and often are evidence of successful operation of social systems and therefore do not require any internalization. For example, markets regularly generate externalities that need not and should not be internalized. Knowledge production in markets is a prime example where spillovers are widespread and socially desirable (Frischmann, 2007; Frischmann and Lemley, 2007; Ramello, 2011). This is success. The same can be said about political, academic, and other social systems. Success or failure depends on the contextual details.

The two hypotheses (H1 and H2 above) are thus sometimes valid, depending on the context, the activities, resources, technologies, and governance institutions, among other things. The critical empirical question, then, is to figure out when the hypotheses hold because that indicates there is a social dilemma, demand for governance, and an opportunity for improvement by internalization.

Fourth, internalization is no panacea. Internalization of externalities can be a solution when there is a problem to solve, but it also can be a problem to avoid when the two hypotheses do not hold. Knowledge and innovation are particularly useful examples. It is not just that producing and sharing knowledge can generate endless ripple effects that are too costly to internalize; it's that the ripple effects are often precisely the point. In fact, even if cheap, internalization can cause distortions that undermine the generation of socially valuable ripple effects, including cumulative innovation and cascading spillovers (Arrow, 1962; Scotchmer, 1991; Frischmann, 2009). For example, if the inventor of the microscope captured the full social value of the invention, it would reduce the incentive for countless scientists to make innumerable discoveries that are in the aggregate far more valuable (Arrow, 1962; Lemley, 2005; Frischmann and Lemley, 2007 [collecting sources and historical examples]). More generally, for infrastructural public goods for which a significant fraction of surplus is attributable to productive (re)use, internalization may affirmatively reduce social welfare (Frischmann, 2012). Ultimately, the case for and against internalization depends on the context and the scope of the analysis.

One way to see the third and fourth points is to reconsider Buchanan and Stubblebine's analysis of relevance. Buchanan and Stubblebine suggest that an externality is relevant only if its removal via internalization is Pareto improving; otherwise, it is irrelevant and need not be considered. The assumption is that the parties would not transact because there are no gains, and so it must be deemed irrelevant. There is no social dilemma, no problem to solve; internalization is inefficient. But what if their joint actions generate external effects that make internalization Pareto improving and thus worthwhile, although not market accountable?

For example, suppose A makes noise whistling on the bus and disrupts B, who cannot concentrate while A whistles. B would be willing to pay $1 to A if A would stop. This is not enough, however. A enjoys whistling and would only be willing to stop and forego such enjoyment for $2. According to Buchanan and Stubblebine, since there is no gain to be made via transaction, the externality is irrelevant. It need not and should not be internalized, even if internalization were itself costless. But suppose B is a writer, and on the bus, she writes interesting threads on Twitter that hundreds of followers enjoy (~$0.02 per follower). Further suppose that some fraction of her followers shares the threads with their followers, and that some fraction also adds their own content to the threads. We could go on extending the scope, the types of activities, public goods produced and shared, and interdependencies. We could change the medium (social technology of interaction) too. The point is that (ir)relevance and the corresponding economic case for internalization for each externality (externality-generating activity) depend entirely on how many interdependent market and non-market interactions one incorporates into the analysis. No matter how much we extend the analysis to markets, we cannot capture all social interdependencies and associated dynamics unless we make society coincide entirely with the market.16 Partial equilibrium analysis may be useful in making things tractable and working up a model to examine specific interactions, but it can be dangerously myopic (Frischmann, 2013).

One might wonder whether this example proves too much. It would seem to apply to countless examples of externalities, such as environmental pollution that inhibited an author from writing. Our example is one of millions we could describe. Silence is a public good that is valuable to some meaningful degree because it affords people opportunities to be productive in certain ways including but by no means limited to writing.17 Frankly, a healthy physical environment (free of pollutants) similarly affords people opportunities to be productive in certain ways including but not limited to writing. How health impacts productivity matters. It is structural. The argument applies to countless examples of externalities. That is the point.

Finally, a fundamental shortcoming made when examining externalities is to couple partial equilibrium analysis (and associated assumptions) with prescriptions focused on the pursuit of optimality or the perfectibility (optimization) of social systems. To develop this argument, we return to Paul Samuelson's seminal work on public goods.

Samuelson (1954, p. 387) suggested that since public goods simultaneously enter the “indifference curves” or “consumption functions” of many people, optimal production would have to account for the aggregate value for the consuming population. Thus, investment in production of a public good should expand so long as the aggregate marginal benefit to consumers exceeds the marginal cost. The optimality condition is framed in terms of marginal rates of transformation and substitutions as follows: Public goods production should expand until the marginal rate of transformation equals the sum of the marginal rates of substitution.

Accurately measuring demand and achieving optimality are difficult because consumers may act strategically and understate their actual preferences hoping that others will bear a greater proportion of the costs. This is known as the preference revelation problem. Competitive markets struggle with measuring demand for public goods, and while government could solve the demand revelation problem in some contexts through voting and political processes rather than market processes, Samuelson recognized that all of these processes are imperfect and thus optimal production would be elusive.18

The Samuelson condition indicates whether public or private investment in public goods production is justified, and effectively that evaluation is situated at the margin between investment in further public goods production and alternative investment opportunities (e.g., in private goods production). Here is what that means: Imagine you must evaluate a stream of potential investments. Specifically, you must decide whether to expand investment in public goods production. Expanding investment might mean investing more in an existing public good to improve its quality or investing in a new public good. Either way, the point is the same. For each potential public good investment, one must compare the aggregate benefits to the production cost, which includes the cost of capital and opportunity costs associated with alternative investment opportunities (i.e., rate of substitution).

In the basic model discussed thus far, the basis for measuring benefits to be aggregated is consumer preferences or willingness to pay for the public good in question. This model effectively assumes a single market, the public good market. Even if we assume consumers do not actively conceal their true preferences in a deliberate effort to free ride, demand measurement problems may persist, and optimal production may remain practically impossible.

The demand side analysis gets quite complicated when the public good is used productively, rather than merely consumed, and such productive use itself generates externalities.19 Recall our bus-riding author who used quiet/silence (public good 1) productively to produce Twitter threads (public goods 2, 3, … n), and followers who then shared those goods and by adding their own comments produced others (public goods n+1, n+2 …). Even if consumers cooperate and accurately reveal their preferences for some of those public goods, those preferences do not account for various third-party and structural effects. Unless externalities are internalized throughout the entire system (incomplete markets are completed, missing markets are made functional, etc.), which is impossible in the real-world, we must acknowledge and grapple with systematic demand side problems of both types—distortions associated with measuring actual consumer preferences and distortions associated with externalities (Again, there is nothing special about this example. We could describe countless other familiar examples with the same basic structure.).

The demand measurement problems posed by measuring actual consumer preferences and significant cascading external effects call into question the utility of marginal analysis and focusing on optimality conditions. Samuelson anticipated this point in an essay reflecting on his public goods theory:

Having called attention to the nature of the [first demand measurement] difficulty, I do not wish to be too pessimistic. After all, the world's work does somehow get done. And to say that market mechanisms are non-optimal, and that there are difficulties with most political decision processes, does not imply that we can never find new mechanisms of a better sort (Samuelson, 1958, p. 334).

[It] should be possible for the theorist to go beyond the polar cases of (1) pure private goods and (2) pure public goods to (3) some kind of a mixed model which takes account of all external, indirect, joint-consumption effects. I shall not write down such a mathematical model. But if I did do so, would we not find—as Pigou and Sidgwick so long ago warned us is true of all external economies and diseconomies -that the social optimum could not be achieved without somebody's taking into account all direct and indirect utilities and costs in all social decisions? (Samuelson, 1958, p. 335; emphasis added).

Now some may read this passage and believe Samuelson was making the case for a centralized decision maker such as the government. But this seems a stretch. Samuelson recognized the importance of external effects and the severe limits they posed on efforts to perfect both market and government systems and thus to achieve optimal production of public goods. Recognizing those limits, he suggests a continued search for “new mechanisms” might be worthwhile. His reference to Pigou and Sidgwick and “somebody's taking into account all [effects] in all social decisions” implicitly acknowledges that the fundamental limit is a full accounting, which as we explain above, entails both knowledge (awareness, appreciation, and understanding) and mutuality.

We live in a very complex second-best world evidenced by the prevalence and variety of external effects (Lipsey and Lancaster, 1956). Attempts to perfect one market should be expected to cause unpredictable and often harmful distortions in many other markets and non-markets. Those who are optimistic about the perfectibility of social systems, including markets, may believe that abundant data and powerful computational technologies will reduce complexity, eliminate externalities, and enable optimization across markets and non-markets. However, there is no empirical support for such beliefs. To the contrary, social interdependencies multiply, complexity increases, and externalities abound (We discuss this claim further below in the context of the Internet, digital networked technologies, and abundant knowledge).

Pursuing optimality in this case is quixotic. We should set aside optimality conditions and instead focus on how to improve market, government, and other social systems (and even new mechanisms) for the bulk of investments that are not at the “edge” in terms of being the last marginal projects that would satisfy the Samuelson conditions. We simply know too little about the territory leading up to the edge. To make the analysis tractable, we have to assume away (and thus ignore) too much.

Speech is a useful example. Speech is a communicative activity that regularly generates externalities, both positive and negative. Speech generally entails the sharing of public goods (ideas, facts, stories, rumors, falsehoods, knowledge, etc.), and such sharing often has direct and indirect effects. Speech affects social interdependence in many ways. Not surprisingly, we do not aim to optimally produce speech. It makes little sense to rely on governments or markets to optimally produce speech. It is simply too difficult to even begin measuring demand, and not just because some consumers will misrepresent their preferences in the hope of free riding. The knowledge requirements alone are hard to fathom, and mutuality is, in many cases, impossible. There are too many complex interdependencies. Internalization is not the overriding social objective, and while a relevant consideration, transaction costs are not sufficient explanation. Speech externalities are expected and encouraged. Indeed, abundant speech externalities are one of the foundational elements of a democratic society, especially one committed to pluralism.




3. Scarcity, abundance, and externalities

Recall the motivating hypothesis noted in the Introduction (and drawn from the themes of the conference and special issue) that increasing abundance of various types of knowledge resources and the technological means for participating in the production, dissemination and modification of such resources will lead to substantial impacts, changes, and possibly even disruptive transformation of existing political, economic, and social systems. Our (modest) claim is that, properly understood, the concept of externalities remains useful in exploring the complex and dynamic relationships between resource supply and human flourishing within various sociotechnical systems.

In previous sections, we described externalities as economic but also social phenomena. We had the real world in mind, and that means, we have been talking about how externalities work and matter in a world of scarcity. We now turn our attention to the question of how externalities work and matter in a world without scarcity, to use the phrase suggested in Mark Lemley's provocative 2015 article, IP in a World Without Scarcity.

There are a few ways to understand the world without scarcity.20 We discuss three.

First, we imagine a world without scarcity, which we could also call a world of absolute abundance. Now this is easy to say but hard to describe. What would it mean for all resources to be abundant? It could mean that all resources are (somehow) freely and limitlessly available. We might begin to venture into science fiction in trying to figure out how to describe such conditions, but we need not go that route. In economics, scarcity and abundance are a function of supply and demand. So long as supply well exceeds demand, scarcity may not be a relevant concern. But short of imagining a world with a very small population relative to available resources (cf. Hardin, 1968) or a population with very small demands (Frischmann and Selinger, 2018 [describing a world in which billions of people are made maximally happy at low cost by engineering their preferences]), it is difficult to take seriously the idea of a world without scarcity. One way or another, environmental resources, raw materials, attention, time, and many other resources will remain finite, in demand, and thus scarce.

Second, we revisit the Coasean world of zero transaction costs and perfect information. This is not a world without scarcity, but it is another idealized world. We mention it here because many of the flaws in law and economic reasoning based on the supposed Coase Theorem could reappear in this context. Notably, the Coase Theorem was Stigler's invention (Stigler, 1966, p. 113), not Coase's (Frischmann and Marciano, 2015). Generations of law and economics scholars have invoked the Coase Theorem and the ideal of a world without transaction costs to set baselines in theoretical models and frame prescriptive arguments about property rights. But this line of (law and) economics analysis often misses Coase's fundamental point. As Frischmann and Marciano (2015, p. 348–349) explain:

Coase had little faith in the toy model of a zero transaction cost world; he did not champion property rights or any particular social arrangement over any other. Rather, he critiqued partial analyses and emphasized that it is “desirable that the choice between different social arrangements for the solution of economic problems should be carried out in broader terms [than the value of production as measured by the market] and that the total effect of these arrangements in all spheres of life should be taken into account”.

Zero transaction costs, like zero scarcity, is an analytical red herring. A better, more realistic economic analysis must acknowledge the prevalence and importance of transaction costs and scarcity and focus on comparative institutional analysis.

Third, and more in line with the motivating hypothesis, we focus on specific resources and evaluate what it means for them to become more abundant. Once we abandon utopian dreams of ideal worlds and embrace reality, we must recognize that scarcity will remain relevant. The key economic questions concern which resources are scarce, which are abundant, and how do we govern their production, use, distribution, and so on. Of course, answering these questions necessarily requires careful consideration and evaluation of social interdependencies, which, as we have explained, are contingent upon the complex, dynamic relationships among people and their (resource) environments.

Thus, not surprisingly, externalities will remain and remain salient. The existence of externalities tells us different things, depending on the context. First, externalities might be evidence of failure or success of different social systems. This interpretation depends on the context and thus requires empirical testing of the two hypotheses (H1 and H2). Second, and related, externalities might manifest social demand for governance. There may be an opportunity to improve the state of affairs for those people who have interdependent relationships. Such an evaluation depends on their values and relationships and the effects of their actions. Third, externalities might indicate a lack of mutuality or relevant knowledge. This information would help in the design and comparative evaluation of institutions.

The motivating hypothesis about increasing abundance presses us to consider a series of questions about any externalities. In designing, comparing, and evaluating institutions to address governance challenges raised by externalities, we should ask:

• How are the externalities created?

• Which activities generate them?

• What economic, technological, social, and environmental conditions support these activities?

• What types of externalities are created?

• How are the externalities distributed to or realized by third parties?

• Do third parties realize costs and benefits cognitively with awareness and appreciation (and perhaps a willingness to pay if a market were to form), or are the costs and benefits realized more passively, taken for granted, or perhaps appreciated only vaguely?

• What are the relevant social systems? Do we need or want a market?

• Can we differentiate between types of externality-producing activities and types of externalities in a manner that is relevant to decision making despite problems with quantification and measurement?

These are representative questions; the list is by no means exhaustive. These are not arbitrary, however. The questions outline contextual details necessary for identifying different types of externalities and mapping parameters relevant to evaluation and institutional design (e.g., actors, actions, causal relationships, consequences/effects, environmental mediating factors, and relationships).

Returning to the motivating hypothesis, we might ask: What does increased abundance of knowledge resources mean for intellectual property laws that historically have been designed to create artificial scarcity and thereby facilitate markets? Lemley (2015) argued that the premises, purposes, and design of intellectual property laws needed to change in light of his predictions of increased abundance. He suggested that the Internet presaged 3D printing, Synthetic Biology and Bioprinting, and Robotics, that these technologies promised to eliminate scarcity (increase abundance) by enabling a much larger number of people—perhaps everyone—to access and use effective means of producing a wide range of intellectual and physical goods. Desai and Magliocca (2013) and Desai (2014) considered how digitization enabled decentralized production, lowered transaction and other costs, and disrupted existing business models and technological platforms. With a focus on 3D Printing, these scholars examined how markets and legal systems evolve in response to abundance, resolving some social dilemmas while creating others. Notably, Desai (2014) rejects the ideal of a world without scarcity, instead recognizing the scarcity will persist and continue to drive economic activities.

Another wave of technologies promising to destroy scarcity and generate abundance has emerged since 2015. We could discuss a range of supposedly smart tech or blockchain or NFTs or the metaverse or others. But it is not necessary to evaluate these or any other technologies that make grandiose promises about “democratizing” innovation, knowledge production, or other related activities (Marciano et al., 2020). Instead, we can make our point more simply if we focus on the Internet and consider why and how scarcity inevitably persists and what follows from that basic observation.

The Internet provides and shapes opportunities for individuals, firms, households, and other organizations to interact with each other and participate in various social systems. The scale and scope of possible and actual social interactions is staggering. To put it simply, a person can easily (with a click of button, at zero marginal cost) instantaneously communicate an idea to millions of people around the world. The idea can be about nearly anything. It can take various forms and be distributed in various media. It can generate positive and negative effects. It can be part of a continuous stream of interactions. And so on …

Everything that occurs on the Internet entails the communication of data between computers at the “ends” of interconnected networks. The bottom line, for our purposes, is that every interaction involving the Internet involves the generation and sharing of public goods (data), which are inputs into the production of public and social goods at the application, content, and social layers of the Internet ecosystem. Externalities are incredibly varied and ubiquitous (for details, see Laffont, 2008; Frischmann, 2012; Frischmann and Selinger, 2018).

In line with the motivating hypothesis, it is perfectly reasonable to assert the following: Due to the Internet, more people have access to more data, knowledge, speech, and other intellectual resources as well as more means of producing and sharing such resources with others than ever before in human history. These public good and infrastructural resources are increasingly abundant such that scarcity may seem nonexistent. But that is not really the case. Scarcity remains. In fact, scarcity of some resources has risen along with the abundance of others. Recall that scarcity and abundance depend on supply but also on demand. There may be an incredible, growing supply of intellectual public goods and infrastructural resources, but at what costs? On the supply side, inputs needed to produce and sustain such abundant supply may be scarce and increasingly so. Energy, time, and attention, for example, are rivalrous resources that for many suppliers (producers, curators, distributors, etc.) are increasingly scarce. On the demand side, what is the social demand for such resources? Do people want or need them? Do people access and use them? Again, at what costs?

That the Internet makes production and distribution incredibly easy and cheap—even costless—does not mean that consumption and productive use are costless. Counterintuitively, overabundance21 generates and exacerbates scarcity, as people must invest scarce resources (again, time, energy, and attention come to mind) to manage their affairs in a world drowned in data and digital networked technologies that mediate their lives and social interactions. Deciding what to consume, what to produce, what is worth paying attention, and even who to relate with and trust can be increasingly taxing endeavors in a world of abundance (Simon, 1971).22 One can only ignore these types of costs associated with consumption and productive use of abundant resources by donning partial equilibrium blinders and assuming away complementarities and interdependencies among abundant and scare resources.

This is a move we refuse to make. To be clear, we do not deny the initial descriptive claim that data, speech, and other intellectual resources as well as means of producing and sharing such resources are increasingly abundant. Rather, we insist on recognizing how scarcity of other complementary resources not only persists but likely increases because of increased abundance of data, speech, and other intellectual resources (C.f. Blevins, 2012).

This dynamic consideration raises others. For example, increased demand for and reliance on digital networked technologies to manage these costs of abundance may generate external effects on autonomy and other capabilities essential to human flourishing (Frischmann and Selinger, 2018). While it is beyond the scope of this paper to explore fully, we highlight, as a potentially fruitful area of future research, that the types of externalities, and corresponding social demand for governance, may shift from traditional welfare effects (more or less happiness, increased or reduced preference satisfaction) to capability effects (more or less capable, more or less autonomous, more or less rational, more or less creative, etc.). In evaluating the impacts of increased abundance on society, one might ask some basic questions. For example:

• Are people more knowledgeable?

• Are people more capable of accessing and using the knowledge and knowledge-generating technologies in ways that improve their lives and the lives of others?

The abundance of available data and knowledge does not mean that anyone knows everything or really anything at all. Despite wishful thinking of those who embrace the idea of cyborgian mergers of human minds with machines (Clark and Chalmers, 1998; Clark, 2003), abundant, Internet-accessible resources remain external to the human mind. Thus, to make the point crystal clear: Wikipedia is not part of anyone's mind. It is simply and quite incredibly an easily accessible source of abundant knowledge and means for producing and disseminating knowledge. There is no good reason to presume most people are capable of effectively accessing and using Wikipedia and many other abundant resources. Nor is there a good reason to presume that most people make the effort when they have reason to do so. The exciting fact of abundance too easily obfuscates empirical questions regarding what actual people can do and in fact do.

Some might dismiss our concern by suggesting that whether people avail themselves of abundant resources is simply a question of demand; unfortunately, such a perspective adopts a partial equilibrium, market-based frame and ignores structural conditions, failures in other markets, and non-market considerations. For example, Wikipedia may be accessible and quite useful to schoolchildren completing homework assignments. But technological conditions, such as lack of reliable Internet access, may be a structural barrier, and making effective use of Wikipedia and other abundant knowledge resources available online also may depend on digital literacy and other skills that are not taught or learned equally by everyone. Counterintuitively, the abundance of knowledge resources accessible by the Internet also might encourage forms of outsourcing, overconfidence, and reliance that undermine intellectual development and knowledge acquisition. Frischmann and Selinger (2018) explore various examples.

The bottom line is that there are many empirical questions that deserve attention if we are to say anything meaningful about how increased abundance affects society. It is important to investigate whether the abundant knowledge available on the Internet is, in fact, socially valuable. Broad claims about democratization or abundance do not provide any insight into quality or value. A more direct line of inquiry would focus on knowledge-based capabilities:

• Are people more or less capable of solving problems?

• Are people more or less creative?

• Are people more or less literate, numerate, empathetic, etc.?

• Have the bounds of bounded rationality been stretched?

• Have people gained or lost common sense?

• Who has gained what intelligence?

We can develop a long list of such questions regarding different types of human intelligence and capabilities (Frischmann and Selinger, 2018). Of course, these are generic and in practice entail a set of subsidiary questions that require interdisciplinary study. Nonetheless, we should consider these (and subsidiary) questions before jumping to any conclusions about what abundance means for society. If people are genuinely more capable in meaningful ways in their actual lives, then that would suggest many of the externalities from widespread participation in knowledge production and sharing on the Internet were in fact positive. However, if that is not the case, if people are demonstrably less capable in meaningful ways, then we should consider the possibility of negative externalities, looking to identify and study them, interrogating the mechanisms and causes, and evaluating social demand for governance. Of course, this is no easy task. As we explore below, the scale and scope of externalities is unprecedented and that only complicates the empirical work. The final question deliberately emphasizes distributional concerns in part to counter the “rising tides will lift all boats” style appeal of the abundance hypothesis and in part to prompt consideration of intelligence-based power, which by many (most) accounts in increasingly concentrated.

A related line of inquiry, suggested above, concerns the knowledge systems themselves and potential areas where abundance of some resources create or increase scarcity of others. For example, consider expertise, editorial skills, or other knowledge-related resources associated with quality intermediation (filtering, sorting, content moderation). Dramatic increases in quantity do not necessarily coincide with corresponding increases in quality. In fact, quite the opposite appears to be the case in many, though not all, sectors. Of course, to say this implies that there are accepted means for evaluating quality, which can be a contentious issue when relativism reigns and appeals to authority regularly are challenged. What is the relationship between (i) abundance of knowledge resources and (ii) concentration with respect to the tools, means, and human capabilities for evaluating the quality of such resources? Some might argue that along with abundant knowledge resources have come abundant tools for evaluating quality, ranging from decentralized forms of crowdsourcing to more centralized, platform-based forms of algorithmic content moderation. Others might criticize the availability and quality of these tools, their objective functions (e.g., how they evaluate, what they prioritize), and their impacts upon users and user capabilities (Frischmann and Selinger, 2018). It remains unclear whether abundant knowledge democratizes expertise and what that would even mean. Is expertise scarce, concentrated, or abundant? What about trust in experts, expertise, or expert systems? Again, we raise these questions to suggest that this line of inquiry deserves further scholarly attention if we are to evaluate what abundance means for society (Marciano et al., 2020).

In the imperfect world where abundance and scarcity vary across resources, people, and contexts, externalities persist, indicate social demand for governance, and should inform comparative analysis and design of governance institutions. The Internet example supports our argument. In our modern digital networked world, externalities are ubiquitous. We hypothesize that there are more externalities than ever in human history and social interdependence is at an all-time high. Recall how the Internet enables nearly instantaneous, incredibly low-cost production and distribution of public goods (data, speech, communications, even software applications). This has led to significant increases in the scale and scope of such goods produced and shared globally. The trillions (or more) of daily acts by ordinary people who produce and share such goods are an important reason for the basic motivating claim about abundance.23 Yet one can hardly imagine that many actors are aware of, much less appreciate and understand, the full range of effects that follow from their actions. Of course, people generally do understand some of the effects, the more immediate and direct ones as well as some indirect and attenuated ones. But in this context, what they know is necessarily only a fraction. We do not mean to imply anything about the signs or magnitudes of such effects, except that the magnitudes are not likely to be known by the actor. Of course, the signs and magnitudes of effects matter from a social perspective because they add up. Frischmann (2012) explained this in terms of social demand for the Internet and infrastructural applications-layer platforms. The overwhelming majority of actors may generate small-magnitude spillovers, but the net social impact from widespread production of small-magnitude spillovers can be massive. And at the same time and other extreme, a single actor may produce a “killer app” that generates incredibly large-magnitude spillovers, and the kick is that who will create it and what exactly it will be are impossible to predict ex ante—for both market and government actors. Back in 2012, Frischmann argued in favor of open infrastructures to support the full spectrum of spillovers, contending that the externalities were mostly positive and thus indicative of success rather than failure.24 Yet 6 years later, Frischmann and Selinger (2018) raised many of the critical concerns noted in the text above, questioning whether many of the external effects presumed to be positive were either negative or positive but accompanied by other complementary effects that were negative. These views highlight the persistence of externalities and the evolving social demand for governance.

Beyond knowledge about third-party effects, another obstacle to internalization in the digital networked world, and thus reason to believe that there are more externalities than ever before, is the lack of mutuality online. The Internet affords people around the world with the capacity to interact with a much larger number of weak ties and strangers than ever before in human history. Again, such interactions always involve the generation and exchange of public goods. While there is incredible variance in how people interact online and the degree to which such interactions generate externalities, our claim is that both genuine and as if mutuality are often absent, especially among strangers. While genuine mutuality would be difficult to imagine for strangers on the Internet, as if mutuality is possible with appropriate governance institutions in place, as demonstrated by some online communities and platforms that effectively govern shared resources and construct sustainable commons. In our view, widespread and substantial externalities among strangers online presents a strong indication of social demand for governance; design of appropriate governance institutions should account for both the knowledge and mutuality conditions necessary for internalization.



4. Conclusion

Motivated by the abundance hypothesis, this article revisited the economic phenomena of externalities. In the real, necessarily imperfect world where abundance and scarcity vary across resources, people, and contexts, externalities persist, indicate social demand for governance, and inform design and comparative analysis of governance institutions. This article developed the theoretical framework, including a brief intellectual history and notes toward the development of a general theory of externalities. It then explored a series of theoretical and empirical questions that challenge the abundance hypothesis.
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Footnotes

1 This remark resonates with the critique on the contractual and bilateral view on externality adopted by most of the law and economics analysis (Arruñada, 2017).

2 We wrote this article for an interdisciplinary audience and conference, Scarcity, Regulation, and the Abundance Society, hosted at Stanford Law School on April 22–23, 2022, and organized by Professors Mark Lemley and Deven Desai.

3 We recognize that some scholars find asking questions without also providing answers to be unscholarly or an insufficient contribution to knowledge. Our view, however, is that identifying gaps in knowledge and the series of questions that should help fill those gaps is an important contribution too often overlooked or dismissed by those who prefer asking and answering conveniently simple questions.

4 We purposely excluded non-human species as well as human-built tools, such as corporations and software, from this definition.

5 Market actors regularly generate externalities when making product and pricing decisions that affect other competitors. Economists have debated whether these effects are really externalities, whether the definition should be adjusted to exclude such effects, and whether a distinction should be drawn between technological and pecuniary externalities. See, e.g., Whitcomb (1972, p. 6) (equating externalities with technological externalities); Posner (2003, p. 7) (defining pecuniary externalities); Duffy (2005, p. 1081–85) (collecting sources and insisting that only technological externalities matter). Frischmann and Lemley (2007, p. 262–64) explain the technological/pecuniary distinction and why it does not hold “once we are willing to entertain the idea that the allocation of rights and thus wealth may have dynamic external effects.” We pick up on some of those arguments below. But the point here is simply to note that the basic definition in the text captures the general phenomenon, yet as the following paragraphs suggest, there remains confusion and disagreement about the relevance of different types of externalities to economic analysis.

6 C.f. e.g., Kim (2012) shows why travelers on long distance bus travel (Greyhound Line buses) prefer silence as a strategy of disengagement from unknown others. But, of course, this does not apply always and everywhere.

7 Of course, in such an explanation, property rights and transaction costs remain relevant factors that can influence and be influenced by social norms and cultural attitudes.

8 We say more about those additional details below.

9 While Coase (1960) did not explicitly use the term “property rights,” he referred repeatedly to legal rights concerning property.

10 Coase critiqued the notion that polluter A causes homeowner B to suffer a negative pollution externality and viewed the harm realized by B as jointly produced by both A and B because they engage in interdependent activities—manufacturing and homeownership (Coase, 1960; Buchanan and Stubblebine, 1962, p. 381–82; Cornes and Sandler, 1996, p. 79–80, 86; De Meza, 1998, p. 273–74).

11 Pareto superiority is the condition that determines voluntary exchange and makes markets useful. Otherwise, parties have no interest in using the market.

12 Demsetz (2011, p. 655) later explained “[w]hereas Coase's work examined the consequences that followed from an existing private-ownership system, I sought to explain why such a system would come into existence.”

13 As an anonymous reviewer noted, efficient bargaining in this scenario depends not only on zero transaction costs but also on an equal division of wealth.

14 As we explore in more detail below, evaluating social consequences attributable to increased abundance of knowledge and digital networked technologies may require shifting focus from preference satisfaction and other conventional measures of welfare to human capabilities. Cf. Sen (1985, 1999, 2005) (capabilities); Hausman and McPherson (2009) (preference satisfaction).

15 Many economists have struggled to differentiate externalities from the more general concept of interdependence. We do not. Externalities always, by definition, involve interdependence between two or more people. Such interdependencies are typically mediated through physical and social environments. Not all interdependencies are externalities, however. Most obviously, some interdependencies are fully accounted for by the parties. Perhaps less obvious are those interdependencies that do not involve consequences attributable to human activity.

16 Granovetter (1985) expressed a similar criticism when discussing the embeddedness of economic activities within society. While a large fraction of human interaction may take place within markets, we cannot capture all the human interaction as a sum of markets.

17 To preempt another potential objection, we acknowledge that while silence may be a public good with positive affordances for some, including writers, it also may be stifling for others who otherwise might produce different public goods, for example, by generating and sharing knowledge by speaking with each other. The complex tradeoffs only strengthen our argument.

18 C.f. Samuelson (1954); Samuelson (1958, p. 334).

19 Arrow (1962) made a similar observation in the case of knowledge, which is both an output and an input of inventive processes. Marchese et al. (2019) tries to give glimpses through a model of endogenous growth.

20 We discuss all three because they surface in discussions of abundance. Lemley (2015), for example, posits and often refers to the “world without scarcity” (thus, evoking our first conception), but most of his analysis presumes scarcity persists for many resources (such as raw materials) and assumes abundance only for specific sets of knowledge resources (thus, evoking our third conception). Yet there are significant problems with alternating between the first and third conceptions, evoking one but relying on the other, and these problems may be seen through the lens of the use and abuse of the Coase Theorem (our second conception).

21 The idea of overabundance in the sense of oversupplying knowledge may not resonate initially with an economist. Can there be too much of a good thing? What if the supply of such goods generates negative externalities akin to congestion externalities? This would require a congestible (potentially scarce) resource, such as conventional common pool resources. There are a few obvious candidates, such as attention and time. Other candidates include trust and expertise.

22 “In an information-rich world, the wealth of information means a dearth of something else: a scarcity of whatever it is that information consumes. What information consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of information creates a poverty of attention.” (Simon, 1971, p. 40–42).

23 We focus on ordinary users to make a point. Of course, we can extend the analysis to the incredibly wide range of professional, commercial, political, educational, governmental, scientific, and other organizational or institutional actors who also produce and distribute these types of public goods and only internalize a fraction of the externalities they generate.

24 The argument is an applied version of the argument we made earlier about setting aside optimality conditions and instead focusing on how to improve market, government, and other social systems for the bulk of inframarginal investments.
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In this chapter, I use methods drawn from literary analysis to bear on artificial scarcity and explore how literary and legal storytelling engages in scarcity mongering. I find three particular narrative strategies calculated to compel a conclusion in favor of propertization: the spectacle of need, the diversionary tactic, and the rallying cry. First, I unpack the spectacle of need and its diversionary aspects through several literary accounts of scarcity and starvation. I juxtapose Franz Kafka's “A Hunger Artist,” a story explicitly centered on a wasting body, with J.M. Coetzee's The Life and Times of Michael K. Second, to explore how scarcity fables offer diversionary tactics that redirect attention away from actual scarcity, I consider NFTs, or non-fungible tokens. NFTs reflect the arbitrary value scarcity can produce, especially when artificially generated. Yet NFTs offer a spectacle of need that distracts from actual scarcity, riding a wave of expansionist property logic that suggests that more ownership is the answer. Third, to consider the scarcity fable's propertarian rallying cry, I offer an extended close reading of a copyright dispute, Leonard v. Stemtech, involving a pair of microscopic stem cell photographs deemed so scarce they were valued at 100 times their past licensing history. Leonard illustrates how a scarcity fable may look in the context of intellectual property (“IP”). The nature of this chapter is necessarily conceptual and speculative, designed to raise questions rather than attempting conclusively to answer them. Through juxtaposition of literary accounts and one legal case study, fables of scarcity emerge as a genre whose very appearance in certain contexts ought to give scholars and policymakers pause. In copyright litigation, in which expansionist property narratives may be especially harmful to the public domain and subsequent creators, scarcity fables may be made to provide apparent support for potentially dangerous changes. Identifying scarcity fables as such when they appear in copyright cases could trigger review of the asserted scarcity and a more searching inquiry into whether the proposed solution could worsen actual scarcity.
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Introduction

Scarcity has long been theorized in different domains. Economists consider it in terms of supply and demand; psychologists understand it as a function of needs and wishes; sociologists map it on to hierarchies of taste and culture. More recently, digital marketers have fashioned myriad techniques to exploit it to their—and occasionally our—advantage1. There is nothing new, therefore, about positioning highly desirable things as scarce, regardless of whether they are empirically so as a function of resources or absolute value. Nor is there anything especially novel about the hunger to locate value as a function of rarity in a “post-scarcity” era in which the digital makes infinite duplication possible and thus destabilizes traditional valuation based on exclusivity, authenticity or presence2.

Some have argued that we are in a “post-scarcity” moment and sought to project the implications of a world in which technologies may “end scarcity as we know it.”3 In the digital plenitude of our post-scarcity moment, IP rights may arise “to artificially replicate scarcity where it would not otherwise exist.”4 This narrative captures the constructedness of both the claims about scarcity and the purported solution: property rights. An actual economics of scarcity exists, of course, and several important contributions to this volume—by Olufunmiyalo Arewa and Stephanie Bair, among others—offer important insights as they mine the implications of distributive disparities in connection with empirically scarce resources. However, here I engage mainly with the symbolic dimensions of scarcity as a construct. Such “artificial scarcity” consists of projections of need and desire that do not necessarily map with any accuracy onto an inventory of existing resources. Building on the work of Carol Rose, I adopt an understanding of scarcity as constructed, driven not necessarily by “natural disasters” but “simply an increase in humans' interest in the resource.”5 In Rose's memorable phrasing: “Nobody bothers to create property for some resource that lies around in abundance.”6 Indeed, through erecting property lines and creating exclusive rights, any resource can be made scarce7.

Under such an understanding of scarcity, we are likely never to reach “post-scarcity,” or a state of abundance, actually or conceptually. Artificial scarcity is not a necessary condition but a constructed one; it is of course possible for a civilization to make different sociopolitical, economic or cultural choices regarding its allocation of resources. Yet in our world, artificial scarcity is more the rule than the exception. In order to sustain the intentionally whetted appetite for exclusive ownership of rare and valuable things, we determine what counts as rare and valuable and then decide to continue fencing those things off to keep them that way. In service of such fencing, I posit, come what I call “fables of scarcity.”8

Drawing on Vivian Gornick's distinction between the “situation” and “the story” is helpful (see footnote 6). In a scarcity fable, the narrative action is grounded in the present problem (the “situation”) which presents a seemingly unresolvable set of challenges causing impoverishment, famine, thirst, infertility, and the like. This need (compulsion, desire or even fervent wish) creates a nihilistic horizon, an inevitably increasing lack and dystopian future characterized by asymptotic scarcity and relentless suffering. Bleak futurescapes shaped by the situational need generate narrative tension for “the story” (drawing again on Gornick's terms). The story set off by the situation, in other words, is a tragedy or disaster that will unfold unless something intervenes. It is this story of predicted suffering to which the reader or recipient responds, the emotional pitch to intervene… or else. In turn, the story builds momentum through a form of “scarcity mongering,” drumming up the reader's desire for resolution in the form of quenching the lack established at the story's outset.

Fables of scarcity commingle and confuse true need with its less urgent forms like desire and compulsion. Accordingly, subjective allegations of need get bound up with equally subjective claims of value, rarity and uniqueness and deployed in even more subjective descriptions of resources as dwindling or under attack. However, this fabular accounting may not map accurately onto an existing inventory; the point instead is its very deployment. The intense deprivation serving as the story's impetus justifies a persuasive call for action; something needs to happen because of the dire need. It also provides cover. Indeed, the very structure of the scarcity fable distorts the process of accurately inventorying resources since a signal aspect of this genre is diversion of attention away from actual scarcity and onto the fantasies of abundance called into necessity by the spectacular (but subjective) lack.

Structurally speaking, fables of scarcity are formulaic narratives. The situation opens with a gap to be filled or a severe problem to be solved. I call this the “spectacle of need” because it sets up potential diversion and launches a kind of narrative legerdemain. The spectacle of need is no ordinary statement of need, but an entrancing, possibly sweeping presentation of deprivation that establishes the narrative conflict in propertarian terms and serves as a diversionary problem story that establishes a lack (or a painful longing) not necessarily tailored to an accurate inventory. Unlike an accurate accounting of resources or unemotional tallying of what remains for use, the situation establishing the need upfront is fabular. Like other stories that operate in the realm of the symbolic, the scarcity fable exists in an amplified, emotional register rather than an empirical one. Bedazzled by the spectacle, one ceases to look probingly at the resources in question. This first movement in the scarcity fable is thus distracting and distorting, even as it establishes narrative conflict.

The scarcity fable, like any other conflict-oriented story, next features a struggle. There will be some progress gained and lost as various efforts ultimately fail to improve the dire foundational situation meaningfully. These narrative vicissitudes are designed to maintain audience interest while merely prolonging the inevitable. Put another way, the spectacle of need leads to a struggle that feels, at least temporarily, futile. The narrator has tried everything! Nothing has worked! Nothing will work! This asserted futility paves the way for resolution and abundance or failure and the triumph of scarcity. The spectacle of need diverts attention from actual scarcity and sharpens the stakes for a propertarian “pitch” to come, a rallying cry for resolution in the form of ownership or exclusion.

Fables of scarcity may bifurcate into one of two common points of resolution. They may resolve the scarcity with abundance, culminating in some form of narratively engineered “more.” Alternatively, they may close off the possibility of resolution with a dystopian refusal of abundance. Plots that resolve happily may call to mind the ending of Shakespearean comedies, which tend to end in marriage (often, multiple marriages). Abundance can be restored, but its promise is contingent on some sort of action: a purchase; matrimony; newfound generativity (in the form of grandchildren or a seed that has borne fruit). In turn, the action promises more—more food, more technology, more property, more safety, more freedom, simply more of whatever is missing—and this ostentatious “more” delivers release from the suffering scarcity imposes. In plots that resist such closure, the unresolved spectacle of need leads to a barren, empty future; unremitting suffering; and ultimately, death.

In this chapter, I bring textual analysis to bear on artificial scarcity and explore how some literary and legal storytelling engage in scarcity mongering. This form of persuasive rhetoric reflects three particular narrative strategies that seem calculated to compel a conclusion in favor of propertization: the spectacle of need, the diversionary tactic, and the rallying cry.

First, I unpack the spectacle of need and its diversionary aspects by considering several literary accounts of scarcity. Franz Kafka's “A Hunger Artist,” is a story explicitly centered on a wasting body. Kafka's story casts scarcity in terms of a modernist aesthetic one critic has termed “the art of hunger.”9 This aestheticized hunger emerges as a modernist lament about the conditions of creating art under capitalism, with the artist's body registering market pressures. Later literary and aesthetic movements advance the art of hunger in service of different ideological messages, suggesting that fables of scarcity enable cultural and political critique of artistic production. The scarcity fable, as I define it, can be mobilized both as a critique of capitalist conditions or indeed, an unlikely paean for them. It also holds significant power as a political parable, as I discuss with respect to J.M. Coetzee's The Life and Times of Michael K, a work explicitly in dialogue with Kafka's story.

Second, to explore the ways in which scarcity fables offer diversionary tactics that redirect attention away from actual scarcity, I consider NFTs, or non-fungible tokens. NFTs are the latest iteration of a longstanding cultural fascination with the scarce, and they reflect the often rather arbitrary value scarcity can produce, especially when artificially generated. NFTs have been heralded as a technological solution to a technologically enabled problem: in a world now saturated with digital copying, unique embodiments of a work have grown scarce. Yet NFTs offer a spectacle of need that attracts attention and distracts from actual scarcity, riding a wave of expansionist property logic that suggests that more ownership is the answer.

Third, to consider the scarcity fable's propertarian rallying cry, I offer an extended close reading of a protracted copyright dispute. Leonard v. Stemtech involved a pair of microscopic stem cell photographs deemed so scarce they were valued at 100 times their past licensing history10. From the assiduous and skilled photographer's difficulty earning a living and the rarity of these two photographs to the proposed “solution” in the form of significantly multiplied damages, the case offers an example of a scarcity fable in the context of intellectual property (“IP”). Leonard illustrates the operation of the spectacle of need and highlights how these fables can build to a crescendo, a narrative rallying cry in favor of property.

A common thread underlying the chapter is the way in which structuring stories around artificial scarcity militates in favor of expanding property rights. Consequently, the first two parts of the paper build most of the scarcity fable's theoretical framework before the third part turns to a legal context in which the real-world stakes of such fabulism become clear.



Artificial scarcity as impetus (the spectacle of need)

Franz Kafka's short story, “A Hunger Artist” (1822) offers a paradigmatic scarcity fable, a story that appears to center on one kind of deprivation when in fact masking another. “A Hunger Artist” imagines a performer whose gambit is to position himself in a public place and fast for 40 days11. His partner in this venture is “the impresario,” a front man who drums up audience interest in the show. Together, the two have traveled around Europe tapping into spectators' interest in this ritualized display of abnegation. In each location, on the fortieth day—which their informal market research has identified as the peak of audience interest—the hunger artist is brought out before the audience and forced to eat (HA, 246–247). He laments having to do so, certain that he could fast for longer, but the market imperative holds sway and each time, the hunger artist plays out the scene according to the impresario's directions (HA, 247, 249). Eventually, interest in the phenomenon of fasting wanes and audiences shrink (HA, 250). He and the impresario part ways. The hunger artist is forced to take up with a traveling circus and “perform” his fasting in a cage on a bed of straw, exhibited like an animal (HA, 251).

While with the circus, the hunger artist further recedes in importance and visibility. Soon he is forgotten altogether, even by the circus employees charged with daily updating a sign that boasts the number of days he has been fasting (HA, 252–253). Without the daily count that marks and structures the spectacle, “the artist simply fasted on and on, as he had once dreamed of doing” (HA, 254). His internal monolog registers the ease of extending the fast (“it was no trouble to him, just as he had always foretold”) yet whatever satisfaction that might once have generated seems fleeting (HA, 254). The artist discovers that since nobody is counting the days, “no one, not even the artist himself, knew what records he was already breaking, and his heart grew heavy” (HA, 254). A circus supervisor discovers with some surprise “this perfectly useful cage … standing there unused with dirty straw inside it” and asks an underling about it (HA, 254). At first nobody can answer but then an employee, “with the help of the table with the number on it, remembered the hunger artist. They pushed the straw around with a pole and found the hunger artist in there,” barely alive long enough for a condescending exchange of remarks in which the artist, in his dying words, purports to confess his motivations. (HA, 254–255)

The hunger artist's reasons for “performing” his fasting in this way are complex. He seeks attention; he knows no other skill; he wants people to understand that he can fast and indeed attempts to prove his honesty by singing, to offer as proof his empty mouth; he needs people to understand that he must fast, in other words, that he is bound by some inner compulsion to fast; finally, he confesses that he has never discovered a food that he enjoys or else he would have, like ordinary people, gorged on it: “If had found that, believe me, I would not have made a spectacle of myself and would have eaten to my heart's content, like you and everyone else”. (HA, 255). The text immediately undercuts the hunger artist's justification. “These were his last words, but in his dimming eyes remained the firm though no longer proud persuasion that he was still continuing to fast.” (HA, 255) Kafka reminds the reader of the hunger artist's compulsion which is “no longer” a source of pride but conveys something else, whether stubbornness or compulsion, that reflects an unmet need.

The short story can be read as a parable of individual loneliness and ascetism and a lesson about the failures of the capitalist economy, the offensiveness of callous transacting in the face of human suffering. Along those lines, Robin West and Richard Posner have sparred over their competing interpretations of the piece12. West finds in the work hints of the tension between true autonomy and a market that may, for the right price, induce behaviors or consent that cannot be morally or ethically justified (such as selling admission to the spectacle of one's own starvation)13. The story serves as a vehicle for her critique of Posner's law and economics. Posner's acerbic response rejects West's reading of the story: “A Hunger Artist” “may be about many things. But only superficially is it about hunger, poverty, the pitfalls of entrepreneurship, and the fickleness of consumers.”14 Posner's point is that the story's meanings should not be reduced, especially in service of what he views as West's instrumentalist critique, to a single-minded or literal view as though the marketplace were real and the hunger representative of actual hunger. In turn, West notes in her response to Posner's critique of her reading that many of Kafka's works “are unquestionably, as Posner tells us over and over, ‘about' religious authority, familial authority, Oedipal complexes, the overbrooding conscience, the neurosis of the sensitive soul's inner life.”15 Yet reading them as sources of multiple themes and for divergent meanings does not threaten to oversimply or reduce Kafka. Instead, the story, like much of his other work, exists on a symbolic plane and resists attempts to reduce it to singular meanings. Kafka critics tend to have converged on this view of the text as well, namely that its function as an allegory makes “A Hunger Artist” capable of bearing many meanings and incapable of settling on a single one16.

“A Hunger Artist” can also be read as a fable of scarcity, and specifically, artificial scarcity driven by an appetite not matched by existing resources. This scarcity fable opens with a spectacle of need, only the spectacular need in question is not the hunger artist's need for food but his drive for something else. Perhaps he needs his performance to find a market; or perhaps he desires an audience to attest to his compulsion to fast. His is not a hunger strike, an obvious political statement of autonomy or resistance17. The narrative conflict arises as a question bearing a sense of tragic inevitability: will something not arrest his slide into death as he continues to choose to perform his own starvation? Will he not find his place, his audience, or whatever might curb his yearning to be noticed and believed? If nothing changes, the hunger artist will recede into nothingness, the victim as much of his fasting as of the audience's indifference. The story ends on a note of unremitting scarcity for the hunger artist, a resounding refusal to gratify his need for an audience or witness and his death by starvation. He is replaced by a contrasting figure of intense abundance, a panther who occupies the cage exuding muscular energy, “his noble body, furnished almost to the bursting point with all that it needed,” and seeming “to carry freedom around with it,” “the joy of life stream[ing] with … ardent passion from his throat” (HA, 255). Kafka permits a brief glimpse of a future free of dire need (note the animal's characterization as “furnished… with all that it needed”). Yet Kafka permits this possibility of abundance only for an exotic circus animal whose non-human characteristics are reinforced by the fact that “He seemed not even to miss his freedom” (HA, 255). For the human artist, such a future is unimaginable.

Kafka's scarcity fable can be productively juxtaposed with another story that centers starvation, if in an utterly different context. J. M. Coetzee's The Life and Times of Michael K (1983), tells the story of a grown man of color with ostensibly low functioning skills and a facial disfigurement in the form of a hare lip that prevents his mouth from closing fully18. Set in South Africa during a non-specified period of imagined civil war in the late 1970s or 1980s, this dystopian novel follows Michael K during this tumultuous time in his life and in the country. The fictionalization of a war operates, like many other elements of the work, on an allegorical plane.

K is not close to his mother, Anna K, who abandoned him to a city orphanage for much of his youth, partly due to his facial disfigurement and its social impact on both of them (LT, 4). Yet when he learns that she is dying, he finds deeper purpose in agreeing to care for her (LT, 5,7). Hearing that layoffs loom over K's job as a gardener tending to the city of Cape Town's parks, Anna asks K to take her to the countryside where she was born (LT, 7–8). K agrees and ceases to report to his job starting the next day (LT, 9). This employment is the first of many losses that will dog him throughout the story.

K and his mother seek formal permission and traveling papers to leave the city but are refused (LT, 9). Facing difficult circumstances no matter whether they remain or attempt to travel illegally, they deliberate for a few days. Cape Town falls under siege which results in their eviction from the home in which they are temporarily residing. They harden their resolve to leave, make an attempt to escape and fail (LT, 18–22). A second attempt to escape launches more successfully. K, transporting his ailing mother by wheelbarrow, sets off on a journey the reader understands to be doomed from the start: his mother knows only the name of her village and the way the homestead and garden looked—she has no address (LT, 27). Moreover, they are traveling illegally during armed conflict and in bad weather as people of color without privileges, papers, or power and his mother is unwell even at the start of their travel (LT, 23). The difficulties are heightened when, en route, his mother dies and K is left alone without employment or prospects, soon robbed of his wheelbarrow and most of his remaining possessions (LT, 30, 34).

K experiences a long sequence of challenges including forced labor, imprisonment and risky escapes, followed by multiple phases of prolonged starvation. This “struggle” phase introduces K's uncanny green thumb, humility and determination even as he is dispossessed of his valuables. K's gardening skill leads to brief, painstakingly earned successes as he turns seeds into pumpkins and feeds himself off the land on which he is squatting (LT, 59). Yet these horticultural successes are interrupted by diverse external forces both serious and absurd (LT, 65, 101, 111). The plantings are lost or destroyed, whereupon he begins again; again his work is undone and the plants and provisions lost. He leaves the land and is imprisoned but escapes and returns to it, with similar results. The novel prefigures and naturalizes K's lifelong struggles with hunger with its opening image of K as a young baby born with a “mouth that would not close” which caused his mother revulsion as he struggled either to nurse or to accept a bottle (LT, 3). K seems unable to escape famine and resolved to his own destiny, displaying indifference, at times, to the extent of his own hunger.

A sense of futility settles over the story as K several times descends into starvation so serious it is hallucinatory (LT, 117, 118, 129). He ultimately requires extended hospital care to reverse his malnutrition. The narrative flits in and out of realism as it conveys the sense of mystery and confusion a patient in such circumstances might experience, relaying the events through the perspective of a nameless medical officer who disdains but, in the psychosocial alienation of wartime, in some sense also comes to depend on K.

The novel refuses any gesture of restorative abundance until the end when a spare vision of possibility, if not plenty, emerges. K escapes the hospital without ever having willingly eaten or yielded the information sought from him. He encounters strangers who feed, intoxicate and seduce him, catalyzing in K a newfound awareness of the need to be independent of charity despite the pressures of unemployment, homelessness, famine and growing drought. In a narrative voice strikingly different from earlier points in the novel, K imagines gaining sufficient capacity to offer charity to others. The key, as he muses to himself, is patiently waiting.

[I]f there was one thing I discovered in the country, it was that there is time enough for everything. (Is that the moral of it all, he thought, the moral of the whole story: that there is time enough for everything? Is that how morals come, unbidden, in the course of events, when you least expect them? (LT, 183)

K's capacity to survive in the country appears to have sharpened his agricultural skills but also delivered perspective. Yet what appears at first to be hard-won wisdom comes to look more like delusion or magical thinking. K imagines “a little old man” who appeals to him for help finding water in drought-ridden Cape Town. K, casting himself as hero in this invented scenario, loops a long string over a teaspoon and lowers it down into the ground as though tapping a well. Despite the implausibility of this strategy, the novel ends on a quasi-magical note: “when he brought it up there would be water in the bowl of the spoon; and in that way, he would say, one can live” (LT, 184).

The contexts of Kafka's and Coetzee's stories are different, to be sure, as are the conflicts (or incentives) driving the characters' starvation. Still, the juxtaposition of the two works is not infelicitous: the K in the story's title is thought to be a nod to Kafka19 (an author to whom Coetzee admits his indebtedness20); the administrative hassles throughout Coetzee's novel are nothing if not Kafkaesque; and Coetzee's journal reflects an entry linking the novel to Kafka's short story thematically21. Both stories are also parables haunted by a similar mood of desolation, even or especially when an individual is among others in a crowd. Both feature a character on the verge of starving to death and ultimately forgotten22. Finally, both aestheticize hunger “within the art of hunger [literary] tradition”23 and cast the refusal to eat as a form of symbolic resistance24.

The hunger artist's craving exemplifies the spectacle of need, which is not an accurate accounting of needs and resources but rather a displacement, a diversion away from the actually urgent needs of his body. In failing to find either a willing audience or a fresh purpose, the hunger artist overlooks the actually dwindling resource: his own body. Nutritional scarcity is never, to be clear, remotely a pretext for the hunger artist's fasting; that's what makes his fasting art (or at least spectacle) as opposed to inevitable suffering to which there happen to be powerless bystanders bearing witness. On the contrary, the hunger artist laments a different kind of scarcity. As time goes on, he identifies what today we might call attention scarcity25. He starves to death, his struggle to reconcile the oversupply of his “talent” with the disappearing demand for it.

Michael K's rejection of food differs from that of the hunger artist. His refusal to eat while imprisoned signals the germination of a new sense of autonomy, of freedom, in other words, whereas the hunger artist's refusal appears as a form of compulsion, even implicating pride or ego26. Yet when faced with actual hunger, and actually scarce resources, the characters behave differently. The hunger artist's choice to go hungry, to martyr himself for his “art,” looks positively decadent in a world in which Michael K spends half a day lying on the ground with his face poised over an ant nest, “picking out the larvae one by one with a grass stalk and putting them in his mouth” (LT, 146)27. One scholar has observed that the aestheticization of hunger (in Kafka and Coetzee) represents the privileged posture of representing hunger vicariously. He writes that “In South Africa, the art of hunger therefore becomes fraught in a new and newly politicized way: as a literary tradition it belongs to the European lineage that is the preserve of white authors like Coetzee; as an experience—as a form of hunger—it is the province of apartheid's non-white population.”28

This insight underscores that the kinds of scarcity and need in the two works are different, even if the outer biological phenomena, the barely-there skeleton, the system shutting down, are superficially the same. Ordinarily the discernible scarcity associated with a starving body would be attributed to a lack of food (and in K's case, a lack of freedom to work or farm and the resource-starved conditions of war). But Kafka's hunger artist's death is not caused by scarcity of food per se but by an inner compulsion to resist food even though it is available to him. In this way, he is like Bartleby the Scrivener, the eponymous main character in Herman Melville's 1853 short story, a character Coetzee also had in mind in writing about Michael K29.

Bartleby is employed as a “scrivener” at a law firm doing “an extraordinary quantity of writing” (BS, 114). The story casts his productivity in terms of an unusual hunger: “As if long famishing for something to copy, he seemed to gorge himself on [his employer's] documents. There was no pause for digestion” (BS, 114). Bartleby's appetite for work could have been cause for celebration but his employer, the narrator, conveys something unhealthy about it from the start: Bartleby “wrote on silently, palely, mechanically,” and without pausing for “digestion.” (BS, 114)

On the third day of his employment when asked to review a document, Bartleby responds “I would prefer not to” (BS, 115). At first, he continues to work as a copyist but politely declines direct requests. Despite the narrator's consternation, this phrase (and posture of inaction and silence) become Bartleby's signature reply, as his conduct continues to become more unusual and antisocial. The narrator discovers that Bartleby has begun secretly living in the office (BS, 122). So long as Bartleby maintains productivity, however, the narrator is inclined to tolerate his employee's odd mannerisms. He often expresses sympathy for Bartleby and maintains a view of the latter's innocence. Bartleby's workload continues to dwindle until 1 day when he spends his working hours staring out a window that looks onto a brick wall (BS, 127). When queried about his refusal to work, he announces “I have given up copying,” (BS 128)30. Bartleby becomes an increasingly significant obstacle for the narrator, who resolves to fire him but somewhat inexplicably fails to manage to do so (BS, 134, 135). Feeling powerless to adopt any other course of action, the narrator vacates his own law offices and sets up his business elsewhere to avoid having to confront Bartleby (BS, 135–136). Eventually, Bartleby is arrested for vagrancy and—despite the narrator's interventions—dies in prison, reportedly refusing to eat. The narrator relays seeing “the wasted Bartleby” one last time, “huddled at the base of the wall” in his cell, “his knees drawn up and lying on his side.” Bartleby is motionless, “his dim eyes open” though “otherwise he seemed profoundly sleeping” (BS, 142).

Bartleby's refusal to act is inexplicable, something not grounded in any narrative justification and highly unusual in the context of nineteenth-century fiction. It is possible retrospectively to pathologize Bartleby, viewing him through contemporary psychology and diagnosing him in various ways as modern critics have done. For instance, his behavior now seems symptomatic of depression and perhaps anorexia31. Yet Melville's story itself refuses any tidy explanation, preferring instead to emphasize the unavailability of Bartleby's motivations as “unascertainable.”32

Similarly, the hunger artist is a character whose stubbornness or compulsion finds no full justification in the text. Both he and Bartleby exist on an allegorical plane in which interpretive finality or fixity is withheld. Both stories are not merely capable of multiple readings but indeed incapable of a singular one. Part of their powerful appeal comes in holding mysteries that cannot be answered in the narrative terms of the texts; that is, both of these stories refuse narrative closure and insist on their own allegorization.

Whatever its many levels of signification, “A Hunger Artist” is also a scarcity fable. In the inner logic of the story, the true scarcity is framed as the collapsing market for what the hunger artist has, or knows how to do; Kafka reveals “a deep anxiety about the relationship of art and the market” and undermines “the possibility of autonomous art in a commercialized context”33 What the hunger artist knows how to do is fast for extended periods of time, practically punching in on the clock and devoting himself to his profession with a work ethic to be celebrated under bourgeois ideologies of labor and selfhood34. He is desperate to fast, and arguably to be the model worker as he does so; he is less political martyr than laborer seeking validation for his value within “the system” as a changing market has left him behind35. Read in this way, “A Hunger Artist” is also a parable of collapsing business models that would rather die—ostensibly martyred on account of some form of market scarcity—than reinvent themselves. Which brings me to NFTs.



Artificial scarcity as diversion (masking actual scarcity)

NFTs have been hyped as revolutionary, having surged into public view in 2017 with something like a technoaesthetic manifesto, a pret-a-porter philosophy of art that champions distributed-ledger technologies and seems to promise the democratization of both art and technology36. They have also been offered as a nifty solution to a set of challenges associated with creating and transacting in works of digital art. However, what appears to drive the NFT hype is not NFTs' capacity for verification and recordkeeping but rather their immediacy and allure of purported exclusivity. In some sense, NFTs create a semblance of presence, forging a connection with the asset in connection with which the token is being minted. Indeed, NFTs seem calculated to “solve” for a more ineffable problem, the impossibility of uniqueness in our ubiquitously digital, everything-is-replicable moment. As one industry insider explained, “Once something is copied and replicated for free, the value drops and the prospect of a market disappears. For things37 to be of value they need to have scarcity. Blockchain helps solve this for digital artists by introducing the idea of ‘digital scarcity': issuing a limited number of copies and tying them back to unique blocks proving ownership. Scarcity is thus the condition, the diagnosis and the question; NFTs are the cure and the answer. According to their champions, their technological affordances permit NFTs to restore a form of abundance to a world starved for the unique or non-replicable38. This ironically non-ironic account of NFTs tells a particular story about scarcity that it is worth unpacking in terms of the notion of scarcity fables. NFTs seem to hold somewhat internally contradictory promise: in the eyes of proponents, they drive sales in digital art through creating “digital scarcity” yet–paradoxically—they will also democratize fine art (ostensibly by disintermediating various creative markets in digital works and supporting both fan and creator communities).

Given widespread confusion in popular discourse and journalism about NFTs, let us revisit what an NFT actually is. An NFT is a non-fungible (i.e., unique, non-replicable) token associated with some asset. NFTs resemble Bitcoin in that transactions over both are recorded on the blockchain. But they differ in that Bitcoin is fungible—each unit is not unique relative to each other unit—whereas NFTs are unique tokens associated with an asset39. It is the token that is unique, to be clear; not necessarily the asset. That asset could be an original work of art, a licensed copy, a fake, or any number of other types of “thing” such as a tweet,40 an article,41 a picture of a newspaper article,42 a meme,43 a clip of a basketball game,44 a series of musical videos,45 an audio sex tape,46 and so on. There are different kinds of NFTs, but the most common kind consists of “a metadata file that contains information that has been encoded with a digital version of the work that is being tokenized.”47 A “tokenID” is paired with “a blockchain address” and together these two elements make the token unique48. Most NFTs also include a link that refers to where the original work is stored online, which underscores that the NFT is not the same thing as the asset with which it is associated49. They also link back to the creator's wallet so as to indicate minting provenance (see text footnote 47).

Because much of the hype around NFTs conflates the things to which the token refers with the tokens themselves, I find it helpful to frame NFTs in terms of a metaphor50. The NFT's token—typically comprising the tokenID and blockchain address plus some additional information as noted—is somewhat like a luggage tag. To be sure, it is a unique and non-fakeable luggage tag, that can identify any person's particular piece of luggage. There is nothing necessarily authenticating about NFTs with respect to the asset in connection with which the NFT was minted. A unique and non-fakeable luggage tag could be generated either in connection with a fake Louis Vuitton bag purchased by a purchaser who knows very well they are purchasing a fake or in connection with a sneaky counterfeit a buyer incorrectly believes to be authentic. The luggage tag tells buyers nothing more than that this was a correct match for the one particular piece of luggage in question, a piece of luggage which might not be unique in manufacture in any way, but whose contents are particularized to its tag holder (the owner of the NFT). The NFT itself cannot verify whether the asset (the luggage) is real or fake ab initio; it can only verify that the asset associated with this token is the same asset that was originally associated with it.

Leaning even more heavily on the analogy, if a traveler checked in a piece of luggage in Dallas and claimed it in Atlanta, that luggage tag verifies merely that it is the same piece before and after the journey; it permits accurate retrieval by the correct owner. But that is all that it does. If, once at your destination, you sell your luggage to another traveler, the luggage tag will be updated to reflect that you have done so, and from that point forward, the tag will identify another owner until any subsequent transfers. Here the analogy highlights how NFTs foster confusion. Claiming the luggage by using this luggage tag does not guarantee anything about its authenticity; it only makes an ownership match. Moreover, owning the luggage tag does not necessarily provide any special rights over the luggage contents. Extending the conceit a little further, if the luggage held lawfully purchased CDs and DVDs containing audiovisual works, the rights to claim ownership of the luggage tag and to store the contents of the luggage would not convey the right to duplicate the music or screen the films publicly51. (Private uses are of course within the scope of possessing the CDs and DVDs, and fair uses do not even depend on ownership at all). Absent further contracting to ensure the transfer of use rights, NFT ownership is not much more than collecting luggage tags so you can brag about the contents52.

It is easy to lampoon NFTs as deceptively insubstantial collectibles, “Like beanie babies without the beans,”53 or worse, an outright con, “a new kind of magic bean to sell for actual money, and pretend they're not … magic beans.”54 Yet sophisticated purchasers—and perhaps collectors generally—likely know what they are getting55. Even as mere luggage tags, NFTs clearly could have some value, and hold possible promise for their capacities for online identification and verification; market disintermediation; community-building; and creative innovation.

First, like other distributed ledger technologies, NFTs possess the capacity for online identification and verification. They can create, maintain and confirm records of historical transactions56. NFTs have been offered as solutions to several different kinds of problems pertaining to sales and ownership online. For instance, it has been claimed that there used to be “no way to separate the “owner” of a digital artwork from someone who just saved a copy to their desktop” and this uncertainty promoted unlawfulness and stymied business: “[m]arkets can't operate without clear property rights” (see text footnote 56). NFTs can permit verification of ownership records and transactions and thus make it harder to unlawful use or sell items owned by others57. NFTs may also induce trust through their capacities to safeguard transactions online by allowing a purchaser to verify the authenticity of the item to be purchased58. NFTs are thus thought capable of promoting authenticity, reducing forgery, and minimizing piracy online (see text footnote 38)59. In sum, NFTs are imagined as a pragmatic solution to the multifarious challenges posed by online transactions in digital assets, given the fungibility of digital copies (see text footnote 38, 59).

NFTs have also been promoted as a means of eliminating the middleman in transactions that remunerate artists, thus lending NFTs a populist appeal for those who would like to support their favorite artists more directly60. In some accounts, NFTs hold the key to democratizing the world of art and heralding an unprecedented middle class full of potentiality for creators61. In one refreshing contrarian take, NFTs offer a promising means of doing away with copyright and offering artists and purchasers more of what they actually want62. In theory, NFTs cut out the middleman and thus enable artists to transact directly with audiences and interested buyers63. NFTs could create a form of democratized, decentralized patronage that disrupts existing business models (see text footnote 38). However, it is unclear how, in minimizing traditional intermediaries, the NFT market has not replaced them with newer intermediaries in the form of NFT platforms64. If NFTs could live up to their promise as a means of remunerating creators and cutting out the middle-man, they would be socially valuable for many on those grounds alone65.

Generally, NFTs are also thought to foster greater connection among fans and with creators. Proponents further argue that NFTs can be used in ways that build community and foster innovation because they can be “endow[ed]… with features that enable them to expand their purpose over time, or even to provide direct utility to their holders. … In this sense, NFTs can function like membership cards or tickets, providing access to events, exclusive merchandise, and special discounts — as well as serving as digital keys to online spaces where holders can engage with each other.”66 Finally, NFTs could also represent—as some artists believe of some forms of NFTs—an innovative frontier of creativity in direct lineage with Andy Warhol67.

Joshua Fairfield offers a compelling account in this volume, discussing the rise of NFTs as one response to the perceived risks associated with potentially endless copying of digital goods, a response intended to capitalize on technological tools to create “rivalry, scarcity and uniqueness.”68 As Fairfield notes, NFTs are “database entries, written to a smart contract,” and things that “often do not represent value merely by themselves.”69 Sometimes these tokens are merely pointers to some valuable thing hosted somewhere else; other times they may incorporate the valuable thing through “a hash of the entire [work], a number generated by running all of the pixels …. through a mathematical function that creates a unique math string of limited length.”70 In many instances, the buyer may own the unique hash of the work without specified use rights that govern the things non-collector humans actually care about doing with that work, i.e., playing it as a video rather than storing it somewhere as a converted string of numbers. In other words, the purchaser of an NFT may be owning nothing more than a certified-mail-version of a url—a unique link to somewhere, often public, where others may also view that given work—and where they have no rights other than claiming their ownership in the certified mail receipt. Alfred Steiner points out that this single characteristic may be culturally and epistemologically valuable in and of itself: “NFTs will also make art history a bit easier by providing definitive proof of who did what when. If nothing else, NFTs are the ne plus ultra of the timestamp—the Twenty-first Century equivalent of posting a sealed letter to oneself.”71 Notwithstanding this important point, the buzz around NFTs would seem to promise more. Despite their possible benefits to brand owners, token holders, creators and fans, NFTs generate significant costs of multiple kinds and some of its proponents downplay or ignore the extent of these costs.

First, considerable uncertainty costs attach to NFTs. These are standard risks associated with new legal modes and business practices: what sorts of licenses are required to convey (or limit) NFTs and how will traditional terms be construed in the context of smart contracts for tokenizing digital assets? In short, the definition of “ownership” of NFTs is uncertain and “the technological answer may not always conform to the legal answer.”72 The rhetoric of “digital ownership” is unclear and sometimes downright obfuscatory; one critic opines that “The more detail you ask for what actual usable rights this “ownership” conveys, the vaguer the claims will get” (see text footnote 54). This lack of certainty is not necessarily all bad. Fairfield describes the benefits flowing from NFTs' flexibility and modularity, for instance. That there are innovative possibilities for defining and enforcing ownership interests could be beneficial. He cautions, however, that the costs of such modularization grow with complexity and thus create corresponding costs and risks73.

These uncertainty costs also apply to exclusive rights in IP. What sorts of conduct counts as infringing with respect to minting NFTs?7475 There is no existing regulatory mechanism to prevent unauthorized uses of IP in the minting of new tokens, and once an NFT is minted, removing it from the blockchain is apparently impossible. New lawsuits appearing over NFTs point to the potential stakes of such uncertainty76. Recently, members of Congress requested that the USPTO study the intersection of NFTs and IP rights, underscoring the potentially significant stakes of this ongoing uncertainty77. The issues around ownership and transfer of rights in assets associated with NFTs are complex and require an understanding of, inter alia, the derivative work right; fair use; limitations on rights such as the lawful owner's right of public display; and the intersections and distinctions between trademark and copyright law, which few members of the general public are likely to have78.

Second, and relatedly, there are confusion costs: many members of the ordinary public do not understand blockchain technologies, let alone this latest use case. Fewer still are likely to be able to navigate both the technological and legal implications of transacting in NFTs. This may confuse buyers who attach the wrong meanings to the “scarcity” associated with NFTs. As one industry insider has put it, “Essentially, NFTs create digital scarcity,” which creates value with respect to digital assets, whose supply is otherwise—at least theoretically—limitless79. Minting a unique token which requires resources on the blockchain to signify and guarantee its uniqueness is what generates value80. Yet this artificially generated scarcity can just as artificially disappear since a creator can mint as many tokens as they wish in connection with a work; nothing guarantees that subsequent minting will not dilute the value of the token, in other words81.

This is troubling, given that NFTs are touted as a means of providing unique value; one of the primary drivers behind NFT ownership is the notion that “owning” a rare item is an unusual opportunity and should be priced accordingly. If NFTs can be diluted in this way through post-sale issuance, what precisely is their purpose? One might further question why anyone would pay a premium to “own” an asset online if it's the kind of thing (an image, gif or clip, for instance) that one could just download for free82.

There is a mismatch between NFTs' ostensible capacity to confer uniqueness and authentication and what they actually can and do confer. This fundamental point about NFTs suggests that people who purchase them desiring to own something unique or rare may misunderstand the nature of NFTs as well as their rights in them83. To repurpose my earlier metaphor, evidence suggests that some buyers of NFTs may believe they are getting a piece of the luggage, a mistake that arises from conflating the luggage tag with the luggage contents84 even though NFT purchases rarely do convey more than the luggage tag. With one area of exception,85 neither the tag nor the luggage itself usually includes the original work as fully constituted, and certainly the NFT does not include any of the exclusive rights to it, unless—as Fairfield points out—the contract so specifies86. Even where a hash of the original work is “included” in a token (i.e., could be considered part of the luggage's contents), that hash merely contains a digital combination of numbers. With most kinds of NFTs, the work associated with the token is not uploaded and stored on the blockchain due to the high (technological and economic) costs of doing so8788. Indeed, ownership of the token ordinarily conveys no other rights in the underlying asset referred to or stored in connection with the token.

The point of NFT is not ownership of the asset with which it is associated; the point of the NFT is to capitalize on the appetite for cool, unique luggage tags “worth” thousands or millions of dollars for certain buyers in connection with particular assets. Yet the popular perception misaligns with what owners actually buy if they purchase an NFT believing they are guaranteed the uniqueness and authenticity of an item they own and thus can control. As one skeptic put it, “It's like a ‘Certificate of Authenticity' that's in Comic Sans, and misspelt” (see text footnote 54).

Nonetheless, buyers continue to flock to this form of digital art “ownership”: the market for NFTs was valued at $41 billion in 2021, a figure nearly as high as the worldwide market for fine art. The market “stabilized” with an initially rough start in 2022 but by May 1, more than $37 billion had been spent in NFT marketplaces89. Predictions of a bubble bursting have thus not yet proven robust, and until the recent slide of cryptocurrency's valuation projected earnings had remained high90.

While there are ways to disseminate information and issue disclosures to clarify the precise terms of NFTs, the speed of transacting and the general hype around the market for NFTs may make it difficult to manage the associated risks of material misinformation. Perhaps this is a case in which buyers must simply beware, but if evidence suggests that many buyers are purchasing assets without an understanding of what they are and are not purchasing, perhaps these costs ultimately generate diverse losses that ought to give policymakers pause.

Third, NFTs bear hidden maintenance costs. Few purchasers appear to be considering what will happen to their token if the platform from which they purchase it ceases to exist. A number of NFT marketplaces are centralized platforms offering for sale a token stored on the blockchain whose asset is “stored off-chain”91 Because storing large digital files is costly, the asset to which the NFTs token refers is commonly not stored on the blockchain92. Yet this creates a potentially risky dependency: “if a NFT platform relies on a centralized server that stops operating the art, metadata, or media associated with that NFT may be lost forever”93. In many cases, maintenance or storage of the asset related to an NFT is not a guaranteed aspect of the transaction yet failing to maintain it would likely extinguish the legal interests as a practical matter94. One art history professor, interviewed back in 2017, stressed the risk of owning art that depends on the continued functioning of digital links95. Five years later, a fan of NFTs expressed concern that the risks of storage failures still have not been systematically addressed96. Companies have sprouted up to offer “pinning” services that guarantee to maintain an NFT's storage, causing owners of NFTs to assume ongoing costs in exchange for this peace of mind97. However, in both the rapidly evolving art market and the world of tech startups, the longterm viability of such entities presents its own risks, even if owners are willing to pay ongoing and unforeseen storage or “pinning” costs to hedge their NFT-storage bets.

The potential growth of NFTs thus carries multiple risks in the form of uncertainty, confusion and maintenance costs. These costs could conceivably be offset as the market for NFTs matures and new legal norms and practices take shape. Whatever one thinks of NFTs—aesthetically, sociologically, or legally—however, there is a cost that should not be overlooked until all NFTs adopt less resource-intensive technologies: environmental costs.

Journalists and scientists have widely documented the intense energy needs associated with distributed-ledger technologies, including those used for the majority of NFTs, such as Ethereum and Bitcoin98. As one commentator put it, “perhaps the only thing hotter than NFTs at the moment is, uh, the Earth.”99 The actual impact of cryptocurrencies is disputed but is often translated into the impact of various individuals, entities or nations. For instance, Ethereum reportedly consumes as much energy as Libya100; Bitcoin alone requires more energy than Finland101; Bitcoin mining around the world allegedly consumes more electricity annually than Argentina102; “a single Bitcoin transaction uses the same amount of power that the average American household consumes in a month;”103 and “minting artwork on the blockchain uses somewhere between weeks, months, years, (and in rare instances decades) of an average EU or US citizen's energy consumption.”104 Various sites permit interested users to calculate the energy impact of crypto art but such tools tend to underestimate the impact by counting only the energy required to track activity on the blockchain and omitting the costs of production, storage and hosting of the works connected to the NFTs (see text footnote 54).

Another way to assess the impact of certain cryptocurrencies is in terms of impact on climate and health. A team of scientists published a study in 2020 with their finding that “in 2018, each $1 of Bitcoin value created was responsible for $0.49 in health and climate damages in the US and $0.37 in China. Put differently, the human health and climate damages caused by Bitcoin represented almost half of the financial value of each US dollar of Bitcoin created (as represented by market prices.”105

This dire picture is unsurprising to those familiar with the technology's affordances. NFTs minted using major cryptocurrencies like Ethereum and Bitcoin rely on what is known as “proof of work” to guarantee their security and accuracy (see text footnote 100). Proof of work operates by requiring that users (known as “miners”) solve puzzles in order to be permitted to add verified transactions (or a “block”) to the blockchain. Solving these puzzles is time-intensive by design: “using up inordinate amounts of electricity — and probably paying a lot for it — makes it less profitable for someone to muck up the ledger.” Consequently, this “energy hungry” system of secure recordkeeping via proof of work creates scarcity at the expense of the actual energy required to run “energy-guzzling machines” doing the necessary work (see text footnote 100). Indeed, to the extent that computers grow more efficient at solving the puzzles, the challenges will necessarily become more difficult; the inefficiency is part of the verification value this system is thought to impart.

While it is possible to mint NFTs on platforms that do not use cryptocurrencies reliant on proof of work, it is less common (see text footnote 54). Other technological and market solutions exist, including creating an intermediary or parallel chain to increase efficiency with respect to transactions on the primary blockchain; these may take various forms as a “side chain” or a “second layer”106 such as Bitcoin's Lightning Network.”107 Another option is to conduct transactions on a wholly private blockchain specializing in NFTs, such as Flow (see text footnote 54, 100)108. However, such moves reduce the appeal driving the technolibertarian hype in the first place, namely open and decentralized transactions (see text footnote 100)109. An improvement over proof of work would be for a wholesale shift to what is known as “proof of stake,” which requires a form of digital escrow: instead of verifying users' bonafides by requiring that they consume a certain amount of resources via mining (as proof of work does), users instead must ante their own cryptocurrency tokens as a “stake” they could forfeit under certain conditions, somewhat like a lien on a traditional asset (see text footnote 100). Ethereum had long promised that it would shift from proof of work to proof of stake yet industry insiders recognize that the challenges and risks of doing so could threaten the entire system (see text footnote 100). The alternative, however, is unpalatable; as one person has put, “proof of work places a direct lien against the future”110. In the final stages of publication of this article, Ethereum did indeed switch to proof of stake111. This heralds a promising era in which the environmental costs of at least some NFTs could be lowered but the net effect of this change and its ripple effects cannot yet be measured.

At least some artists working in this space have long recognized the significant environmental costs of NFTs. Some have advocated for boycotts and called NFTs an “ecological nightmare pyramid scheme” (see text footnote 100) One group of artists has pledged to make only carbon-neutral NFTs112. Others are more optimistic about the prospects of cleaner NFT production in the future113. But not all NFTs are minted by creators who adopt an environmentally critical account of NFTs. Moreover, claims that environmentally tolerable NFTs represent the future have been met with skepticism114. Nonetheless, NFTs consume an irresponsibly large amount of energy to generate an asset whose primary purpose is—on most platforms—to provide luggage-tag style identification.

Returning to the framing of this chapter, the fanfare associated with NFTs presents a fable of scarcity. It opens with a spectacle of need, diversionary panic over the inability to locate authenticity or uniqueness in our digital moment, paired with concern over the inability of artists to reach audiences and monetize their art because of intermediaries who structure and may throttle transactions in digital art. “Piracy” also looms as an existential struggle even when there is scant empirical data in evidence that infringement—rather than changing behaviors and market factors—imperils artistic survival. The conflict or struggle involves a plethora of platforms and channels failing to meaningfully connect artists with willing buyers, thus exacerbating musicians' inability to make a living in an era in which online streaming rights favor platforms and large entities rather than artists. The rallying cry then is that minting NFTs will restore some sort of utopian abundance; perhaps the abundance of aura or specialness in art or perhaps the idea of an independent artist able to live off their art and fans able directly to support the work and artists they love. This blend of nostalgia and futuristic idealism drive the scarcity fable and compel its conclusion: more property.

Yet the scarcity fable also actively conceals the costs of this particular solution, including uncertainty, confusion, maintenance and environmental costs. In particular, the NFT scarcity fable masks the actual scarcity of environmental resources spent in profligate fashion in the minting of most NFTs. In the name of artificial scarcity portrayed as part of scarcity-mongering industry accounts, the triumphalist account of NFTs conceals and threatens to exacerbate actual scarcity.



Artificial scarcity as rallying cry (solving for property)

In the IP context, scarcity fables may take diverse forms of scare mongering, or “scarcity mongering.” Scarcity mongering may operate as a call to propertize in domains of abundance in which the purported “scarcity” pertains to available rights rather than subject matter. For instance, it has been widely observed that trademarks for beer names have grown acutely scarce115. Yet framing this phenomenon as a problem may obscure possible benefits associated with such trademark scarcity116. It also focuses attention on the lack of capacity to create exclusive rights in beer names rather than the shrinking public domain with respect to simply naming beers without propertizing those names117. Scarcity mongering may also serve as a multiplier for damages, as in the case on which this section will focus. The core elements, again, are the assertedly spectacular need, along with diversion away from other forms of actual scarcity, mobilized in service of a plea for more or stronger property rights. Leonard provides an extended example of the potentially significant and detrimental impact of such propertarian rhetoric in the context of wildly inflated valuations of the two photos the defendant infringed.

Leonard v. Stemtech featured a decade-long dispute between Andrew Leonard, a professional photographer, and Stemtech, a multi-level marketing organization that sold nutritional supplements118. Stemtech and its members used two of Leonard's images without authorization, beyond the scope of Stemtech's licensed use and repeatedly119. At the conclusion of a 4-day trial in 2013, a jury found direct, contributory and vicarious infringement and awarded actual damages in the amount of $1.6 million (see text footnote 119). Various aspects of the ruling—and the verdict's later affirmance on appeal—reflect departures from well-settled precedent and dramatize how scarcity rhetoric can play a problematic role in an over-expansive assertion of property rights. The Leonard saga offers an example of a scarcity fable playing out in the context of copyright doctrine. It also provides an opportunity to focus on how a scarcity fable moves from the spectacle of need to the proposed propertarian resolution.

In 2008, Leonard sued Stemtech based on their unlicensed use of his photographs of human bone marrow stem cells120. At the time, Leonard was one of only a few photographers engaged in stem cell photography, a highly technical art form which uses electron microscopes to capture images of stem cells121. Leonard paid scientific research institutions for the use of their microscopes to deliver images in black and white122. Leonard then added color using his “artistic judgment.” Leonard marketed his photographs through multiple channels, including via a stock photography agency, Photo Researchers, Inc. However, he permitted only limited licenses because “in his view, unlimited usage licenses decrease the value of his work” (see text footnote 122). At the time of the photos' creation, stem cell images were rare and few photographers possessed the skill to capture them (see text footnote 122). Leonard's licensing fees ranged from hundreds of dollars per image up to $6,500 for one 4-year use of an image on a university website123.

Defendant Stemtech produces and sells nutritional supplements “through thousands of distributors who form the backbone of the company” (see text footnote 123). In 2006, Stemtech sought a license of one of Leonard's images. Leonard quoted a price of $950 for a 1-year license to use an image in two places in Stemtech's internal “HealthSpan” magazine and $300 for a 1-year license for use on Stemtech's website. Stemtech declined the website license but used the image twice in its magazine. Stemtech also used his images in multiple promotional materials without permission or license. In October 2007, Leonard discovered widespread unauthorized uses by Stemtech and/or its affiliates that continued through May 2008 despite Leonard's notice to Stemtech and his ongoing documentations of unauthorized usage. Leonard's request that Stemtech and several of its distributors pay him for their unauthorized use was refused, prompting Leonard to sue for copyright infringement (see text footnote 123). In the first phase of litigation, Leonard I, a magistrate judge ruled that Leonard was ineligible to seek statutory damages124. In Leonard II, the court granted defendants' motion for summary judgment with respect to disgorgement of “indirect profits,” ruling that the plaintiff had failed to meet his burden of alleging a causal nexus between defendants' infringement and profits125. Stemtech's infringement of two images was undeniable, so the effect of these rulings was to concentrate the subsequent trial in Leonard II on (1) whether Stemtech could be held secondarily liable for the acts of its distributors and (2) how expansively to calculate actual damages.

Trial began, during which a jury heard expert testimony to support Leonard's proposed calculation of damages. Under Section 504(a) of the Copyright Act, a copyright owner whose work has been infringed may recover either (1) “actual damages” suffered as a result of the infringement, plus “any additional profits of the infringer” not already counted under the owner's actual damages, or (2) statutory damages126 Punitive damages are not available under the Copyright Act127. While undefined in the statute, “actual damages” has been interpreted to mean “any harm … suffered by reason of the infringer's illegal act”128 or “the extent to which the market value of the copyrighted work at the time of the infringement has been injured or destroyed by the infringement.”129 Damages amounts may not be determined by “undue speculation” (see text footnote 129). Case law reflects that there are two primary modes of setting licensing fees for the purposes of determining an actual damages awards.

First, damages can be calculated based on the fair market value “the owner was entitled to charge for such use.”130 To the extent that value drops as a result of the infringement, or that defendants profit from their infringement, those deltas in value can be factored into damages award (except insofar as they would be duplicative of each other)131. Second, damages can alternatively be calculated based on the owner's past licensing history132. Both methods are accepted, but in some instances, the choice of methods produces wildly diverging amounts, which would prove to be the case here133.

Leonard's expert, Jeffrey Sedlik, began by gathering information to create a market benchmark. He explained to the jury that he had contacted general stock photo agencies as well as two that specialized in scientific images. To derive fair market value for Leonard's work, Sedlik began with an estimated licensing fee roughly between $1,200 and 2,600 per image for media uses such as Stemtech's134. He averaged this licensing fee and multiplied it by 92, the number of infringing uses that Leonard asserted had been identified by the time of trial, to arrive at a proposed initial number of $215,767.66 (see text footnote 134). Sedlik then recommended increasing that figure due to the “scarcity or rarity” of the images and their “exclusivity,” since scarcity is “a factor that is considered in licensing”135. Sedlik first increased the license fee by a “scarcity premium” of 3–5 times the benchmark (see text footnote 135). Next, he added an exclusivity multiplier, for a further premium of 3.75–8.75 times the benchmark. Sedlik reasoned that “ ‘overuse or broad use' of an image … diminishes the value of other uses,” and since Leonard purportedly preferred to exercise more limited licensing rights, this preference justified application of an exclusivity premium (see text footnote 135). Consequently, Sedlik projected that damages should fall between $1.4 and $3 million.

Leonard provides an example of a scarcity fable with respect to its damages award. Hence it is helpful to reverse-engineer how its damages award came to be. Under one view, the award could be attributed to both underlawyering and overlawyering. Stemtech did not offer its own expert and apparently failed to vigorously cross-examine Sedlik about his use of these premiums136. By contrast, Stemtech clung to its argument that the award should be limited to $1,804.00, based on Leonard's past licensing history (see text footnote 137). Read in retrospect and given that the trial would hinge on actual damages, Stemtech's theory of the amount of damages seems just plain lazy, especially compared with the detailed evidence offered by Sedlik. Sedlik had testified in 15 prior copyright trials and appears well-versed in how to handle both lawyers and jurors. (As an example, Sedlik described his expertise in scientific photography with a jury-pandering reference to his virtuous boyhood: “I'm a microscope buff. I have a collection of microscopes at my home, vintage from the 1800s and early 1900s, from the 1700s. I've been making microscope photographs since I was a Boy Scout, so for quite a long time”137). Another bad fact for Stemtech's theory of damages was that one of its own executives described Leonard's images as valuable and stated under oath that he suspected the photos had helped sell their product138. Indeed, to prove vicarious liability, Leonard had to prove that the infringement would benefit Stemtech. Thus, the jury repeatedly heard some version of the claim that Stemtech's employees acknowledged that “images of stem cells lend legitimacy to products that purportedly enhance stem cell production.”139 A Stemtech customer with a Ph.D. swore the images had played no role in her decision making, thereby offering highly credible countervailing testimony. Still, the notion of the images' value having been purposely expropriated for direct commercial advantage lingered throughout the trial140.

Given this foreseeable line of reasoning and its potential relevance for damages, Stemtech could and should have done more to anticipate and account for the likely financial impact of these many allegedly infringing uses. Instead, Stemtech's proposed award of $1,804.00 amounts to just 1.19% of Sedlik's starting position, before multipliers141. A number somewhere between these extremes might have struck the jury as more reasonable and avoided the ultimately excessive verdict the jury returned. However under-lawyered Stemtech's position was on this question, the arguments in favor of the vastly higher award proposed by Sedlik are tautological and self-serving; they might be considered over-lawyered. There are at least five ways in which the damages figure was problematic, considered in terms of doctrine, logic, policy, fairness and scope of copyright protection. Sedlik's testimony was especially misguided and damaging with respect to its use of exclusivity and scarcity multipliers.

First, doctrinally, Sedlik erred by conflating objective and subjective approaches to licensing fees. Leonard III recognizes that “[f]air market value is often described as ‘the reasonable licensing fee on which a willing buyer and a willing seller would have agreed for the use taken by the infringer.”142 The standard (“reasonable licensing fee”) is objective not subjective, which differentiates it from the subjective tailoring of the past licensing history approach143. Recall that the court had stated of Leonard that “in his view, unlimited usage licenses decrease the value of his work.”144 Tailoring the images' fair market value to the plaintiff's particular “view” or his preference for exclusivity converts the objective standard to a subjective one. The very notion is self-serving as the court almost seems to call out with the clause, “in his view.”

Adopting this subjective perspective permitted Sedlik to focus attention on Leonard's purported preference for exclusivity, and provided cover for the idea of an exclusivity premium. To the extent the court actually adopted a subjective approach tailored to this photographer rather than to the reasonable photographer under the objective approach, it shifted from the fair market value approach to the past licensing approach. Accordingly, it is unclear why the award was not based on subjective evidence, which would have included Leonard's (much lower-value) past licensing fees rather than objective evidence (hypothetical figures drawn from stock photo agencies' data). Sedlik knew and interviewed Leonard's competitors in the specific field of stem tech and admitted at one point that their fees were considerably lower than the base fees he proposed at trial, yet he chose to exclude those figures from his calculations and instead used higher fees based on stock photographs not specific to science or stem-cell photography (see text footnote 144). Effectively, Sedlik cherrypicked his figures and conflated the two methods for determining the plaintiff's actual damages, thus improperly broadening the scope of possible damages.

Second, logically, if treated as generally valid reasoning, Sedlik's exclusivity argument would provide all plaintiffs in copyright cases with a perverse incentive. For instance, to explain his exclusivity premium, Sedlik was asked whether infringement could affect a photo's value. He answered yes, and his answer reflects how his thinking double-counts the impact of infringement on estimations of damages:

A good example would be let's say I have photos on my website and somebody comes and takes that photo and puts it on the cover of a book, and the book is published. I didn't know it. I didn't license it. Now no other publisher will use my photo on their book, so they've just robbed me of my exclusive right to license that image for usage on a book cover. Similarly, if they put it on T-shirts or if they use it extensively, the value of my work can be depleted by unlicensed use. In addition, of course, I don't get the fee that I would have received for that usage. I don't have the opportunity to negotiate that usage145.

Sedlik points to the delta in value caused by “unlicensed use” and Leonard's loss of licensing fee as losses justifying an exclusivity premium. Quite plainly, these are the very injuries that awards of actual damages are intended to remedy, namely, losses in the fair market value of a work presumptively caused by infringement146. Hence they should not be considered extra or in some way serve as evidence that an exclusivity premium should be applied. In most cases, a suing plaintiff can plausibly state that they did not and would not have authorized the infringing use. Thus, a successful plaintiff would always automatically qualify for enhanced damages simply by stating that any unauthorized infringement decreases the value of their work. Permitting an “exclusivity multiplier” on top of recovery for infringement creates a windfall for the plaintiff, as other case law has acknowledged147.

Relatedly, application of an exclusivity multiplier is tautological. Sedlik never confronts, and the court never answers, why evidence of few licenses or particular levels of supposedly limited usage should be taken as evidence of an “exclusivity” preference rather than as evidence of insufficient willing buyers at the pricepoint quoted. Perhaps the market would not bear the prices at which Leonard wished to sell the photos; if so, this is not evidence that should be used to augment the fair market value. On the contrary, it would offer evidence that the true fair market value is much lower than represented after application of an exclusivity multiplier. The exclusivity premium here also underscores the subjective, rather than objective, nature of the award's tailoring by emphasizing what Leonard would have preferred to charge vs. what the reasonable photographer would have been capable of charging.

Third, Sedlik's exclusivity multiplier subverts copyright law's remedies regime by effectively providing an end-run around the lack of punitive damages in copyright law148. The only means of recovering supracompensatory damages under copyright law is by seeking statutory damages and also proving willfulness on the part of the infringer149. In cases such as this one, where the plaintiff has not timely registered his copyright, statutory damages are unavailable150. The mere unavailability of statutory damages does nothing to change the lack of an alternative punitive damages system151. Outside of the statutory damages framework, courts have consistently held that the use of multipliers is not permitted, as Leonard III acknowledges but sidesteps152. Indeed, Sedlik himself was aware of this prohibition on multipliers, having taken that very position in prior litigation (as Leonard III notes)153. Unless such multipliers are included in the licensing terms to which parties agree, the use of multipliers to enhance damages does not comport with copyright law, as Sedlik's testimony in that earlier case correctly acknowledged154.

Enhancing damages outside of the context of statutory damages in a case in which the plaintiff fails to qualify for statutory damages further undermines the Copyright Act's balance of incentives and rewards. Leonard was an experienced professional photographer who routinely enforced rights in his works. He possessed sufficient skill and experience to have had his work selected for the cover of Time Magazine. By choosing not to register these two ostensibly scarce and valuable images, he failed to comply with a basic requirement for anyone who might wish to seek supracompensatory damages. Awarding Leonard supracompensatory damages as though he had registered and could qualify for enhanced statutory damages vitiates the registration requirement for this heightened remedy.

Fourth, in positing 92 infringements, Sedlik's estimate may have overcounted the instances of infringement. According to Stemtech's post-trial arguments, Sedlik counted identical uses of the images:

[E]ach time the identical e-book, or PowerPoint presentation or website is identified, Sedlik counts it as a separate and distinct infringement even though it is well-established that “[a] single infringer of a single work is liable for a single amount..., no matter how many acts of infringement are involved in the action and regardless of whether the acts were separate, isolated, or occurred in a related series.” … Sedlik's computation of Leonard's “actual” damages in this way is analogous to him finding a separate and distinct infringement in a situation where an image is infringed upon by placing it in a magazine or a video and then counting every single copy of that magazine or video as a separate infringement. Such a computation is contrary to law155.

This alleged overcounting of purported instances of infringement reflects that Leonard's strategy at trial was to hint that there were likely many more infringements than had been discovered, presumably because doing so would convey that the impact of infringement on Leonard was greater than the two infringed images at issue might suggest.

Shortly before trial, the court denied defendants' Daubert motion156 and motions in limine to exclude Sedlik's testimony on various grounds157. The court stated its initial sense that Sedlik's testimony seemed to lack a factual foundation but nonetheless thought trial would be the more appropriate time to assess the testimony. However, it did strike one statement of Sedlik's statement as “unduly speculative,” namely his belief that the infringements known to Leonard were likely only “the proverbial ‘tip of the iceberg.’”158 In his opening statement, plaintiff's counsel nonetheless told the jury that “Mr. Leonard had only discovered the tip of the iceberg,” apparently intent on conveying this message to the jury even without the expertise Sedlik might have lent such a statement159. In his testimony, Sedlik also found a creative way to raise the specter of innumerable undiscovered infringements without using the stricken statement:

You have to understand, Counselor, there is also the factor in this case that these are only the usages that Mr. Leonard discovered. And looking for usages on the internet is kind of, if you can imagine, an endless field of haystacks.” (see text footnote 145)

Sedlik's reference prompted an objection from Stemtech's counsel on the basis of the court's earlier ruling, which the court sustained160. Leonard's counsel's rhetoric makes it clear that the trial strategy was to amplify the number and value of the instances of infringement of these two works, regardless of the logical and doctrinal contortions involved in doing so.

Fifth—the court never engages with a troubling consequence of this over-expansive enforcement. Photography of stem cells, by its nature, is highly factual and low in originality. Copyright does not protect scientific data or basic facts, no matter how beautifully they may be presented161. Instead, what is protectable are the very aspects of the image arguably less likely to fetch top dollar. To the extent that Leonard certainly added some original touches, such as by adding color to enhance the images, these images' value came not from such after-effects but from the scientific information they communicated and the vivid, accurate way they communicated it. Leonard's skill allowed him to capture these elusive and valuable images, as the magistrate judge acknowledged in an early ruling: “[Leonard's] subject matter is often difficult to procure and prepare and, consequently, his photographs are highly desirable, particularly to the medical and pharmaceutical industries.”162 Indeed, at trial it emerged very clearly that the photographs were valuable precisely because they were scarce163. In turn, their scarcity was attributable to their value as artifacts that conveyed and represented hard-to-access scientific information at a time of growing interest in stem-cell research. Their value came, in other words, from their scientific nature, not their originality. Precisely because their value is informational rather than expressive, these images ought to receive only thin copyright. If the scope of protection in Leonard's works is interpreted broadly, the net effect of this is to allow copyright protection to drive up the cost in informational works despite their ostensible exclusion from copyright protection.

In spite of these five categories of contradictory or irregular reasoning, Sedlik's testimony seems largely to have been accepted by the jury and left undisturbed by the trial court164. After the jury returned its verdict for Leonard, defendants sought post-trial relief and the parties sparred over various issues (see text footnote 164). Stemtech moved for prejudgment interest which the court denied165. Stemtech subsequently moved for a new trial or remittitur on multiple grounds relating to the damages award and Sedlik's testimony, arguing in relevant part that the damages award was unconstitutional and grossly excessive166. Stemtech raised specific concerns over the jury's use of “scarcity and exclusivity multipliers,” given that other courts have consistently rejected the use of such multipliers167.

The trial court agreed that the damages award was excessive and cited to the reasoning from its own earlier denial of prejudgment interest: “The jury's $1.6 million verdict more than fully compensates Plaintiff for the misappropriated value of his property. As Plaintiffs expert witness, Professor Jeff Sedlick, testified at trial, $1.6 far exceeds the aggregate value Plaintiff ‘received for all of [his] 92 previous licenses Photo Researchers obtained over a 15–year time period for the use of the Leonard's Image 3 or 4…'.”168 To drive that point home: the jury's award was 100 times higher than the $16,000 Leonard had earned during that entire 15-year window for licensing the two images in question; his average fee for commercial use was < $400 per image (see text footnote 168). The court actually noted that “the license amount implied by the jury's verdict is an average of approximately $17,000 more per infringing use than Leonard's average commercial license fee actually obtained by Photo Researchers” (see text footnote 168). Finally, in their negotiations, Leonard had priced Stemtech's licenses in the hundreds, not thousands or millions, underscoring the vast disparity between what appeared to be the images' actual market value and the jury's damages award (see text footnote 168). The trial court thus concluded that the award was excessive.

However, the court held that the award, though excessive, was not “unreasonable” in light of the evidence the jury heard (see text footnote 168). In denying Stemtech's motion for a new trial, the court took note of various testimony before the jury, including the opinion offered by Leonard's licensing agent, Mr. Gerard. Gerard had attested to the rarity, beauty, popularity and thus high value of Leonard's images, noting that the demand “was a lot higher for Leonard's material, just because of the subject matter.”169 Despite the court's finding that the award was excessive nature, it ruled that the award did not provide grounds for a new trial.

Stemtech appealed and the United States Court of Appeals for the Third Circuit upheld much of the lower court's decision but held that the jury award was not excessive170. The court held that “[b]ecause the jury was instructed about both methods for determining actual damages, and had an evidentiary basis for applying the fair market value through Sedlik's expert testimony, there was no error.”171 Stemtech continued to argue in vain that the award's inclusion of multipliers rendered it excessive and improperly punitive (see text footnote 171).

The weight of legal authority seemed unquestionably on Stemtech's side of the issue, casting doubt on the soundness of Leonard III's holding. Other courts have consistently ruled that adding multipliers in the calculation of fair market value impermissibly expands damages awards. For instance, in a 2004 case, Stehrenberger v. R.J. Reynolds Tobacco Holdings, Inc., a graphic artist sued over the unauthorized use of her artwork, “Blue Girl” to market cigarettes172. Defendants had copied Stehrenberger's work, airbrushed out her signature and copyright symbol, changed the color of the image to sepia, reversed the image, and added the company's “Camel” branding to headphones worn by the girl depicted in the original work173. Stehrenberger's counsel proffered expert testimony of an industry practice apparently known as “retroactive licensing,” or licensing after the discovery of infringement174.

The expert, Henri Dauman, testified that industry guidelines applied a multiplier in such cases, to signal disapproval of infringement and to avoid results that would effectively seem to sanction infringement. According to Dauman, an appropriate licensing fee for “Blue Girl” negotiated ex ante might have been $60,000 for the use of the image in national tobacco advertising; the same use negotiated ex post would command $600,000 (see text footnote 174). Dauman testified that it was “a Media Industry standard to seek permission” prior to use but that in cases of “mistakes … resulting in unauthorized use,” the common practice was to attempt to “resolve the violation amicably and early on” via “retroactive license for a fee, which is recommended as three times (3x) the normal fees, … when the infringer recognizes the ‘mistake' and moves quickly to correct it” (see text footnote 174). In cases in which the infringer does not act expeditiously, the multiplier purportedly jumped from three to up to ten, Dauman reported. He explained the reasoning behind this practice:

A potential licensee who makes an effort to negotiate a fee prior to the use is in a different position from one who appropriates the image outright and tries to get away without paying. The Copyright Law does not condone a practice of ‘infringe now, pay later.'…[Because otherwise] “[t]he industry would have no incentive to bargain for a fee prior to using an image, and therefore the enforcement of copyrights would have no teeth…. The plaintiff cannot be a policeman. If a friend had not recognized the unique Blue Girl Image, [defendants] might have gotten away with it” (see text footnote 174)

Dauman's use of multipliers unmistakably conveys an intent to deter and punish (“The plaintiff cannot be a policeman”), rather than merely compensate. Dauman further opined that a 10-fold multiplier in this case was “conservative” in light of practices in the graphic arts community and would not provide the plaintiff with a windfall (see text footnote 174)175. His opinion flowed in part from his view that the usage was “clearly without consent and … clearly willful,” yet this introduces an element not appropriate to the analysis of damages outside the context of statutory damages, where willfulness may be considered176.

The court correctly rejected Dauman's view, observing that “[w]hatever its utility as a marketplace technique for resolving problems among the ‘graphic arts community,' this claimed practice is not the method by which damages are calculated under the copyright law” (see text footnote 176) Estimating market value under Dauman's view would clearly incorporate “concepts of punishment for infringement, deterrence of similar behavior in the future, and recompense for the costs and effort of litigation” (see text footnote 176). Yet such behavioral levers “form no part of ‘actual damages' under the statute” (see text footnote 176). Again, while the Copyright Act permits plaintiffs to seek enhanced damages, it does so only under its statutory damages regime; the Act contains “no provision for ‘multipliers' in the calculation of actual damages.”177 Moreover, such a multiplication would distort the assessment of value since “infringement does not make a copyright more valuable” (see text footnote 177). As the court emphasized:

The “value of what was illegally taken” is not determined by multiplying it. Plaintiff's expert calculated that value at $60,000 and (if that figure is proved) that amount, and not a multiplication of it, represents plaintiff's “actual damages.”178

Stehrenberger demonstrates the illogic and impropriety of using the fact of infringement to retrospectively ratchet up the fair market value of the work for the purposes of determining actual damages. Nonetheless, subsequent case law demonstrates that despite that illogic, attempts to introduce such multipliers persist.

In Faulkner v. National Geographic Society, decided 4 years after Stehrenberger, Dauman—the same expert as in Stehrenberger—again testified about “industry guidelines” and the 3–10x multipliers based on the parties' conduct179. Again the court declined to adopt his testimony. In a sharply worded opinion, the court dispensed with the theory that multipliers could be used to increase the fair market value for the purposes of determining actual damages. In a footnote, the court expressed doubt about the interplay between the alleged norms of the graphic arts community and the formal processes of litigation: “Nowhere does [Dauman] explain how ‘the industry' applies a multiplier of up to 10 times where the photographer goes to court. All of such cases presumably are resolved by adjudication or settlement between the photographer and the alleged infringer.”180 In a more direct assault on Dauman's use of multipliers, the court noted once again the clearly punitive character of such multipliers: “The basis for Mr. Dauman's six times multiplier is his personal view that ‘National Geographic basically stole the crown jewels from these photographers without paying anything. … The use of such a multiplier is simply a vehicle for punishing the publisher.”181

Of particular relevance in understanding Leonard is the court's critique of Dauman's use of a multiplier for unauthorized use:

The application of a multiplier … for the use of an image without authorization—in other words, for infringement—is purely punitive and entirely improper. It certainly is not anything that would have been agreed between a willing licensor and a willing licensee. …Indeed, this entire portion of his opinion is constructed on a base of sand. It starts with an unsubstantiated assumption concerning an initial press run limitation and proceeds by nothing more than guesses about multiple renewals or modifications that, in reality, are excuses to increase his $1,350 base fee at a compound rate, each baseless step based on the preceding guess182.

Faulkner illustrates that a multiplier for unauthorized use is duplicative of the standard remedy for infringement; the need to correct for harm associated with an unauthorized use is literally the core purpose of actual damages and need not be separately factored in a second time. Building an additional premium in for unauthorized use—like Sedlik's “exclusivity premium” in Leonard —improperly inflates a damages award as a form of punishment rather than as a measure of market value. Dauman's efforts also seem like a backdoor attempt to introduce prejudicial willfulness evidence even though defendants' intent is irrelevant in calculating damages and copyright is a strict liability tort183.

Consequently, considerable authority holds that “actual damages” are limited to the fair market value of a license as that would have been determined before infringement184 and numerous courts have held that actual damages must not include multipliers that increase the award simply due to the fact of infringement185. Indeed, Faulkner stated that “arguments substantially the same as Mr. Dauman's have been rejected in every case to consider the question.”186 Dauman's testimony in Stehrenberger and Faulkner referred to notions of deterrence and punishment which are facially missing from the Act and thus may have been straightforward to identify as error. Similarly, in cases in which the parties speak openly about the punitive aspects of proposed damages awards, error is easier to identify since punitive damages are unavailable as such under the Copyright Act187. The Nimmer treatise identifies a lone case to the contrary, in which a court denied defendants' request for a jury instruction that would have stated that punitive damages were categorically unavailable under the Copyright Act. Noting it as a “rogue decision,” Nimmer recommends against following it188.

The reigning view, at least before Leonard III, was thus that multipliers to enhance actual damages awards were unavailing and improper; statutory damages provide the only mechanism for enhancing damages under copyright law and even these should not be characterized as “punitive damages” per se189. This treatment of multipliers is consistent with their treatment in other areas of law, where punitive damages are often greeted with skepticism (or even deemed unconstitutional). Copyright litigation confronted the issue of multipliers in the context of peer-to-peer sharing and while enhanced damages were ultimately held constitutional, the legal fight assessing this constitutionality was protracted190. The trial court in the Leonard litigation at least acknowledged the excessive nature of the award and foregrounded a more plausible justification—jury deference—in refusing to disturb the jury verdict191. However, it is puzzling how the appellate court could seem to sanction punitive multipliers.

Leonard III acknowledged that “the Act does not authorize recovery of punitive damages” but sought to explain away the contrary case law by ruling that the jury's $1.6 million award did not include punitive damages192. Instead, the court reasoned that Sedlik's multipliers were merely being used to determine fair market value, rather than being multipliers applied, ex post, to the fair market value determined ex ante193. In light of the compelling reasoning of prior courts on this question and the numerous deficiencies in Sedlik's reasoning, Leonard III's explanation amounts to an unsatisfying dodge. Again, as discussed above, the use of multipliers cannot be justified doctrinally (it improperly conflates subjective and objective approaches to actual damages) or logically (as its incorporation of an “exclusivity” premium would tautologically expand damages for any unauthorized use). It also undermines copyright policy, which explicitly omits punitive damages from copyright law and requires registration for those seeking enhanced damages under the statutory damages framework. Lastly, it distorts the scope of copyright protection by awarding an excessive amount of damages to a work possessed of very high skill but little originality, the sine qua non of copyright law194.

Including multipliers in the calculation of fair market value is an exercise in speculative accounting that imports illogical, self-serving and expansionist reasoning. Permitting use of multipliers imports a punitive element that, as noted above, copyright law otherwise expressly omits. Substantive rules and existing case law would seem to foreclose the outcome in the Leonard litigation. Yet at the heart of this dispute over a pair of photographs of stem cells lies a scarcity fable powered by Sedlik's testimony. It launches with a spectacle of need and seeks to restore abundance in the form of a supracompensatory damages award that the trial court even conceded was excessive. Throughout, notions of artificial scarcity prop up the rallying cry in a way that distorts legal reasoning and diverts attention from the true scarcity applicable to representations of data and scientific facts. Sedlik's rhetoric and storytelling demonstrate how a scarcity fable may resonate with jurors. A close reading of his testimony provides some insight into trial dynamics and illustrates the risks posed by scarcity fables.

Sedlik begins by establishing Leonard as a serious photographer and declaring that photographers face dire threats to their traditional business model.

Many people think that photographers earn their living by taking pictures or by selling pictures. They really don't. They earn a living by licensing the pictures, by licensing the copyright in the picture. They need to be able do that over and over again in order to be able to have the revenue to support their families and themselves195.

Sedlik's testimony frames the spectacle of need by emphasizing the importance of licensing to making a living. Sedlik conveniently sidesteps the documented numbers Leonard earned for these particular photos (< $16,000 over 15years)196. Instead, Sedlik focuses on the threat of infringement to the photographer and his family.

Next, Sedlik references Leonard's success in having one of the two photographs at issue in this litigation on the cover of a prominent publication. Leonard's counsel asks him to elaborate.

Nobody is going to make a living having their photograph used on the cover of Time Magazine. It's editorial use. It's very, very difficult to earn your living from only editorial use197.

Sedlike underscores the “very, very difficult” circumstances for even celebrated photographers, amplifying the spectacle of need.

Strictly speaking, that the licensing fee offered for a Time cover is unusually low is irrelevant to the legal discussion for two reasons. First, as noted above, the fair market value of the image uses an objective, not subjective approach, so the photographer's past licensing fees are not supposed to provide the benchmark for the award here. Second, to the extent that the Time licensing fee had any bearing on subsequent licenses for that image or Leonard's other work, it seems likely to increase not decrease subsequent revenues for Leonard. Such a placement is considered an unusual honor and an effective way to generate publicity for one's work. Photographers are likely to accept correspondingly lower fees for such high-profile works. Sedlik's point is not meant to bolster the legal arguments here, however, but rather aimed at bolstering the spectacle of need: skilled photographers like this one struggle to make money for their work.

With this spectacle in place, Sedlik lays the foundation for his rallying cry, a resolution aimed at abundance in the form of a damages award adjusted upward multiple times. He begins with scarcity or rarity (which he appears to use interchangeably). Sedlik explains that his award amount must take scarcity into account because it is not enumerated in the licensing menus used by stock agencies, which list factors that affect pricing 198. Sedlik fails to explain why its absence from this detailed enumeration is not proof that the image's rarity has already been factored into the pricing. Instead, he offers an elaborate story designed to explain why scarcity drives value:

But let me put it this way. If you're walking through the forest with a cell phone camera and a creature walks by. You take a picture, and you look and it's Bigfoot. You've got a very sharp picture of Bigfoot. You're going to be able to license that image for a considerable amount of money because it's extremely rare. There are no other sharp images of the alleged Sasquatch or Bigfoot (see text footnote 198).

Sedlik's remarks suggest that some photographs are rare on account of lucky timing, which is consistent with how some courts have analyzed copyright in photographs.

For example, in Mannion v. Coors Brewing, the court taxonomized the kinds of originality that give rise to copyright protection in photographs, including originality in rendition, timing and subject creation199. As one example of originality in timing, Mannion pointed to Thomas Mangelsen's famous photograph, Catch of the Day, which captures what appears to be a salmon jumping into the mouth of a patiently waiting brown bear200. Yet Mannion makes clear that protection derived from a photograph's original timing does not necessarily confer rights in the subject matter, even if cleverly captured. “[I]f another photographer were sufficiently skilled and fortunate to capture a salmon at the precise moment that it appeared to enter a hungry bear's mouth—…that photographer, even if inspired by Mangelsen, would not necessarily have infringed his work because Mangelsen's copyright does not extend to the natural world he captured.” (see text footnote 200)

Under Mannion, Leonard's rights to stem cell photography would be limited to the original elements he added and would not confer a monopoly in stem cell images. The issue was not central to litigation because copying the images was conceded and thus there was no need for an assessment of similarity, where the scope of protection in the work would have been centrally at issue. However, Sedlik's scarcity rhetoric hints at providing Sedlik with a market premium based on something not intrinsic to copyright law's threshold requirement of originality; the images' alleged scarcity had to do with the advancement of technologies associated with microscopes and photography. As functional advancements of the arts and technologies, they lie outside the purview of copyright, whose domain includes expressive contributions and excludes useful ones. It is thus telling how Sedlik conjures scarcity.

To dramatize the stem cells' scarcity, Sedlik unironically offers as the subject of this hypothetically rare photograph a mythical creature, literally impossible of being photographed because, like the Loch Ness monster, mermaids, or unicorns, it does not exist201. When he continues, Sedlik retreats from the impossibility of his own metaphor slightly by adding that photographs may be rare when they feature “certain public figures caught in certain situations, or celebrities who have passed away” since such photographs may be impossible to recreate. However, to the extent that these potentially-real examples point to photographs whose value is bound up with their newsworthiness, they may undercut Sedlik's expansionist reasoning. Case law suggests the opposite, in fact; to the extent that photographs (and other visual works such as films) are newsworthy, even when rare, they may be more available under fair use and thus potentially less protected ab initio202.

Curiously, Sedlik uses the Sasquatch as a recurring motif. Leonard's counsel asks whether license scarcity or rarity could affect the licensing fee a photographer would charge. Sedlik answers that “the scarcity or rarity of particular stem cell images” is “a factor… considered in licensing” 203 and elaborates as follows:

In the lower range, you have three to ten times the price of just an average image, let's say. In the upper range, you have that Sasquatch effect, where you have something that's just impossible or unlikely to create [sic] otherwise, and you can have 100 times or 1,000 times or just extraordinary numbers204.

The Sasquatch effect, as he coins it, seems to involve inflating the estimated value of a work on the basis of scarcity so acute it can only be captured via supernatural metaphor.

For example, that Sasquatch example that I made earlier. Stem cell is not Sasquatch; however, every photographer, everybody in the industry that saw that 2006 cover of Time, that was kind of a turning point where people realized that microscopy can be an art form. Previous to that, microscopy was viewed as something technical that technicians did to capture small things and make them appear larger, and after that, there was a lot of interest by many people, including myself, in making the art form. … I would say that at that earlier time, in 2006 and before, there were fewer images available.

Sedlik distinguishes Leonard's work but nonetheless continues to use the Sasquatch image to underscore the photographs' scarcity. Observe, too, how Sedlik converts the Sasquatch from a hyperbolic rhetorical flourish to an “example,” (“that Sasquatch example”) suggesting the slippery terms of his own argument. Even as he seems to acknowledge that “Stem cell is not”, like the Sasquatch, supernatural, his own deliberate and recurring juxtaposition signals that the rarity here is sufficiently similar to warrant the comparison. Indeed, by casting the Sasquatch as an impossibly rare figure whose “impossible or unlikely” photographic capture could justify premiums from three to 1,000 times an ordinary license fee, he seems to be asking the jury to believe in a kind of magic.

Accordingly, Sedlik offers the jury a means of providing Leonard with abundance according to the logic of a scarcity fable. Despite Leonard's lack of registration and the consequent unavailability of enhanced statutory damages, the jury has a role to play in correcting this injustice. In other words, it can help punish Stemtech and correct for the dire scarcity from which Leonard will otherwise suffer. To reiterate the obvious, however, such a photograph literally cannot exist (unless faked): the Sasquatch effect Sedlik is attempting to sell is a form of funny math or fake news belonging, like its namesake, to an epistemology of the unreal.

Sedlik's testimony may have been blessed on appeal, but it nonetheless can be seen as operating as part of the plaintiff's scarcity fable, driven in this case by the “scarcity” and “exclusivity” associated with Leonard's scientific images and a compelling story about the inability of contemporary photographers to make a living in a rough field of infringing and unfair uses. Only by understanding how fair market value here internalizes particular constructs of artificial scarcity can the ruling be fully explained in light of existing doctrines and precedent.

Besides departing from well-settled precedent against the use of inflationary or punitive multipliers, Leonard III could be read as creating a circuit split205. Notwithstanding Leonard III's contrarian reasoning, the Supreme Court of the United States refused Defendants' petition for a writ of certioriari and the case remains good law206. Leonard III has been cited 124 times in the 6 years since its issuance207. Some courts have distinguished its use of multipliers in ways that suggest Leonard's influence could remain limited to cases involving highly technical scientific images208. The notion of a “scarcity multiplier” has nonetheless appeared to have rapidly gained in popularity, which offers some correlative evidence of Leonard's influence. At least 37 federal courts have used the phrase in copyright rulings, and all but one outlier were decided after Leonard III, in 2018 or later209. Some courts that adopt a scarcity multiplier cite Leonard as justification, incorporating scarcity in determinations of fair market value without acknowledging the earlier case's highly specific scientific context and without looking in any detail at the problematic exclusivity premium210. Many cite to Leonard in the context of statutory damages, where the question of willfulness is actually relevant thus glossing over the infirmity of Leonard's own use of multipliers in the context of actual damages where enhanced damages are not permitted.

Perplexingly, given the reality revealed by the trial record, Leonard III is described by commentators as a case that affirms that (1) punitive multipliers are not allowed in copyright's actual damages regime and (2) multipliers may be permitted only in the determination of fair market value211. However, Leonard III's reasoning is flawed and tautological, as described at length above. It props up a questionable holding that effectively blesses punitive multipliers justified on grounds of scarcity and exclusivity, both as constructs that are not natural phenomena but inflated guesses, about as connected to reality as the mythical sasquatch Sedlik evokes. Furthermore, the very emphasis on these forms of artificial scarcity expands the owner's property rights and obscures the risks and costs of actual scarcity. There is no discussion of the impact on the public domain or other scientists and artists of protecting the work in question, let alone overprotecting it to the excessive, augmented level approved by both the trial and reviewing courts. Leonard v. Stemtech thus illustrates how a scarcity fable draws focus to restoring abundance in the form of greater propertization while minimizing or even suppressing robust discussion of the costs, in the form of actual scarcity, that greater propertization may impose.



Conclusion

A scarcity fable can be used to create or strengthen property rights by painting a vivid picture of need and following it with a persuasive pitch to meet that need through a property-based solution: more enclosure, less need. In IP law, the scarcity fable may conclude with a call to propertize (with little corresponding attention to the risk of shrinking the commons or impeding competition and follow-on creativity). In some instances, as in this Leonard, propertarian rhetoric impels claims for multipliers to be applied to damages.

Yet fables of scarcity may displace or conceal the externalities associated with these purportedly happy endings. That is, they may gin up support for a solution to artificial scarcity and, in so doing, shift attention away from actual scarcity. Scarcity multipliers incorrectly applied in copyright's actual damages regime provide one case in point, as Leonard's pair of scientific photographs illustrated; the hype around NFTs offers another. Traditionally, the very way that most NFTs generate value is through artificial scarcity achieved primarily by extravagant consumption of resources212. In the name of “curing” the scarcity of the authentic or verifiably unique in the digital era, NFTs contribute to deepening our collective environmental crisis. In other words, to “solve” for artificial scarcity, NFTs worsen real scarcity. Part of the success of NFTs may lie in the rhetoric associated with selling them as a solution rather than a costly problem that merely produces the need for new solutions.

Scarcity fables reflect that scarce resources—dramatically depicted in the spectacle of need— “are necessary conditions, even if not sufficient ones” in “produc[ing] property regimes”213 Whether this scarcity is mapped onto a human body, a political domain at war, or a collapsing creative market, when the need is spectacular enough, it sounds a distracting note of alarm and impels the search for a solution. The rallying cry, through the rhetoric of restoring abundance, promises resolution and seems to offer an idealized answer to the questions posed by dramatic scarcity. Yet scarcity mongering is an exercise in question-begging and more exclusivity is thus almost always the “right” answer.

Attending to the constructedness of the scarcity fable in legal storytelling provides clues for interrupting such propertarian narratives and reframing their underlying questions at the outset. Artificial scarcity is a powerful motivator when the right kind of story about it is told, a scarcity fable whose originating conflicts and ultimate resolution entrench certain perspectives on consumption and ownership. To those with a propertarian mindset, everything may look like a potential parcel, an ownership interest to be defined, deeded and defended. The persuasive storytelling made memorable in fables of scarcity may form part of a campaign to propertize—to create, expand or strengthen property rights. Scarcity mongering operates within a logic of ownership that reifies property rights and obscures or devalues disappearing abundance elsewhere, such as in the public domain and the environment, where verifiable scarcity exists and may present truly existential threats.

The nature of this chapter is necessarily conceptual and speculative, designed to raise questions about different narratives of scarcity rather than attempting conclusively to answer them. Through juxtaposition of a handful of literary accounts and one legal case study, fables of scarcity begin to emerge as a possible genre whose very appearance in certain contexts ought to give scholars and policymakers pause. In copyright litigation, in which expansionist property narratives may be especially harmful to the public domain and subsequent creators, scarcity fables may be made to provide apparent support for potentially dangerous changes. Identifying scarcity fables as such when they appear in copyright cases could trigger review of the asserted scarcity and a more searching inquiry into whether the proposed solution could worsen actual scarcity.
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2000 Threadless begins as a hobby.
2002 skinnyCorp web consultancy founded; Threadless ran as an internalside project.

2008 Al skinnyCorp clents fired. Nickell and his team focus on their own projects ike
Threadiess

2006 Threadless becomes poster child for "crowdsourcing’, company brings on 3
minority VC investor.

2007 Co-founder leaves the business.
2008 Company goesallin on Threadless.
2009 Threadless hires a CEO, Tom Ryan.

2010 Threadiess starts making investments in other businesses like Society® & dabbling
with print-on-demand apparel decoratic

2012 Company runs into trouble after a ough, underperforming holiday, Nickell comes
backas CEO.

2014 Threadless lays off ~30% of its stff, primarily in warehousing, begins
restructuring/rethinking its business model, and invests in digital printing.

2015 Threadiess begins by
chain to "make-on-demand”

& Arist Shops and converts s entire catalog and supply
and develops custom software to manage.

2016 Threadess launches Artist Shops to the public.
2018 Threadless begins opening up supply chain software to thid parties via APL.

2020 Transformative Year: the COVID-19 pandemic, face masks, community action plan,
and a shift to remote work. Artist Shops triples in size, becoming a bigger business than
Threadless. The company as a whole grows 60%.
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