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Linguistic theory suggests non-canonical sentences subvert the dominant

agent-verb-theme order in English via displacement of sentence constituents to

argument (NP-movement) or non-argument positions (wh-movement). Both processes

have been associated with the left inferior frontal gyrus and posterior superior temporal

gyrus, but differences in neural activity and connectivity between movement types have

not been investigated. In the current study, functional magnetic resonance imaging data

were acquired from 21 adult participants during an auditory sentence-picture verification

task using passive and active sentences contrasted to isolate NP-movement, and

object- and subject-cleft sentences contrasted to isolate wh-movement. Then,

functional magnetic resonance imaging data from regions common to both movement

types were entered into a dynamic causal modeling analysis to examine effective

connectivity for wh-movement and NP-movement. Results showed greater left

inferior frontal gyrus activation for Wh > NP-movement, but no activation for NP >

Wh-movement. Both types of movement elicited activity in the opercular part of the

left inferior frontal gyrus, left posterior superior temporal gyrus, and left medial superior

frontal gyrus. The dynamic causal modeling analyses indicated that neither movement

type significantly modulated the connection from the left inferior frontal gyrus to the left

posterior superior temporal gyrus, nor vice-versa, suggesting no connectivity differences

between wh- and NP-movement. These findings support the idea that increased

complexity of wh-structures, compared to sentences with NP-movement, requires

greater engagement of cognitive resources via increased neural activity in the left inferior

frontal gyrus, but both movement types engage similar neural networks.

Keywords: syntactic movement, non-canonical sentences, sentence comprehension, functional magnetic

resonance imaging, dynamic causal modeling

INTRODUCTION

Auditory sentence comprehension requires the rapid integration of phonological, semantic, and
syntactic information and is primarily supported by a network of regions in the left perisylvian
cortex. Neurocognitive models suggest that the left inferior frontal and posterior temporal areas
are integral for sentence processing, but their functions and neural dynamics are not clearly
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understood. Sentence comprehension is affected by syntactic
structure, in that canonical forms that follow the basic word
order of a particular language (e.g., subject-verb-object (SVO)
in English), as in (1) below, are easier to understand than
non-canonical forms, as in (2) and (3), that deviate from
canonical order. Further, there are several types of non-canonical
sentences that engage unique linguistic processes thatmay engage
differential neural networks.

(1) The woman weighed the boy (Active sentence; canonical).
(2) The boyi was weighed (ti) by the woman (Passive sentence;

non-canonical; NP-movement).
(3) It was the boyj whoi,j the woman weighed (ti). (Object-cleft

sentence; non-canonical; Wh-movement).

Based on linguistic theory (i.e., Government and Binding
Theory Chomsky, 1986, 1995) (2) passive, and (3) object-
cleft structures involve differing movement operations: NP-
and wh-movement, respectively. NP-movement refers to noun
phrase movement, whereas, wh-movement refers to movement
of a wh-operator (e.g., who). In both structures, the moved
constituent originates in the object position, assigned a theme
by the verb, and once moved, a trace (t) is left behind marking
its original position. In (2) the displaced theme occupies an
argument (i.e., the subject) position in the sentence. However,
in (3) the theme moves to a non-argument position. In both
movement types, the displaced element has a dependency
relationship with the trace (as noted by the subscript i). In
addition, because object-clefts involve an embedded clause, a
co-referential relation between the moved element and the
head noun of the relative clause is required (denoted by
the subscript j). This additional dependency renders the wh-
movement structure in (3)more complex than theNP-movement
structure in (2).

Psycholinguistic studies have examined whether these
representational descriptions are associated with measurable
cognitive processing costs. Cross-modal priming tasks and
visual world eyetracking studies have shown increased
processing time at the trace site while listening to NP- and
wh-movement structures (Nagel et al., 1994; Lee, 2004; Dickey
et al., 2007; Dickey and Thompson, 2009). Findings from
individuals with agrammatic aphasia suggest that the double
dependency in wh-movement engenders greater processing
resources (Mauner et al., 1993; Dickey and Thompson, 2004;
Salis and Edwards, 2005).

Functional imaging studies also have investigated the neural
mechanisms of wh- and NP-movement sentences, though
none have made any direct comparisons. Studies of wh-
movement commonly reported activation in and around the
left inferior frontal gyrus (IFG) and temporoparietal junction
(TPJ) (e.g., Caplan et al., 1999, 2008; Ben-Shachar et al., 2003,
2004; Thompson et al., 2010b; Bornkessel-Schlesewsky and
Schlesewsky, 2013). Not only are these regions involved with
processing complex verb argument structure (Ben-Shachar et al.,
2003; Thompson et al., 2010a), but they also are engaged for
integrating semantic and syntactic information. Cross-linguistic
studies have reported similar regions. AHebrew study by Shetreet
and Friedmann (2014) found that, when directly compared

to verb movement, wh-movement elicited activity in the left
IFG (BA 44/45), left posterior temporal cortex (BA 22), and
medial superior frontal gyrus. Similarly, a study by Makuuchi
et al. (2012) found that activity in the left pars opercularis
of the IFG (BA 44) was positively correlated with distance in
German sentences with scrambling, but not in those with wh-
movement. Taken together, these results are in line with theories
that the left posterior IFG may be involved with processes
that occur after initial phrase structure building and semantic
interpretation via syntactic working memory processes (Caplan
et al., 1999, 2008) which precede thematic role re-analysis in the
left TPJ.

Fewer studies have examined the neural correlates of NP-
movement. A study comparing passive sentences to active
sentences linked neural activity in the left pars opercularis
and triangularis of the IFG to NP-movement and/or non-
canonical verb-argument structure mapping, and activity in the
left posterior middle temporal gyrus and superior parietal lobule
to thematic mapping and re-analysis processes (Mack et al.,
2013). These results are in line with several Japanese and Chinese
NP-movement studies that also compared passive and active
structures. However, it should be noted that unlike Japanese and
English passives which are marked by an additional morpheme in
the verb, the Chinese language has no morphological inflections
(Yokoyama et al., 2007; Feng et al., 2015). Temporoparietal
activity was reported in the left posterior superior temporal
gyrus (STGp) (Kinno et al., 2008; Hirotani et al., 2011) for
Japanese and Chinese passives, and the left superior parietal
lobule (Yokoyama et al., 2006) and left inferior parietal lobule
(IPL) (Yokoyama et al., 2007) for Japanese passives only–
areas which have all been previously implicated in thematic re-
analysis and verb-argument integration (Thompson andMeltzer-
Asscher, 2014). This interpretation is further supported by
an Italian study that demonstrated improved accuracy on the
comprehension of passive sentences after transcranial magnetic
stimulation in the left posterior parietal cortex (Finocchiaro
et al., 2015). NP-movement was also associated with the left
pars triangularis of the IFG for both Japanese (Yokoyama
et al., 2006; Hirotani et al., 2011) and Chinese passives (Ye
and Zhou, 2009), and the left pars orbitalis of the IFG in
Chinese passives (Feng et al., 2015). In contrast, a few studies
comparing passives to actives reported activation only in non-
traditional language areas such as the left frontal operculum,
caudal to the IFG (Yokoyama et al., 2007), and the postcentral
gyrus (Matchin and Hickok, 2016). In summary, converging
evidence across methods and languages provide support for
the neural instantiation of syntactic movement which may be
supported by a left hemisphere network including the TPJ and
the IFG.

Two neurocognitive models of auditory sentence
comprehension offer different predictions for how syntactic
movement might be processed. The model by Friederici (2012)
proposes that initial and higher-order syntactic processes
elicit neural activity along temporo-frontal ventral and fronto-
temporal dorsal pathways, respectively. The ventral tract consists
of the extreme capsule fiber system and the uncinate fasciculus,
and is associated with retrieval of lexical-semantic information
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in the middle temporal gyrus, followed by first-pass syntactic
and semantic parsing in the anterior temporal lobe and anterior
IFG. The dorsal tract includes the superior longitudinal/arcuate
fasciculus which is involved in processing syntactic complexity.
In this model, non-canonical sentences with syntactic movement
first undergo phrase structure building in the left IFG, then
thematic role re-analysis in the left TPJ (also see Thompson and
Meltzer-Asscher (2014) for a similar model for processing verb
argument structure).

On the contrary, the model proposed by Bornkessel-
Schlesewsky and Schlesewsky (2013) suggests that all sentences,
regardless of complexity, begin with lexical processing in the
left posterior superior temporal cortex followed by temporo-
frontal ventral and dorsal projections to the left frontal cortex
for integration of linguistic information. In their model, the
ventral tract is engaged by combinatorial semantic processes,
while the dorsal tract subserves the identification and parsing
of syntactic relations. These two tracts converge on the left IFG
where semantics and syntax are integrated. However, this model
makes two controversial claims: First, the authors argue that
there are no specialized mechanisms for syntactic complexity,
as they claim there is no cross-linguistic operational definition
that differentiates simple from complex syntax across studies
(Schlesewsky and Bornkessel-Schlesewsky, 2013). Second, they
argue that the IFG is not directly involved in linguistic processing,
adding to the extensive debate over the role of the left IFG in
language-specific vs. domain-general functions (Hagoort, 2005;
Costafreda et al., 2006; Grodzinsky and Santi, 2008; Rogalsky and
Hickok, 2011). These authors associate the IFG with cognitive
control and/or conflict resolution. According to their model,
non-canonical sentences with syntactic movement are processed
in a similar manner to canonical sentences: both engage left
dorsal and ventral temporo-frontal perisylvian pathways from
the posterior superior temporal cortex to the IFG.

The purpose of this study was two-fold: (1) to identify
the network of regions associated with complex sentence
comprehension in cognitively healthy adults, and (2) to
explore how syntactic complexity modulates connectivity within
this network. We operationally defined complex sentences
as those with arguments in non-canonical order as a result
of wh- or NP-movement. Our study used dynamic causal
modeling on fMRI data acquired during an auditory sentence-
picture verification task to assess the neural mechanisms
of processing non-canonical structures with wh- vs. NP-
movement. The first hypothesis was that operations involved
with processing non-canonical sentences with wh- or NP-
movement engage left perisylvian neural networks. Given
previous findings of shared syntactic movement processes, we
expected to see activity in the left IFG and TPJ. We also
predicted that wh- and NP-movement would engage differential
activation, reflecting distinct processes, in more focal regions
within the left fronto-temporal network. We tested the two
aforementioned models of auditory sentence processing which
had competing hypotheses for how syntactic movement is
processed: via a left fronto-temporal dorsal pathway (Friederici,
2012) or via left temporo-frontal dorsal and ventral pathways
(Bornkessel-Schlesewsky and Schlesewsky, 2013).

MATERIALS AND METHODS

Participants
Twenty-one participants (9 females) were recruited
from Chicago and surrounding areas to participate in the
study and used in the MRI analysis. They were 24–67 years of
age (M = 36.3; SD = 13.1) and had an average of 18.4 years
of education (SD = 2.5). All participants were right-handed,
native speakers of English with normal or corrected-to-normal
hearing and vision, and did not have a history of neurological,
speech, language, or learning problems. Data from 15 of the 21
participants were used in the connectivity analysis (7 females;
age in years:M = 33.6, SD = 10.8; education in years:M = 17.9,
SD = 2.5) after applying additional exclusionary criteria (see
Node Specification section in Effective Connectivity Analysis
for details).

All participants passed a MRI safety screening and were
compensated for their participation. This study was carried out
in accordance with the recommendations of theHuman Research
Protection Program Plan, Northwestern University with written
informed consent from all subjects. All subjects gave written
informed consent in accordance with the Declaration of Helsinki.
The protocol was approved by the Institutional Review Board at
Northwestern University.

Procedure
Syntactic processing was assessed using an auditory sentence-
picture verification task. Before MRI scanning, participants
demonstrated understanding of the task and habituation of the
scanning environment with practice inside a mock MRI scanner.
At the beginning of each trial, participants saw a visual stimulus
followed by an auditory stimulus 500ms later. They decided
with a button press whether a picture matched an auditorily
presented sentence using a response box in their left hand,
one for their index finger and one for their middle finger. For
the sentence trials, participants pushed the button under their
index finger if the sentence matched the picture, and the button
under their middle finger if the sentence and the picture were
a mismatch. For low-level auditory-visual processing baseline
trials, participants were instructed to respond with either button
after hearing an auditory stimulus. The response period in
sentence trials was longer than that in baseline trials because
of differences in task difficulty. Each trial ended in a fixation
cross of jittered duration due to the varied length of the auditory
stimulus, such that the baseline trials were 6.5 s and sentence
trials were 8.5 s. The presentation of events for each trial is
detailed in Figure 1.

The order of runs for each participant was predetermined
using a Latin square design. Since there is evidence that intra-
subject reliability is moderate to high across days for language
tasks (Wang et al., 2015), some participants completed all four
runs on 1day while others completed two runs on day one and
two on day two.

Stimuli
Experimental sentences included 16 frequently occurring,
transitive verbs that were semantically reversible, had a regular
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FIGURE 1 | Example trial from the auditory sentence-picture verification task.

passive form (-ed), and were easily picturable. The visual stimuli
consisted of 32 black and white drawings, two for each verb.
In each pair of drawings, one depicted an agent acting upon
the theme, and the other reversed the roles of the participants.
The auditory stimuli consisted of 128 unique sentences (see
Appendix) created by reversing the participant roles in the 16
verbs within four different sentence conditions:

1. Active: The woman was weighing the boy.
2. Passive: The boy was weighed by the woman.
3. Subject-Cleft (SC): It was the woman who weighed the boy.
4. Object-Cleft (OC): It was the boy who the woman weighed.

The first noun phrase in the actives and SCs were agents of
the verb and therefore, these sentence types were considered
canonical. The first noun phrase in the passives and OCs were
not agents of the verb, and therefore, these sentence types were
considered non-canonical sentences. The effect of NP-movement
can be contrasted by comparing passives and actives as they have
a similar syntactic structure. In passives, the moved constituent,
the woman in (2), occupies an argument position. Similarly,
the effect of wh-movement can be contrasted by comparing
OCs and SCs because of their similar syntactic structure. Also,
both contain the specifier who which is linked to agent, the
woman in (3) and (4). However, in OCs the moved constituent
occupies a non-argument position. To control for morphological
complexity across conditions, all sentences included past tense
verb forms, i.e., past progressive, simple past tense. Given the
differences in syntactic structure, cleft sentences were naturally
longer than the other two, however, there were no differences
in syllable length between the two cleft structures (M = 9.0,
SD = 0.85). A two-sample t-test between active (M = 7.91,
SD = 0.87), and passive sentences (M = 8.0, SD = 0.84) also
confirmed no differences in syllable length for these structures

[t(93.9) =−0.71, n.s.]. Auditory recordings were made by a female
speaker with typical prosody, normalized to a consistent sound
level, and adjusted to a slightly slower than normal speech rate
(M = 3.36 syllables per second, SD = 0.30) using the program
Audacity R© version 2.0.01.

A low-level auditory-visual processing baseline condition was
also included. For this condition, 16 time-reversed audio files
(four randomly selected from each sentence condition) and 16
baseline visual stimuli were created. Eight of the baseline visual
stimuli came from eight randomly selected pictures that were
partitioned into 8 × 8 grids and scrambled. The other eight
baseline visual stimuli were 180◦ rotated versions of the eight
scrambled pictures.

The experiment included 288 trials: 192 sentences (48 per
type) and 96 baseline. Trials were blocked by condition such that
there were 3 trials per block, which yielded 64 sentence blocks,
and 32 baseline blocks. The trials were pseudorandomized such
that the same verb was presented at least one block apart, half
of the trials for each sentence condition matched the presented
picture and the other half mismatched the picture, and all agents
in each sentence block were not all the same gender. The blocks
were grouped into four runs, such that runs A and B consisted
of passive, active, and baseline conditions, and runs C and D
consisted of OC, SC, and baseline conditions.

MRI Data Acquisition
MRI data were acquired using a 32-channel head coil on a 3
Tesla Siemens TRIO system. To obtain an anatomical image
of the brain, T1-weighted three-dimensional multi-planar rapid
acquisition gradient echo (MPRAGE) sequences recorded 176

1Audacity R© software is copyright © 1999–2014 Audacity Team. The name

Audacity R© is a registered trademark of Dominic Mazzoni.
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slices with a voxel size of 1.0 × 1.0 × 1.0mm, using a repetition
time of 2,300ms, echo time of 2.91ms, a flip angle of 9◦, and field
of view of 256mm.

During the experimental task, functional MRI blood oxygen
level dependent (BOLD) data were acquired such that each image
consisted of 41 slices and a voxel size of 1.7 × 1.7 × 3.0mm.
These images were recorded using a repetition time of 2,400ms,
echo time of 20ms, a flip angle of 90◦ and a field of view of
220mm resulting in a matrix size of 129 × 129. All imaging
was conducted at the Department of Radiology’s Center for
Translational Imaging at Northwestern University.

Behavioral Data Analysis
Accuracy and reaction time (RT) data from the auditory-sentence
picture verification task were analyzed using the R software
version 3.5.1. With respect to assumptions of normality, non-
parametric sign tests of the accuracy data and parametric paired
t-tests of the RT data from participants were conducted to
elucidate any differences between sentence conditions: active vs.
passive, OC vs. SC, and canonical vs. non-canonical.

FMRI Data Analysis
Individual analysis of anatomical and functional neuroimaging
data was conducted on the Northwestern University
Neuroimaging Data Archive, which allowed for automatic
and optimized preprocessing and first-level statistical data
analysis pipeline. Anatomical images went through the following
preprocessing steps: skull-stripping, segmentation, registration,
and normalization. Preprocessing for functional scans beganwith
despiking, censoring data if framewise displacement was 0.5mm
or greater, slice-time correction, co-registration of the anatomical
scan to the mean functional volume, regressing signal from white
matter and cerebrospinal fluid, normalization of the anatomical
and functional scans using the VBM/DARTEL template in
Montreal Neurological Institute (MNI) space (2 × 2 × 2mm
resolution), and smoothing using a 6mm Gaussian kernel.
Scripts from Analysis of Functional NeuroImages (AFNI),
FMRIB Software Library (FSL), and Statistical Parametric
Mapping 8 (SPM8) were utilized for preprocessing. More details
about this implementation can be found in Alpert et al. (2016).

In the first-level statistical analysis, a high pass filter of 128 s
was used to eliminate scanner drift. A general linear model
containing passive, active, OC, SC, and baseline conditions was
specified and estimated in SPM8. Activation for general sentence
processing was found with the contrast (Passive + Active +

OC + SC) > Baseline, alternatively referred to as Sentences >

Baseline. Activation for non-canonical compared to canonical
sentence processing was identified with the contrast (Passive +
OC)> (Active+ SC), alternatively referred to asNoncanonical >
Canonical. Preferential activation for processing wh-movement
was defined by the (OC > SC) > (Passive > Active) contrast, or
Wh > NP-movement, whereas (Passive > Active) > (OC > SC)
was used for isolating activation associated with NP-movement,
or NP > Wh-movement.

At the group level, regions involved with all sentences
(both canonical and non-canonical), non-canonical sentence
processing, and wh- vs. NP-movement were identified. For each

contrast of interest, a one-sample t-test of the group’s images
was conducted with age as a covariate in SPM8. This statistical
analysis yielded a binary mask of active voxels common to all
participants and an image of the voxel-wise variance of error
from the t-test. The binary mask and variance of error image
were input into 3dFWHMx program fromAnalysis of Functional
NeuroImage (AFNI) to estimate noise smoothness in x-, y-, and
z-directions. This was done by fitting the data to a Gaussian
plus mono-exponential mixed model because functional MRI
data do not have a Gaussian-shaped autocorrelation function,
as previously assumed (Eklund et al., 2016). To determine
the maximum size of false positive (noise-only) clusters, the
estimated noise smoothness, binary mask, and image of variance
of error were used in AFNI’s 3dClustSim to calculate cluster-
defining thresholds at α = 0.01 level of significance and a
specified voxel-wise threshold (p < 0.001, uncorrected). This
program used Monte-Carlo simulations given a specified voxel-
wise level of significance. The cluster-defining threshold was
reported using 2-sided thresholding since we were interested in
both directions of the contrasts of interest, and with first-nearest
neighbor clustering, because it produces the most conservative
result. The Harvard-Oxford atlas was used to throughout the
study to label peak activation.

Effective Connectivity Analysis
Effective connectivity describes how neural activity from one
region influences neural activity of another region. Dynamic
Causal Modeling (DCM) is a hypothesis-driven method for
estimating effective connectivity using functional MRI data
(Friston et al., 2003). DCM is particularly useful for testing
hypotheses about the influences of particular connections within
a neural network, e.g., how sensory stimuli or experimental
tasks modulate neuronal interactions. The method is dynamic
because it uses differential equations to estimate connectivity
and task-induced neuronal interactions, and causal because
directionality can be specified (Seghier et al., 2010; Stephan
et al., 2010). For task-based functional MRI studies, experimental
conditions serve as input into the model by either driving neural
activity throughout the network and/or modulating connectivity
between regions.

The first step in DCM is selecting the nodes in the network
and identifying connections. For this study, node selection and
connectivity were guided by neurocognitive models of sentence
comprehension. The DCM12 toolbox in SPM12 was used for
effective connectivity analysis. Each model was specified using
binary values in three matrices: the A-matrix, B-matrix, and C-
matrix. The A-matrix is an n-by-n square matrix representing
the intrinsic connectivity (i.e., in the absence of external input)
between the n nodes. The B-matrix is an n-by-n-by-c matrix
representing how c experimental conditions causes a change in
the rate of neural activity between the n nodes. The C-matrix is
an n-by-i matrix representing the i external inputs that would
affect the rate of change of neural activity of n nodes which
consequently drives activity within the model, e.g., the “driving
input.” This matrix triplet, signifying one model, and the fMRI
data were inputs to the DCM12 toolbox to estimate model
parameters and calculate model fit using Bayesian statistics.
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Node Selection
For the present study, nodes in the network were specified
from group peaks identified in the Noncanonical > Canonical
contrast (p < 0.001, uncorrected; k > 25) masked by the All
Sentences > Baseline contrast (p < 0.001, uncorrected) to isolate
sentence processing regions involved in processing both wh-
and NP-movement. One of the peak coordinates (−48, 22, 22)
did not have a label in the Harvard-Oxford Atlas, but it was
labeled as left pars opercularis of the inferior frontal gyrus
(LIFGop) because the cluster extended primarily into that region.
This resulted in peaks within the LIFGop, left medial superior
frontal gyrus (LSFGm), and left middle frontal gyrus (LMFG),
and left posterior superior temporal gyrus (LSTGp). The same
contrast and mask were applied to all first-level analyses to
identify suprathreshold voxels (p < 0.05, uncorrected) within a
12mm radius sphere centered at each of the group peaks (or
local maxima if <10 suprathreshold voxels were yielded using
the group peak). Subject-specific eigenvariates were adjusted for
effects-of-interest and extracted from a modified general linear
model using these suprathreshold voxels as a mask. Regions were
excluded from the DCM analysis if consistent activation was
not observed across subjects. In addition, subjects were excluded
from the DCM analysis if suprathreshold voxel-wise activation
was <10 voxels for at least one of the resulting nodes. These
exclusionary criteria were imposed to decrease the likelihood of
incorporating noisy data during model estimation. The modified
general linear model concatenated all 4 runs, modeled the 5
conditions, and regressed for all 4 runs and linear drift for
each run.

Model Specification and Estimation
In the present study, neuronal connections within models
were assumed to be bilinear and deterministic (see Seghier
et al., 2010 for a description of all model specification options)
which are appropriate for neurologically normal participants.
Further, two-state neuronal equations were used to improve
model estimation by quantifying the interaction between
inhibitory and excitatory neuronal subpopulations within a given
region (Marreiros et al., 2008). Unlike modeling with one-
state neuronal equations, positive constraints (or priors) for
between-region connections and negative constraints on within-
region connections were implemented for determining intrinsic
connectivity (e.g., A-Matrix). Two-state DCM also estimated the
proportional increase or decrease from intrinsic connectivity
between regions caused by task-induced perturbations (e.g., B-
Matrix). Parameters for intrinsic connectivity and modulations
were log scaled. For statistical analysis, they were exponentially
transformed such that a value of 1 represents no neural rate
of change from region X to region Y; a value <1 represents a
decrease in neural rate of change from region X to region Y; and
values >1 represent an increase in the neural rate of change from
region X to region Y. Parameters for external driving input (e.g.,
C-Matrix) are estimated in hertz.

Two sets of models for each movement type were specified
and estimated, such that All Sentences > Baseline contrast was
indicated as the driving input (i.e., sentence processing driving
neural activity within the network) and either the OC > SC

contrast (i.e., processing wh-movement) or the Passive > Active
contrast (i.e., processing NP-movement) modulated connectivity
between regions. Specifying all three contrasts within the same
GLMwould leave no variance for themodel. Therefore, it was not
possible to directly compare models of wh- and NP-movement
in a statistical way. Figure 2 illustrates the bidirectional intrinsic
connections specified between the LIFGop and LSTGp, as they
are connected by the superior longitudinal fasciculus, and
between the LIFGop and LSFGm, by way of the frontal aslant
tract (Catani et al., 2013; Dick et al., 2014; Martino and Lucas,
2014).

To create different plausible models, driving input either
entered the LIFGop, LSTGp, or both the LIFGop and LSTGp. In
addition, syntactic movement either modulated the connection
from the LIFGop to the LSTGp (LIFGop-LSTGp), LSTGp-
LIFGop, or both connections. Syntactic movement was also
modeled such that it either did not modulate connectivity
between the LIFGop and LSFGm, it only modulated LIFGop-
LSFGm, or it modulated both LIFGop-LSFGm and LSFGm-
LIFGop. Models were excluded if connectivity to, but not from,
the driving input region was modulated by syntactic movement,
as this overemphasizes the neural activity in the driving input
region. This resulted in two sets of 21 models (see Table 1 for
details). Each set contained models that estimated the effect
of wh-movement or NP-movement on connectivity. Model
evidence, the probability of observing the fMRI data given the
model’s specifications, was calculated for every single model.

Bayesian Model Selection and Averaging
For each type of syntactic movement, the 21 models were
grouped into three different families: those with driving input
into the LIFGop, into the LSTGp, or into both. A random-effects
family-wise Bayesian Model Selection (BMS) was performed and
the winning family was that which had the highest exceedance

FIGURE 2 | Base dynamic causal model of network of regions involved in

non-canonical sentence processing for sentence-picture verification task.

LSFGm, Left superior frontal gyrus, medial part. LIFGop, left inferior frontal

gyrus, opercular part. LSTGp, Left superior temporal gyrus, posterior part.
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TABLE 1 | Full model space for DCM analysis (1 = included, 0 = not included).

Driving input Modulated by syntactic movement

Model ID IFGop STGp IFG-STG STG-IFG IFG-mSFG mSFG-IFG

M1 1 1 1 1 1 1

M2 1 1 1 1 1 0

M3 1 1 1 1 0 0

M4 1 1 1 0 1 1

M5 1 1 0 1 1 1

M6 1 1 1 0 1 0

M7 1 1 0 1 1 0

M8 1 1 1 0 0 0

M9 1 1 0 1 0 0

M10 1 0 1 1 1 1

M11 1 0 1 1 1 0

M12 1 0 1 1 0 0

M13 1 0 1 0 1 1

M14 1 0 1 0 1 0

M15 1 0 1 0 0 0

M16 0 1 1 1 1 1

M17 0 1 1 1 1 0

M18 0 1 1 1 0 0

M19 0 1 0 1 1 1

M20 0 1 0 1 1 0

M21 0 1 0 1 0 0

probability. The exceedance probability is the likelihood that
a particular family of models, compared to the other families,
generated the data of a randomly selected participant from the
group. Therefore, the sum of the exceedance probabilities of
all families in the BMS equaled 1. The winning family was
subject to Bayesian Model Averaging (BMA) to obtain a model
average which contained parameters weighted by the posterior
probability of each contributingmodel within the family. Subject-
specific parameters from the A-, B-, and C-matrices were
entered into one-sample t-tests and corrected for multiple
comparisons via false discovery rate (FDR) to determine whether
the estimated intrinsic connectivity was significantly different
from the prior constraint, whether the estimated modulatory
effect was significantly different from no effect, and whether the
estimated effect of the driving input was significantly >0Hz.
To determine whether particular connections were significantly
stronger than others, all intrinsic connections and modulated
connections were entered into separate general linear models in
order to conduct simultaneous pair-wise comparisons.

RESULTS

Behavioral Results
A significant canonicity effect in accuracy was found such
that participants were more accurate across the two canonical
sentence types (median = 1) vs. the two non-canonical sentence
types (median=0.98), p < 0.005. This effect was primarily driven
by higher accuracy for SC sentences (median = 0.99) compared

to OC sentences (median = 0.98), p = 0.06. No statistically
significant difference in accuracy was observed between passives
and actives. With the exception of one participant whose
accuracy ranged from 83 to 94%, all other participants were 90%
accurate or greater across all 4 structures. Participants were also
significantly quicker to respond [t(20) = 8.55, p < 0.005] to both
canonical sentences types (M = 2776ms, SD=2 45) compared to
the two non-canonical sentences types (M = 2,934, SD = 282).
They had a significantly faster RT for actives (M = 2,642,
SD = 247) compared to passives [M = 2,759, SD = 289;
t(20) = 5.36, p < 0.005] and for SCs (M = 2,903, SD = 260)
compared to OCs [M = 3,092, SD= 315; t(20) = 5.76, p < 0.005].
Direct comparison of the non-canonical structures showed no
difference in accuracy [t(20) = 0.37, p = 0.71], but a significantly
faster reaction time for passives compared to OCs [t(20) = 5.91,
p < 0.001].

FMRI Results
Task performance elicited large clusters of activation primarily in
the left hemisphere for general sentence processing (All Sentences
> Baseline) (cluster-defining threshold was k = 61; Figure 3,
top row, red-yellow gradient). Peak activations were in the
left pars triangularis of the IFG, middle frontal gyrus (MFG),
supplementary motor area (SMA), temporal pole, SPL, superior
LOC (LOCs), occipital pole, cerebral white matter, and right
inferior lateral occipital cortex (LOCi) (Table 2). The Harvard-
Oxford atlas did not have a label for the peak located at (10,−68,
−24), but it appeared to be located within the right cerebellum.
The opposite contrast, activation for the baseline condition
compared to the all sentence conditions, yielded peak activation
in the bilateral paracingulate gyrus, SFG, right planum temporale,
lingual gyrus, posterior supramarginal gyrus (SMGp),MTGp, left
planum polare, and posterior cingulate gyrus (Figure 3, top row,
blue-green gradient). No significant regions of activation were
elicited for canonical compared to non-canonical sentences and
for NP- compared to wh-movement.

Non-canonical sentence processing elicited peak activity
(cluster-defining threshold was k = 43.4; Figure 3, middle row,
red-yellow gradient) in the left hemisphere. This included the left
pars opercularis of the IFG, MFG, paracingulate gyrus, MTGp,
LOCs, and occipital fusiform gyrus (Table 2).

Contrasting wh- compared to NP-movement structures
(cluster-defining threshold was k = 42.1; Figure 3, bottom row,
red-yellow gradient) also showed a left hemisphere network of
perisylvian regions. Wh-movement elicited peak activity in the
medial SFG (SFGm), insular cortex, pars opercularis of the IFG,
MTGp, and LOCs (Table 2).

Effective Connectivity Results
Data from 15 of the 21 participants were used in the DCM
analysis (7 females; age in years: M = 33.6, SD = 10.8;
education in years: M = 17.9, SD = 2.5). Six subjects were
excluded because they had <10 suprathreshold voxels for at
least one of three resulting nodes. Figure 4. illustrates the
Noncanonical > Canonical contrast (p < 0.001, uncorrected;
k > 25) masked by the Sentences > Baseline contrast (p <

0.001, uncorrected). Table 3 reports the peak activation in MNI
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FIGURE 3 | Significant fMRI activation (uncorrected voxelwise p < 0.001) of the contrasts Sentences > Baseline and vice-versa (corrected cluster-defining threshold k

> 61), Non-canonical > Canonical (k > 43.4), and Wh > NP-movement (k > 42.1) from healthy adult participants.

space which included peaks within the LIFGop, left posterior
superior temporal gyrus (LSTGp), left medial superior frontal
gyrus (LSFGm), and left middle frontal gyrus (LMFG). First-
level analyses revealed inconsistent activation within the MFG
across subjects demonstrating that this region’s neural response
was driven by a subset of participants. Therefore, the MFG was
not included as a node in the DCM analysis.

Wh-Movement Models
An initial random-effects BMS was conducted among the
21 models and there was no clear winning model (highest
exceedance probability = 0.38, next highest exceedance
probability = 0.20). Provided these results, a random-effects
family-wise BMS was conducted and is illustrated in Figure 5

(top panel). Among the 3 model families, the winning family was
the set of models with driving input into the LIFGop (exceedance
probability = 0.73) with the next best winning family being the
set of models with driving input into the LSTGp (exceedance
probability= 0.25).

BMA was conducted across the 6 models with input into the
LIFGop (models 10–15, see Table 1) yielding averaged model
parameters weighted by their posterior probability. Inspection of
individual data resulted in exclusion of one participant because
their estimated parameters were >3 standard deviations from
the mean. Figure 5 (bottom left panel) displays the parameters
for intrinsic connections in which the red-dotted line, equal to
the value of 1, denotes no estimated difference from the prior.
Estimated parameters for intrinsic connections were greater than
the prior for the LIFGop-LSFGm (M = 1.24, SD = 0.33; p
< 0.05, uncorrected), LIFGop-STGp (M = 1.27, SD = 0.40; p
< 0.05, uncorrected), LSFGm-LIFGop (M = 1.06, SD = 0.10;
p < 0.05, uncorrected), and LSTGp-LIFGop (M = 1.13,
SD = 0.25; n.s.). Simultaneous pairwise comparisons of intrinsic
connections revealed a trend toward significance (p < 0.08,
uncorrected) between the LIFGop-STGp and LSFGm-LIFGop

[t(3, 52) =−1.87]. Driving input into the LIFGopwas significantly
>0 (M = 0.03Hz, SD= 0.02, p < 0.001).

Figure 5 (bottom right panel) displays the parameters for
connections modulated by wh-movement in which the red-
dotted line, equal to the value of 1, denotes no estimated
difference from the intrinsic connection when processing
wh-movement from region X to region Y. Wh-movement
significantly modulated all connections after a FDR correction
for multiple comparisons, p < 0.05: LIFGop-LSFGm (M = 1.24,
SD = 0.27), LIFGop-LSTGp (M = 1.22, SD = 0.38), LSFGm-
LIFGop (M = 1.04, SD = 0.05), and LSTGp-LIFGop (M = 1.21,
SD = 0.28). Simultaneous pairwise comparisons of modulatory
connections also revealed a trend toward significance (p < 0.08,
uncorrected) between the LIFGop-LSFGm and LSFGm-LIFGop,
t(3, 52) = −2.00, and between the LIFGop-STGp and LSFGm-
LIFGop, t(3, 52) = −1.79. Table 4 summarizes the statistical
analyses of the mean parameter estimates from the BMA models
modulated by wh-movement in which a value of 1 denotes no
estimated perturbation in neural rate of change intrinsically or
in response to processing wh-movement from one region to
the other.

NP-Movement Models
An initial random-effects BMS was conducted among the 21
models and there was also no clear winning model for the NP-
movement models (highest exceedance probability = 0.46; next
highest exceedance probability = 0.29). Provided these results, a
random-effects family-wise BMS was conducted and is illustrated
in Figure 6 (top panel). Among the 3 model families, the winning
family was the set of models with driving input into the LIFGop
(exceedance probability= 0.82) with the next best winning family
being the set of models with driving input into the LSTGp
(exceedance probability= 0.18).

Similar to the wh-movement results, BMA was conducted
across the 6 models with input into the LIFGop for
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TABLE 2 | Summary of peak activation in MNI space.

Contrast L/R Peak location k T x y z

Sentences > baseline L IFGtri 480 6.2 −50 28 18

R SMA 217 9.0 −4 8 60

L Temporal pole 127 7.7 −54 8 −18

L Cerebral white matter 112 6.3 −14 −2 14

L MFG 432 6.7 −30 −4 56

L Superior parietal lobule (SPL) 190 7.3 −28 −46 44

R N/A 104 9.2 10 −68 −24

L LOCs 73 6.5 −26 −70 32

R LOCi 2,285 11.2 48 −76 8

L Occipital pole 3,271 11.3 −26 −100 −8

Baseline > sentences R Paracingulate gyrus 462 −6.9 6 50 4

R Paracingulate gyrus 131 −6.3 4 42 28

L SFG 429 −6.9 −20 28 40

R SFG 1,844 −8.8 20 26 56

L Planum polare 1,910 −13.9 −48 −10 −2

R Planum temporale 2,347 −10.8 60 −12 6

R MTGp 146 −6.9 58 −12 −30

R Posterior cingulate gyrus (pCG) 730 −9.3 2 −28 32

R SMGp 941 −10.3 56 −40 40

R Lingual gyrus 2,069 −9.7 18 −74 −4

Non-canon > canonical R Frontal orbital cortex 63 5.1 38 22 −2

L IFGop 271 6.8 −48 22 22

L MFG 132 6.2 −50 16 38

L Paracingulate gyrus 67 5.4 −2 14 52

L MTGp 308 10.5 −52 −36 0

L LOCs 50 6.0 −34 −62 46

R N/A 44 6.0 10 −74 −24

L Occipital fusiform gyrus (OFG) 120 5.6 −14 −86 −12

Canonical > Non-canon No significant clusters of activation

Wh > NP-Movement L SFGm 47 5.7 −6 30 46

L Insular cortex 70 8.7 −32 24 −2

L IFGop 167 7.6 −36 16 24

L MTGp 49 5.3 −56 −42 2

L LOCs 68 6.3 −36 −58 46

NP > Wh-Movement No significant clusters of activation

NP-movement (models 10–15, seeTable 1). Figure 6 (bottom left
panel) displays the parameters for intrinsic connections in which
the red-dotted line, equal to the value of 1, denotes no estimated
difference from the prior. Parameters for intrinsic connections
were greater than the prior for all connections, p(FDR) <

0.05: LIFGop-LSFGm (M = 1.27, SD = 0.31), LIFGop-LSTGp
(M = 1.27, SD = 0.32), LSFGm-LIFGop (M = 1.06, SD = 0.07),
and LSTGp-LIFGop (M = 1.14, SD = 0.21). Simultaneous
pairwise comparisons of intrinsic connections revealed a
difference (p < 0.05, uncorrected) between the LIFGop-LSFGm
and LSFGm-LIFGop, t(3,56) = −2.38, and between the LIFGop-
LSTGp and LSFGm-LIFGop, t(3,56) = −2.34. Driving input into
the LIFGop was significantly >0 (M = 0.03Hz, SD = 0.02; p <

0.001). Figure 6 (bottom right panel) displays the parameters
for connections modulated by NP-movement in which the

red-dotted line, equal to the value of 1, denotes no estimated
difference from the intrinsic connection when processing
NP-movement from region X to region Y. NP-movement
modulated LIFGop-LSFGm (M = 1.49, SD = 0.75; p(FDR)
< 0.05), LIFGop-STGp (M = 1.36, SD = 0.50; p(FDR) <

0.05), LSFGm-LIFGop (M = 1.07, SD = 0.10; p(FDR) <

0.05), and LSTGp-LIFGop (M = 1.21, SD = 0.28; p < 0.05,
uncorrected). Simultaneous pairwise comparisons revealed a
difference between the LIFGop-LSFGm and LSFGm-LIFGop
(t(3,56) = −1.91; p = 0.06, uncorrected). Table 5 summarizes
the statistical analyses of the mean parameter estimates from
the BMA models modulated by NP-movement in which a value
of 1 denotes no estimated perturbation in neural rate of change
intrinsically or in response to processing NP-movement from
one region to the other.
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FIGURE 4 | Significant fMRI activation (uncorrected voxelwise p < 0.001) of Non-canonical > Canonical (corrected cluster-defining threshold k > 61) masked by

Sentences > Baseline (k > 61) from healthy adult participants.

TABLE 3 | Peak and sub-peak activation for Non-canonical > canonical masked by sentences > baseline.

L/R Location of peaks and submaxima peaks (indented) k T x y z

L Inferior frontal gyrus, opercular part (LIFGop) 121 6.78 −48 22 22

- Inferior frontal gyrus, opercular part 5.24 −54 16 18

- Inferior frontal gyrus, triangular part 5.04 −52 20 −2

L (Medial) Superior frontal gyrus (LSFGm) 28 5.19 −6 16 50

- (Medial) Superior frontal gyrus 4.46 −4 10 58

L Middle frontal gyrus (LMFG) 33 5.10 −42 2 48

L Superior temporal gyrus, posterior division (LSTGp) 148 10.48 −52 −36 0

- Angular gyrus 5.54 −54 −52 10

- Middle temporal gyrus, temporo–occipital part 5.24 −48 −48 6

FIGURE 5 | Results for wh-movement models (**p < 0.05, FDR-corrected; *p < 0.05, uncorrected; ∧p < 0.08, uncorrected).
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DISCUSSION

The primary aims of this study were to identify the neural
network associated with the comprehension of complex
sentences and to explore how syntactic complexity modulated
connectivity within this network. Using an auditory sentence-
picture verification fMRI task, this study demonstrated that
non-canonical sentences with wh-movement elicit greater
neural activity than those with NP-movement, though both
types of movement modulate neural connectivity in a similar
manner. While findings from the fMRI analysis support the
idea that processing the wh-movement operation requires more
neurocognitive resources than the NP-movement, results from
the connectivity study suggest that both movement operations
may undergo the same stages of processing.

First, results from the fMRI analysis revealed that all sentence
conditions compared to the baseline condition (All Sentences
> Baseline) yielded a mostly left hemisphere network with
peaks in the left pars triangularis of the IFG, right SMA, left
temporal pole, MFG, SPL, LOCs, right LOCi, and left occipital

TABLE 4 | Mean (and standard deviation) of subject-specific scaled BMA

parameters for wh-movement models.

Connection Intrinsic

connectivity

Modulation

by

Wh-Mov

IFGop-SFGm *1.24 (0.33) **1.23 (0.27)

IFGop-STGp *1.27 (0.40) **1.22 (0.38)

SFGm-IFGop *1.06 (0.10) **1.04 (0.05)

STGp-IFGop 1.13 (0.25) **1.21 (0.08)

**p < 0.05, FDR-corrected; *p < 0.05, uncorrected.

pole. As many of these regions have been previously found
in neuroimaging studies of sentence processing (see, Friederici,
2011 for a comprehension review), these results are validating.
Bilateral occipital activation was observed in visual association
cortex which responds more to complex visual representations
than simple visual stimuli (Van Essen and Maunsell, 1983).
The opposite contrast (Baseline > All Sentences) resulted in a
bilateral network of regions with peaks in bilateral paracingulate
gyrus, SFG, left planum polare, right planum temporale, MTGp,
posterior cingulate gyrus, SMGp, and lingual gyrus. Activation
in bilateral STG fell within the primary auditory cortex and
likely reflected the contrast between hearing reversed speech vs.
spoken sentences (Skipper, 2014). The other medial and right
hemisphere regions were previously reported when comparing
less to more cognitively demanding tasks (Raichle and Snyder,
2007). Therefore, they may reflect differences in cognitive
functioning or effort between baseline and sentence conditions.

In line with previous reports of noncanonical sentence
processing (Bornkessel et al., 2005; Caplan et al., 2008; Thompson
et al., 2010b; Bornkessel-Schlesewsky et al., 2012; Makuuchi

TABLE 5 | Mean (and standard deviation) of subject-specific BMA parameters for

NP-movement models.

Connection Intrinsic

connectivity

Modulation

by

NP-Mov

IFGop-SFGm **1.27 (0.31) **1.49 (0.75)

IFGop-STGp **1.27 (0.32) **1.36 (0.50)

SFGm-IFGop **1.06 (0.07) **1.07 (0.10)

STGp-IFGop **1.14 (0.21) ∧1.44 (0.80)

**p < 0.05, FDR-corrected; *p < 0.05, uncorrected; ∧p < 0.08, uncorrected.

FIGURE 6 | Results for NP-movement models (**p < 0.05, FDR-corrected; *p < 0.05, uncorrected; ∧p < 0.08, uncorrected).
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et al., 2012; Mack et al., 2013), this experiment yielded a mostly
left hemisphere network with peaks in pars opercularis of the
IFG, MFG, paracingulate gyrus, MTGp, and LOCs during non-
canonical sentence comprehension when compared to canonical
sentences (Noncanonical > Canonical), while no significant
activation was found for the opposite contrast (Canonical >

Noncanonical). Non-canonical sentence processing, examined
by combining the wh- and NP-movement contrasts (e.g., OC
+ Passive > SC + Active), requires forming a dependency
between the moved constituent and the trace site resulting
in reactivation of the filler after the verb is encountered to
initiate re-assignment of its thematic role. We found that the
left IFG and MTGp were two regions active for this contrast,
which is consistent with both models of auditory sentence
comprehension tested (Friederici, 2012; Bornkessel-Schlesewsky
and Schlesewsky, 2013). Both predict involvement of these
regions in processing non-canonical sentences, but disagree with
regard to their function. According to the model by Bornkessel-
Schlesewsky and Schlesewsky (2013), lexical-semantic processing
first takes place in left posterior temporal regions followed by
combinatorial syntactic and thematic processing in dorsal and
ventral pathways, respectively, to the left IFG where these two
types of information are integrated. On the other hand, Friederici
(2012) claims that the left IFG is involved with assigning
grammatical relations between syntactic constituents, which
precedes involvement of the left posterior superior temporal
cortex in re-assigning thematic roles.

Our results also showed that wh-movement elicits greater
activity in left inferior frontal and posterior temporal cortices
compared to NP-movement which may reflect greater processing
resources for thematic role assignment in the context of the
double-dependency seen in wh-movement. This novel finding
(Wh > NP-movement) revealed a left perisylvian network with
peak activity in the SFGm, insular cortex, pars opercularis
of the IFG, MTGp, and LOCs, but no significant activity
vice-versa, which provides support for both representational
and processing accounts of wh-movement. Representationally,
object-cleft sentences entail movement across clausal boundaries,
i.e., a type of A-bar movement in which the moved constituent,
who, occupies a non-argument position, the specifier position
of the Complement Phrase. This results not only in a co-
referential relation between the moved constituent (who) and
the trace (as in NP-movement structures), but also between
who and the head noun of the matrix clause. In contrast,
NP-movement is a type of A-movement and it occurs when
the displaced constituent, the filler, occupies an argument
position and leaves behind a trace. In the passive sentences
used in the study, the filler occupies the subject position in
the syntactic frame because it is an argument of the verb.
The trace forms a direct dependent (co-referential) relationship
with the noun phrase. Although both object-cleft sentences and
passives were highly accurate, reaction times were longer for
the wh-movement structures compared to the NP-structures
which provides additional evidence for processing differences.
Wh-movement elicited activity in the left pars opercularis
of the IFG and the left insular cortex, consistent with the
model of auditory sentence comprehension by Friederici (2012)

describing the left pars opercularis’ role in processing higher-
order syntactic relations.

In addition,Wh>NP-movement elicited activity in a subset of
the regions observed in the Noncanonical > Canonical contrast,
namely the SFGm and LOCs, which may reflect processes
shared between the two movement types, but require additional
computational resources for wh-movement. From a linguistic
standpoint, the left frontal activation has been reported for
effortful sentence comprehension (Adank, 2012a,b) as well as
word sequencing (Crozier et al., 1999; Alario et al., 2006)
which is more relevant for OC sentences due to the non-
canonical word order. The peak within the LOCs is rostrally
adjacent to both the SPL and the angular gyrus. Activation in
this area, particularly the angular gyrus, has been associated
with processing thematic relations between words (Kalénine
et al., 2009; Boylan et al., 2015, 2017; Lewis et al., 2015).
Thompson and Meltzer-Asscher (2014) argues that the function
of the AG is the retrieval or argument structure information
within their model of verb argument structure processing.
However, some claim that these regions instead play a domain-
general role in language processing because they fall outside
of the more conventional left frontotemporal syntax processing
network (see Campbell and Tyler (2018) for more details on this
argument). The left frontal activation in this study is located
dorsally to the inferior frontal gyrus, putatively involved in
syntactic processing, and has been associated with the domain-
general multiple demand network (Campbell et al., 2016). In
addition, the left LOCs and the area rostrally adjacent have
been previously linked to attentional processing (Dreher and
Grafman, 2003; Mizuno et al., 2012). Further investigation is
required to determine whether these regions are specifically
relevant for syntactic processing or support language processing
in general.

The effective connectivity analysis demonstrated that syntactic
movement modulated both temporofrontal and frontotemporal
pathways, where external input to the LIFGop drove neural
activity throughout the network. Two related studies previously
examined how syntactic complexity modulated connectivity
between language regions. den Ouden et al. (2012) used a
similar auditory sentence-picture verification task to examine
how syntactic complexity modulated the network. Their result
was a model in which the LIFG’s response to sentences drove
network activity, and OC sentences modulated the connection
from the LIFG to the LSTGp. Similarly, Makuuchi and Friederici
(2013) employed a sentence verification task to determine how
complex sentences modulated activity in the reading network.
Because this was a reading task, the driving input was to the
left fusiform gyrus. Syntactic complexity, however, modulated
activity from the inferior frontal sulcus to the middle temporal
gyrus. Findings from both DCM studies were consistent with the
model proposed by Friederici (2012) and bear some similarity to
the results found in the current study.

When considering the modulations induced by syntactic
movement processing, the model described in Friederici (2012)
explained that the backward projection from the left pars
opercularis of the IFG (BA44) to the posterior superior
temporal cortex is responsible for integrating semantic and
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syntactic information. That is, syntactic structure analysis
precedes thematic role re-analysis, i.e., understanding who is
doing what to whom. The left IFG, in addition, plays a
role in response selection (Swick et al., 2008); in this case,
comparing the semantic information expressed by the spoken
sentence and the picture. It may be the case that, following
integration of semantics and syntax, information is sent to
the IFG in order to compare the sentential meaning to the
visual information.

Within the context of the Bornkessel-Schlesewsky and
Schlesewsky (2013) model, the interpretation would be that
lexical-semantic and verb argument structure processing occurs
in the LSTGp, followed by semantic combinatorial processes
along the ventral temporofrontal pathway and syntactic
combinatorial processes along the dorsal temporofrontal
pathway. Pathways would converge in the LIFGop for unification
of the semantic and syntactic information. However, it would
then be unclear why the frontotemporal pathway is also
modulated by syntactic movement.

The present results also found that connectivity between
the LSFGm and LIFGop increased with both types of syntactic
movement, though the role of the LSFGm is not clear. Some
evidence suggests that activity in and around the LSFGm
may reflect response preparation (Corbetta and Shulman,
2002; Kristensen et al., 2013) and/or cognitive control
(Henry et al., 2004; Dosenbach et al., 2006). Two sentence
comprehension studies previously reported activity in the
LSFGm, along with the LIFG, in which the tasks involves
sentence-picture matching (Kinno et al., 2008; Segaert et al.,
2013). One did not provide an interpretation for LIFG
activation, while the other associated it with general linguistic
processing. A third sentence comprehension study found that
the LSFGm was not only engaged for implausible sentences
compared to plausible sentences, but also during Stroop
and Flanker tasks (Ye and Zhou, 2009). Taken together,
these findings suggest that the LSFGm may support domain-
general cognitive processes, such as incongruence detection,
as this seems to be the overarching process across the
reviewed papers and present study. Within the context of
the present experiment, it may be that the LSFGm is utilized
for comparing the sentential meaning to the visual information,
thereby allowing the participant to determine a match or
mismatch response.

Finally, it should be noted that this analysis was
hypothesis-driven and only included model configurations
that were compatible with accounts of sentence processing
supported either by Friederici (2012) or Bornkessel-
Schlesewsky and Schlesewsky (2013). In other words, this
study was not designed to exhaustively test all possible
model configurations.

In conclusion, activation and connectivity patterns from
this study were consistent with previous research supporting
the model of auditory sentence comprehension posed by
Friederici (2012). This model claims that processing complex

sentences involves assigning grammatical relations, which
is linked to the opercular part of the left IFG, followed by
thematic role re-analysis, which is associated with posterior
temporal cortex. Our results, however, should be taken with
caution as peak fMRI activation was variable in location
and strength across participants, though these factors were
most consistent in the nodes of the effective connectivity
models. Also, the DCM analysis did not exhaust all possible
model configurations, though the model space was limited to
include the most plausible model configurations according
to neurolinguistics theories and to increase efficiency by
optimizing computational processing time. Given these
limitations, the findings from the present study suggest some
greater complexity in the grammatical relationships and
thematic role assignments when processing non-canonical
sentences with wh-movement compared to those with
NP-movement.
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Predictions of future events play an important role in daily activities, such as visual search,

listening, or reading. They allow us to plan future actions and to anticipate their outcomes.

Reading, a natural, commonly studied behavior, could shed light over the brain processes

that underlie those prediction mechanisms. We hypothesized that different mechanisms

must lead predictions along common sentences and proverbs. The former ones are

more based on semantic and syntactic cues, and the last ones are almost purely based

on long-term memory. Here we show that the modulation of the N400 by Cloze-Task

Predictability is strongly present in common sentences, but not in proverbs. Moreover, we

present a novel combination of linear mixed models to account for multiple variables, and

a cluster-based permutation procedure to control for multiple comparisons. Our results

suggest that different prediction mechanisms are present during reading.

Keywords: electroencephalography, reading, N400, predictability, linear mixed models, cluster-based

permutation test

1. INTRODUCTION

When performing any task, such as visual searches, listening, or reading, the brain is not passively
waiting to be activated by external stimuli. Instead, it is actively trying to predict those upcoming
events, planning future actions and anticipating their outcomes (Kveraga et al., 2007). Reading, a
natural, commonly studied behavior, could shed light over the brain processes that underlie those
prediction mechanisms. In the early 80s, Kutas and Hillyard (1980) observed for the first time a late
negative deflection that appeared 400ms (N400) after the onset of semantically incongruent words
compared with congruent words (e.g., “I take coffee with cream and car” compared with “I take
coffee with cream and sugar”). They then described that the amplitude of this N400 was correlated
with the Cloze-Probability or Predictability (i.e., the proportion of subjects that fill in a particular
word as the most probable next word in a sentence). They concluded that not only semantic
incongruities elicited this negative deflection, but so also did words that had low Predictability
(e.g., “I take coffee with cream and cinnamon” versus “I take coffee with cream and sugar”) (Kutas
and Hillyard, 1984).
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Two classical views of the N400, the integration interpretation
and the lexical-access interpretation, are found in the literature.
The integration view proposed that “it reflects the process of
semantic integration of the critical word with the working context”
(Lau et al., 2008). The lexical view suggested that “it reflects
facilitated activation of features of the long-term memory (LTM)
representation that is associated with a lexical item” (Lau et al.,
2008). Both views easily explained the gradual nature of the N400:
in the former view, because they were more difficult to combine
with the previous context and, in the latter, because higher
associated word-contexts implied lower difficulty, elicited smaller
responses, and was independent of the combination/integration
process that updated the context. Some years later, Kutas and
Federmeier (2011), proposed a middle-term interpretation, in
which the N400 represented the process of binding the current
long-term memory (LTM) landscape with the incoming new
stimulus. Thus, a large activity was produced when the incoming
stimulus mismatched the current landscape. Moreover, the
amplitude of this activity was modulated by the degree of
mismatch or, inversely, the Predictability of the incoming word
(Lau et al., 2008).

Nowadays, most neurolinguistic experiments on predictions
use sentences with simple contexts [e.g., “I take coffee
(...)”], as in Kutas’ first studies. When these statements were
presented, it was hypothesized that a subset of words within
the semantic field was pre-activated (Lewis et al., 2006)
(e.g., “cup”, “sugar”, “toast”, “cream”). But, these “semantic
predictions” were not enough for engaging accurate predictions.
For instance, in the previous example, the activated words
were nouns, but following the rules of English, the statement
“I take coffee” cannot continue with another noun. Thus,
to generate well-formed sentences, it is necessary to also
make “syntactic predictions” (e.g., a preposition like “with”)
(Boston et al., 2008). In addition, there are scenarios in
natural reading where we find previously known sentences,
like in the so called multi-word strings (e.g., idioms, proverbs,
song lyrics) (Vespignani et al., 2010; Molinaro et al., 2013).
The predictions performed on these sentences are “mnemonic
predictions” and, despite the fact that these are found
commonly in everyday language, they are largely unexplored in
the literature.

The main difference in processing these memory-encoded
sentences compared with common sentences is that, in the
former, there is a moment where the linguistic context (i.e.,
the sum of previous words) triggers the recall of the rest of
the sentence. Therefore, the upcoming words become highly
predictable regardless of whether they are syntactically incorrect
or semantically unrelated. That point was called “Recognition
Point” (RP: a word that enables the reader to recognize the
read sentences) by Vespignani et al. (2010) and “MaxJump” (MJ:
a word with the maximal difference in Predictability with the
previous word) by Fernández et al. (2014).

To our knowledge, there are very few studies on these
memory-encoded sentences, and they are mainly focused
in memory-encoded structures within sentences. In several
studies, Molinaro et al. explored the first and last words of
idioms (e.g., “break the ice") (Molinaro and Carreiras, 2010;

Vespignani et al., 2010; Molinaro et al., 2013) and the last
word of complex prepositions (i.e., “in relation to") (Molinaro
et al., 2008). For instance, in their experiment, they found a
larger N400-like component in expected final words compared
with unexpected final words (Molinaro et al., 2008), which
suggested that Cloze-Probability did not capture all the variables
involved in prediction processes. Moreover, two separate late
responses were present after the last word of the idiom: a
P300 that resembled the expectancy of that word and a N400
sensitive to the semantic properties of that word (Molinaro and
Carreiras, 2010). This was further supported by analyzing the
first word of the idiom, which generally matched the RP. At
that word, semantic violations but not substitutions elicited a
N400. In contrast, in the following word, where the context
was already known, both elicited a N400 (Vespignani et al.,
2010). Moreover, changes in theta and gamma bands and an
early increase in fronto-occipital interactions in both frequency
bands were observed after the RP and before the final word.
That suggested that internal knowledge supported low-level,
perceptual processing during reading (Molinaro et al., 2013;
Monsalve et al., 2014).

Recently, Fernández et al. (2014) extended the study of multi-
word strings to fully memorized sentences, such as proverbs,
where they focused on the Predictability effects using eye tracking
measures. They found differences in the pattern of fixations
between proverbs and common sentences after theMJ (or RP). In
accordance with EEG results, these differences were interpreted
as a change in the prediction pathways after the recognition of
the proverb. This was, to our knowledge, the only study that has
explored those sentence types.

In the present work we aimed to find and distinguish brain
sources of prediction mechanisms (i.e., semantic, syntactic,
mnemonic) in dense EEG signals, when reading different
sentence types. With that objective in mind, we focused on
analyzing proverb reading and how Cloze-Task Predictability
affected word processing, taking into account multiple
variables. Since proverbs comes from everyday language,
and manipulations would break the memory recall, our corpus
consisted in stimuli that were unbalanced in several variables,
such as position of the Recognition Point, Predictability, word
frequency, and sentence length. Classical hypothesis testing
could not cope with these multiple unbalanced co-variables,
missing values, or they would require a larger amount of
data. To solve these issues, we implemented a Linear Mixed
Model (LMM) for each sample (time-point and electrode),
which allowed us to test several categorical and continuous
co-variables at once. A downside is that this resulted in too
many comparisons (i.e., as much as the number of electrodes by
time-points). The Cluster-based permutation (CBP) procedure
is a non-parametric statistical method that corrects for these
multiple comparisons from the sample-by-sample testing
in M/EEG data (Oostenveld et al., 2011). This procedure is
widely used in the field nowadays, mainly in combination
with t-test. In this work we replaced the sample-by-sample
t-test by multivariate LMMs. The combination of these
techniques (LMM-CBP) offers a powerful statistical test for
M/EEG analysis.
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2. MATERIALS AND METHODS

2.1. Subjects
Twenty-eight healthy participants took part in the experiment
[(24.3 ± 4.2) years old; 12 females], receiving monetary reward
for their participation. Three subjects were excluded from
analysis due to noisy signal acquisition. Every session took 1.5–
2.0 h, which included preparation. All participants provided
written informed consent in agreement with the Helsinki
declaration, and they were reimbursed monetarily for their
participation after the study. All the experiments described
in this paper were reviewed and approved by the ethics
comittee: “Comité de Ética del Centro de Educación Médica
e Investigaciones Clínicas “Norberto Quirno” “(CEMIC)” and
qualified by the Department of Health and Human Services
(HHS, USA): IRb00001745 - IORG 0001315 (Protocol 435).

2.2. Task
Each trial consisted of an entire sentence (example in Figure 1A)
presented word by word in the center of the screen. Every
word was presented for 300ms, with an Inter-Stimulus Interval
(ISI) of 400ms (Figure 1B; SOA = 700ms). The entire trial
duration depended on the sentence length (min = 5 words, max
= 12 words). Before starting, participants performed 10 trials
of training that were not analyzed. Participants were instructed
to concentrate on the sentences and to avoid eye movements
during trials.

After practice, participants performed 120 trials that were
divided into four blocks with unlimited time for the participant
to rest between them. A fixation cross lasting 1 s in the center
of the screen indicated the start of the trial. Within blocks, the
inter-trial interval was 2 s. To ensure that subjects were reading
consciously, they answered a simple multiple choice question
every six trials (randomized), on average. There was no timeout
for answering, and participants were instructed to use this lapse
for eye resting. Almost all the responses were correct in all
participants (accuracy = 98%).

Visual stimuli were prepared and presented using
Psychtoolbox (Brainard, 1997; Pelli, 1997; Kleiner et al.,
2007). They were shown on a 19-inch CRT monitor at 60 cm
from the participant’s eyes at a refresh rate of 60 Hz.

2.3. Sentence Corpus
For the present work we selected a subset of 130 sentences from
the corpus used by Fernández et al. in a study of eye movements
(Fernández et al., 2014). They estimated word-Predictability for
every word, using a Cloze-Task (Taylor, 1953), with 18 graduate
and undergraduate students. In this task, subjects had to fill the
most probable word following an incomplete sentence. Word-
Predictability was then estimated for each word as the proportion
of correct answers. Our subset included 50 memory-encoded and
80 common sentences, and 5 sentences of each category were
used in the training stage. For the memory-encoded sentences, it
was possible to find a Recognition Point orMax Jump (Fernández
et al., 2014) for each sentence (Figure 1C).

The corpus consisted of 897 words (470 content words) with
451 unique words (368 unique content words). The median logit

Predictability for memory-encoded sentences was 0.186± 0.948,
and for common sentences was -0.430± 0.897 (Figure 1D).

2.4. EEG Recording and Preprocessing
Electroencephalography (EEG) signals were recorded using
a Biosemi Active-Two (Amsterdam, The Netherlands) 128-
channel system at 1024Hz. All the analyses were performed
using EEGLAB (Delorme and Makeig, 2004; Makeig et al., 2004),
FieldTrip (Oostenveld et al., 2011), and in-houseMATLAB and R
scripts. Data were re-referenced to linked mastoid. A Hamming-
windowed FIR band-pass filter of 0.1–40Hz was applied, using
“eegfiltnew” in EEGLAB v14.1 (Widmann and Schröger, 2012),
and data were downsampled to 256Hz. For the Event-Related
Potential (ERP) analysis, data were epoched from 100ms before
to 700ms after the onset of the stimulus, with the amplitudes
from -100ms to the onset as the epoch baseline. Epochs with > 5
electrodes with at least one sample of 80µVwere rejected. Ocular
artifacts were detected using Independent Component Analysis
(ICA) and removed after manual inspection of the components
for typical ocular topography.

2.5. Analysis and Statistics
We implemented four types of analyses (Table 1), which are
described in detail below. Briefly, some approaches use a priori
defined ROIs and time-window to extract a single value for each
trial. Then, it is possible to discretize variables, average across
categories, and apply different hypothesis tests –such as Kruskal-
Wallis or Wilcoxon’s tests–, or to preserve the continuous
variables and apply a regression analysis. Nevertheless, these
approaches imply a huge loss of information in the averaging
procedure. In order to avoid that, it is possible to run a test
in each sample (electrode and time-point) and deal with the
multiple comparisons problem using for instance a cluster-
based permutation (CBP) procedure. This procedure is widely
used in multichannel recordings, since it takes into account the
high correlations between channels with little loss of power, as
opposed to Bonferroni or false-discovery rate approaches (Maris
and Oostenveld, 2007).

2.5.1. Categorical Predictability in the N400-window
Only content words (adjectives, verbs, and nouns) were kept for
all the analyses. Words shorter than three characters, and the
first word of each sentence were also rejected. All the words were
classified independently in terciles according to the values of both
Frequency and Predictability of the corpus. Evoked potentials
were averaged in the chosen ROI (Figure 2, central inset),
time-window (between 300 and 450ms), condition (tercile of
Frequency or Predictability, and Sentence Type) and participant.

The average for each participant in the N400-window were
submitted to a Paired Wilcoxon Rank-Sum Test with Sentence
Type (two levels) asmain factor, and to two independent Kruskal-
Wallis Tests with Predictability (three levels) and Frequency
(three levels).

2.5.2. Continuous Predictability in the N400-window
A Linear Regression was performed to address for the continuous
Predictability effect (using its raw numerical value) on the
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FIGURE 1 | Experimental design and materials. (A) Examples of both types of sentences. (B) Schematic of the task. (C) Word Predictability of memory-encoded

sentences. Position is relative to the RP. Blue dots are individual words and red line is the median. (D) Predictability of memory-encoded (Red) and common

sentences (Blue).

N400-window. The Linear Regression was fitted using single-
trial values from all the participants together, with participants
included as dummy variables.

2.5.3. Categorical Predictability of the Whole Epoch
In order to detect predictability effects occurring on the whole
epoch –i.e., on any time point or electrode–, a common
solution is to apply a CBP test, in which averaging across
electrodes and time points is not required. The current Fieldtrip’s
implementation supports mainly categorical factors (Maris and
Oostenveld, 2007; Oostenveld et al., 2011). This toolbox was used
to run two separate tests for Predictability (two levels: High vs
Low) and Sentences Type (two levels).

2.5.4. Continuous Predictability of the Whole Epoch
The use of any type of natural sentence that appears in everyday
vocabulary implies using a non-uniform corpus of sentences;
frequency, length, Predictability, and other word properties
cannot be controlled and balanced across trials. This is an

important issue when using classical ERP analysis, because
when averaging across one condition other conditions may
become unbalanced. In recent years, computational advances
have allowed researchers in the neurolinguistics field to handle
this issue using linear regressions, both in the study of eye
movements and in ERP analysis. In the former case, LinearMixed
Models (LMM) have become the most common methodological
technique, because they allow for testing multiple co-variables at
once, and they also account for random effects (e.g., of subjects
and items) that are necessary to avoid the language-as-fixed-effect
fallacy in studies that involve natural language (Clark, 1973).
LMMs are not widespread in the ERP field. To our knowledge,
the only implementation of LMM applied to ERPs is in the LIMO
toolbox for MATLAB (Pernet et al., 2011), but it is focused on
“assessing the inter-subject variability” and not for testing for
effects of co-variates. Finally, other classical regression analysis
have just been introduced in the last few years (Hauk et al., 2006;
Smith and Kutas, 2015a,b), but without the benefits of LMMs and
CBP pocedure stated above.
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TABLE 1 | Statistical approaches on analyzing EEG data for the Predictability

effect (or any continuous variable).

N400 window Complete epoch

Discrete Predictability Kruskal-Wallis and Wilcoxon CBPT (t-test)

Continuous Predictability Regression LMM-CBPT (NEW)

After estimating the effects for each co-variable, another
important benefit of fitting LMMs is that it is possible to extract
predictions (partial effects) from the original data. The remef()
package for R (Hohenstein and Kliegl, 2013) takes the results of
a LMM as input and uses them to remove the partial effects for
those co-variables from the original data. Analyzing this newly
generated data allows us to understand further the remaining
cleaner effects.

In the present work, LMMs were fitted using lme4 package
V1.1-12 (Bates et al., 2015b) for R V3.3.2 (R Development Core
Team, 2008) as follows: each time (t) and electrode (e) sample of
all the epochs were used as dependent variables. A combination
of co-variables (and some interactions) were used as independent
variables in the following model:

Amp(t,e) ∼ Freq+ Pred :Type+ Pos :Type+ (1|Subj)

+(1|Word) (1)

where Freq is the Frequency on the lexicon, Pred is the
Predictability, Type refers to the Sentences Type, and Pos is the
Ordinal Position in the sentences. Subject ID (Subj) and the
string of each word (Word) were used as random factors. The
colon between two co-variables indicates that we are testing the
interaction between them. The relevant output of these models
is an estimate of the slope and its error (SD) for each of the
fixed factors in Equation 1. With this information it is possible
to calculate a t-value, which represents how far away from zero
the estimate is. Commonly, if the estimate is more than 2.0 SD
away from zero, the slope is considered significant with α < 0.05
(Fernández et al., 2014).

Because this model was fitted for each electrode-time sample,
the final results of the analysis were n-by-m t-values matrices (i.e.,
one matrix with the t-values of each model run for each term of
the model), with n electrodes (128) and m time samples (103).
This means that more than 10,000 t-values were in consideration
at once, which is a huge number of comparisons that needs to be
corrected for multiple comparisons to control for Type I error.
To solve this multiple comparison issue without losing statistical
power, we implemented a CBP protocol proposed by Maris and
Oostenveld (Maris and Oostenveld, 2007), and we adapted it to
the LMMs.

2.5.4.1. Permutation procedure
Maris & Oostenveld (Maris and Oostenveld, 2007) introduced
the CBP procedure that proposed a novel way to analyze
EEG data in a non-parametric framework, which avoided
a priori hypotheses of time and scalp distribution. This
procedure consists of running a statistical test for each electrode-
time sample.

FIGURE 2 | Classical ERP analysis. (A) Scalp topography of the difference

between High and Low terciles of Predictability in the [300 450]ṁs interval.

(B) Scalp topography for memory-encoded (top) and common (bottom)

sentences, in the [300 450]ṁs interval. (C) Average waveforms for a

centro-parietal cluster (see inset) separated by terciles of Predictability.

(D) Average waveforms for a centro-parietal cluster (see inset) separated by

sentence type. Vertical lines indicate the [300 450]ṁs interval.

The CBP procedure includes the following steps:

1. Perform a statistical test for every electrode-time sample
amplitude.

2. Select all samples that have a t-value larger than some tth
threshold.

3. Cluster the selected samples in connected sets on the basis
of temporal and scalp distribution adjacency (at least two
neighbor samples, electrodes and/or timepoints).

4. Calculate a cluster-level statistics (e.g., by taking the sum of
the t-values within a cluster).

To define a significant cluster, a permutation procedure was
used. The labels of categories of the trials were shuffled
randomly and the previous procedure was repeated (steps 1–
4) for each permutation p. Then, the largest cluster of each
permutation was selected, and all the t-values within this
cluster were summed (MaxSump). The MaxSump values of
many permutations (in our case NP = 500) were collected
to build a distribution. The sizes of the original clusters
(tcluster) were compared to this distribution of MaxSump. Then
the p-values for each original cluster were estimated as the
proportion of MaxSump that exceeds tcluster , over the whole set
(P) (Equation 2). In the case that none of the permuted datasets
exceeds the original data, the p-value is defined as less than 1
over NP (Equation 2).







if
∑

p∈P(MaxSump > tcluster) > 0, p =
∑

p∈P

(MaxSump > tcluster)/NP

if
∑

p∈P(MaxSump > tcluster) = 0, p < 1/NP

(2)
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Finally, an alpha level is defined to determine the significance
level of these clusters as in parametric testing.

In the case of a t-test, a single t-value is obtained from
each test. Hence, a single distribution of cluster sizes (sum
of t-values) was built from the permutations, and the size
of the original clusters wwere compared to this distribution.
In the case of LMMs statistics, one t-value was obtained
for each fixed effect included in the model. Each of these
values was treated separately. A single distribution of cluster
sizes was obtained for each fixed effect, and the sizes of
the clusters of the original models were compared with
these distributions.

The main problem faced in the adaptation of a CBP
protocol to LMM statistics was the multiple co-variables that
need to be considered at the same time. In a multivariate
analysis, where there are correlations between the co-
variables, shuffling only one label would break the correlations
between all the covariates. To avoid this, the trial label
was shuffled, and the entire structure of correlations was
keep intact. That is, each EEG matrix (i.e., the matrix
with the EEG amplitudes) was assigned to a new co-
variable vector (i.e., the vector with all the co-variables from
a trial).

Another important problem to solve in the permutation
of trials under a LMM is that permuting across the random
variables breaks the random factor structure, wich generates
anti-conservative results. To address this issue, we mimicked
the F1/F2 approach used in psycholinguistics when fitting
ANOVA models for more than one random variable (i.e.,
words and subjects). Here, we permuted within each of
the random factors (Figure S1). That is, for our model,
which had two random factors (i.e., subject and word),
we first ran a complete CBP procedure that kept the
structure for Subject and, second, we ran it again keeping
the structure for Word. In the results we present both of
these analyses.

2.5.4.2. Implementation
Because the major literature in LMM is based on the lme4 library
for R, to implement this CBP procedure it was necessary to
export data from MATLAB structures to CSV files. To facilitate
the parallelization, data were exported in many CSV files, one
per time sample, with all the information on amplitudes, co-
variables, and random effects for each electrode. The in-lab
parallelization was made using 26 4-core, Core i7 Desktop
computers (104 independent cores) at the same time to fit all
the models. It took 6 min to fit all the permutations for one
electrode and one time sample (N = 500), which made it possible
to run all the models (i.e., 128 electrodes in 103 time-samples)
in 12 h. For model fitting, RAM memory usage was negligible
in relation to the processing cost. Additionally, it is important
to remark that for each permutation, all the electrode-time
samples received the same shuffling, which was pre-calculated
and stored in each core of the 26 computers. The code for this
analysis is available at http://reading.liaa.dc.uba.ar. It includes
scripts written in MATLAB, R, and Bash, example data, and
a tutorial.

3. RESULTS AND DISCUSSION

3.1. Predictability and Sentence Type
Effects: Classical Approaches
As a first step, we aimed to assess the main effects of Word
Predictability, Sentence Type, and Frequency in the evoked
responses. Particularly, guided by the literature on Predictability
effects, we looked for Predictability effects in the N400 window
([300ms, 450ms]; and selected electrodes, see Figure 2, central
inset). Within this N400 window, only Predictability showed a
significant effect (Figures 2A,C, Kruskal-Wallis: χ2 = 9.02, p =

0.011). Frequency (Figure not shown, Kruskal-Wallis: χ2 = 1.38,
p = 0.50) and Sentence Type (Wilcoxon: z = 1.69, p = 0.091)
showed no significant effects (Figures 2B,D).

However, it was possible to identify two main limitations
of this type of categorical ERP analysis: on one side, for the
Predictability Effect it is necessary to rely on a categorization
of this continuous variable. On the other side, averaging
across electrodes and time samples implies introducing a priori
hypotheses about the effect distribution. This is critical when
expecting potential effects from other co-variables. For instance,
the N400 window was mainly motivated by the Predictability
effect, but Frequency and Sentence Type, as well as Predictability
itself, could, in principle, have effects outside this window. To
overcome the first limitation, a linear regression was fitted for
the numerical (logit) Predictability against the mean amplitude
on the N400 window, with Subjects as a dummy variable.
Extending the previous analysis, we observed significant effect
of Predictability on the N400, but the variance explained by
this factor was very low (β = 1.1567, R2 = 0.0144,
p < 0.01; Figure S2A).

In order to avoid averaging across electrodes and time points,
and to overcome the second limitation, a non-parametrical
cluster-based analysis was performed for both the categorical
Predictability (two levels, High vs Low) and the Sentences
Type. Predictability effect (Figure S2B) showed one significant
cluster (p = 0.002), while the Sentences Type did not show
any significant effect. The significant cluster of Predictability
appeared approximately at the expected latency and location,
i.e., between 300 and 450ms over the centro-parietal electrodes.
However, the present analysis enabled us to explore the dynamics
of significant electrodes in more detail, in particular it was
a little bit earlier (210 to 420 ms) than the a priori defined
window, covering the maximum number of electrodes at
335 ms (Figure S2C).

3.2. Predictability, Sentence Type and
Position Effects: LMM-CBP Approach
In the previous subsection we introduced two alternative analyses
that independently solved the limitations found when analyzing
the Predictability Effect. On one side, regressions allowed to
use continuous variables. On the other side, CBP procedure
with t-test allowed to avoid making a priori hypothesis about
latency and scalp distribution, which was particularly relevant
when analyzing unexplored effects, like Sentences Type. In the
following, we combined Linear Mixed Models (LMMs) with
a CBP procedure (LMM-CBP), in order to solve all these
limitations in a single procedure.
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FIGURE 3 | Linear Mixed Models results. t-values for each fixed factor (left

column), significant positive t-values (> 2) are presented in orange-yellow

colors, significant negative t-values (< −2) are presented in blue colors, and

non-significant t-values are presented in green. Significant clusters after CBP

procedure for subject analysis (center column) and for word analysis (right

column). Crossed squares represent no significant clusters for that effect after

the correction. Rows correspond to the fixed effects: Intercept, Frequency,

Position × Mem-Rel (Memory-related), Position × Common (Common words),

Pred (Predictability) × Mem-Rel (Memory-related), and Pred (Predictability) ×

Common (Common words). Columns correspond to t-values from the LMM

(original), and the results from Cluster-Based Permutation procedure using

Subjects or Words.

The first step in the LMM-CBP procedure was to run the
statistical model (Equation 1) for each time-electrode sample.
Each model was fitted with 9,459 epochs of 25 participants. The
results were summarized in one matrix for each fixed effect of the
model (Figure 3, first column). These matrices showed only the
significant t-values before the multiple comparison correction
(i.e., in blue, t < −2; in yellow t > 2).

As explained in the Methods Section, the permutation of the
labels was performed in two parts. First, we kept the subject
structure intact (Figure S1B and Figure 3, second column) and
second, we kept the word structure intact (Figure S1C and
Figure 3, third column).

First, the intercept term, that is, the ERP amplitude
when all the co-variables equals their own mean, resembled

the usual evoked responses to visual stimuli (Figure S3,
an early negativity N1, followed by a positivity P2, etc.)
irrespective of their frequency, Predictability, position, and
context. This result was expected since the Intercept should
equal the mean accross all conditions (Smith and Kutas,
2015a), and it allowed us to highlight the power of this novel
method to capture relevant effects in ERP signals (Figure 3,
first row).

Second, a significant effect of the word position was observed
for both types of sentences that was only significant for the
subject permutation scheme (Figure 3, third and fourth rows,
p < 0.002). This spatially widespread effect showed a latency
of 170ms (memory-encoded: 165ms and common: 180ms)
and lasted the entire epoch (Figure 4A). Moreover, this effect
seemed to be present regardless of the Predictability effect
(Figure 4B). We attribute the absence of this effect in the
word permutation scheme to the composition of the sentence
corpus, where each word was presented only a few times
across sentences (mean [range] = 2 [1 12]), and most of them
appeared only once in the corpus (345 out of 448). Thus,
when permuting within words, the ERP space-time matrix of
a given word and a given subject was assigned to the same
word of another subject (only changing the subject ID). This
led to a very conservative criterion, that only significant effects,
like the Predictability on common sentences (see below), were
able to attain.

Finally, the Predictability analysis presented a significant
cluster, with both permutation schemes (Figure 3, bottom row,
p < 0.002 and p = 0.005 respectively) between 258 and 540ms.
Although widely spread across the scalp, this effect was stronger
in the centro-parietal region and resembled the distribution of
the N400 (Figure 4B). Importantly, this effect was only seen for
common sentences and not for memory-encoded ones (Figure 3,
fifth row).

The LMM analysis allowed us to make a distinction between
the contributions of different co-variables. Furthermore, it
makes possible to remove some of those partial effects that
acted as confounding factors for the effect of interest. Initially,
the huge Position effect overlapped the Predictability effect
(Figure 5A). But, after estimating the partial effects, we were
able to isolate and remove the effects of Position for both
sentence types and study clean waveforms for the Predictability
and Sentence Type interactions. As expected from the results
from Figure 3, we observed a clear difference between High
and Low predictable words for the common but not for
the memory-encoded sentences in the N400 time-window
(Figures 3, 5B). Interestingly, the N400 amplitude for memory-
encoded sentences was closer to the High predictable than to
the Low predictable words (Figure 5B), suggesting the absence
of N400 for either high and low predictable words in the
memory-encoded sentences.

4. CONCLUSIONS

The aim of the present work was to investigate the
electrophysiological basis of different prediction sources in
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FIGURE 4 | Scalp and time distributions of significant effects. (A) Significant

clusters (red) and cluster size (blue) as function of time (top), and topographical

distribution of the t-values in the [300 500]ṁs interval (bottom) for the Position

effect for both sentence types. (B) Significant clusters (red) and cluster size

(blue) as function of time (top), and topographical distribution of the t-values in

the same [300 500]ṁs interval (bottom) for the Predictability effect in common

sentences. Only the subject permutation scheme is presented, because the

Word permutation did not have significant clusters for the Position effect, and

it had a very similar cluster in the Predictability effect.

reading. To achieve this, we studied mnemonic (i.e., recalling a
sequence of words from long termmemory), semantic (i.e., based
on the sentence topic), and syntactic predictions (i.e., predictions
on syntactical rules). We used a variety of memory-encoded
sentences from popular culture, like proverbs, song titles, or
parts of song lyrics. All these sentences have a recognition
point (RP). By using this type of natural stimuli we faced an
important imbalance in the variables, such as the position of
the RP, the Predictability and sentence length. This imbalance
generates several difficulties for some ERP analyses commonly

FIGURE 5 | ERP for Predictability × Sentences type for (A) original EEG data

and (B) after removing the predicted position effect, as obtained from CBP

procedure.

used, in which variables are studied one at a time, averaging
across all the residual variables. In addition, these analyses
require variables to be categorical –loosing information in the
case of continuous variables–, and to collapse the EEG time
samples and electrodes in a single value. To overcome these
limitations, two partial solutions are usually applied: a linear
regression, that allows modeling with continuous variables; and
the Cluster-Based Permutation (CBP) procedure with t-test as
the sample-by-sample test (Maris and Oostenveld, 2007), that
allows studying brain potentials without any a priori hypothesis
on the latency and the spatial location. Nevertheless, despite
the results we obtained from these analyses were in line with
the N400 bibliography, they were not a conclusive solution
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for those limitations, as they couldn’t tackle all the limitations
at once.

Taking into account those considerations, we developed a
novel analytical approach. In the rERP framework proposed
by Smith and Kutas (2015a), they used multivariate regressions
for each sample of the epoch matrix to separate the spatial
and temporal dynamics of each effect. They ended up with
one time series of beta values for each effect, which was the
core of their proposal. But, after that, they analyzed betas
as a typical –but cleaner– ERPs (Smith and Kutas, 2015b).
Here, we showed that is possible to use Linear Mixed Models
(LMM) rather than regressions to generate better modeling of
the data (Baayen, 2008; Bates et al., 2015a,b). And, instead
of going back to the classical statistical approaches, we take
advantage of the powerful statistics generated by the LMMs
for each sample, and combined them with the CBP procedure
introduced by Maris and Oostenveld (Maris and Oostenveld,
2007). This procedure enabled us to analyze the significance
of the model slopes with a non-parametrical test for solving
the multiple comparison issue generated when comparing many
statistical results.

Two additional challenges were solved for our
implementation: (1) the processing cost; and (2) the decision
on how to perform the flag permutation of trials, as the trials
could be grouped by subjects or words. The former was worked
out by parallelizing the analysis. We run this in a cluster but it
also could be done in a single multi-core computer. And the
last one was solved by permuting in two stages –i.e., performing
“subject” and “word” analysis separately–, based on the F1/F2
analysis that was traditionally used in linguistics before the
popularization of LMM.

Interestingly, the proposed LMM-CBP procedure was able
to model the raw ERP in the intercept term, tearing apart all
the modeled effects. This is expected from the mathematical
derivation of the rERP framework done by Smith and Kutas
and, although it doesn’t add new information, it serves as
clear validation of the method (Smith and Kutas, 2015a,b).
Furthermore, based on similar ideas, we were able to separate the
effects of Predictability and Word Position in Sentences, which
overlap on latency and scalp distribution.

The main result of this non-parametric analysis was a clear
and significant effect of the word Predictability on the N400 time
window, but only for the common sentences in both permutation
scenarios of subjects and words. The N400 effect strongly arose
without using a priori hypothesis of latency or localization, and it
was not present inmemory-encoded sentences. Interestingly, this
suggests that there was neither facilitation nor a combinatorial
process that relied on the previous context. This could be the
case if proverbs were actually loaded from memory as a whole
construct that is recalled after the recognition point was read.
Moreover, the activity during the N400 period at the same
centro-parietal cluster of electrodes was smaller for memory-
encoded than for common sentences, as it was shown when
removing the Position effect. This is in line with the results
of Molinaro et al. who observed a larger negative activity in
the N400 time window for different substitutions compared
with original idioms or collocations (Molinaro and Carreiras,

2010). Importantly, instead of comparing between sentence
types, in our case, we evaluated the effect of Predictability
within each type, and no substitutions were used. Our effects,
although smaller, allowed us to use the gradual nature of the
N400 as a hallmark. These results suggested that the N400
was not only smaller in proverbs, but it was also insensitive
to Predictability.

In addition to this N400-like effect, we observed a clear
position effect that was spread widely in the scalp, which started
after 200ms of word onset. This positive drift in the EEG signal
as the reader moved through the sentence was present for both
sentence types. This effect could be related to a cumulative
integration process. Future approaches need to parametrize
information along the sentence to be included in LMMs and to
relate these effects to a specific cognitive model (de Lange et al.,
2010; Brouwer and Hoeks, 2013; Kamienkowski et al., 2018).

It is important to note that the position effect was only
significant in the subject analysis. This could be due to the fact
that when permutations were generated for the subject analysis,
all the epochs of each subject were permuted within the same
subject. Because we had 354 ± 76 valid epochs (after filters,
see methods) per subject, we linked each ERP matrix to a
different word, but, always from the same subject. Thus, the new
“random” analysis broke the word structure, which generated
random results for this item. Conversely, in the word analysis
the permutation was done across the words (using the unique
strings as the “word” levels). This means that if a word appeared
only once in the entire corpus (which most of the words did),
permutations were assigned an ERP matrix from one word of
one subject to the linguistic information of that same word, but
from another subject with a probability of ∼ 96%. This resulted
in similar results in the permutation analysis as in the original
analysis and to a high MaxSum statistic for the cluster selection,
rejecting all the clusters in the original data. Thus, it was not
possible to draw reliable conclusions from the Word Analysis.

Nevertheless, beyond the methodological discussion, the
position effect in the subject analysis suggests a potential
cumulative process during sentence reading. This effect could
be separated from the cloze-task predictability effect with
the present approach. In order to further analyze the slight
differences in scalp distribution and strength of the position effect
a follow up study could be designed using longer sentences,
aligned by their Recognition Point. This would decrease the
number of confounding effects.

In the present work, we present a novel analysis by combining
Linear-Mixed Models and a cluster-based permutation
procedure. The former are becoming very popular in eye
movement and reading studies to cope withmultiple, continuous,
independent variables. The latter is very popular in EEG analysis
and it is used to deal with the usual multiple-comparisons
problem in the high density EEG signal. Using the novel
LMM-CBP technique, we showed that different mechanisms
are involved in the prediction of forthcoming words. Future
experiments should investigate these mechanisms further to
describe the precise brain areas involved and the contributions
of timing and frequency, to then integrate them with cognitive
models of the role of prediction in processing natural language.
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Theoretical models of speech production suggest that the speech motor system (SMS)
uses auditory goals to determine errors in its auditory output during vowel production.
This type of error calculation indicates that within-speaker production variability of a given
vowel is related to the size of the vowel’s auditory goal. However, emerging evidence
suggests that the SMS may also take into account perceptual knowledge of vowel
categories (in addition to auditory goals) to estimate errors in auditory feedback. In this
study, we examined how this mechanism influences within-speaker variability in vowel
production. We conducted a study (n = 40 adults), consisting of a vowel categorization
task and a vowel production task. The vowel categorization task was designed—based
on participant-specific vowels—to estimate the categorical perceptual boundary (CPB)
between two front vowels (/ε/ and /æ/). Using the vowel production data of each
participant, we calculated a variability-based boundary (VBB) located at the “center of
mass” of the two vowels. The inverse of the standard deviation of a vowel distribution
was used as the “mass” of the vowel. We found that: (a) categorical boundary was
located farther from more variable vowels; and (b) the calculated VBB (i.e., the center of
mass of the vowels) significantly and positively correlated with the estimated categorical
boundary (r = 0.912 for formants calculated in hertz; r = 0.854 for formants calculated in
bark). Overall, our findings support a view that vowel production and vowel perception
are strongly and bidirectionally linked.

Keywords: speech, perception, variability, speech motor control, vowels

INTRODUCTION

A large body of literature indicates that the speech production and speech perception systems
interact in many intricate ways (Galantucci et al., 2006; Guenther, 2006; Tatham and Morton,
2006; Hickok, 2012; Perkell, 2012). Recent functional imaging studies have reported that motor
regions—classically believed to be involved in movement production—are active during speech
perception tasks (Wilson et al., 2004; Skipper et al., 2005; D’Ausilio et al., 2009; Grabski et al.,
2013; Schuerman et al., 2017). Similarly, auditory regions—classically believed to be involved in
speech perception—are active during speech production (Tourville et al., 2008; Hickok, 2012;
Niziolek et al., 2013; Skipper et al., 2017). In fact, in a series of studies, we provided behavioral
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and electrophysiological evidence that the auditory system is
prepared for its roles in speech monitoring several 100 ms prior
to speech initiation (Daliri and Max, 2015, 2016, 2018; Merrikhi
et al., 2018). Overall, the dynamic relationship between auditory
and motor regions plays an important role in both speech
production and speech perception (Houde and Nagarajan, 2011;
Guenther and Vladusich, 2012; Hickok, 2012; Houde and Chang,
2015; Daliri et al., 2018).

Current theoretical models of speech production suggest
that vowel production is strongly reliant on internally
represented speech goals (Houde and Nagarajan, 2011;
Hickok, 2012; Guenther, 2016). Although the exact nature
of the speech goals is unclear, it has been suggested that
the speech motor system (SMS) may use perceptual goals
(e.g., auditory goals) to determine errors in its motor
output (Perkell et al., 1997, 2008; Perkell, 2012; Guenther,
2016). These models posit that during production, the SMS
compares auditory feedback of the produced speech with its
auditory goals; when the auditory feedback resides outside
the auditory goals (i.e., auditory error), the SMS generates
corrective motor responses to reduce the perceived error.
One prediction of such conceptualization is that speakers
with smaller auditory goals would have smaller production
variability. Because auditory goals cannot be measured
directly, auditory acuity measures—estimated via speech
discrimination tasks—have been adopted as proxies for
auditory goals (Perkell et al., 2004a; Villacorta et al., 2007;
Feng et al., 2011; Perkell, 2012; Daliri et al., 2013; Franken
et al., 2017). In a speech discrimination task, speakers are
asked to discriminate between speech sounds with subtle
acoustic differences; therefore, discrimination tasks measure
speakers’ ability to distinguish small changes in auditory input
(i.e., auditory acuity). In support of this prediction, a few
studies have examined the relationship between auditory acuity
and vowel production (Perkell et al., 2004a, 2008; Franken
et al., 2017). These studies have shown that speakers with
better auditory acuity—typically interpreted as smaller auditory
goals regions—produce more consistent vowels (i.e., smaller
within-vowel variability).

This type of interpretation is in line with phonetic theories
that rely on local constraints (e.g., in articulatory-acoustic-
perceptual space) to explain how phonological systems emerge
(Stevens, 1989; Stevens and Keyser, 2010). However, it has been
argued that phonological systems can also emerge based on
global constraints (e.g., maximizing distance between different
phonemes; Liljencrants et al., 1972) or a combination of local and
global constraints (Schwartz et al., 1997, 2005). It is conceivable,
therefore, to argue that the SMS may also use global constraints
in addition to local constraints to more accurately produce
vowels or phonemes, in general. In fact, emerging evidence
suggests that the SMS may rely on perceptual knowledge
of vowel categories to estimate errors in auditory feedback
(Niziolek and Guenther, 2013; Bourguignon et al., 2014, 2016;
Lametti et al., 2014a). For example, in a seminal study, Niziolek
and Guenther (2013) showed that real-time auditory feedback
perturbations (shifts in formant frequencies) of productions that
were closer to the edge of the vowel category elicited larger

compensatory responses relative to identical perturbations of
productions closer to the center of the vowel (far from the
edge of the vowel boundary). These results suggested that the
SMS may use the perceptual boundary between two adjacent
vowels—in addition to auditory goals—to determine errors in
its output. Certainly, auditory feedback perturbations provide
valuable insights into the mechanisms of error calculation
in response to altered auditory feedback; however, it is not
clear how this type of error calculation influences within-
speaker variability in vowel production with normal, unaltered
auditory feedback.

Generally, perceptual distinctiveness of two phonemes
depends on the distance of each of the phonemes from their joint
categorical boundary. For example, two cross-boundary tokens
(e.g., /ε/ and /æ/) that are close to the categorical boundary
between them are less distinct than two tokens that are far
from the categorical boundary and close to their centroids
(Kuhl, 1991; Kuhl et al., 2007; Goldstone and Hendrickson,
2010). In this study, we examined whether the categorical
boundary between two adjacent vowels is related to variability
of the vowels—in two adjacent vowels, the vowel closer to
the categorical boundary is less variable than the vowel farther
from the categorical boundary. In other words, each vowel
pushes the perceptual boundary away based on the inverse of
its variability. In an analogy to physics, two adjacent vowels
can be considered two connected masses, and the ‘‘mass’’
of each vowel can be determined by the inverse of the
variability of the vowel distribution. Based on this analogy,
we hypothesized that variabilities of two adjacent vowels may
co-vary with the categorical boundary between the vowels,
and the ‘‘center of mass’’ of the vowel categories correlates
with the categorical perceptual boundary (CPB). To test this
hypothesis, we conducted a standard categorical perception task
to estimate the perceptual boundary between /ε/ and /æ/. Given
that our goal was to examine each participant’s perception in
relation to the participant’s production variability, we used a
participant-specific speech sample to generate a participant-
specific vowel continuum for the categorical perception task.
We also conducted a vowel production task (/ε/ and /æ/) and
calculated the variability of each of the vowels and combined the
variabilities to construct a theoretical variability-based boundary
(VBB; the center of mass of vowel distributions). We found that
the calculated VBB positively and strongly correlated with the
perceptual boundary.

MATERIALS AND METHODS

Participants
Forty healthy adult speakers (29 female participants;
Mage = 24.07 years, SDage = 4.67 years; age range
18.42–43.01 years) participated in this study. Participants
were native speakers of American English with no history of
neurological, psychological, speech-language disorders, and
hearing disorders (pure tone hearing threshold ≤20 dB HL at
octave frequencies from 250 to 8,000 Hz). The Institutional
Review Board at Arizona State University approved all
study protocols. Participants signed a consent form prior to
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participation in the experiment. Participants were recruited from
a participant pool of undergraduate students.

Procedure
Participants were seated inside a sound booth in front of a
computer monitor. A microphone (SM58, Shure) mounted on
a stand was placed 15 cm from the corner of the participant’s
mouth (at ∼45◦ angle). The microphone signal was amplified
(Tubeopto 8, ART) and digitized (at 48,000 Hz sampling
rate) via an audio interface (Ultralite Mk3 hybrid, MOTU).
Output signals of the audio interface were then amplified (Pro
Rx1602, Eurorack) and played back to the participant via insert
earphones (ER-1, Etymotic Research Inc.). The input-output
level was calibrated prior to each experiment to ensure that the
intensity of the played-back signal was 5 dB greater than the
microphone signal.

Each participant completed the study in one session that took
less than 30 min. Participants completed a practice task in which
they overtly producedmonosyllabic consonant-vowel-consonant
(CVC) words (e.g., ‘‘head’’). The practice task (30 trials) was
used to familiarize participants with the setup and to train
them to pronounce target words within a desired intensity
(70–80 dB SPL) and duration (400–600 ms; based on the
voiced segments) range. After each trial, participants received
visual feedback regarding their intensity and duration. Next,
participants completed a vowel production task that was similar
to the practice task. Participants produced CVC words that
contained /ε/ or /æ/ (30 trials of each vowel). The order of words
(vowels) was randomized. In this task, if participants produced
words within the desired intensity and duration ranges, they did
not receive visual feedback.

Upon completion of the vowel production task, for each
produced word in the vowel production task, we extracted the
first formant frequency (F1) and the second formant frequency
(F2) from vowels of each word. We used Audapter—a publicly
available software for formant tracking and manipulation—to
automatically extract the formant frequencies (Cai, 2015).
Audapter is a MATLAB-based software package that its
source code is implemented in C++ and consists of several
speech processing blocks, including formant tracking and
formant manipulation. Audapter uses linear predictive coding
(LPC) analysis and dynamic programming to track formant
frequencies. We used LPC order of 17 for male participants
and 15 for female participants. The speech data was recorded
at 48,000 Hz and down-sampled to 16,000 Hz to reduce
computational loads. To improve formant-tracking accuracy,
we supplied Audapter with participant-specific initial values for
F1 and F2 (in Hz) that were estimated based on the practice
trials. Audapter uses smoothed short-term energy criteria in
combination with heuristic rules to determine onset and offset
of voiced segments and to initiate formant tracking and formant
manipulations. After the vowel production task, a customwritten
algorithm used onset and offset values determined by Audapter
and extracted the average formant values (in Hz) in a window
placed on the center of the segment (10%–90% into the length
of the segment). Using F1-F2 coordinates, the algorithm used
the Euclidian distance to determine the token closest to the

median of the vowel /ε/ and the median of the vowel /æ/
(hereafter called median productions). In other words, median
productions of a given participant were words produced by the
participant that were closest to the center of the distribution of
the vowel /ε/ and the center of distribution of the vowel /æ/ of
the participant (in F1-F2 coordinates). Using these participant-
specific median productions, we generated a set of six or seven
equally spaced stimuli (formant shifted CVC words) along
the line connecting the median /ε/ and the median /æ/ for
each participant. Given that samples were generated based on
participant specific speech, the duration of stimuli were different
for different participants. The duration of the voiced segment
of stimuli ranged from ∼382 ms to ∼627 ms (M = 472 ms,
SD = 39 ms). However, for a given participant, only the vowel
portions of the stimuli (words) were different, as the stimuli were
generated based on the participant-specific median production
by shifting F1 and F2 of the median /ε/ (using offline formant
shift of Audapter). The stimuli were designed such that the
vowel of the first stimulus coincided with the median /ε/
and the vowel of the last stimulus coincided with the median
/æ/. Figure 1A shows a set of six stimuli for a representative
participant that are distributed along the line connecting the two
vowels. We then used these participant-specific speech stimuli in
a standard categorical perception task (Möttönen and Watkins,
2009; Niziolek andGuenther, 2013). Each stimulus was presented
10 times and the order of stimuli was randomized. In each trial of
the perception task, a token from the participant-specific stimuli
set was presented to the participant (at 75 dB SPL) and he/she
was asked to indicate (using a keypad) which word was presented
(e.g., ‘‘head’’ or ‘‘had’’; ε or æ).

Data Analysis
The goal of this study was to examine the relationship between
vowel perception and variability of vowel production. We
used data from the categorical perception task and the vowel
production task to drive participant-specific perception-based
boundary and production-based boundary between /ε/ and /æ/.

Categorical Perceptual Boundary (CPB)
We fitted a logistic psychometric function to each participant’s
response (proportion of /ε/ responses) using a Maximum
Likelihood criterion (Kingdom and Prins, 2016; Prins
and Kingdom, 2018). Evaluation of the goodness of fitted
psychometric functions confirmed that the psychometric
functions were fitted properly for all participants (R2 > 0.85).
Based on the fitted psychometric functions, we then estimated
each participant’s CPB—formant values at 50% proportion
/ε/-responses. We used six levels of stimuli for 27 participants
and seven levels stimuli for 13 participants; our analyses
did not reveal a statistically significant difference between
extracted CPBs of these two groups (p = 0.45), and thus, we
combined both groups for further analyses. Figure 1B shows the
fitted psychometric functions of all participants, along with their
estimated perceptual boundaries (shown as circles).

Variability-Based Boundary (VBB) or Center of Mass
To examine variability of the two vowels, we implemented
the following steps. Note that these analyses were done
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FIGURE 1 | We conducted a standard categorical perceptual task to estimate the categorical perceptual boundary (CPB) between /ε/ and /æ/ for each participant.
Panel (A) shows the procedure for estimating the CPB (at 50%) through fitting a logistic psychometric function to the perceptual data for one representative
participant. To generate speech stimuli for the categorical perception task, we manipulated participants’ own production samples (formant shifted) along the line
connecting participant-specific centroids of /ε/ and /æ/. The shaded areas (ellipses) in (A) correspond to the spread of the formants in hertz (two standard deviations
from the mean of principle components) of /ε/ and /æ/ for this representative participant. Psychometric functions were successfully fitted (R2 > 0.85) to all
participants’ responses (B). The circles in (B) correspond to where CPBs are located for all participants.

offline upon completion of the study, and they are different
from the initial formant analysis that was done during the
experimental session. First, all productions were inspected
(offline) to exclude gross errors in formant tracking and to
exclude trials with speech errors (e.g., producing wrong words).
Approximately, 1% of all trials were excluded. Second, based
on the spectrogram of each production, onset and offset of
vowels were manually annotated and F1 and F2 trajectories
were extracted. To extract formants, we averaged formant
values from a window placed on the center of the vowel
(40%–60% into the length of the vowel; steady-state portion
of the vowel). Third, we projected F1 and F2 values of
each produced vowel to a line connecting participant-specific
median /ε/ to median /æ/. We used median /ε/ as a reference
point for all projected formant values. The rationale for
this procedure was to estimate the variability of the vowels
along the line connecting the two vowels, as the stimuli
set used in the perception task was generated along this
line. Thus, this procedure ensured that vowel variability and
perceptual results were along the same line and based on
participant-specific vowel configurations. Fourth, given that
we hypothesized that the CPB between the two vowels may
co-vary with vowel variability, we used vowel variabilities to
estimate a VBB. Figure 2A shows the procedure for the
calculation of the VBB for one representative participant. The
VBB was defined as the center of mass between the two
vowel distributions, and the mass of each vowel was the
inverse of its variability (standard deviation along the line
connecting the two vowels). In other words, the VBB is a
theoretical boundary between two vowel distributions and was
calculated based on variabilities of the distributions. In these

calculations, the VBB was calculated relative to the center of /ε/
(reference point).

VBB =
σε

σε + σæ
Dε−æ

In this formula, σ represents the standard deviation of the
vowels and Dε–æ represents the distance between the vowel
centroids. It should be noted that another approach to arrive to
the same equation is based on the normalized distance of the VBB
from each of the distributions. The VBB is the point between two
vowels where its distance from /ε/ distribution is the same as its
distance from /æ/ distribution.

Dvbb−ε =
|VBB− µε|

σε

,Dvbb−æ =
|VBB− µæ|

σæ

In these equations, µ corresponds to the mean of a vowel
distribution. Given that we calculated projected formants relative
to /ε/, then µε = 0,µæ = Dε−æ, and VBB < µæ; thus, we
can simplify the equations and arrive at the equation for the
center of mass.

Dvbb−ε =
VBB
σε

,Dvbb−æ =
Dε−æ − VBB

σæ
,Dvbb−æ = Dvbb−ε

During the study, all formants were measured in hertz and
speech stimuli for the perception task were calculated in hertz.
However, to ensure that the relationship between the perception
and production measures were valid in psychoacoustic scales, we
transformed formant values from hertz to bark (Traunmüller,
1990) and followed the same steps to estimate the VBB in
bark scale. We also used a similar projection procedure to
calculate the CPB in hertz and in bark for each participant.
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FIGURE 2 | We conducted a vowel production task to estimate a theoretical variability-based boundary (VBB or the center of mass of the two vowels) between /ε/
and /æ/ for each participant. Panel (A) shows the original formant values (in hertz) of the two vowels for a representative participant (gray circles). To calculate VBB,
we projected formant values of each participant to a line connecting the two vowels; blue circles correspond to projected formant values of /ε/, and magenta circles
correspond to projected formant values of /æ/. Then, we estimated standard deviations of the vowels (σε and σæ) along with the distance between centroids of the
two vowels (Dε–æ). Our analyses showed that two vowels had similar variabilities for formants measured in hertz (B; p = 0.507) and in bark (C; p = 0.694).

The estimated CPB and VBB values were entered in statistical
analyses. Note that this study was not designed to examine
whether or not perception drives production, and the association
between the two systems was treated from a correlational
perspective. Prior to analyses, we performed the Shapiro-Wilk
test to ensure normality of all data.We used Pearson’s correlation
coefficients and regression analyses to examine relationship
between the VBB and the CPB. We examined residual values
to confirm linear model assumptions. Additionally, we used
paired t-tests to compare vowel variabilities. R version 3.5.1
(The R Project for Statistical Computing1) was used for all
statistical analyses.

RESULTS

Table 1 shows the group average F1, F2, and projected formants
in both hertz and bark. Most relevant to our analyses are the
projected formant values. Note that these projected formant
values were calculated relative to the center (median) of /ε/ for
each participant. The average ε–æ distance (Euclidean distance
in F1-F2 coordinates) in hertz was 249.09 Hz (SD = 80.50;
128.61–434.61), and in bark was 1.38 bark (SD = 0.37; 0.81–2.35).
As shown in Figures 2B,C, we did not find a statistically
significant difference between the variability of /ε/ and the
variability of /æ/ (standard deviation of projected formants;
σε and σæ) in hertz (t(39) = 0.670, p = 0.507) and in bark
(t(39) = 0.396, p = 0.694). Estimated CPB in hertz ranged
from 34.16 to 234.51 Hz (M = 121.62 Hz, SD = 52.80)
and in bark ranged from 0.21 to 1.33 bark (M = 0.69,
SD = 0.27). The calculated VBB in hertz ranged from 44.81 to
256.48 Hz (M = 128.29, SD = 48.73) and in bark ranged
from 0.35 to 1.33 bark (M = 0.71 bark, SD = 0.25). No
statistically significant difference was found between the CPB

1www.R-project.org

and the VBB in hertz (t(39) = 1.945, p = 0.061) or in bark
(t(39) = 1.022, p = 0.313).

The primary goal of this study was to examine relationships
between perceptual boundary (measured in categorical
perception task) and VBB (calculated based on data from
the vowel production task). First, to test whether the CPB is
farther from more variable vowels, we examined the relationship
between standard deviation of /ε/ normalized by the sum of
the standard deviations of /ε/ and /æ/ [i.e., σε/(σε + σæ)], using
Pearson’s correlation coefficients (r). We found statistically
significant positive correlation between the CPB and the
normalized vowel variability (for data in hertz: r = 0.425,
p = 0.006; for data in bark: r = 0.426, p = 0.006). This result
suggested that the CPB was closer to the center of /ε/ in speakers
with less variable /ε/ (relative to /æ/), and farther from the
center of /ε/ in speakers with more variable /ε/. Second, as
mentioned in the method section, the VBB is a theoretical
boundary located between two vowels such that its distance
from /ε/ distribution is the same as its distance from /æ/
distribution. In other words, the VBB is the optimal point
between the two vowel distributions (i.e., the center of mass of
the two distributions). Using Pearson’s correlation coefficients,
we found that the CPB strongly and positively correlated with
the VBB both in hertz (r = 0.912, p < 0.001) and in bark
(r = 0.854, p < 0.001). As shown in Figure 3, the two methods
of calculation (hertz and bark) resulted in similar outcomes.
Third, we used regression analyses to: (a) estimate the slope
value; and (b) examine how much of the variability of the CPB
can be explained by the VBB. We conducted a simple linear
regression to test whether the VBB in hertz predicted the CPB
in hertz (CPB = Slope × VBB + Intercept). We found that the
VBB in hertz explained 82.7% of the variance of the CPB in
hertz (R2 = 0.827, F(1,38) = 187.3, p < 0.001), with a statistically
significant slope value of 0.988 (p < 0.001). Similarly, we found
that the VBB in bark explained 72.2% of the variance of the CPB
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TABLE 1 | Group average and standard deviation (inside parentheses) of the formant values and projected formant values for /ε/ and /æ/ in hertz and bark.

F1 F2 Projected formants

Hz Bark Hz Bark Hz Bark

/ε/ 721.87 (100.66) 6.53 (0.78) 1904.99 (153.75) 12.76 (0.55) 0.15 (1.81) 0.00 (0.01)
/æ/ 902.79 (131.97) 7.83 (0.91) 1731.40 (152.78) 12.13 (0.62) 249.21 (80.55) 1.39 (0.37)

The center of /ε/ was used as the reference point for projected formant values.

FIGURE 3 | Individual participants’ data showed (A: formants calculated in hertz; B: formants calculated in bark) that VBB (or the center of mass of two vowels)
strongly and positively correlated with the CPB for data measured in hertz (r = 0.912, p < 0.001) and in bark (r = 0.854, p < 0.001). The dashed lines in (A,B)
correspond to lines with the slope of one.

in bark (R2 = 0.722, F(1,38) = 102.3, p< 0.001), with a statistically
significant slope value of 0.897 (p< 0.001).

DISCUSSION

Previous studies have provided behavioral and neural evidence
for the link between the speech production and speech
perception systems (Galantucci et al., 2006; Tatham andMorton,
2006; Hickok, 2012; Perkell, 2012; Guenther, 2016). In the
present study, we examined whether the perception of two
adjacent vowels interacts with the production variabilities of the
two vowels. We conducted a standard categorical perception
task to estimate the CPB between /ε/ and /æ/ using participant-
specific speech samples. We also conducted a vowel production
task to determine participant-specific variabilities of /ε/ and
/æ/. In an analogy to physics, two adjacent vowels can be
considered as two connected masses, and the ‘‘mass’’ of each
vowel can be determined by the inverse of the variability of
the vowel distribution. Based on this analogy, we hypothesized
variabilities of two adjacent vowels may co-vary with the
categorical boundary between the vowels, and the ‘‘center of
mass’’ of the vowel categories (VBB) correlates with the CPB.
Consistent with our hypotheses, we found that: (a) the CPB
was farther from more variable vowels and closer to less
variable vowels; and (b) the CPB strongly correlated with the
VBB, and that the VBB explained 72%–82% of the variance
of the CPB.

One interpretation of these results is that the SMS uses
the CPB between two adjacent vowels—in addition to auditory
goals—to determine errors in its auditory output, and thus,
to constrain vowel variabilities. An alternative interpretation is
that our productions shape our perception, and thus, vowel
production variability drives categorical perception between
adjacent vowels. It should be noted that these two interpretations
are not mutually exclusive. This study was not designed to
examine whether or not perception drives production, and
the association between the two systems was treated from a
correlational perspective; therefore, our results cannot rule out
any of these interpretations. Empirical results and theoretical
frameworks have shown that we acquire our auditory goals
during infancy and childhood, and then, we use the acquired
auditory goals to drive the speech production system (Callan
et al., 2000; Kuhl, 2004; Guenther andVladusich, 2012; Guenther,
2016). However, this mechanism may be different during
adulthood. Based on our findings and previous reports of the
close association between the perception and production systems
(Tatham and Morton, 2006; Guenther, 2016), we propose that
the link between speech perception and speech production
is dynamic and the two systems bi-directionally influence
each other. In this view, after the speech acquisition stage,
the perception system and the production system seamlessly
‘‘converge’’ together. Therefore, change in one system could
result in change in the other system—although the required
magnitude and duration of exposure to a change in one system

Frontiers in Human Neuroscience | www.frontiersin.org 6 March 2019 | Volume 13 | Article 9635

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Chao et al. Speech Variability and Speech Perception

to result in a similar change in the other system is not necessarily
equal for the two systems. One outcome of the convergence of
the two systems is that the categorical perceptual boundary and
production variability change until they reach an equilibrium at
which the categorical boundary is located at the most optimal
point between the two vowels. The position of this optimal point
is related to both the Euclidian distance and the variability of
vowels (defined as the VBB or the center of mass in this study).

Our results are largely in agreement with previous studies that
have examined the relationship between speech production and
perception (Newman, 2003; Perkell et al., 2004b, 2008; Nieto-
Castanon et al., 2005; Franken et al., 2017). Such studies have
typically used discrimination tasks to find perceptual acuity of
a given vowel. The rationale for using discrimination tasks is
primarily based on theoretical frameworks of speech production
(Perkell et al., 1997; Guenther and Vladusich, 2012; Perkell, 2012;
Guenther, 2016). For example, the Directions Into Velocities
of Articulators (DIVAs) model of speech production suggests
that speech units are partially represented as auditory goals,
and that the auditory feedback during speech production is
compared to the auditory goals (Guenther, 2016). If there is
a discrepancy between the auditory goals and the incoming
auditory feedback, then the brain issues a corrective motor
command to compensate for the error. Based on this account
of speech production, speakers with smaller auditory goals
would be more sensitive to errors, which could lead to more
precise and consistent speech production (i.e., less variable
speech). Thus, this interpretation implies that variability of a
given vowel is solely related to auditory goals of the vowel,
and characteristics of adjacent vowels may not affect the vowel
variability. However, there is emerging evidence (Mitsuya et al.,
2011; Niziolek and Guenther, 2013; Bourguignon et al., 2014,
2016; Lametti et al., 2014b; Reilly and Pettibone, 2017) that
speakers are more sensitive to experimentally induced auditory
errors (through formant perturbations) that are more similar
to adjacent vowels, suggesting that the SMS may also calculate
‘‘categorical errors’’—i.e., whether or not the received auditory
feedback of a vowel is within the vowel’s perceptual category. If
this is the case, then the CPB between vowels may also serve as a
boundary (or a constraint) for vowel variability (i.e., productions
can be variable as long as they are within the perceptual category
of the vowel). In other words, for two adjacent vowels to remain
perceptually distinct, if one vowel becomes more variable, then
the adjacent vowel needs to become less variable to keep the
two vowels distinct. Overall, our finding of a strong relationship
between the VBB and the CPB supports the view that the
SMS may also use the CPB (in addition to auditory acuity)
to calculate auditory errors which in turn determines/limits
variabilities of adjacent vowels. This interpretation does not
imply that the interaction of the perception and production
is unidirectional; in fact, as we mentioned above, perception

and production could influence each other dynamically and
bidirectionally throughout life.

Of course, our procedure and analyses have several important
limitations that require further research. First, we generated
speech stimuli based on participants’ own median productions
of /ε/ and /æ/, but the stimuli were generated in the F1-F2
coordinates and higher formants were not modified (e.g., F3 and
F4). This may have influenced the quality of the stimuli and
added some unwanted variability in the calculation of the
CPB. Second, we limited our calculation to variabilities along
the line connecting the two vowels (ε-æ line) for simplicity
purposes; however, different vowels have different distributions
and this simplification may have influenced the relationship
between production variability and the CPB. Third, our study
was designed to examine only two vowels, and it is unclear
if this effect can be observed in other vowels. Future studies
can overcome such limitations by: (a) manipulating all formants
(and not just F1 and F2) to generate more accurate speech
stimuli; (b) calculating the CPB and vowel variabilities along
different pathways between vowels to estimate the relationship in
the entire multi-dimensional formant space; and (c) examining
all vowels in the English language as well as vowels in
other languages.

In sum, we conducted a categorical perception task and a
vowel production task to examine whether vowel perception
correlates with vowel production variability. We found that
the categorical boundary was farther from more variable
vowels and closer to less variable vowels. Additionally, we
found that the center of mass of two vowels (a theoretical
boundary calculated based on production variability) strongly
and positively correlated with the categorical boundary and
it explained 72%–82% of the variance of the categorical
boundary. Overall, our findings support a view that the speech
perception and speech production systems are strongly and
bidirectionally linked.
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Language representation in the bilingual brain is the result of many factors, of which
age of appropriation (AoA) and proficiency of the second language (L2) are probably the
most studied. Many studies indeed compare early and late bilinguals, although it is not
yet clear what the role of the so-called critical period in L2 appropriation is. In this study,
we carried out coordinate-based meta-analyses to address this issue and to inspect
the role of proficiency in addition to that of AoA. After the preliminary inspection of the
early (also very early) and late bilinguals’ language networks, we explored the specific
activations associated with each language and compared them within and between the
groups. Results confirmed that the L2 language brain representation was wider than that
associated with L1. This was observed regardless of AoA, although differences were
more relevant in the late bilinguals’ group. In particular, L2 entailed a greater enrollment
of the brain areas devoted to the executive functions, and this was also observed in
proficient bilinguals. The early bilinguals displayed many activation clusters as well, which
also included the areas involved in cognitive control. Interestingly, these regions activated
even in L1 of both early and late bilingual groups, although less consistently. Overall,
these findings suggest that bilinguals in general are constantly subjected to cognitive
effort to monitor and regulate the language use, although early AoA and high proficiency
are likely to reduce this.

Keywords: meta-analysis, bilingualism, age of appropriation (AoA), proficiency, first language (L1), second
language (L2)

INTRODUCTION

How does the brain of a bilingual person work? Research on this topic has extensively developed
in the last decades, with an increasing number of studies devoted to the identification of
the brain areas activated when bilinguals perform language tasks in the known languages.
Bilinguals are different from each other in several respects. Given the definition of a bilingual
as a person that masters more than one language or dialect (see Fabbro, 1999, 2001),
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it appears clear that this may apply to a wide range of individuals.
For this reason, the bilinguals assessed in the published studies
rarely form consistent and homogeneous groups. It follows
that a comprehensive and universally accepted picture about
the bilingual brain functioning is still lacking and that some
questions are yet to be answered.

In this study, we tried to address some of these issues. The
first notes the possibly different language brain representation in
relation to the so defined critical period. This represents a specific
age after which the learning process becomes challenging and
the achieved performance in the second language (L2) hardly
equals that of the native or first language (L1). In the past
decades, an extensive debate has concerned the identification
of the L2 age of acquisition or age of appropriation (as lately
better defined, see Paradis, 2009) cutoff (hereafter, AoA).
Some authors set it around puberty, a period during which
language skills fully develop (e.g., Lenneberg, 1967; Long, 1990;
Locke and Bogin, 2006), whereas others suggest the period
around 6–7 years of age to be crucial, because, after this
age, learning some linguistic skills becomes challenging (e.g.,
Johnson and Newport, 1989).

As long as AoA is judged as one of the parameters that
mainly determine the L2 performance and shapes its brain
representation, many studies compared the language networks
between early and late bilinguals, hence between bilinguals
having approached L2 either before or after the defined AoA
cutoff. Although not univocally, most of these studies used
6 years of age as the AoA cutoff. This choice is motivated by
the important developmental events taking place around this age.
First, the brain is almost at its adult size (e.g., Giedd et al., 1999;
Casey et al., 2000) and most of the myelination processes are
complete (e.g., Nakagawa et al., 1998). Concerning language, skill
achievement is attained in almost every domain, despite the fact
that not all of the skills are perfectly mastered yet (e.g., Skeide
and Friederici, 2016). Another important change concerns the
memory systems supporting the cognitive processes. At this age,
memory is organized as in adults and the verbal component takes
on importance with respect to the visuo-spatial components
(e.g., Gathercole et al., 2004).

Important changes also take place concerning the dissociation
between implicit and explicit memory systems (see Paradis, 1994,
2004, 2009; Ullman, 2001, 2005, 2006). Up to this age, in fact,
children acquire skills through implicit memory, therefore in an
almost unconscious way. These skills are easily internalized and
automatically applied. Along with development, this memory
system becomes less flexible and late-learned skills are therefore
mainly supported by explicit memory, with the enrollment of
conscious brain processes. These skills are unlikely to become
highly automatized, in particular concerning some language
domains, such as grammar and phonology/articulation, whereas
lexico-semantics appeared to be less affected by AoA (see also
Ruben, 1997). In this case, the critical AoA seems to fall on
adolescence, as long as the lexical knowledge mainly depends
on the declarative memory capacity, then on proficiency and
extent of use.

Another tricky aspect concerns the effects of the acquisition
of both languages roughly simultaneously since birth. Such

bilinguals are referred to as simultaneous, in comparison
with the sequential bilinguals, who, irrespective of their AoA,
had approached L2 successively to L1 and possibly when
L1 acquisition was almost complete. As the majority of bilinguals
belongs to the second category, neuroimaging data on the
language brain networks in simultaneous bilinguals is reported
in very few papers. Rather, studies more often include bilinguals
having learned the two languages at least in the very first years
of life (see Supplementary Table S1). In this sense, it would be
interesting to inspect whether the language brain networks of
very early bilinguals differ from those of general early bilinguals,
as inspected in a few studies (see Supplementary Table S1).

A few previous meta-analyses focused on the functional
networks associated with each language in the groups of
early and late bilinguals. In this respect, Liu and Cao (2016)
found that L2 activated several regions (i.e., insula and frontal
cortex areas) more than L1 and this especially occurred
in the group of late bilinguals. Similarly, Indefrey (2006),
who conducted an explorative investigation of the areas that
activate in bilinguals with different AoA, observed that it was
more likely for individuals with late AoA to have an overall
greater activation (especially in the left inferior frontal gyrus).
The author reported a similar trend for bilinguals with low
proficiency/exposure.

The aspect of language proficiency has been addressed in
another meta-analysis (Sebastian et al., 2011). In this case, the
authors observed that the L1 and L2 networks were more similar
to each other in the group of the high-proficiency bilinguals,
whereas greater differences between the two languages emerged
as the result of low proficiency. Actually, evidence from the
clinical literature seems to suggest that factors such as language
proficiency and use/exposure are sometimes more relevant than
mere AoA. There were indeed cases of bilingual aphasia in
which the language that was premorbidly ‘‘weaker’’ was the
most affected, whereas the language that the patient mastered
better was less impaired. This indicated that proficiency in a
given language is sometimes more relevant in predicting the
impairment profile in bilingual aphasia (e.g., Edmonds and
Kiran, 2006; Druks and Weekes, 2013; Gray and Kiran, 2013).

Nevertheless, a recently published systematic review on
bilingual aphasia reported on the role of proficiency and use to
be secondary to that of AoA (Kuzmina et al., 2019). Actually,
L2 was more preserved—probably because of its stronger brain
representation—in the case it was the best-mastered or mostly
used language premorbidly, but only in early bilinguals; the effect
of proficiency and use were instead limited for late bilinguals.
In summary, although both AoA and proficiency appear to be
relevant in shaping the bilingual brain, their relative role is not
yet clear and the extent to which the proficiency level might scale
down the role of AoA has not been yet investigated.

THE CURRENT META ANALYSIS

The principal aim of the present meta-analysis was to shed
further light on the impact of AoA on the overall language
brain representation and on those specifically associated
with each language. Therefore, we tried to derive which
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brain regions bilinguals activate in a consistent way when
performing language tasks in known languages. We carried
out the analysis separately for the groups of early and late
bilinguals. In addition, we wanted to inspect if some reliable
activations could be found in a subgroup of very early
bilinguals. After these more global analyses, we investigated
the specific activations associated with each language, to
then compare L1 and L2 within each group (i.e., early
and late bilinguals), and L1s and L2s between groups.
Lastly, we aimed to investigate the effect of proficiency. In
particular, we inspected whether the two language networks
in early and late bilinguals differed as the result of different
proficiency levels.

With respect to the previous meta-analyses, this study: (i)
explored more in depth the language networks associated with
each language as the result of AoA first and of proficiency,
second; (ii) investigated the language brain representation
resulting from a very early L2 acquisition; and (iii) adopted quite
stringent criteria for both paper inclusion and data analysis, in
order to ascertain the strength of the resultant findings.

We hypothesized to confirm the results from previous
meta-analyses in terms of an overall greater functional activation
for the group of the late bilinguals with respect to that of the
early bilinguals. Regarding the comparison between the two
languages, we attended greater functional activation for L2 than
L1 and expected to find this difference even in the group of early
bilinguals. Finally, we expected the differences between early and
late bilinguals and between L2 and L1 to reduce in high vs. low
proficient bilinguals.

MATERIALS AND METHODS

Paper Search and Selection
In the current meta-analysis, we included the papers selected
from the pool of English-written articles published between
1995 and the end of 2016. To be included, the papers had to
report neuroimaging studies (by fMRI or PET) involving healthy
adult participants (aged 18–60). We performed the research
in MedLine and Scholar databases, using keywords such as
‘‘fMRI’’ or ‘‘functional MRI,’’ ‘‘PET,’’ ‘‘bilingual∗.’’ The sample
was further integrated with some papers found by inspecting the
list of references of the papers resulting from this research. The
paper selection procedure is sketched out in the PRISMA flow
chart (Moher et al., 2009) in Figure 1.

In the selection, we excluded cases of bimodal bilingualism
(i.e., with one of the languages being a sign language) and studies
assessing the language abilities specific to bilingualism, such as
translation/interpretation and switching.We hence restricted the
selection to the studies having addressed the main structural
domains (i.e., lexico-semantics, phonology/articulation, and
morpho-syntax) and we excluded those investigating more
specific tasks, as the affective/emotional components of language
(e.g., role of emotional words) or numbers and mathematics.
The selection was not limited to specific language families.
We were confident in including different language tasks
from different languages in the same analysis, given that
the algorithm we used (see afterwards) looks for the areas

FIGURE 1 | PRISMA flowchart. Schematic representation of the
paper search and selection process. From Moher et al. (2009).

showing a convergence of activation across different experiments
and therefore provides only consistently recurring activations.
Finally, in order to reduce confounding effects, we also excluded
studies performing assessments after learning/training processes
(e.g., learning of new words or grammar rules, training in
a barely mastered language) or after some manipulations to
language exposure. Further, the participant samples in these
studies were normally gender-balanced and quite homogeneous
in terms of age (often including young adults). This assuredmore
robust findings.

For this analysis, we included only the studies that have
been published after a peer-reviewed process. In this sense, the
study might be subjected to a publication bias. Nevertheless,
coordinate-based meta-analyses differ from effect-size
meta-analyses in that they look for the spatial convergence
between the reported coordinates; hence, they do not quantify
the effect size, which is prone to bias. Therefore, this analysis
seems to be less susceptible to region- and task-dependent biases
and was not affected by the lacking inclusion of unpublished
data (see Fox et al., 1998; Rottschy et al., 2012). Moreover, to
reduce other sources of bias, we included only the results from
whole-brain analysis, excluding those resulting from a priori
selected ROIs.

This first selection resulted in 112 papers, which we further
scrutinized to obtain the final sample. This selection was
followed by the exclusion of some additional papers due to:
(i) absent or incomplete (not full 3D) coordinates, including
only coordinate ranges, coordinates that were reported only for
single subjects, coordinates from a priori selected ROIs (not
derived from the observed activations), n = 19; (ii) analyses
where the contrasts were not informative (e.g., they did not
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differentiate between different languages or between bilinguals
and monolinguals), were too specific or regarded a very low
level of linguistic processing (e.g., passive viewing of single
letters), n = 17; (iii) AoA that was not explicitly reported
or did not fit our classification (see afterwards) n = 20;
and (iv) other reasons (e.g., tasks assessing a linguistic ability
‘‘contaminated’’ by another aim, such as reading finalized to
memorization), n = 3.

To define the two groups of early and late bilinguals,
we adopted the age of 6 years as the AoA cutoff. The
previously mentioned developmental steps occurring around
this age guided our choice, further supported by the high
number of studies having adopted this same cutoff. In fact,
most of the studies classified bilinguals in early and late
following an AoA that was, respectively, below and above
6 years of age. Alternatively, studies focused on either group,
therefore either on early bilinguals, for instance from bilingual
communities, or on late bilinguals, typically represented by
people having learnt L2 at school. Concerning the very early
bilinguals, an inspection of the studies we selected led us to
include those with participants having an AoA up to 3 years.
Unfortunately, the paucity of the studies on the early bilinguals
that acquired L2 after L1 did not allow a specific analysis on
this subgroup.

To meet the specific purposes of our paper, we, therefore,
excluded the studies where AoA was not explicitly indicated
or the reported AoA did not allow to include the participants
in the groups we defined on the basis of the selected AoA
cutoff (n = 17). Finally, in order to reduce additional sources
of variability, we also excluded studies that investigated language
learning in adulthood (n = 3).

Concerning proficiency, we observed that many studies
reported self-rating assessments, or a general evaluation based
on the performance in a single task (e.g., naming). Only a
small percentage of studies reported a quantitative assessment
by structured tests (e.g., TOEFL test for the English language).
These ratings did not allow to reliably classify bilinguals from
the proficiency viewpoint. Nevertheless, the studies in which
the participants achieved a high score in a comprehensive
language assessment or were defined to have a high proficiency,
were, more consistently represented than those with low or
intermediate proficiency. For this reason, we limited the analysis
to the subsample of high proficient bilinguals and excluded from
this subgroup the bilinguals whose proficiency in L2 was greater
than in L1, in order to remove potential confounds.

The process of paper selection was preceded by the definition,
by the three authors, of the objective criteria for study inclusion
and exclusion. During the process, we consulted with one other
to define additional criteria based on the issues that emerged in
the meanwhile. At the end of the process, we discussed together
about the residual papers that we did not know whether to
include or not. In this way, we assured a consistent, unbiased
selection procedure.

The final sample consisted of 57 papers (53 fMRI and
four PET studies), from which we identified the groups of
early bilinguals (74 experiments; 536 foci; 1,048 subjects), very
early bilinguals (17 experiments; 91 foci; 227 subjects), and

late bilinguals (174 experiments; 1,351 foci; 2,519 subjects), see
Supplementary Table S1 for paper list details.

Statistical Analyses
We carried out the meta-analyses using the coordinate-based
activation likelihood estimation (ALE) algorithm developed for
neuroimaging data (e.g., Turkeltaub et al., 2002; Eickhoff et al.,
2009; Laird et al., 2009a,b). The algorithm looks for convergence
across the experiment data, by evaluating whether the clustering
is higher than that expected under the null distribution of a
random spatial association. It, therefore, treats the reported
foci as centers for 3D Gaussian probability distributions, to
capture the spatial uncertainty associated with each focus. The
provided probability distribution maps, which were weighted on
the number of subjects in each study, described the probability
for a given focus to lay within a given voxel.

We thresholded the probability maps for the main effect
analyses at p < 0.05 (cluster-level corrected for multiple
comparisons) and set a minimum cluster size to 200 mm3

(25 voxels). For the analysis on individual languages, we reduced
the extent threshold to 120 mm3 (15 voxels). For the contrast
analyses, we used threshold values of p < 0.001 (uncorrected)
and a minimum cluster size of 80 mm3 (10 voxels). Nevertheless,
for the conjunction results, we retained only a minimum of 120-
mm3 (15 voxels) clusters, in order to exclude a possible incidental
overlap between the ALE maps from individual analyses (see
Rottschy et al., 2012).

We performed the following analyses:

(i) overall language brain representation in early, very early,
and late bilinguals.
In the first preliminary analysis, we investigated the overall
(not language-specific) functional brain representation of
early and late bilinguals (main effects). We also performed
the same analysis on a subgroup of early bilinguals that have
acquired the two languages roughly simultaneously (up to
the age of 3) and therefore defined as very early bilinguals.

(ii) L1 and L2 networks and between-language and
between-group comparisons.
We then focused on the functional networks associated with
each language. We performed the analysis separately for
late and early bilinguals, excluding the very early bilinguals
for whom a distinction between L1 and L2 based on the
AoA was not possible. We first carried out the main effect
analyses; next, we performed between-group analyses to
compare the networks of L1s and L2s across the two
groups and within-group analysis to compare the functional
networks associated with L1 and L2 within each group.

(iii) L1 and L2 networks in proficient bilinguals and between-
language and between-group comparisons.
We replicated the recently mentioned analyses on a
subgroup of proficient bilinguals.

We reported the coordinates in the Montreal Neurological
Institute (MNI) standard space. The coordinates that were
standardized to the Talairach and Tournoux (1988) space in
the included studies were converted to the MNI space by
the icbm_spm2tal transform. To define the precise anatomical
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localization and label of the resulting areas, we used the SPM
Anatomy toolbox (Eickhoff et al., 2005), running on MATLAB.
We, therefore, reported the macro-anatomic localization and,
when provided, the cytoarchitectonic location.

RESULTS

Whole Language Brain Representation in
Early, Very Early, and Late Bilinguals
The main effect results for each group are reported in Tables 1.1,
1.2 and Figure 2.

Early Bilinguals
With regard to the early bilinguals, functional activations
emerged in the following regions of the left hemisphere: (i)
inferior parietal lobule (including the intraparietal sulcus—area
hIP2); (ii) inferior occipital gyrus (i.e., fusiform area); (iii)
precentral gyrus; (vi) rolandic operculum; and (v) inferior frontal
gyrus (i.e., BA 44, BA 45, and the dorsolateral prefrontal cortex,
DLPFC); right-sided activations included (vi) the cerebellum
(lobule VIIa and crus I) and bilateral activations; (vii) middle
temporal gyri (including the higher auditory cortex—area TE3);
(viii) posterior-medial frontal gyri; and (ix) the insulae.

Very Early Bilinguals
The very early bilinguals displayed activation, in the left
hemisphere, of the (i) middle temporal gyrus and, in

both the hemispheres, of the (ii) cerebella (lobule VI,
in the left hemisphere; lobule VIIa and crus I, in the
right hemisphere).

Late Bilinguals
The late bilinguals’ activation clusters included the following
regions of the left hemisphere: (i) the inferior occipital gyrus
(fusiform gyrus—area FG4); (ii) superior parietal lobule; (iii)
middle temporal gyrus; (iv) precentral gyrus; (v) posterior-
medial frontal gyrus; and (vi) inferior frontal gyrus (including
BA 44, pars orbitaris, and DLPFC); activation clusters were
also found in right (viii) angular gyrus (more precisely
the intraparietal sulcus—area hIP3); and (ix) cerebellum
(lobule VI, lobule VIIa, and crus I) and in bilateral (x)
middle occipital gyrus (lateral cortex—area hOc4lp); and
(xi) insulae.

L1 and L2 Networks in Early and Late
Bilinguals
The functional brain activations associated with either L1 or
L2 are detailed in Tables 2, 3 for L1 and L2, respectively and are
all represented in Figure 3.

L1
Early bilinguals, when performing tasks in their L1, activated
the following regions, all located in the left hemisphere: (i) the
inferior temporal gyrus (fusiform gyrus); (ii) middle temporal

TABLE 1.1 | Main effect results of the activation likelihood estimation (ALE) meta-analysis for the groups of early and very early bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

Early bilinguals
1 L inferior parietal lobule −24 −68 44 71 0.029
2 L inferior occipital (FG4) −44 −58 −12 148 0.030
3 L middle temporal gyrus −50 −48 4 41 0.025
5 L middle temporal gyrus (TE3) −68 −32 2 152 0.037
6 R middle temporal gyrus (TE3) 70 −14 −8 53 0.029
7 L precentral gyrus −46 −6 38 631 0.033

L inferior frontal gyrus −40 12 28 0.033
L inferior frontal gyrus −46 18 22 0.031
L precentral gyrus −42 0 28 0.027

8 L precentral gyrus −52 2 50 25 0.026
9 L posterior-medial frontal gyrus −2 2 66 264 0.036

L posterior-medial frontal gyrus −4 16 52 0.034
10 L rolandic operculum −48 8 2 114 0.024

L insula −44 12 −4 0.022
L inferior frontal gyrus (BA 44) −56 8 10 0.021

11 R posterior-medial frontal gyrus 12 16 46 36 0.027
12 L insula −30 18 4 124 0.028

L insula −32 26 0 0.027
13 R insula 36 24 −4 59 0.031
14 L inferior frontal gyrus (BA 45) −54 30 4 137 0.032
15 R cerebellum (lobule VIIa, crus I) 36 −74 −28 25 0.023
Very early bilinguals
1 L middle temporal gyrus −66 −30 −2 46 0.020
2 L cerebellum (lobule VI) −16 −68 −20 53 0.020
3 R cerebellum (lobule VIIa, crus I) 18 −68 −16 45 0.018

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 25 voxels. FG4, Fusiform area; hIP2, Horizontal tracts of the intraparietal sulcus; IPS, Intraparietal sulcus; TE3, Higher
auditory cortex.
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TABLE 1.2 | Main effect results of the ALE meta-analysis for the group of the late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

Late bilinguals
1 L middle occipital gyrus (hOc4lp) −28 −92 4 83 0.039
2 R middle occipital gyrus (hOc4lp) 36 −88 8 70 0.050
3 L inferior occipital gyrus (FG4) −46 −64 −12 180 0.049
4 L superior parietal lobule −26 −64 46 422 0.063
5 R angular gyrus (IPS, hIP3) 30 −62 48 63 0.039
6 L middle temporal gyrus −52 −36 8 30 0.037
7 L inferior frontal gyrus −44 12 28 2,630 0.091

L insula −32 26 −2 0.071
L inferior frontal gyrus (BA 45) −48 28 18 0.070
L inferior frontal gyrus (BA 44) −54 12 10 0.062
L inferior frontal gyrus −50 32 10 0.047
L inferior frontal gyrus (pars orbitaris) −48 38 −8 0.039
L precentral gyrus −50 10 50 0.039
L precentral gyrus −52 2 50 0.033
L precentral gyrus −48 −4 40 0.030

8 L posterior-medial frontal gyrus −2 20 48 842 0.096
9 R insula 36 24 −4 159 0.058
10 R cerebellum (lobule VIIa, crus I) 36 −74 −26 25 0.035
11 R cerebellum (lobule VI) 22 −66 −22 43 0.037

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 25 voxels. FG4, Fusiform area; hIP2, hIP3, Horizontal tracts of the intraparietal sulcus; hOc4lp, Lateral occipital cortex;
IPS, Intraparietal sulcus.

gyrus (area TE3); (iii) precentral gyrus; (iv) posterior-medial
frontal gyrus; and (v) the inferior frontal gyrus (Broca’s area—BA
45—and a region associable with the DLPFC).

FIGURE 2 | Language networks associated with different age of
appropriation (AoA). Rendered templates of the main effect analysis results for
(A) early bilinguals, (B) very early bilinguals, and (C) late bilinguals. Color bars
indicate the activation likelihood estimation (ALE) values.

The L1 activation clusters in late bilinguals included the
following regions of the left hemisphere: (i) inferior occipital
gyrus (fusiform gyrus—area FG4); (ii) middle temporal gyrus;
(iii) precentral gyrus; (iv) posterior-medial frontal gyrus; (v)
inferior frontal gyrus (including BA 44, BA 45, and DLPFC);
and (vi) insula; right-sided activations were found in the
(vii) superior-medial gyrus; and (viii) cerebellum (lobule VIIa
and crus I).

L2
The activation clusters associated with early bilinguals’
L2 emerged in the following regions, all in the left hemisphere:
(i) the superior parietal lobule; (ii) precentral gyrus; (iii) inferior
frontal gyrus (region including the DLPFC); and (iv) the
posterior-medial frontal gyrus.

The late bilinguals’ L2 functional activations were located
in the following regions of the left hemisphere: (i) superior
parietal lobule; (ii) inferior parietal lobule; (iii) superior
temporal gyrus,; (iv) posterior-medial frontal gyrus; (v)
inferior frontal gyrus (including BA 45, pars oribitaris,
and DLPFC); and (vi) superior-medial gyrus; in the right
hemisphere, activations emerged in (vii) calcarine gyrus
(hOc1, V1); (viii) middle occipital gyrus (lateral cortex-
area hOc4lp); (ix) angular gyrus; and (x) cerebellum (lobule
VIIa and crus I); bilateral activations were observed in the
(xi) insulae.

Between-Group Comparison Between L1s and L2s
The activation clusters resulting from the between-group
contrast conditions (i.e., comparison between L1s and L2s across
the two groups of early and late bilinguals) are reported inTable 4
and Figure 4.
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TABLE 2 | Results of the single ALE meta-analysis on L1 in the two groups of early and late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

L1: Early bilinguals
1 L inferior temporal gyrus (FG4) −46 −56 −12 58 0.027
2 L middle temporal gyrus (TE3) −68 −34 2 107 0.034
3 L precentral gyrus −50 0 32 15 0.020
4 L posterior-medial frontal gyrus −2 4 64 35 0.024
5 L inferior frontal gyrus (BA 45) −54 30 4 22 0.020
6 L inferior frontal gyrus −46 32 10 58 0.020

L1: Late bilinguals
1 L inferior occipital gyrus (FG4) −46 −64 −12 400 0.028
2 L middle temporal gyrus −58 −40 −2 184 0.027

L precentral gyrus −44 2 30 0.029
3 L precentral gyrus −48 10 34 1,288 0.028
4 L inferior frontal gyrus (BA 44) −54 10 8 424 0.029
5 L posterior-medial frontal gyrus −4 20 48 1,504 0.047
6 L inferior frontal gyrus (BA 45) −52 26 24 1,224 0.030

L inferior frontal gyrus −48 28 20 0.030
7 L insula −28 28 −2 136 0.025
8 R superior medial gyrus 4 38 46 152 0.024
9 R cerebellum (lobule VIIa, crus I) 16 −90 −30 216 0.030

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 15 voxels. FG4, fusiform area; TE3, higher auditory cortex.

TABLE 3 | Results of the single ALE meta-analysis on L2 in the two groups of early and late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

L2: Early bilinguals
1 L superior parietal lobule −22 −70 46 22 0.023
2 L precentral gyrus −42 −4 38 56 0.026
3 L inferior frontal gyrus −48 18 22 56 0.027
4 L posterior-medial frontal gyrus −4 20 66 18 0.022

L2: Late bilinguals
1 R calcarine gyrus (V1) 14 −88 −2 32 0.027
2 R middle occipital gyrus (hOc4lp) 36 −88 8 29 0.028
3 R angular gyrus 28 −62 48 36 0.027
4 L superior parietal lobule −24 −62 46 369 0.046
5 L inferior parietal lobule −44 −40 42 31 0.029
6 L superior temporal gyrus −54 −36 10 17 0.026
7 L inferior frontal gyrus −46 12 26 2,212 0.078

L insula −32 26 −2 0.056
L inferior frontal gyrus (BA 45) −48 30 20 0.043
L inferior frontal gyrus (BA 45) −52 22 2 0.030
L inferior frontal gyrus −50 32 6 0.029
L inferior frontal gyrus (pars orbitalis) −52 24 −8 0.025
L posterior-medial frontal gyrus −2 22 50 815 0.062

8 L superior medial gyrus −4 28 40 0.042
L posterior-medial frontal gyrus −4 8 54 0.037

9 R insula 38 24 −6 178 0.046
10 R cerebellum (lobule VIIa, crus I) 34 −72 −28 21 0.026

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 15 voxels. hOc4lp, lateral occipital cortex; V1, primary visual cortex.

L1: Conjunction (Early Bilinguals ∩ Late Bilinguals) and
Subtraction Analyses (Early Bilinguals > Late Bilinguals
and Late Bilinguals > Early Bilinguals)
No one area appeared to be consistently activated for L1 in
conjunction of the two groups or in one group more than in
the other.

L2: Conjunction (Early Bilinguals ∩ Late Bilinguals) and
Subtraction Analyses (Early Bilinguals > Late Bilinguals
and Late Bilinguals > Early Bilinguals)
Concerning L2, the areas activated in conjunction by the two
groups were located in the left (i) inferior frontal gyrus (at
the border between BA44 and DLPFC). The direct comparison
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FIGURE 3 | Language networks associated with L1 and L2 in the two groups of early and late bilinguals. Rendered templates of the main effect results for (A) early
bilinguals’ L1; (B) late bilinguals’ L1; (C) early bilinguals’ L2; (D) late bilinguals’ L2. Color bars indicate the ALE values.

TABLE 4 | Results of the between-group ALE meta-analysis for L1s and L2s.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

L1s
Early bilinguals ∩ Late bilinguals

No suprathreshold clusters of activation
Early bilinguals > Late bilinguals

No suprathreshold clusters of activation
Late bilinguals > Early bilinguals

No suprathreshold clusters of activation
L2s
Early bilinguals ∩ Late bilinguals

1 L inferior frontal gyrus −48 18 22 56 0.027
Early bilinguals > Late bilinguals

No suprathreshold clusters of activation
Late bilinguals > Early bilinguals

No suprathreshold clusters of activation

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.001 (uncorrected) and 15 voxels for the conjunction analysis, and p < 0.001 (uncorrected) and 10 voxels for the subtraction analyses.

did not show any clusters activating more consistently in either
group over the other.

Within-Group Comparison Between L1 and L2
Results of the within-group comparison are reported in Table 5.

Early Bilinguals: Conjunction (L1 ∩ L2) and Subtraction
(L1 > L2 and L2 > L1) Analyses
For the early bilinguals’ group, neither the conjunction nor the
subtraction analysis provided suprathreshold activation clusters
in the comparison between L1 and L2.

Late Bilinguals: Conjunction (L1 ∩ L2) and Subtraction
(L1 > L2 and L2 > L1) Analyses
The late bilinguals activated the following left-hemisphere areas
in conjunction with the two languages: (i) the precentral gyrus;
(ii) posterior-medial frontal gyrus; and (iii) the inferior frontal
gyrus (BA 45 and DLPFC).

The direct comparison between the two languages did not
reveal any single region to be more consistently activated
in L1 than in L2. Conversely, L2, when compared to L1,
engaged more consistently in following regions, both in the left
hemisphere: (i) the inferior frontal gyrus (region including the
DLPFC); and (ii) the posterior-medial frontal gyrus.

L1 and L2 Networks in Proficient Bilinguals
We re-ran the previous analyses on a subgroup of highly
proficient bilinguals (16 studies including the early bilinguals,
17 studies including the late bilinguals). The functional networks
associated with either L1 or L2 are detailed in Tables 6.1,
6.2 for L1 and L2, respectively and are represented in
Figure 5.

L1 in Proficient Bilinguals
For the early bilinguals, the functional activations
associated with L1 emerged in the left:
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FIGURE 4 | L2 network comparison between the groups of early and late bilinguals. Rendered templates and axial projection of the conjunction analysis results for
L2: Early bilinguals ∩ Late bilinguals. Color bars indicate the Z-score values.

TABLE 5 | Results of the within-group contrast ALE meta-analysis between L1 and L2 in the two groups of early and late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

Early bilinguals
L1 ∩ L2
No suprathreshold clusters of activation

Early bilinguals, L1 > L2
No suprathreshold clusters of activation

Early bilinguals, L2 > L1
No suprathreshold clusters of activation

Late bilinguals
L1 ∩ L2

1 L precentral gyrus −48 10 34 67 0.029
2 L precentral gyrus −44 2 30 0.029

L posterior-medial frontal gyrus −4 20 48 118 0.047
3 L inferior frontal gyrus (BA 45) −52 26 24 74 0.030

L inferior frontal gyrus −48 28 20 0.030
L1 > L2
No suprathreshold clusters of activation
L2 > L1

1 L inferior frontal gyrus −44 14 20 39 n/a
L inferior frontal gyrus −43 12 24 n/a

2 L posterior-medial frontal gyrus −2 20 58 17 n/a

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.001 (uncorrected) and 15 voxels for the conjunction analysis, and p < 0.001 (uncorrected) and 10 voxels for the subtraction analyses.

TABLE 6.1 | Results of the single ALE meta-analysis on L1 in the two groups of proficient early and late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

L1: Proficient early bilinguals
1 L middle temporal gyrus (TE3) −68 −34 2 113 0.036
2 L posterior-medial frontal gyrus −2 4 66 19 0.023

L1: Proficient late bilinguals
1 L inferior frontal gyrus (BA 45) −52 28 24 48 0.023

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 15 voxels. TE3, Higher auditory cortex.

(i) middle temporal gyrus (area TE3—higher
auditory cortex); and (ii) the posterior-medial
frontal gyrus.

In the late bilinguals, the functional network included the left:
(i) posterior-medial frontal gyrus; and (ii) the inferior frontal
gyrus (BA 45).
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TABLE 6.2 | Results of the single ALE meta-analysis on L2 in the two groups of proficient early and late bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

L2: Proficient early bilinguals
1 L inferior frontal gyrus −48 18 22 56 0.027

L2: Proficient late bilinguals
1 L calcarine gyrus (hOc1) −8 −96 0 26 0.023
2 L inferior parietal lobe −28 −70 48 120 0.028
3 L middle temporal gyrus (TE3) −66 −24 −2 31 0.023
4 L caudate nucleus −8 8 0 16 0.022
5 L inferior frontal gyrus −46 12 26 549 0.040

L inferior frontal gyrus (BA 45) −50 26 22 0.026
6 L posterior-medial frontal gyrus −2 22 50 519 0.047

L posterior-medial frontal gyrus −4 20 66 0.023
7 L inferior frontal gyrus −52 24 −8 37 0.023
8 L insula −32 26 −2 230 0.038
9 R caudate nucleus 12 18 0 15 0.021
10 R insula 38 26 −4 102 0.035

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.05 (corrected) and extent threshold of 15 voxels. hOc1, Primary visual cortex (V1); TE3, Higher auditory cortex.

FIGURE 5 | Language networks associated with L1 and L2 in the groups of proficient early and late bilinguals. Rendered templates of the main effect results for (A)
proficient early bilinguals’ L1; (B) proficient late bilinguals’ L1; (C) proficient early bilinguals’ L2; (D) proficient late bilinguals’ L2. Color bars indicate the ALE values.

L2 in Proficient Bilinguals
The early bilinguals’ L2 significantly activated a portion
of the left (i) inferior frontal gyrus (region including
the DLPFC).

The late bilinguals’ functional activations associated with
L2 included different areas in the left hemisphere: (i) inferior
parietal cortex; (ii) inferior frontal gyrus (including BA 45 and
a region associable with the DLPFC); and (iii) posterior-medial
frontal gyrus; bilateral activation was found in the (iv) caudate
nuclei and (v) insulae.

Between-Group Comparison Between Early and Late
Proficient Bilinguals
Results of the between-group comparison are reported in
Table 6.3.

L1: Conjunction (Early Bilinguals ∩ Late Bilinguals) and
Subtraction (Early Bilinguals > Late Bilinguals and Late
Bilinguals > Early Bilinguals) Analyses
For L1, neither the conjunction nor the subtraction analysis
provided suprathreshold activation clusters in the comparison
between L1 and L2.

L2: Conjunction (Early Bilinguals ∩ Late Bilinguals) and
Subtraction (Early Bilinguals > Late Bilinguals and Late
Bilinguals > Early Bilinguals) Analyses
For L2, the conjunction analysis provided a shared activation
cluster between early and late bilinguals in the left (i) inferior
frontal gyrus (region including the DLPFC).

In the subtraction analyses, suprathreshold activation clusters
did not result from either comparison.
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TABLE 6.3 | Results of the between-group ALE meta-analysis for L1s and L2s in proficient bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

Proficient bilinguals’ L1s
Early bilinguals ∩ Late bilinguals

No suprathreshold clusters of activation
Early bilinguals > Late bilinguals

No suprathreshold clusters of activation
Late bilinguals > Early bilinguals

No suprathreshold clusters of activation
Proficient bilinguals’ L2s

Early bilinguals ∩ Late bilinguals
L inferior frontal gyrus −48 18 22 56 0.027

Early bilinguals > Late bilinguals
No suprathreshold clusters of activation

Late bilinguals > Early bilinguals
No suprathreshold clusters of activation

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.001 (uncorrected) and 15 voxels for the conjunction analysis, and p < 0.001 (uncorrected) and 10 voxels for the subtraction analyses.

TABLE 6.4 | Results of the within-group ALE meta-analysis for L1s and L2s in proficient bilinguals.

Cluster (area) MNI coordinates Cluster size (voxels) Extrema value

x y z

Proficient early bilinguals
L1 ∩ L2

No suprathreshold clusters of activation
Early bilinguals, L1 > L2

No suprathreshold clusters of activation
Early bilinguals, L2 > L1

No suprathreshold clusters of activation
Proficient late bilinguals

L1 ∩ L2
1 L inferior frontal gyrus (BA 45) −54 28 20 32 0.023

L1 > L2
No suprathreshold clusters of activation

L2 > L1
No suprathreshold clusters of activation

Note. For the anatomical localization the macro-anatomic area is indicated and, when provided, the cytoarchitectonic location is indicated (in parentheses). Analyses were performed
with a threshold of p < 0.001 (uncorrected) and 15 voxels for the conjunction analysis, and p < 0.001 (uncorrected) and 10 voxels for the subtraction analyses.

Within-Group Comparison Between L1 and L2 in
Proficient Bilinguals
Results of the within-group comparison are reported in
Table 6.4.

Early Proficient Bilinguals: Conjunction (L1 ∩ L2) and
Subtraction (L1 > L2 and L2 > L1) Analyses
For the early bilinguals’ group, neither the conjunction nor the
subtraction analysis provided suprathreshold activation clusters
in the comparison between L1 and L2.

Late Proficient Bilinguals: Conjunction (L1 ∩ L2) and
Subtraction (L1 > L2 and L2 > L1) Analyses
For the late bilinguals’ group, the conjunction analysis showed a
shared activation cluster between L1 and L2 in the left (i) inferior
frontal gyrus (BA 45).

In the subtraction analyses, neither comparison provided
suprathreshold activation clusters.

DISCUSSION

The present meta-analysis aimed to inspect whether AoA
and the traditional classification in early and late bilinguals
have an actual role in shaping the bilingual language brain
networks, even when accounting for the level of proficiency.
We hence identified the two groups of early and late bilinguals
(by taking 6 years of age as the AoA cutoff), and also
a subgroup of very early bilinguals, in order to investigate
the effect of the simultaneous acquisition of two languages.
The first preliminary analyses were comprehensive of both
the languages the participants knew, as we wanted to obtain
a global overview of the whole language network in the
three groups. We then performed more focused analyses
to assess the functional networks specifically associated with
each language, and between- and within-group comparisons
between the languages. In this way, we inspected whether,
irrespective of other intervening factors, the conventional
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classification in early and late bilinguals reflected actual
differences in the related brain networks. Finally, we replicated
these analyses by including only the highly proficient bilinguals,
in order to check whether AoA was still relevant when
proficiency was comparable (and high) between early and
late bilinguals. We carried out these language-specific analyses
only for the late bilinguals and for the early bilinguals for
which the identification of the first and second language
was possible.

Early, Very Early, and Late Bilinguals
As a first account, we showed that both early and late
bilinguals displayed a widespread language network, which was
located predominantly in the left (dominant) hemisphere. This
network included the classical language areas, together with
additional cortical and subcortical regions possibly recruited to
support the language functions. For instance, in line with the
monolingual language network, both early and late bilinguals
activated the classical language areas, such as the Broca’s area
(BA 44 and BA 45) known to be involved in a variety of
language domains (for reviews see Grodzinsky and Santi, 2008;
Friederici, 2011; Price, 2012). Additional shared activations
emerged in the left premotor cortex (precentral gyrus) and
pre-SMA (posterior-medial frontal gyrus). These regions are
involved in articulation-related processes (e.g., Hickok and
Poeppel, 2004; Indefrey and Levelt, 2004; Alario et al., 2006;
Kemeny et al., 2006), but also in other language tasks, including
phonological rehearsal (e.g., Démonet et al., 1992; Paulesu et al.,
1993; Awh et al., 1996). However, the role of pre-SMA seems
to go beyond these functions to include the control in language
use. Actually, Abutalebi and Green (2007, 2016) proposed this
area to be one of the stations of the language control network
(see afterwards).

Other activation clusters included the middle temporal
gyrus—particularly the area associated with the auditory
cortex—and fusiform gyrus, both in the left hemisphere. The
former is known to be specialized in the perception of words
over other non-linguistic sounds (e.g., Binder et al., 1997). The
fusiform gyrus is specific for the recognition of words as well,
in particular in their written form, across diverse languages
and scripts (e.g., Cohen et al., 2000; Turkeltaub et al., 2002;
Vigneau et al., 2005; Price and Devlin, 2011). The activation
of these two regions might reflect the nature of the stimuli,
either auditory or written. Nevertheless, the fusiform gyrus
was also shown to contribute to lexical-semantic access, by
working in association with the other areas of the middle
and inferior temporal gyri (e.g., Papathanassiou et al., 2000;
Démonet et al., 2005).

Besides the classical fronto-temporal language areas, also
the parietal lobe—particularly the posterior parietal cortex
(PPC)—activated in both bilingual groups. This region is not
typically devoted to language, although some studies reported
its involvement in the performance of some language tasks (for
instance in vocabulary learning, see Pasqualotto et al., 2015).
Interestingly, this region is relevant to working memory and its
activation might, therefore, reflect the heightened necessity for
the bilingual speakers to reinforce and elaborate the linguistic

information associated with each language (e.g., Gold et al., 2005;
Hartwigsen et al., 2010).

Early and late bilinguals also activated the right cerebellum,
which is reciprocally connected with the left neocortex and
whose involvement in language is becoming progressively
more apparent (see for an overview De Smet et al., 2013;
Mariën et al., 2014).

Both bilingual groups activated brain areas that more likely
reflect the act of having to handle more than one language. In
particular, we observed a prominent activation in the DLPFC,
which is traditionally associated with high cognitive (executive)
functions (e.g., Daffner et al., 2000; McDonald et al., 2000).
With respect to bilinguals, DLPFC has been proposed to be a
chief station of the network that regulates language selection and
control; this region hence modulates the use of each language,
for instance by inhibiting the interfering one (i.e., not-in-use;
e.g., Abutalebi and Green, 2007, 2016). Another key area of
this network has been proposed to be the pre-SMA, which was
activated as well, as previously discussed.

An analogous functional interpretation can also be proposed
for the insula, which was activated in both hemispheres.
Although this region is traditionally viewed as part of the limbic
system, its role in language is becoming progressively more
evident. Regarding bilingualism, previous evidence supported
its involvement in the mechanisms of switching and control
(e.g., Wager et al., 2005). Despite the greater role attributed to the
left insula, several studies reported bilateral activations in relation
to diverse language functions, both receptive and expressive
(see the meta-analysis by Oh et al., 2014). Nevertheless,
the specific involvement of the right insula requires further
investigation. However, it is generally thought to support the
dominant hemisphere in various language functions, especially
when they become cognitively more demanding (see also
the meta-analysis by Vigneau et al., 2011), as can occur in
bilingual settings.

Although we did not carry out a direct comparison with
the monolingual network (as only a small percentage of studies
included data on monolinguals), these preliminary results
supported the notion that ‘‘the bilingual is not two monolinguals
in one person’’ (Grosjean, 1989); this means that the language
network in bilinguals is different from the one that could result
from the sum of two language-specific networks in monolinguals
(Fabbro, 1999). Actually, bilinguals have to constantly regulate
the use of a certain language even when immersed in a
monolingual mode, as both languages are, to a certain extent,
active (e.g., Marian and Spivey, 2003; Dijkstra, 2005). Even
when only one language is in use, there is a continuous
interference from the other language, which therefore has to
be inhibited (see Paradis, 2004).

The further analysis we conducted investigated the effects
associated with an almost concurrent acquisition of the two
languages. The functional activations in the very early bilinguals’
group were found in a few areas, such as the left middle temporal
gyrus and bilateral cerebella. Interesting was the activation of the
left cerebellum, which did not emerge from the previous analyses.
This finding leads us to stress once more of the importance of
this subcortical structure and hints at a speculative hypotheses
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for its role (see Ullman, 2006; Paradis, 2009; and Supplementary
Material for details).

The fact that very early bilinguals activated in a consistent
manner in only a few regions could reflect two possible reasons.
First, it is reasonable that these bilinguals need the recruitment
of a lower number of regions to perform the language tasks
because the very precocious acquisition could imply a lower
cognitive effort. This is only a partial explanation, given that
the resultant activation clusters did not include other relevant
areas of the language network. Hence, this finding may also
reflect the low number of studies that have addressed very
early language acquisition and, consequently, the low number of
provided foci (see the ‘‘Materials and Methods’’ section). These
analyses, therefore, need to be replicated once a suitable number
of studies is available.

L1 and L2 Brain Representation
Whereas the previous analyses provided a general overview
of the overall brain functioning in response to different AoA,
the subsequent analyses were devoted to the investigation of
the language brain activations associated with each language.
Because a distinction between L1 and L2 in very early bilinguals
was rarely possible, we carried out this investigation separately
for late bilinguals and for the early bilinguals for which such
distinction was achievable.

L1
Concerning L1, the results showed different functional networks
for early and late bilinguals. With regards to the former,
activations (all left-sided) emerged in the classical language
areas (i.e., fusiform gyrus, middle temporal gyrus, precentral
gyrus, and BA 45) and in regions devoted to cognitive control
(i.e., pre-SMA and DLPFC). This suggests that, even in early
bilinguals and even when dealing with the first language, there
is the need to control and regulate the language use, by possibly
suppressing the activation of the second language, which is likely
to exert a strong interference.

Regarding late bilinguals, a greater number of activated
clusters emerged. These included language-associated areas (as
the fusiform gyrus, the middle temporal gyrus, the precentral
gyrus, and Broca’s area), control areas (i.e., DLPFC, pre-SMA,
and insula in the left hemisphere, and ACC in the right), and
the right cerebellum. Also, in late bilinguals, then, language
control seems to be required even when performing tasks in L1.
This could occur because the first language has to be strongly
inhibited in a bilingual context because it tends to prevail even
when it is the L2 being used. Consequently, when L1 has
to be activated again, great cognitive resources are required
to overcome this inhibition, thus implying increased cognitive
effort (see switching studies, e.g., Meuter and Allport, 1999;
Garbin et al., 2011).

L2
Also regarding L2, the network of activations was more
substantial for the group of late bilinguals compared to early
bilinguals (who activated the superior parietal lobule, precentral
gyrus, DLPFC, and pre-SMA), in part probably because of the
lower number of contrasts associated with the latter. The late

bilinguals’ functional activations were widespread and spanned
from the left parietal lobe—both inferior and superior—to the
left superior temporal gyrus, frontal regions specifically devoted
to language (i.e., BA 45 and pars orbitalis) or control (i.e., left pre-
SMA, ACC, and DLPFC, and bilateral insuale), and to the right
cerebellum. Some clusters of activation also emerged in the right
hemisphere and concerned posterior areas located in the occipital
cortex and angular gyrus.

Findings on the number and extent of activations observed
for late-learned L2 were not surprising and support the
hypothesis of a greater involvement of the areas typically
associated with language (e.g., wider activations to compensate
for lower efficiency), those devoted to control, and the additional
involvement of the right hemisphere. Concerning the activations
in the left inferior parietal lobule and in the right hemisphere,
a detailed inspection of the contrasts, having concurred to
these clusters, helped us hypothesize the rationale for their
involvement. In the Supplementary Material, we illustrated
these hypotheses and stressed the role that some brain areas,
especially in the parietal lobe, can hold in some language
functions under specific conditions.

Between- and Within-Group Comparison Between
L1 and L2
The last analyses we performed were aimed at comparing
L1 and L2 within and between each group. For the between-
group analysis, L1 did not appear to determine any specific
activation for either early or late bilinguals. Similarly, the
subtraction analysis did not provide group-specific activations
either. However, the main effect results revealed a higher
number of activation clusters for the late bilinguals’ group; we
cannot exclude this finding to depend on the higher number of
available contrasts and the consequent higher probability to draw
consistent activations. This limitation prevents us from stating
with certainty whether—and in case with which extent—the
L1 network might differ as the result of a different AoA. In other
words, we cannot comment on the possible feedback impact of
this factor on the L1 brain representation (e.g., Titone et al., 2011,
for eye-tracking findings).

With regards to the comparison between early and late
bilinguals’ L2s, the sole area that activated in conjunction with
the two groups, possibly indicating its role irrespective of AoA,
was a portion of the left IFG at the border between Broca’s
area and DLPFC. The lack of additional common clusters can
reasonably reflect the paucity of consistent activations in the
group of early bilinguals. In addition, this could also result from
actual differences in the L2 activation sites, which can be located
in close areas but peak at different coordinates (see Indefrey,
2006). With respect to the direct subtractions between the two
groups, the lack of any significant specific activation was not
surprising, again possibly resulting from high data variability and
consequent lack of consistency. Liu and Cao (2016), who adopted
more lenient threshold parameters, reported the findings from a
similar subtraction analysis in which they compared the specific
L2 activations between early and late bilinguals. Comparable
to our analyses, they did not find any region that was more
consistently activated in the early bilinguals’ group. They did,
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however, find a specific late bilinguals’ activation in the region
of the left superior frontal gyrus, showing again the greater
recruitment of executive control regions as the result of late
L2 learning.

Moreover, we can tentatively attribute the lack of consistent
results to the inadequacy of the sharp AoA-based classification
in reflecting the bilingual brain development. In fact, although
development is characterized by clearly defined steps, changes
in language appropriation flexibility are not expected to
reduce sharply, but rather gradually. In this sense, the
re-conceptualization of the critical period in the sensitive
period could better account for the gradualness of the process
(e.g., Flege et al., 1999). In relation to this, it is also
important to underline that the critical age for language
appropriation was also shown to depend on the language
domain. For instance, an early appropriation seems to be more
crucial for grammar and phonology/articulation, whereas late
appropriation has a less negative impact on lexico-semantics
(Paradis, 1994, 2009; Ruben, 1997). In this study, we purposefully
investigated the role of AoA on the whole L1 and L2 brain
representation, therefore independently from the language
domain. A previous meta-analysis, however, inspected the
language networks associated with lexico-semantics (Indefrey,
2006), which is probably the most studied domain. This analysis
was exploratory as it included a small sample of studies. With
the increasing number of neuroimaging studies in bilinguals, in
future years it will be possible to have a suitable number of studies
in each language domain to investigate the related networks in
the two languages.

With regard to the within-group comparisons in the group of
the early bilinguals, neither the conjunction nor the subtraction
analyses between L1 and L2 provided significant findings. The
stringent criteria of paper selection together with the relatively
conservative thresholding parameters could possibly explain the
discrepancy with Liu and Cao (2016) findings, which showed
more relevant L2 activations in the left frontal cortex and insula.

Concerning the late bilinguals, our conjunction analysis
revealed L1 and L2 to activate common sites in both classical
language areas (i.e., left precentral gyrus and BA 45) and in
regions supporting general executive functions (i.e., left pre-SMA
and DLPFC). The comparison between the two languages did
not provide any regions that appeared to activate selectively
for L1. On the contrary, and in line with previously discussed
findings, L2 appeared to activate the left pre-SMA and DLPFC
more robustly, in a close location to that which emerged from
both the conjunction analysis and the same subtraction analysis
reported in Liu and Cao (2016).

Trying to interpret these results in the light of the clinical
findings on the bilingual patients with aphasia is quite tricky.
Clinical literature indeed reports a plethora of different cases,
in which the two languages were comparably affected (parallel
aphasia) or not (differential aphasia); further, in the latter
case, the most affected language could be represented by
either L1 or L2.

In this respect, some clinical findings support the role of AoA,
by reporting higher impairment in the language that had been
learned late (e.g., Diéguez-Vide et al., 2012). Nevertheless, the

variety of clinical profiles indicates that many are the factors
that contribute to the language brain representation and possible
impairment. Among these factors, proficiency and use/exposure
have a relevant role in determining which language could be
more affected by a clinical event (e.g., Gray and Kiran, 2013).
This means that the language that was highly mastered prior
to the brain injury is likely to be more resistant to damage,
and could, therefore, be better preserved (e.g., Samar and
Akbari, 2012). However, AoA has been proposed to retain a
leading role, with the role of performance instead emerging
only when both languages have been learnt early (see Kuzmina
et al., 2019). In the current study, we, therefore, inspected
whether, after having accounted for proficiency, AoA could
still account for differences between the two languages. In
other words, we wanted to assess the actual role of proficiency,
which also emerged from a meta-analysis on healthy individuals,
in which, however, the role of AoA was not accounted for
(Sebastian et al., 2011).

Proficient Bilinguals
The last analyses we performed aimed to investigate the
language brain representation in early and late bilinguals by
removing possible confounding effects due to proficiency. For
methodological reasons, we could perform the analyses only
on the proficient bilinguals; as long as a high proficiency level
was expected to reduce the cognitive effort associated with L2,
we inspected whether, proficiency held constant, different brain
activations still emerged as the result of different AoA.

These analyses as well were almost exploratory. In fact, the
number of experiments included in each analysis was rather
low (except for the late bilinguals’ L2) and this was probably
the reason why the ‘‘classical’’ language network could not be
traced and only a few activation clusters resulted even from the
main effect analyses. Nevertheless, this factor, together with the
application of stringent thresholds, probably provided the most
robust activation clusters for the inspected conditions, which are
therefore expected to be highly reliable.

Concerning L1, the main effect analysis showed, in both
groups, left-sided activation clusters in areas typically involved
in language (in the middle temporal gyrus in early bilinguals
and in BA 45 in late bilinguals). Further, the early bilinguals
also activated the left pre-SMA. Although our data only allow
for speculative interpretations, these results seem to suggest that
handling L1 as well requires a certain cognitive control, even
when proficiency in both languages is high and appropriation
occurred at an early age. This indicates the constant need for
bilinguals to monitor and regulate the use of both languages
(Abutalebi and Green, 2007, 2016; Grosjean and Li, 2013).

With respect to L2, it is interesting to note that the language
brain representation in the late bilinguals was consistently wider
than that of the early bilinguals and that the two groups shared a
cluster in the left inferior frontal gyrus, at the border between BA
45 and DLPFC. Nevertheless, no one cluster resulted from the
direct comparison between the two groups. However, the main
effect analysis in the late bilinguals’ group provided activation
clusters that did not result from the previous analysis and that
corresponded to the bilateral caudate nuclei, one of the regions
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included in the Abutalebi and Green’s (2007, 2016) language
control network. An overall observation, therefore, suggests that,
in spite of AoA and proficiency, L2 nevertheless requires the
involvement of the executive functions, although the cognitive
load appeared to be much greater when appropriation occurred
after the age of 6. Late bilinguals, for instance, activated the insula
in both hemispheres and control areas such as the pre-SMA.
However, we have to remember that these findings might reflect,
at least in part, the lower number of contrasts included in the
early bilinguals’ analysis.

CONCLUSION

Overall, results from these several meta-analyses lead us to
conclude that, globally, bilinguals performing language tasks
habitually recruit some additional brain regions with respect to
the classical language network areas. These additional regions
are involved in general cognitive functions, suggesting the
constant effort experienced by every bilingual to manage the
two languages. Even L1 and every other language possibly
acquired since early childhood seem to call for this control.
When dealing with two languages, there is clearly a need for
their coordination, with the constant inhibition of the not-in-
use language (Fabbro, 1999; Abutalebi andGreen, 2007; Grosjean
and Li, 2013). Nevertheless, in agreement with previous findings,
we generally observed that the cognitive effort is stronger for
L2, especially when this was learned late (e.g., Indefrey, 2006).
The cognitive effort appeared to be present even in proficient
bilinguals, although proficiency is likely to reduce the cognitive
load associated with late L2 appropriation. This indicates that
an early vs. late AoA significantly shapes the bilingual brain,
although high proficiency canmodulate the languages’ functional
representation (Fabbro and Cargnelutti, 2018).

The involvement of general cognitive areas is also, from
a clinical viewpoint, a relevant finding. Actually, the cases
of differential bilingual aphasia (where one language is more
affected than the other) have also been explained in terms of
control difficulties (e.g., Verreyt et al., 2013) and rehabilitation
programs also focusing on the general cognitive functions were
observed to promote language recovery after a brain insult (e.g.,
Hillis, 2001).

In this study, we did not carry out analyses for the main
language domains separately, first because our aim was to
identify the most relevant brain regions independently from the
assessed task, and, second, because there was not an adequate
number of studies to be included in these separate analyses.
However, as the different domains are expected to rely more
on either AoA (i.e., morpho-syntax and phonology/articulation)
or proficiency (i.e., lexico-semantics), future analyses should

investigate how these factors modulate the brain representation
of these domains.

Further, for reasons we have explained, we found lower-than-
expected significant activations in the comparison between the
two languages. Intraoperative stimulation mapping studies in
bilingual patients showed that the two languages shared many
language sites, whereas other sites appeared to be language-
specific (e.g., Roux and Trémoulet, 2002; Roux et al., 2004).
However, there was a certain inter-subject variability, which
could not be attributed uniquely to the different patients’
language history (e.g., AoA or proficiency). These reports
result from a clinical condition that might have induced
brain reorganization processes and we cannot, therefore, make
a direct comparison with our findings. Nevertheless, they
suggest the complex interplay between the diverse factors in
shaping the language brain representation in bilingual people.
Factors such as the linguistic distance between the two known
languages, the educational level, and possibly gender could
modulate the differential representation of L1 and L2. Future
studies should also address proficiency and other relevant
parameters, including language exposure and use, in a more
thorough way, in order to allow for a reliable assessment
of their role. This, in turn, will contribute to a better
understanding of the clinical reports of parallel and differential
impairment andwould, therefore, contribute to the rehabilitation
program setting.
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During speech perception, listeners rely on multimodal input and make use of both
auditory and visual information. When presented with speech, for example syllables, the
differences in brain responses to distinct stimuli are not, however, caused merely by
the acoustic or visual features of the stimuli. The congruency of the auditory and visual
information and the familiarity of a syllable, that is, whether it appears in the listener’s
native language or not, also modulates brain responses. We investigated how the
congruency and familiarity of the presented stimuli affect brain responses to audio-visual
(AV) speech in 12 adult Finnish native speakers and 12 adult Chinese native speakers.
They watched videos of a Chinese speaker pronouncing syllables (/pa/, /pha/, /ta/, /tha/,
/fa/) during a magnetoencephalography (MEG) measurement where only /pa/ and /ta/
were part of Finnish phonology while all the stimuli were part of Chinese phonology. The
stimuli were presented in audio-visual (congruent or incongruent), audio only, or visual
only conditions. The brain responses were examined in five time-windows: 75–125,
150–200, 200–300, 300–400, and 400–600 ms. We found significant differences for
the congruency comparison in the fourth time-window (300–400 ms) in both sensor and
source level analysis. Larger responses were observed for the incongruent stimuli than
for the congruent stimuli. For the familiarity comparisons no significant differences were
found. The results are in line with earlier studies reporting on the modulation of brain
responses for audio-visual congruency around 250–500 ms. This suggests a much
stronger process for the general detection of a mismatch between predictions based
on lip movements and the auditory signal than for the top-down modulation of brain
responses based on phonological information.

Keywords: speech perception, magnetoencephalography, audio-visual stimuli, audio-visual integration,
familiarity

INTRODUCTION

In most cases speech perception relies on the seamless interaction and integration of auditory
and visual information. Listeners need to efficiently process a rapid and complex stream of
multisensory information, making use of both visual and auditory cues. We wanted to examine how
lifelong exposure to audio-visual speech affects the brain mechanisms of cross-modal integration
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and mismatch. Auditory and visual cues can be presented either
congruently or incongruently and this match or mismatch of
features could be used to study the audio-visual processing of
speech. Using magnetoencephalography (MEG), we studied how
the effects of congruency and familiarity (i.e., whether the speech
stimuli are part of the listener’s phonology or not) of the auditory
and visual features are reflected in brain activity.

Audio-visual speech has been shown to activate (in sequence)
the sensory areas around 100 ms from stimulation onset in
the auditory and visual cortices (Sams et al., 1991; Möttönen
et al., 2004; Salmelin, 2007), then the superior temporal sulcus
around 150 ms (Nishitani and Hari, 2002), which has been shown
to play an important role in the perception and interpretation
of movements (both facial and body) of the speaker (Puce
et al., 1998; Iacoboni et al., 2001). The inferior parietal cortex
has been shown to be activated at around 200 ms, which is
suggested to be related to the connection of the STS to the
inferior frontal lobe (Broca’s area) (Nishitani and Hari, 2002)
with stronger activations in the left hemisphere than in the
right (Capek et al., 2004; Campbell, 2008). This is followed by
activation in the frontal areas close to Broca’s area around 250 ms
(Nishitani and Hari, 2002).

It has been suggested (Campbell, 2008) that seeing speech
can affect what is perceived in either a complementary or
correlated way. In the complementary mode, vision offers further
information about some aspects of speech, which are harder
to detect only auditorily and which may depend on the clear
visibility of the speaker’s lower face. In the correlated mode,
on the other hand, successful speech processing depends on
the speech stream’s temporal-spectral signature showing similar
dynamic patterning across both the audible and visible channels.

Audio-visual mismatch is often examined from the point
of view of congruency (Jones and Callan, 2003; Hein et al.,
2007), where congruent and incongruent audio-visual pairs are
contrasted. The assumption is that congruency should only have
an effect on perception when the inputs of unimodal sources have
been integrated (van Atteveldt et al., 2007). In terms of brain
responses, the STS has been shown to be a critical brain area for
multisensory integration and congruency of auditory and visual
information in the case of both speech and non-speech stimuli.
For example, Beauchamp et al. (2010) used TMS to disrupt
brain activity in STS, while participants viewed audio-visual
stimuli that have been shown to cause the McGurk effect (where
incongruent auditory and visual speech cues presented together
produce an illusory percept; McGurk and Macdonald, 1976).
When TMS was applied to the left STS during the perception of
McGurk pairs, the frequency of the McGurk percept was greatly
reduced. This reduction, in the likelihood of the McGurk effect,
demonstrates that the STS is an important cortical locus for the
McGurk effect and plays an important part in auditory-visual
integration in speech.

Furthermore, a broad network of brain regions in addition to
the STS have been found in fMRI studies to show differences
between brain responses to incongruent and congruent audio-
visual speech, including the precentral gyrus (Jones and Callan,
2003), the inferior parietal lobule (Jones and Callan, 2003),
the supramarginal gyrus (Jones and Callan, 2003), the superior

frontal gyrus (Miller and D’Esposito, 2005), Heschl’s gyrus
(Miller and D’Esposito, 2005) and the middle temporal gyrus
(Callan et al., 2004).

Previous studies examining audio-visual speech have found
relatively early event-related brain potential (ERP) effects around
N1 and P2 responses (Stekelenburg and Vroomen, 2007; Baart
et al., 2014). In this case the visual information leads the auditory
information, that is, lip movements can precede actual phonation
for up to several hundreds of milliseconds (Stekelenburg and
Vroomen, 2007). This visual information allows the observer to
make predictions about several aspects of the auditory signal
(e.g., content, timing). Studies have shown that the auditory-
evoked N1 and P2 components of ERPs, at latencies of 100–
150 and 200–250 ms, respectively, are attenuated and speeded
up when the auditory signal is accompanied by visual speech
(Klucharev et al., 2003; Besle et al., 2004; van Wassenhove
et al., 2005; Stekelenburg and Vroomen, 2007). This suggests
early predictive effects of the visual information on the auditory
stimulation. Furthermore, no attenuation in N1 was found
when no visual anticipatory information about sound onset is
present, indicating that the temporal information present in the
visual stimulus, rather than the content of the sound, is key in
audio-visual interaction (Stekelenburg and Vroomen, 2007;
Vroomen and Stekelenburg, 2010).

However, the N1 and P2 responses seem to be sensitive to
the stimulus material. This was shown by Baart et al. (2014),
who investigated speech-specific audio-visual integration, where
they used speech stimuli and sinewave speech, and found that
N1 suppression occurs regardless of the type of stimuli, but P2
amplitude was only suppressed in relation to speech stimuli. They
found congruency effects for responses to speech stimuli from
around 200 ms after audio-visual incongruency became apparent,
with ERPs being more negative for congruent stimuli than for
incongruent stimuli. These early suppression effects were found
when comparing the brain responses between the unimodal and
the multimodal stimuli.

In addition, audio-visual speech congruency effects have
also been reported in later time-windows. Arnal et al.
(2009) investigated how the visual signal of an audio-
visual stimulus affects auditory speech processing. In their
experiment they recorded early visual and auditory responses to
matching (congruent) and non-matching (incongruent) audio-
visual syllables using MEG and found no effect of audio-visual
incongruence in the early time-window (M100). They detected
the earliest mismatch effect 120 ms after voice onset, followed
by three more maxima at 250, 370, and 460 ms. Their findings
indicated a multistep comparison between the top-down visual
prediction and the bottom-up auditory signal.

Another aspect affecting audio-visual speech is the long-term
memory representations of speech, that is, the familiarity of the
speech itself. It has been documented that speech perception
is altered by an individual’s language experience. Iverson et al.
(2003) found that listeners of different languages respond to
distinct acoustic aspects of the same speech stimulus. They
compared Japanese, German, and English speakers’ responses
to contrasts of /ra/ and /la/, where they had to rate whether
the stimulus presented was a good exemplar of their own
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native-language phoneme. They found that American listeners
attend to the third formant, which reliably distinguishes /r/ from
/l/, while Japanese listeners attend more strongly to the second
formant, which is critical for distinguishing Japanese phonemes,
but is not at all helpful in distinguishing /r/ from /l/.

This and other studies suggest that the effects of language
experience on speech perception are due to neural coding of
the acoustic components that are critical to native-language
processing (e.g., Kuhl, 2000, 2004). Such effects of language
exposure are reflected in brain responses around 150–200 ms,
for example in the modulation of the strength of the mismatch
negativity (MMN), which is thought to tap into language-
specific perceptual sensitivity (Näätänen et al., 1997, 2007;
Winkler et al., 1999; Zhang et al., 2005, 2009). Language-
specific phonetic-phonological analysis has been shown to start
100–200 ms following stimulus onset (Vihla et al., 2000; Näätänen
et al., 2007). MMN or mismatch field (MMF) in EEG and
MEG studies, respectively, have indicated access to phonological
categories (Vihla et al., 2000; Näätänen et al., 2007) and the
distinct processing of native and non-native phonetic contrasts
(Näätänen et al., 1997, 2007) in this time-window.

By comparing two groups with different native languages
(Finnish and Chinese), we aimed to see how long-term audio-
visual representations affect speech perception by examining the
congruency effects. Additionally, we aimed to distinguish the
effects of familiarity, which is a learned aspect of speech, from
congruency, which should be an inherent aspect of the audio-
visual stimuli related to the general correspondence between
mouth movements and speech signal.

To this end, we compared brain responses measured
with MEG to unfamiliar and familiar (called aspirated and
unaspirated, respectively, see section “Materials and Methods”
below) and also congruent and incongruent audio-visual speech
stimuli. We expected to find significant differences in responses
to congruent and incongruent stimuli for both Chinese and
Finnish participants with larger responses to incongruent stimuli
starting from 150 ms or later based on the previous literature
(e.g., Arnal et al., 2009). However, in the case of the Finnish
participants, we expected differences between the familiar and
unfamiliar stimuli specifically starting in the same time-window
as the congruency effect (150 ms onward), with the unfamiliar
stimuli producing a larger response than the familiar stimuli if
long-term phonological representations facilitate the processing
of audio-visual speech.

MATERIALS AND METHODS

Participants
Participants were adult Finnish native speakers and adult Chinese
native speakers studying in Jyväskylä, Finland. None of the
participants had neurological or learning problems, hearing
difficulties, using medication affecting the central nervous
system, head injuries, ADHD or language-specific disorders.
They all had normal or corrected-to-normal sight. The Finnish
participants had no exposure to the Chinese language. In total,
19 Finnish native speakers and 18 Chinese native speakers

participated in the study. Of these, 13 were excluded from the
analysis due to excessive head movement (two participants), poor
vision after correction (two participants), technical problems
during recording (three participants), strong noise interference
(two participants), or otherwise bad signal quality (four
participants). Data included in the analysis were from 12
Finnish participants and 12 Chinese participants (see Table 1 for
characteristics of participants included).

Ethical approval for the study was provided by the Ethical
Committee of the University of Jyväskylä. Participants gave
their written informed consent to participate in the study.
All participants received movie tickets as compensation for
participating in the study.

Stimuli
The stimuli were video recordings of the syllables /pa/, /pha/,
/ta/, /tha/ and /fa/. Of these five syllables, /fa/ was used for a
cover task to maintain participants’ attention on the stimuli [see
Figure 1 for oscillograms, spectrograms and acoustic features
of the stimuli. Figures were created using Praat (Boersma and
Weenink, 2018), see Table 2 for description of the stimuli].
The videos were recorded using a Canon Legria HF200 HD
video camera and were edited in Adobe Premier Pro CS5.5 to
be 1800 ms long. The videos were recordings of a male native
Mandarin Chinese speaker.

For the Finnish participants, /pa/ and /ta/ were considered
familiar stimuli because they are part of their native phonology.
For the Chinese participants all four syllables were familiar.
The recordings could be audio only, in which the participant
was presented with the audio track and the still image of the
speaker; visual only, in which the video was presented without
any sound; and audio-visual, where both audio track and video
were presented at the same time. The audio-visual condition
could be congruent, where what they saw was what they heard,
or incongruent, where the audio did not match the video.

Procedure
Participants sat in a magnetically shielded, sound-attenuated
room. They sat under the MEG helmet in a 68◦ sitting position.

Stimuli were presented using Presentation software
(version 18.1; Neurobehavioral Systems, Inc., Albany, CA,
United States) running on a Microsoft Windows computer using
a Sound Blaster Audigy RX sound card and NVIDIA Quadro
K5200 video card.

The stimuli were presented on a projector screen. Stimuli
were projected from outside of the measurement room onto a
mirror then reflected onto the projector screen using a Barco

TABLE 1 | Participant characteristics.

Native language Finnish Chinese

Mean age (SD) 23.92 (1.98) 24.75 (3.39)

Gender ratio (male:female) 6:6 3:9

Handedness ratio (right:left) 12:0 12:0

Mean age, gender ratio and handedness are for those included in the analysis.
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FIGURE 1 | Oscillograms, spectrograms and the acoustic features of the stimuli (A) pa, (B) ta, (C) pha, (D) tha, (E) pitch, (F) intensity, (G) formant frequencies
(red - /pa/, green - /ta/, cyan - /pha/, purple - /tha/).

TABLE 2 | Stimuli description.

Modality Target Familiar / Unaspirated Unfamiliar / Aspirated

Audio fa A pa A ta A pha A tha A

Visual fa V pa V ta V pha V tha V

AV congruent fa V / fa A pa V / pa A ta V/ ta A pha V /pha A tha V / tha A

AV incongruent – pa V / tha A ta V / pha A pha V / ta A tha V / pa A

FL35 projector. The participants were sitting 1 m from the
projection screen.

The participants were asked to watch short videos of a speaker
uttering syllables and to attend to all stimuli presented. The
videos were cropped to the mouth area of the speaker (from
just above the nose to the clavicles). The fixation cross before
the onset of the video clip was centered on where the lips of
the speaker were in the videos. Videos were presented on a
black background, in the center of the screen. The lights were
dimmed. Sounds were presented through insert earphones (Lo-Fi
auditory stimulation system, Elekta MEGIN Triux) at ∼70 dB
sound pressure level.

The participants were presented with a blank screen for
500 ms, then a fixation cross for 550 ms, followed by a still
image of the speaker for 500 ms and finally the stimuli, which
was 1800 ms long.

The participants received eight practice trials. In the actual
experiment 220 stimuli (20 targets for the cover task, and 50
audio-visual congruent, 50 audio-visual incongruent, 50 audio
and 50 visual stimuli; /pa/ and /ta/ repeated 12 times each,
/pha/ and /tha/ repeated 13 times each) were presented in
pseudo-random order with no immediate repetitions of the same
stimuli. Stimuli were presented in two blocks, with a short
break (duration determined by the participant) in between the
blocks (see Figure 2 for a schematic representation of the video
sequence and timings).

As a cover task the participants were asked to press a button to
indicate if they saw and/or heard the target syllable /fa/.

Magnetoencephalography Recording
and Preprocessing
The MEG data were recorded by a whole-head 306 channel Elekta
Neuromag TRIUX MEG device in Jyväskylä, Finland, including
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FIGURE 2 | Schematic representation of the temporal structure of the four congruent audio-visual stimuli used (above: video frames, below: oscillogram) and the
analysis intervals (marked with T1–T5).

102 magnetometers and 204 orthogonal planar gradiometers.
EOG was measured from two diagonally placed electrodes,
slightly above the right eye and slightly below the left eye,
with the ground electrode on the right clavicle. Five head
position indicator (HPI) coils were attached to the scalp, three
on the forehead and one behind each ear, and were used to
monitor the location of the head in relation to the sensors
during the recording by sending 293, 307, 314, 321, and
328 Hz sinusoidal currents into the five coils, respectively. The
Polhemus Isotrak digital tracker system (Polhemus, Colchester,
VT, United States) was used to determine the position of the
HPI coils in relation to three anatomical landmarks (the nasion,
left and right preauricular points). For co-registration purposes
an additional set of scalp points (>100) were also digitized,
distributed randomly over the skull.

Magnetoencephalography data were collected with a sampling
rate of 1000 Hz and an online filter of 0.1–330 Hz. All data
were preprocessed using the temporal extension of the signal
space separation (tSSS) method with buffers of 30 s (Taulu and
Kajola, 2005; Taulu et al., 2005) in Maxfilter 3.0TM (Elekta AB) to
remove external interference and correct for head movements.
Bad channels were identified by visual inspection and marked

for exclusion and reconstructed by the MaxFilter program. Head
position was estimated in 200 ms time-windows and 10 ms steps
for movement compensation.

Data were preprocessed using MNE Python (0.16.2)
(Gramfort et al., 2013). Independent component analysis (ICA)
using the fastICA algorithm (Hyvärinen and Oja, 2000) was
applied to remove eye blinks, horizontal eye movements and
cardiac artifacts. Data were low-pass filtered at 35 Hz using
a zero-phase FIR filter with a bandwidth of 8.8 Hz. Then
the continuous MEG recording was epoched into 200 ms
before to 1800 ms after the onset of the video stimuli in the
audio-visual condition. The epoched data were baselined using
the 200 ms preceding the onset of stimuli. The epochs were
shortened and realigned to 200 ms before and 1000 ms after
the start of sound in the audio-visual condition. Data were
then manually checked to remove any head movement–related
artifacts and electronic jump artifacts. MEG epochs exceeding
2 pT/cm for gradiometer or 4 pT for magnetometer peak-to-
peak amplitudes were excluded from further analysis. After
artifact rejection, an average of 96.50% of trials were used
for analysis. Event-related fields were obtained by averaging
trials for different conditions separately. The data were then
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resampled to 250 Hz to shorten the computation time in the
statistical analysis.

Statistical analysis of sensor-level data was done in FieldTrip
toolbox (downloaded 20 October 2016; Oostenveld et al., 2011)
for MATLAB R2016b (The MathWorks Inc., Natick, MA, 2000)
while source-level analyses were run in MNE Python.

Time-Windows
Based on previous literature, five time-windows were
investigated: 75–125, 150–200, 200–300, 300–400, and
400–600 ms (where 0 ms is the start of the sound in the
section “Stimuli” as described above). The first time-window
encompasses the basic auditory N1 m response (Poeppel et al.,
1996; Parviainen et al., 2005; Salmelin, 2007), where the brain
extracts speech sounds and their sequences from the incoming
auditory signal and the responses are expected to be in the
auditory cortices. The second time-window has been shown
to be involved in further phonemic processing of the stimulus
(Näätänen et al., 1997, 2007; Salmelin, 2007) with responses
localized to the temporal cortex. The third time-window has
been shown to be responsive to lexical-semantic manipulations
(Helenius et al., 2002; Kujala et al., 2004) as well as to audio-visual
manipulations (e.g., Raij et al., 2000; Arnal et al., 2009, around
250 ms), as have the fourth (Arnal et al., 2009, around 370 ms;
Baart et al., 2014, 300–500 ms after onset of AV congruency) and
the fifth time-windows (Arnal et al., 2009, around 460 ms).

Sensor-Level Analysis
Averaged planar gradiometer data were transformed into
combined planar gradients using the vector sum of the two
orthogonal sensors at each position implemented in the Fieldtrip
toolbox (Oostenveld et al., 2011), which were then used for
sensor-level analysis. Gradiometers were chosen because they are
less sensitive to noise sources originating far from the sensors
than magnetometers are.

Permutation tests with spatial and temporal clustering based
on t-test statistics were carried out for planar gradients
of individual averaged ERFs (Maris and Oostenveld, 2007).
The five time-windows defined (see above) were investigated
separately, with a cluster α level of 0.05 and the number of
permutations 3000.

Source-Level Analysis
Source analysis was carried out with a minimum-norm
estimate on the event-related fields of the magnetometers and
gradiometers (Hämäläinen and Ilmoniemi, 1994). The noise
covariance matrix was calculated from the baseline period of
200 ms preceding the start of the video (i.e., the participants were
viewing the still image of the speaker).

Individual magnetic resonance images (MRI) were not
available from the participants and therefore Freesurfer
(RRID:SCR_001847) average brain (FSAverage) was used as a
template for the source analysis (see below). Three-parameter
scaling was used to co-register FSAverage with individual
digitized head points. The average co-registration error was
3.54 mm (SD=0.27). A single layer BEM (Boundary Element
Method) solution was used for the forward modeling.

Depth-weighted L2-minimum-norm estimate (wMNE)
(Hämäläinen and Ilmoniemi, 1994; Lin et al., 2006) was
calculated for 4098 current dipoles with free orientation
distributed on the cortical surface in each hemisphere. Dynamic
statistical parametric mapping (dSPM) (Dale et al., 2000) was
used to noise-normalize the inverse solution for further statistical
analysis. Cluster-based permutation statistics in MNE Python
were run on the dSPM source waveforms.

Statistical Analyses
Accuracy and reaction times in the cover task were examined
using Target type (Audio only, Visual only, Audio-Visual) by
Native language (Finnish, Chinese) ANOVAs.

Congruency and familiarity effects were examined using
the interaction of Stimulus by Native language by comparing
difference waves between the groups. If no significant results
were obtained, Stimulus main effects were investigated between
the stimuli. For comparisons investigating congruency, we
compared responses to the congruent and incongruent audio-
visual stimuli. For comparisons investigating familiarity, we
compared responses to the congruent unaspirated audio-visual
(/pa/ and /ta/ syllables) and the congruent aspirated audio-visual
(/pha/ and /tha/ syllables) stimuli.

RESULTS

Behavioral Performance
Participants’ accuracy scores were close to 100% (Finnish:
97.88%; Chinese: 98.35%) (Table 3), indicating that they were
indeed paying attention to the stimuli. Accuracy (percentage of
correct responses) were averaged for each participant, and a 3
(Target type: Audio only, Visual only, Audio-Visual) × 2 (Native
language: Finnish, Chinese) repeated measures ANOVA resulted
in no significant interaction or main effects.

Reaction times were on average 1189.72 ms (SD: 125.86)
(Table 4). Reaction times were averaged for each participant, and
a 3 (Target type: Audio only, Visual only, Audio-Visual) × 2
(Native language: Finnish, Chinese) repeated measures mixed
ANOVA resulted in a significant Target type main effect
[F(1.954,42.985) = 6.338, p = 0.004, partial η2 = 0.224]. Post hoc
t tests revealed that there was a significant difference between
response time to visual only and audio only targets [t(23) = 2.943,
p = 0.007], and audio-visual and audio only targets [t(23) = 3.518,
p = 0.002] with audio only targets having longer reaction times
than the other targets.

TABLE 3 | Accuracy scores for the Finnish and Chinese participants in detecting
the target syllable /fa/.

Accuracy (% of correct response to the target stimulus)

AV stimuli (%) A stimuli (%) V stimuli (%) All stimuli (%)

Finnish (n = 12) 100 97.22 96.43 97.88

Chinese (n = 12) 98.81 98.61 97.62 98.35

Total (n = 24) 99.40 97.92 97.02 98.12
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TABLE 4 | Reaction times for the Finnish and Chinese participants in detecting the syllable /fa/.

Reaction times in ms (SD)

AV stimuli A stimuli V stimuli All stimuli

Finnish (n = 12) 1170.56 (94.06) 1230.43 (94.51) 1187.56 (141.20) 1193.69 (103.84)

Chinese (n = 12) 1152.81 (151.20) 1201.29 (83.87) 1142.48 (160.23) 1163.16 (127.68)

Total (n = 24) 1161.69 (123.48) 1215.86 (88.64) 1165.02 (149.48) 1178.42 (114.88)

MEG
Our focus was on the native language interactions and we first
examine, and report results with significant native language
effects. In the absence of interactions, we report the main effects
of congruency and familiarity.

Grand average plots of responses at sensor and source level for
the congruency comparison and the familiarity comparison can
be seen in Supplementary Figures S1, S2, respectively.

Sensor-Level Analysis
Congruency Effects
No significant effects were found in the first, second, third or
fifth time-windows.

In the fourth time-window, two clusters were found to
be significant for the Congruency main effect (responses
to the incongruent stimuli compared to responses to the

congruent stimuli) after the cluster permutation tests. One cluster
(p = 0.036654) was found in the left frontal areas and another
cluster (p = 0.046651) was found in the right temporal areas.
See Figure 3 for the topographic maps of brain responses in
this time-window. See Figure 4 for the topographic maps of
the clusters and the average evoked responses from the channels
forming the clusters.

Familiarity Comparison (Audio-Visual)
No significant statistical effects were found in the five time-
windows examined using the cluster permutation tests.

Source-Level Analysis
Congruency Effects
No significant differences were found in the first, second, third
and fifth time-windows.

FIGURE 3 | Grand average plots at sensor and source level for incongruent and congruent audio-visual stimuli in the fourth time-window (300–400 ms) for the
combined group (Chinese and Finnish speakers, N = 24). (A) Magnetic field topography of grand average evoked responses from combined planar gradients in the
fourth time-window. (B) Dynamic statistical parametric maps (dSPM) of source activation of the grand average evoked responses in the fourth time-window.
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FIGURE 4 | Sensor- and source-level clusters based on the permutation statistics of the congruency effects for the combined group (Chinese and Finnish speakers,
N = 24). Left: Clusters are represented by red dots in the sensor space and yellow and red colouring on the cortical surfaces for the source space. The brightness of
the cluster was scaled by the temporal duration of the cluster in the source space. Lower left corner shows the cluster-based permutation statistics results for the
incongruent vs congruent comparison in the source space: (a) Medial view, (b) Lateral view, (c) Ventral view, (d) Caudal view. Right: average evoked responses from
the channels forming the cluster for the sensor space results and the source waveform (dSPM value) extracted from the clusters for the source space results. The
red and blue shaded area represents the standard error of the mean and the yellow and gray shaded area indicates the time-window of the cluster.

In the fourth time-window, one cluster was found to be
significant (p = 0.039) after the cluster permutation tests for the
Congruency main effect (responses to the incongruent stimuli
compared to responses to the congruent stimuli). The cluster
encompassed the right temporal-parietal and medial areas. See
Figure 3 for dynamic statistical parametric maps (dSPM) source
activation in this time-window. See Figure 4 for the source
waveform (dSPM value) extracted from the significant cluster.

Familiarity Comparison (Audio-Visual)
No significant statistical effects were found in the five time-
windows examined using the cluster permutation tests.

All non-significant results of the permutation tests in the
five time-windows, with lowest p-values, are reported in the
Supplementary Material 3.

DISCUSSION

We investigated how the congruency and familiarity of a stimulus
could affect audio-visual speech perception in two groups of
adults, native speakers of Chinese and those of Finnish. The
Chinese participants had long-term exposure to all of the
stimuli because they belonged to their native language, but
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some of the speech sounds were not part of Finnish phonology,
thus making them unfamiliar for the Finnish participants. We
found significant differences in the congruency comparisons
across these groups. A significant congruency main effect was
found in the frontal and temporal regions at the sensor level
and in the right temporal-parietal regions at the source level
300–400 ms following the onset of sound, but no significant
effects were found for familiarity comparisons. Matching and
mismatching audio-visual speech thus produces robust and
replicable processing differences in the brain, which is consistent
with findings in earlier studies. Direct comparison of responses
to stimuli familiar (unaspirated) and unfamiliar (aspirated) to the
Finnish participants do not show evidence for strong cross-modal
top-down predictions that would modulate obligatory sensory
brain responses.

We found a significant difference between the responses to
the congruent and incongruent stimuli for Chinese and Finnish
participants in the 300–400 ms time-window bilaterally at the
sensor level at the left frontal and right temporal areas as well as in
the right hemisphere at the source level in the temporal-parietal
areas, indicating that both groups detected the incongruency. The
time-window is in line with similar earlier studies using native
language stimuli where the incongruence effects were found
around 300–500 ms (Arnal et al., 2009; Baart et al., 2014). The
localization of the congruency effect seems to depend on the
task and contrast used. For example, left hemisphere emphasis
was found using more complex stimulation with six different
syllables (Arnal et al., 2009) and left frontotemporal regions for
symbol–speech sound comparisons (Xu et al., 2019).

The direction of the congruency effect was also in line with
earlier studies using audio-visual stimuli showing more brain
activity for the incongruent compared to the congruent stimuli
(e.g., Arnal et al., 2009; Xu et al., 2019). The direction of the effect
likely indicates the benefit of using two modalities to decode the
speech signal reflected in less allocation of neuronal resources to
the process when the two modalities match (e.g., Bernstein and
Liebenthal, 2014). For the incongruent stimuli, the brain response
likely includes an error detection signal for the mismatching
auditory and visual input. Similar to Arnal et al. (2009), we
compared responses to congruent and incongruent stimuli.
In their study, they found significant differences in relatively
late time-windows, which showed multiple steps for audio-visual
processing (with differences at ∼250, ∼370, and ∼460 ms, with
responses being larger for the congruent stimuli at the first
time-point, and larger for the incongruent stimuli at the later
time-points) localized to the auditory cortex and the STS.

The lack of congruency effects in the time-windows after
400 ms in this study could be due to the differences in
the complexity of the experimental design used, the features
of the stimulus material and the timing parameters between
the auditory and visual features of the present study and
earlier studies. For example, in Arnal et al. (2009) audio-visual
combinations of five different syllables were used, which made the
identification of congruency more difficult and possibly required
further processing steps compared to the current study.

Furthermore, we found no early effects of congruency at
N1 m response (75–25 ms following sound onset), which

is in line with previous observations (Stekelenburg and
Vroomen, 2007). Our results corroborate the assumption that
early responses are predominantly sensitive to the stimulus
material used for the comparisons. Differences found in
the N1 and P2 time-windows were related to suppression
effects of audio-visual stimuli compared to audio only
stimuli, and not to the direct comparison of congruent and
incongruent audio-visual stimuli (van Wassenhove et al., 2005;
Stekelenburg and Vroomen, 2007).

The source localization result of the current study was in
line with the sensor-level results in terms of the time-window.
However, the clusters at the source level were observed only in
the right hemisphere and in a widely spread area encompassing
the superior temporal areas as well as the medial and ventral
surfaces of the temporal lobe. The superior temporal cortex
is roughly in line with that found in Arnal et al. (2009).
The widely spread clustering at the source level could be due
to methodological limitations. It is important to note that
we used a template MRI, and this could have increased the
localization error of the brain responses in the source-level
analysis. Furthermore, the difference was found in a relatively
late time-window and appears quite widespread in time, and
the localization of ongoing activation can be more challenging
than those of clear time-locked evoked responses. These might
explain the differences in the locations of the clusters between
the sensor and source level, although we assume they reflect
the same effect.

We found no significant effects of familiarity when directly
comparing the responses to stimuli that were part of the
participants’ native language and to stimuli that were not
part of their native language. The earlier studies have mostly
examined this in auditory oddball experiments investigating
deviance detection based on categorical perception of phonemes
(e.g., Näätänen et al., 1997; Winkler et al., 1999). First,
having equal probabilities of presentation for each stimulus
type allows examination of the obligatory sensory responses
without overlap from other processes. However, our null results
comparing the responses to these stimuli in a passive cross-
modal task suggest that the use of either an active comparison
involving phonological representations or an identification
task which would actively engage these representations is
needed to lead to differences in brain activity for familiar
and unfamiliar speech stimuli. Second, we examined evoked
responses to audio-visual stimuli instead of induced brain
activity. It is possible that the familiarity effects could produce
brain activity that is not phase-locked to the stimuli. In this
case the effect would not be observable in evoked responses.
However, we did not have a hypothesis on the specific
frequency band or time-window, where the difference in induced
activity could be observed. Future studies could examine
this in more detail.

The familiarity of speech in our study referred to whether
participants perceiving the stimuli had prior knowledge of them,
i.e., whether the syllables were present in their native phonology
or not. Our stimuli (syllables) were produced by a native Chinese,
non-finish speaker. This was required as native Finnish speakers
would not be able to naturally produce all stimuli used in
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the experiment. Future studies could examine the effect of the
speaker identity by using recordings of both native Chinese
speaker and native Finnish speaker and how it might interact with
the phonological familiarity of speech sounds.

CONCLUSION

Our results show that in the case of audio-visual speech stimuli,
congruency has an effect around 300 to 400 ms after the start
of voicing. This effect was found in the temporal-parietal brain
areas, partly replicating earlier findings. We found no significant
differences between Chinese and Finnish speakers in their brain
responses depending on the familiarity of the speech stimuli,
that is, whether the syllables belonged to the native language
or not. This suggests that the congruency effect is a result of a
general detection of a mismatch between prediction based on lip
movements and the auditory signal.
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FIGURE S1 | Grand average plots at sensor and source level for incongruent and
congruent audio-visual stimuli for the two groups. (a) Grand averaged waveform
for the combined planar gradient (vector sum of the paired orthogonal
gradiometer channels) channels grouped (channels included indicated by circles)
over the left and right temporal channels in the Chinese (above, N=12) and Finnish
(below, N=12) groups. (b) Magnetic field topography and dynamic statistical
parametric maps (dSPM) source activation of the grand average evoked
responses in the five time-windows investigated in the study (75–125, 150–200,
200–300, 300–400, and 400–600 ms) for the two conditions.

FIGURE S2 | Grand average plots at sensor and source level for unfamiliar and
familiar congruent audio-visual stimuli for the two groups. (a) Grand averaged
waveform for the combined planar gradient (vector sum of the paired orthogonal
gradiometer channels) channels grouped (channels included indicated by circles)
over the left and right temporal channels in the Chinese (above, N=12) and Finnish
(below, N=12) groups. (b) Magnetic field topography and dynamic statistical
parametric maps (dSPM) source activation of the grand average evoked
responses in the five time-windows investigated in the study (75–125, 150–200,
200–300, 300–400, and 400–600 ms) for the two conditions.
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Several studies indicate the functional importance of the motor cortex for higher
cognition, language and semantic processing, and place the neural substrate of
these processes in sensorimotor action-perception circuits linking motor, sensory and
perisylvian language regions. Interestingly, in individuals with autism spectrum disorder
(ASD), semantic processing of action and emotion words seems to be impaired and
is associated with hypoactivity of the motor cortex during semantic processing. In
this study, the relationship between semantic processing, fine motor skills and clinical
symptoms was investigated in 19 individuals with ASD and 22 typically-developing
matched controls. Participants completed two semantic decision tasks involving words
from different semantic categories, a test of alexithymia (the Toronto Alexithymia Scale),
and a test of fine motor skills (the Purdue Pegboard Test). A significant Group × Word
Category interaction in accuracy (p < 0.05) demonstrated impaired semantic processing
for action words, but not object words in the autistic group. There was no significant
group difference when processing abstract emotional words or abstract neutral words.
Moreover, our study revealed deficits in fine motor skills as well as evidence for
alexithymia in the ASD group, but not in neurotypical controls. However, these motor
deficits did not correlate significantly with impairments in action-semantic processing.
We interpret the data in terms of an underlying dysfunction of the action-perception
system in ASD and its specific impact on semantic language processing.

Keywords: autism, semantic processing, language, motor, action words

INTRODUCTION

Neuroscientific research on ‘‘embodied cognition’’ postulates that higher cognitive processes,
such as language, thought and reasoning, are functionally (and possibly structurally) interwoven
with lower-level sensory and motor functions (Gallese and Lakoff, 2005; Barsalou, 2010). To this
end, recent empirical evidence from behavioral and neuroimaging studies demonstrate that the
motor cortex serves an important function for language processing, particularly during semantic
processing (Pulvermüller, 1999; Pulvermüller et al., 2005; Moseley et al., 2013). More specifically,
semantic processing of words associated with actions and motor movements activate the motor
cortex somatotopically (Hauk et al., 2004; Pulvermüller and Fadiga, 2010; Moseley et al., 2012),
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which may be explained on the basis of the formation and
activation of sensorimotor action-perception circuits comprising
neurons in the motor cortex, in sensory cortices and in
perisylvian language areas (Pulvermüller and Fadiga, 2010;
Pulvermüller, 2012; Pulvermüller et al., 2014). Interestingly,
recent data reveal a specific weakness in the processing of
action-related words in clinical populations who have motor
impairments (Boulenger et al., 2009; Bak and Chandran, 2012;
Fernandino et al., 2013a,b; Cardona et al., 2014; Kemmerer,
2014; Desai et al., 2015). Specific impairments in action-
semantic processing have also been reported in individuals
with autism spectrum disorder (ASD), a neurodevelopmental
syndrome characterized by problems with social interaction,
communication and language, and, importantly, by dysfunction
in motor behavior [American Psychiatric Association (APA),
(2000)]. The motor deficits seen in ASD, ranging from
differences in gait, fine motor skills, posture and coordination,
are pervasive across the spectrum, occur in individuals with
and without intellectual impairment, and are among the earliest
symptoms to appear (Leary and Hill, 1996; Jansiewicz et al., 2006;
Dziuk et al., 2007; Ming et al., 2007; Moseley and Pulvermüller,
2018). Unsurprisingly, abnormalities in structural and functional
connectivity have been reported within and between primary
motor cortex and other cortical regions in ASD (Mostofsky
et al., 2007, 2009; McCleery et al., 2013; Floris et al., 2016;
Thompson et al., 2017), as have differences in graymatter volume
(Duffield et al., 2013; Mahajan et al., 2016), thus suggesting
that the action-semantic deficit in this group is comparable to
that seen in other populations with disease or damage to the
motor system.

In the past, cognitive theories of ASD have centered
around the archetypal ‘‘autistic triad’’ of deficits in social
interaction, social communication and social imagination (Wing
and Gould, 1979); as such, obvious motor impairments have
been traditionally regarded as secondary and consequently
neglected in research. To date, few studies on autism have
focused on highlighting the functional relationship between
motor symptoms and difficulties in higher-order cognitive
functions, which include action-related cognition (e.g., imitation
and gesturing). The functional link between an observed action
and its corresponding motor program may be required to
perform a self-generated movement and has been attributed
to the mirror neuron system (MNS) which is posited to exist
across primary and premotor cortex, somatosensory cortex, and
parietal cortex. Responsive to both action perception and action
execution, mirror neurons appear to be a quintessential type of
multimodal ‘‘information-mixing’’ neuron, and a crucial element
in binding motor areas to sensory and perisylvian language areas
in action-perception circuits (Moseley and Pulvermüller, 2018).
A number of studies consequently suggest that the MNS may be
relevant in action perception, imitation, prediction of goals and
intentions, as well as in social cognition and language (Iacoboni,
2009; Rizzolatti and Sinigaglia, 2010).

Previous studies have demonstrated functional impairments
and neuronal hypoactivity of the MNS in autism (Nishitani et al.,
2004; Oberman et al., 2005; Iacoboni and Dapretto, 2006; Bernier
et al., 2007; Cattaneo et al., 2007; Honaga et al., 2010; Rizzolatti

and Fabbri-Destro, 2010; McCleery et al., 2013;Wadsworth et al.,
2017). These are consequently posited as the neuronal substrate
of behavioral deficits in action-related cognition, which are
interpreted as a consequence of dysfunctional action-perception
mapping. This is manifest in impaired semantic processing
for action but not object words in autistic individuals without
intellectual disability, an impairment which correlated with
reduced activation in cortical motor regions during action-word
processing (Moseley et al., 2014, 2015;Moseley and Pulvermüller,
2018). Moreover, further studies in this clinical group revealed
hypoactivation in motor as well as in limbic areas during
processing of abstract emotional words (Moseley et al., 2012,
2015), which other studies have shown to be a notable challenge
for autistic people. These findings have been interpreted on the
basis that both of these semantic categories (action and emotion
words) typically involve the activation of premotor and motor
action-perception networks during learning and require this
activity for efficient, optimal comprehension. This is consistent
with the recent suggestion that hypoactivity of the motor cortex
could also be one of the reasons for deficits in the socio-
communicative and emotional-affective domain in ASD (Mody
et al., 2017). Functional impairments between the motor cortex
and perisylvian language regions may thus be related to social-
communicative and emotional-affective deficits in individuals
with ASD, as the development of semantic concepts would be
mandatory for verbally expressing and understanding emotions
in oneself and others.

A different theoretical approach explains reduced
comprehension of emotional stimuli in ASD in terms of
alexithymia, a difficulty in expressing and identifying one’s own
emotional states or feelings (Silani et al., 2008; Milosavljevic
et al., 2016; Gaigg et al., 2018). However, a point of convergence
might be that alexithymia itself may be (partially) caused by
dysfunctional semantic processing of emotion words, which
might, in turn, be linked to impaired action-perception circuits
involving motor and limbic regions. Emotions clearly influence
the style in which an action is performed, and thus predictably,
the same multimodal mirror neurons of frontal-motor and
parietal cortex are sensitive to different emotional states
underpinning the same observed action (Di Cesare et al., 2015).
This suggests the importance of the motor system in perceiving
emotional states.

Previous studies demonstrated atypical brain activity inmotor
systems whilst autistic people read action and emotion words
(Moseley et al., 2014, 2015), which also seems to be linked to a
behavioral slowness in processing action words (Moseley et al.,
2013). The next piece of this puzzle, however, remains missing:
the link between language impairment for action and emotion
words andmovement impairment. To clarify this functional link,
our study aimed to investigate the relationship between semantic
processing of action and emotion words, fine and gross motor
skills, and clinical symptoms in individuals with ASD and in
typically-developed (TD) controls. In line with previous research
with autistic participants, we predicted a specific processing
deficit for action and emotion words but no groups differences
for other word categories. We hypothesized that deficits in
motor skills in individuals with ASD would be associated with
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clinical symptoms and impairments in processing these specific
word categories.

MATERIALS AND METHODS

Participants
Nineteen autistic adults without intellectual disability
(seven women) and 23 TD controls (nine women) were
recruited for the study. One control participant had to be
excluded from the final analysis due to poor task performance in
the semantic decision task; therefore, the final data set comprised
19 ASD and 22 TD participants. All participants had normal
or corrected-to-normal vision. In the control group, none
of the participants had a history of psychiatric illness. Three
participants in the ASD group took antidepressants.

The groups were matched for age, education, non-verbal
IQ (measured by the LPS-3, Horn, 1983), and handedness
(measured by the Edinburgh Handedness Inventory, Oldfield,
1971). Except for two participants in the ASD group, all
participants were right-handed with a matched laterality-
quotient (LQ). All participants were monolingual, native
speakers of German. More information on both groups can be
found in Table 1.

All ASD participants were diagnosed and recruited from
the Autism Outpatient Clinic at the Charité University
Medical School, Benjamin Franklin Campus, Berlin, Germany.
Autism-specific diagnostic instruments were used for diagnosis,
including the Autism Diagnostic Observation Schedule (ADOS;
Lord et al., 2002) and a semi-structured clinical interview based
on ASD criteria in the Diagnostic and Statistical Manual of
Mental Disorders, 4th edition [DSM-IV; American Psychiatric
Association (APA), (2000)]. If a parent was available—which
was the case in 66% of all ASD patients—the Autism Diagnostic
Interview-Revised (Lord et al., 1994) was conducted. Final
diagnoses were established by expert consensus taking into
account clinical interviews and scale assessments. A patient was
diagnosed with ASD when scores on both the ADOS and the
ADI-R exceeded the cut-off for autism spectrum or autism and all
required DSM-IV criteria of the clinical interview were fulfilled.
For the 33% of patients whose parents were not available for the
ADI-R interview, an ASD diagnosis was given when all required

TABLE 1 | Means and standard deviations (SD, in brackets) of demographic and
clinical variables used to match the autism spectrum disorder (ASD) and TD
groups.

ASD group TD control group Statistical group
N = 19 N = 22 difference

Age (years) 39.00 (11.20) 36.59 (7.55) n.s. ( p = 0.4)
Education (years) 12.00 (1.52) 12.73 (0.88) n.s. ( p = 0.06)
IQ (LPS-3) 117.76 (9.75) 112.96 (8.72) n.s. ( p = 0.1)
Laterality 79.79 (16.09) 88.18 (15.31) n.s. ( p = 0.09)

Quotient (LQ)
Autism-Spectrum 39.05 (6.62) 11.59 (4.02) p < 0.001

Quotient (AQ)

Between-group differences were calculated by independent t-tests (p-values are in
brackets; n.s. indicates non-significant result). Groups did not differ on any variable
except on the AQ.

criteria of the ADOS and the clinical interview were met and the
patient provided sufficient examples that the autistic symptoms
already existed in childhood.

The mean score of the ASD group on the Autism-Spectrum
Quotient (AQ: Baron-Cohen et al., 2001) was 39.1 (SD: 6.6)
compared to a mean score of 11.59 (SD: 4.020) in the
control group: as expected, a significantly higher average score
(t(39) = 16.302, p < 0.001). All but one participant in the ASD
group scored above 26, which is considered as the general cut-off
point for diagnosable autism (Woodbury-Smith et al., 2005).

Neuropsychological and
Clinical Assessment
Leistungsprüfsystem-Test, Subtest 3
The Leistungsprüfsystem-Test, Subtest 3 (Horn, 1983) was carried
out with all participants to assess non-verbal IQ. Handedness was
measured by the Laterality Quotient, assessed by the Edinburgh
Handedness Inventory (Oldfield, 1971).

Purdue Pegboard Test
The Purdue Pegboard Test was used in both groups to assess
manual dexterity, manual coordination and fingertip skills
(Tiffin and Asher, 1948). The test consists of a board with two
parallel rows of 25 holes running vertically. Participants were
asked to use their right hand to put as many of the cylindrical
metal pegs as possible in the right-sided row within 30 s; the
same procedure was then followed for the left hand with the
left-sided row. In a third condition which combined the two
previous trials, participants had to simultaneously place the pegs
within the right- and left-sided rows with their right and left
hands respectively. In a fourth condition, as many ‘‘assemblies’’
as possible, consisting of different objects, had to be built
within 60 s.

Trailmaking Test (Parts A and B)
The Trailmaking Test (TMT; Parts A and B) is a
neuropsychological test to measure attention, processing
speed and executive functions (Tombaugh, 2004). This test
was performed with the ASD group only in order to assess
psychomotor speed and attention (Part A) as well as executive
function (Part B).

Clinical Questionnaires
All participants filled out the Autism-Spectrum Quotient (AQ)
and the Toronto Alexithymia Scale 26 (TAS-26; Taylor et al.,
1985). The AQ measures the degree of autistic traits whereby
higher scores indicate a higher degree of autistic traits (Baron-
Cohen et al., 2001). This most popular dimensional measure of
autistic traits has been extensively used and validated both in the
general population and those with diagnosed autism (Hurst et al.,
2007; Hoekstra et al., 2008; Ruzich et al., 2015, 2016; Stevenson
and Hart, 2017), where it boasts sound psychometric properties.

Alexithymia is popularly understood as a dimensional
construct (Keefer et al., 2019) which is most commonly
measured with the TAS-26. This scale comprises three subscales
assessing the difficulties describing emotions (scale 1), difficulties
identifying one’s own emotions (scale 2), and the tendency to
think in an externally-oriented way (scale 3).

Frontiers in Human Neuroscience | www.frontiersin.org 3 July 2019 | Volume 13 | Article 25671

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Hillus et al. Semantic-Motor Impairments in Autism

Furthermore, all ASD participants filled out the Empathy
Quotient (EQ; Baron-Cohen et al., 2014) and the Systemizing
Quotient-R (SQ-R; Baron-Cohen et al., 2003; Wheelwright et al.,
2006). The EQ measures the capacity for empathy, whereby
a lower score indicates reduced empathy. The SQ-R measures
the capacity for recognizing patterns and the tendency to
‘‘systemize,’’ to see the world in terms of logical rules and systems
and to try to impose these in life, whereby higher scores reflect
greater tendency to systemizing. Developed by the same group
as the AQ, EQ scores tend to be lower and SQ-R scores higher
in autistic individuals, and both short forms of the original tests
showed good psychometric properties (Wheelwright et al., 2006).

In an additional, self-designed questionnaire, the
MOSES-Test (‘‘Motor Skills in Everyday Situations’’),
participants had to self-assess their motor skills in everyday
situations on a four-point Likert scale employing 12 statements
such as ‘‘I can easily catch or throw a ball,’’ or ‘‘I have no
difficulties riding a bike.’’ Possible scores ranged from 0
(‘‘I completely agree’’) to 3 (‘‘I completely disagree’’). If the
statements concerned difficulties (‘‘I have difficulties in climbing
stairs’’), then scores ranged from 3 (‘‘I completely agree’’)
to 0 (‘‘I completely disagree’’). With an upper limit of 36,
higher scores on this questionnaire suggest more difficulties
in gross motor skills. The MOSES-Test can be found in the
Supplementary Materials.

Semantic Decision Tasks
Stimuli
In the first semantic decision task (SDT1; see details below),
90 action-related words {30 face-related [e.g., ‘‘BEISSEN’’ (‘‘TO
BITE’’)], 30 hand-related [e.g., ‘‘MALEN’’ (‘‘TO PAINT’’)], 30
foot-related [e.g., ‘‘LAUFEN’’ (‘‘TO WALK’’)]} and 90 object-
related words {30 animal words [e.g., ‘‘MAUS’’ (‘‘MOUSE’’)],
30 tool words [e.g., ‘‘HAMMER’’ (‘‘HAMMER’’)], 30 food words
[e.g., ‘‘KUCHEN’’ (‘‘CAKE’’)]} were included.

In the second semantic decision task (SDT2; details below),
we included 30 abstract emotional words [e.g., ‘‘FREUDE’’
(‘‘JOY’’)] and 30 abstract neutral words [e.g., ‘‘PLANEN’’ (‘‘TO
PLAN’’)]. Abstract emotional words consisted of verbs and
nouns associated with emotions, and the abstract neutral word
category included verbs and nouns referring to emotionally
neutral concepts or cognitions. Words were selected and
matched as carefully as possible based on psycholinguistic
properties such as word length and word frequency according to
the CELEX database (Baayen et al., 1993).

Before conducting this experiment, a semantic rating study
was carried out with 10 typically-developing participants who
did not take part in the main experiment. This pre-experiment
rating study was conducted to differentiate the selected word
categories with respect to their semantic properties (see also
Hauk et al., 2004; Moseley et al., 2015). Study participants rated
all words with regards to semantic features such as concreteness,
arousal, valence, emotion-relatedness and action-relatedness.
Psycholinguistic variables and semantic ratings for the four
major stimulus categories (action-, object-, abstract emotional-,
abstract internal words) used in SDT 1 and 2 are displayed in the
Supplementary Materials.

Procedure
All participants performed two separate and independent
semantic decision tasks (SDT1 and SDT2) using E-prime
software (Psychology Software Tools, Inc., Sharpsburg, PA, USA,
RRID:SCR_009567). The first SDT1 was carried out employing
action- and object-related words; the second SDT2 task used
abstract emotional and abstract neutral words. Each semantic
decision task lasted 10 min, with a break given in between.

Participants were seated approximately 60 cm distance
from the computer screen while words appeared on a white
background in uppercase, black bold print. All participants were
asked to decide as fast and accurately as possible if the presented
words were related to human actions or to objects (in SDT1)
or, in the second task (SDT2), whether the words were related
to emotional or non-emotional abstract concepts. Participants
indicated their semantic judgments by pressing one of two keys
on a computer keyboard with the index and middle fingers of
their right hand. The assignment of keys was counterbalanced
between participants. After a fixation cross was shown at central
location for 250 ms, words were presented tachistoscopically for
150 ms in a pseudorandomized order. Participants were shown
the same words with each word being only shown once to each
participant. After the offset of the word, a blank screenwas shown
until the participant made a decision, or until 2,500 ms had
passed without a response, at which point the screen returned
to the fixation cross. The stimulus onset asynchrony (SOA) was
2,500 ms. Instead of using their right hand, the two left-handed
participants used the index and middle finger of their left hand
to perform the SDTs.

Data Analysis
All data was analyzed using SPSS version 24.0
(RRID:SCR_002865). Independent t-tests were used to compare
means of demographic variables, neuropsychological tests and
clinical questionnaires.

For each participant, we derived mean reaction times and
accuracy scores for each word category (action words and object
words from SDT1, emotional and non-emotional abstract words
from SDT2): this was done by averaging reaction times across all
individual words in that category. Each word within a category
received either a score of 1 (reflecting correct categorization) or
0 (reflecting that the participant had incorrectly categorized the
word or failed to respond). For each participant, themeans across
these accuracy scores were then transformed into a percentage
accuracy for each word category. As such, a mean accuracy
score and a mean reaction time score for the action, object,
abstract emotional and abstract non-emotional word categories
were entered into SPSS for each participant.

To compare reaction times and accuracies of both groups
for statistically significant differences, we performed four
2 × 2 mixed design repeated measures analysis of variances
(ANOVAs). In each ANOVA, the between factor ‘‘Group’’ (two
levels: ASD vs. control) and the within factor ‘‘Word Category’’
[two levels: action words vs. object words (SDT1), emotional vs.
non-emotional abstract words (SDT2)] were included.

As concepts, tools and the words denoting them are known
to evoke activity in motor regions which are associated with
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their action affordances, i.e., the actions associated with their
use (Chao and Martin, 2000; Carota et al., 2012). As such, these
‘‘object-related’’ tool words tend to be semantically related not
only to visual objects but also to specific actions (for instance,
a fork to eating). In order to control for this potential ‘‘action-
relatedness’’ of the tool word category, we conducted another
ANOVA in which tool words were excluded from the analysis.
Post hoc planned comparisons were conducted with subsequent
Bonferroni corrections.

A Pearson correlation was computed for each group
separately to assess the relationship between accuracy and latency
for each word category in the semantic decision tasks and
other variables (AQ, TAS-26, EQ, SQ-R and MOSES-Test). No
outlier removal procedure was applied as none of the individual
data sets exceeded the mean group values by more than two
standard deviations.

RESULTS

Neuropsychological and Clinical
Assessment
Purdue Pegboard
T-tests revealed significant differences between the two groups
in the first three conditions of the Purdue Pegboard Test (PPB),
but not in the fourth ‘‘assembly’’ condition. In comparison to
the control group, the ASD group placed significantly fewer
pegs with their right hands, left hands and with both hands
simultaneously, thus demonstrating impaired fine motor skills
(see Table 2).

Trailmaking Test A and B
We conducted the TMT A and B only for the ASD group and
found a mean of 22.05 s (SD: 7.50) in the TMT A and a mean
of 49.58 s (SD: 17.58) in the TMT B, indicating unimpaired
performance in the range of norms from healthy participants as
stated in the test.

Clinical Questionnaires
Toronto-Alexithymia-Scale-26
T-tests showed a significant difference between the ASD group
and the TD group in overall TAS-26 scores (see Table 3) and in
all three sub-scales.

EQ and SQ-R
The Empathy Questionnaire (EQ) and the Systemizing
Questionnaire Revised (SQ-R) were only filled out by the

TABLE 2 | Means, standard deviations (in brackets) and statistical group
comparisons in the Purdue Pegboard (PPB) Test.

ASD group Control group Statistical
N = 19 N = 22 testing (t)

PPB right 14.16 (1.53) 15.77 (1.51) p < 0.01
PPB left 13.42 (2.38) 14.82 (1.43) p < 0.05
PPB both 11.47 (1.57) 12.41 (1.26) p < 0.05
PPB Assembly 34.74 (7.43) 36.41 (6.68) n.s. ( p = 0.45)

Statistically significant effects are indicated by p-values; n.s. indicates non-significant
difference.

ASD group. The mean score on the SQ-R was 79.21 (SD: 22.837).
The mean score of the EQ was 13.89 (SD: 5.597) which is
comparable (even slightly lower) than the empathy scores seen
in the autistic sample of the original and certainly under the
recommended cut-off score of 30, which allowed the authors
to distinguish 81% of their autistic sample (Baron-Cohen and
Wheelwright, 2004).

MOSES-Test
A t-test revealed a significant difference in the overall MOSES-
score between the ASD group and the control group (p< 0.001).
The ASD group scored significantly higher with a mean score of
14.53 (SD: 6.851) compared to amean score of 4.50 (SD: 2.956) in
the control group, indicating more motor difficulties in everyday
life situations.

Semantic Decision Tasks
SDT1: Action Words vs. Object Words
A mixed-design repeated measures ANOVA revealed a
significant Group × Word Category interaction for accuracy
(F(1,39) = 4.01, p < 0.05, η2p = 0.093; see Figure 1). Post hoc
analyses using pairwise comparisons (Bonferroni-corrected)
showed that participants in the ASD group made significantly
more errors when presented with action words than they did
to object words (p < 0.05). This interaction did not show
significance in the latency analysis (F(1,39) = 0.0001, p = 0.985,
η2p = 0.0003). There was no significant main effect of Group
in accuracy F(1,39) = 2.42, p = 0.128, η2p = 0.06) or latency
F(1,39) = 0.88, p = 0.355, η2p = 0.02), suggesting that where
differences did appear, they were associated with particular word
categories rather than generally poorer or slower processing.
However, a significant main effect of Word Category in the
latency analysis (F(1,39) = 27.15, p < 0.001, η2p = 0.41) suggested
that all participants were slower to process action words; there
was a non-significant tendency for them to be less accurate for
action words, too (F(1,39) = 2.87, p = 0.098, η2p = 0.07). Means for
accuracies and latencies are presented in Table 4.

Furthermore, sub-categories of object and action words were
investigated in post hoc analyses applying Bonferroni-corrected
pairwise comparisons. The analyses revealed that in the control
group, there were significant differences between animal words
and tool words (p = 0.001), between tool words and food words
(p = 0.002), and between animal words and each effector-specific
type of action word (face-related words: p < 0.001; hand-related
words: p < 0.001; foot-related words: p < 0.001). In the ASD
group, there were only significant differences between animal

TABLE 3 | Means, standard deviations (in brackets) and statistical group
comparisons in the TAS-26 questionnaire.

ASD group Control group Statistical testing
N = 19 N = 22 (t)

TAS-26 49.00 (10.29) 38.09 (5.97) p < 0.001
TAS-26 (Scale 1) 18.53 (6.51) 12.09 (2.94) p < 0.001
TAS-26 (Scale 2) 17.79 (4.34) 11.64 (3.65) p < 0.001
TAS-26 (Scale 3) 12.68 (2.81) 14.36 (2.57) p < 0.05

Statistically significant effects are indicated by p-values.
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FIGURE 1 | The Word Category × Group interaction is displayed for the
semantic decision task in which action words and object words were
presented. The error bars show the standard error of the mean. Autism
spectrum disorder (ASD) participants showed significantly lower accuracy
specifically for action words than controls. There was no sign. difference
between both groups when processing object words.

TABLE 4 | Means and standard deviations (in brackets) for latencies and
accuracies.

ASD group Control group

I Action words—Object words
Reaction time (ms) 630.09 (188) 590.26 (121)
Action words
Reaction time (ms) 573.58 (134) 533.34 (115)
Object words
Accuracy (%) 90.8 (7.4) 94.4 (3.1)
Action words
Accuracy (%) 93.8 (4.0) 94.2 (4.4)
Object words

II Abstract emotional words—
Abstract neutral words

Reaction time (ms) 816.90 (379) 618.11 (136)
Abstract emotional words
Reaction time (ms) 885.61 (374) 774.62 (208)
Abstract neutral words
Accuracy (%) 91.90 (9.4) 95.80 (4.4)
Abstract emotional words
Accuracy (%) 81.70 (14.5) 90.70 (8.1)
Abstract neutral words

words and tool words (p = 0.005) and between animal words
and foot-related action words (p = 0.011), but not between
animal words and the other effector-specific action words (hand-
related or face-related words), or between tool words and
food words.

SDT2: Abstract Emotional vs. Abstract Neutral Words
The ANOVA revealed a main effect of Word Category both in
accuracy (F(1,39) = 14.38, p < 0.001, η2p = 0.26) and latency
(F(1,39) = 16.69, p < 0.001, η2p = 0.30): in both cases, all
participants were faster andmore accurate for abstract emotional
than abstract neutral words. Furthermore, there was a significant
main effect of Group in the accuracy analysis (F(1,39) = 8.25,

p = 0.007, η2p = 0.17) with significantly fewer correct responses
for all words, regardless of word category, in the ASD group (see
Table 4). No significant main effect of Group was found in the
latency analysis (F(1,39) = 3.28, p = 0.078, η2p = 0.08). Moreover,
there was no significant Group × Word Category interaction
for accuracy (F(1,39) = 1.66, p = 0.205, η2p = 0.04) or latency
(F(1,39) = 2.54, p = 0.119, η2p = 0.06), suggesting no particular
category-specific deficit specific to either group.

Correlations Between Clinical Data and
Semantic Decisions
Pearson correlations were performed between
neuropsychological tests, clinical scales, and latency and
accuracy data from the semantic decision tasks. The results
showed a positive correlation in the ASD group between AQ
scores and the overall TAS-26 score (r = 0.674, p = 0.002).
Furthermore, in the ASD group, there was a positive correlation
between AQ scores and the MOSES-Test (r = 0.766, p < 0.001).
Regarding the EQ, a negative correlation between AQ and
the EQ scores in the autistic group (r = −0.499, p = 0.03)
corroborated previous research, where higher scores on the AQ
were associated with lower scores on the EQ. However, there
was no significant correlation between any of these tests and the
accuracy or latency of semantic judgments for any particular
word category.

DISCUSSION

This study aimed to elucidate the relationship between semantic
processing, motor skills and clinical variables in autistic
individuals and IQ-matched neurotypical controls. In line with
previous findings of action word deficits (Moseley et al., 2013),
a significant Group × Word Category interaction was found
for accurate data and revealed that autistic participants were
significantly less accurate than typically-developing controls
when processing words associated with actions. Importantly and
in contrast, the ASD group performed as accurately as controls
when making semantic decisions about object-related words.
This category-specific deficit in action-semantic processing, seen
here in another motor-impaired group alongside those noted
previously (Boulenger et al., 2009; Bak and Chandran, 2012;
Fernandino et al., 2013a,b; Cardona et al., 2014; Kemmerer, 2014;
Desai et al., 2015), might be interpreted in terms of an underlying
dysfunction of the neuronal action-perception links (Rizzolatti
and Fabbri-Destro, 2010; Moseley et al., 2013) suggested to
underlie semantic processing (Pulvermüller and Fadiga, 2010;
Moseley and Pulvermüller, 2018). Abnormalities in the circuits
connecting motor regions to perisylvian language cortices would
result in difficulties recognizing or understanding those words
which especially draw on these links for the motor programs
supporting conceptual knowledge: namely, in the first instance,
action words (for a comprehensive review, see Moseley and
Pulvermüller, 2018). It is important to note the specificity of
this action-semantic processing deficit in the present and the
previous study (Moseley et al., 2013), which speaks against the
assumption of a more generic semantic language impairment
in ASD, which might have been reflected by main effects of
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Group in SDT1 (see below for discussion of SDT2). Previous
studies suggest that the weakness that some clinical groups show
in processing action-related stimuli is related to the differing
semantic content of action-words and object-related words,
rather than their differing grammatical roles (Pulvermüller and
Fadiga, 2010; Moseley and Pulvermüller, 2018).

In support of the notion of an underlying action-motor
problem in ASD, we found evidence for impaired motor
skills in the ASD group compared to controls: in the Purdue
Pegboard Test, the ASD group showed reduced hand motor
skills when placing pegs in a board with the left hand, the
right hand, and with both hands simultaneously. Interestingly,
when a complex assembly of different objects with both hands
was required, control participants and individuals with ASD
performed equally well. Besides fine motor skills, the assembly
task tests for bimanual coordination and executive function:
our results may suggest that our autistic sample were able to
compensate for deficits in unimanual fine motor skills by good
performance on bimanual coordination. Although executive
dysfunction in autism is assumed to be evident in everyday
functioning, it is difficult to capture experimentally in tests
with low ecological validity (Kenworthy et al., 2008; Wallace
et al., 2016) and poor sensitivity (Demetriou et al., 2018).
‘‘Executive function’’ is a term which encapsulates many higher-
level processes, and autistic people tend to show a somewhat
inconsistent performance of executive difficulties and executive
sparing, which is affected by sample differences in age, gender,
IQ (where, notably, our study included only individuals with
IQ in the normal range), by common comorbidities such as
depression, anxiety and ADHD, and by task features such as
complexity, whether tasks are open-ended or more structured
(Demetriou et al., 2018) or even whether they measure cognitive
performance vs. overt manifestations of difficulties (Albein-
Urios et al., 2018)1. It is highly likely that the lack of executive
impairment seen in our data belies significant difficulties in
everyday life (Wallace et al., 2016).In this context, it seems not
especially surprising that the autistic sample in our study did
not appear impaired on the TMT Parts A and B, where they
were compared with normative data from typically-developing
participants in the same age range (Tombaugh, 2004). In contrast
to previous studies (Hill and Bird, 2006), individuals with ASD
in our study performed well on both parts of the TMT, though
we were unable to perform a direct comparison to our own
control group who did not complete the TMT. Interestingly
and specifically relating to the TMT, a stronger performance
has been seen in autistic girls and women than autistic boys
and men (Bölte et al., 2011; Lehnhardt et al., 2016). This may

1Indeed, with reference to heterogeneity in task performance, it is important to
note that although our autistic sample showed motor deficits in the majority of
conditions in the Purdue Pegboard Test, other findings range from an absence
of any impairments (Lai et al., 2012), impairments across the board (Barbeau
et al., 2015), or inconsistent profiles contradictory to our sample (for instance,
poorer performance in the assembly and right-handed condition, but not in
the left-handed and simultaneous bimanual condition (Thompson et al., 2017).
Again, it should be noted that motor skills are likewise affected by participant
characteristics such as autistic symptom severity, IQ, language development and
age, and the influence of sex is so far unknown (Moseley and Pulvermüller, 2018).

furthermore explain a lack of group differences in our sample of
men and women.

To our knowledge, this study is the first one to employ
a semantic decision task with abstract emotional and abstract
but emotionally neutral words. Based on previous data
demonstrating cortical hypoactivation in the motor and limbic
cortex in individuals with ASD when processing emotion words
(Moseley et al., 2015) and data from patients with motor
lesions (Dreyer et al., 2015), we expected to find evidence for
impaired processing of abstract emotional words but not for
emotionally neutral abstract words; these, like action words,
would draw on motor systems for meaning (Moseley et al.,
2012) and thus be especially impaired in our participants
with movement impairments. Our data did not confirm this
prediction but revealed that the ASD group, in general, showed
less accurate and slower performance than typically-developing
controls, irrespective of these two-word categories. One possible
explanation of this finding could be due to the fact that
the SDT2 task (abstract emotional words vs. abstract neutral
words) was more difficult than the SDT1 task (action vs. object
words). This might have led to a lower and more heterogeneous
performance in the SDT2 task in both groups, reducing statistical
power and thus working against the emergence of a statistically
significant Group×Word category interaction.

Correlation analyses calculated between neuropsychological
and clinical tests and accuracy and reaction time for semantic
decisions did not reveal any statistically significant relationships,
including (most notably for this study) a lack of relationship
between movement impairments (in both the Purdue Test
AND the MOSES-Test) and reaction times and accuracy for
those word categories hypothesized to depend most on motor
systems: action words and abstract emotional words. As such,
our original hypothesis, that autistic deficits inmotor skills would
be functionally associated with impairments in action-semantic
processing, was not statistically supported by the data. This is
unexpected given the relationship between motor hypoactivity
and impaired action word processing seen previously (Moseley
et al., 2013). This previous study in autism, as well as reports
from other patient groups with diseases or lesions of the motor
system (Boulenger et al., 2009; Bak and Chandran, 2012; Cardona
et al., 2014; Kemmerer, 2014), suggest the functional importance
of the motor system for optimal action word processing; the
studies above also indicate a functional role for motor systems
for abstract emotional words (Moseley et al., 2012, 2015; Dreyer
et al., 2015) though this proposition has not yet accrued the
same degree of empirical support. For action words, at least,
simulation studies and studies of novel action word learning have
been able to demonstrate the involvement and importance of
motor systems in acquiring an action vocabulary. The fact that
action and emotion word processing deficits were not related to
motor dysfunction appears to speak against this interpretation.
However, an interesting possibility is whether the deficits in hand
dexterity shown here by the Pegboard Test may have been so
specific that they did not correlate with errors to action words
which ranged in effector-specificity, as the overall action word
category included not only hand-related action words that might
correspond with the motor programs employed by the Purdue
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Pegboard Test, but also those denoting motor programs of the
feet and face. The same point could be made regarding emotion
words, which foremost tend to be related to actions of the face
(Moseley et al., 2012). A more thorough investigation might, as
such, include a wider battery of motor tests and a larger sample
size with greater power. It is also notable that autistic individuals
may, to some extent, be able to compensate for impaired motor
systems by recruiting other areas for semantic word processing
(Moseley and Pulvermüller, 2018). This may be another reason
for the lack of an association, and ultimately, studies would
benefit from marrying multiple methodologies: imaging during
language testing, andmotor skills testing.

A notable limitation of our study is the fact that semantic
differences between action and object words were confounded
by uncontrolled differences in grammatical class: action words
were all verbs, while object words were nouns which could
have confounded our data. As such, it could be argued that
autistic participants had a general deficit across the grammatical
category of verbs. Though this study cannot speak to this
possibility, our previous investigation in autistic participants
found a double dissociation within the grammatical category of
verbs between words with emotional content and those without
(Moseley et al., 2015). Analysis of carefully orthogonalized word
categories does indeed suggest that action and object words
diverge along the semantic as opposed to grammatical line
(Moseley and Pulvermüller, 2014), though dissociations between
nouns and verbs as grammatical categories might appear as
emergent properties of the more fundamental difference in
action and object associations. The primacy of the semantic as
opposed to grammatical dissociation has been supported by a
number of studies (Barber et al., 2010; Vigliocco et al., 2011;
Kemmerer et al., 2012; Fargier and Laganaro, 2015; Lobben and
D’Ascenzo, 2015; Popp et al., 2016; Zhao et al., 2017; Vonk
et al., 2019), though others reflect both semantic and grammatical
divisions (Yudes et al., 2016; Yang et al., 2017). We would as such
doubt that our findings reflect a general verb deficit in autism,
but as debate surrounding the amodal vs. modal organization
of language continues, we cannot speak conclusively on
this matter.

Another point of note is that one of our subcategories of object
words, tool words, is known to elicit activity in motor systems
that has been associated with the action affordances of these
objects (Chao and Martin, 2000; Carota et al., 2012). Including
this more action-related subcategory within our superordinate
object-word category might, therefore, have been problematic.
In an attempt to exclude the possible contribution of action
associations from tool words in our object word category, we ran
a secondary analysis excluding tool words, which did not lead to a
different pattern of results. As such, the autistic impairment seen
for action words was impervious to the presence of tool words in
the object word category, but along with tighter control over the
grammatical confound of action/verbs and object/nouns, future
studies may wish to exclude tool words within superordinate
object word categories.

Whilst none of the motor or clinical tests correlated with the
semantic language tasks, several other relationships of interest
were observed which corresponded with previous research in

autism. First, a significant correlation between the severity of
autistic symptoms (as measured by the AQ) and the severity
of alexithymia (as measured by the TAS-26) was obtained in
our autistic participants. This finding suggests that a higher
number of autistic traits is associated with greater alexithymia,
and is in line with other research that has shown high
comorbidity between ASD and alexithymia (Lombardo et al.,
2007; Milosavljevic et al., 2016; Kinnaird et al., 2019). Our ASD
participants had significantly higher overall scores on all scales of
the TAS-26 in comparison to TD controls. Scale 1 of the TAS-26
measures difficulties in identifying feelings, scale 2 measures
difficulties in describing (communicating) feelings, and scale
3 measures externally-orientated thinking.

A high degree of consistency was seen between our findings
and previous literature on the AQ, the EQ, and the SQ-R:
namely, that autistic participants had lower scores on the EQ
and that empathy scores decreased as autistic traits increased
(as in Baron-Cohen and Wheelwright, 2004; Wheelwright et al.,
2006); and that as in previous studies, autistic individuals
tend to score highly in systemizing (Baron-Cohen et al.,
2003; Wheelwright et al., 2006). This pattern, overall, confirms
the empathizing-systemizing account of autism (Baron-Cohen,
2009), and is consistent with that seen in very large samples
(Baron-Cohen et al., 2014).

Our self-developed MOSES questionnaire evaluates problems
in gross motor skills in daily life (e.g., catching a ball, riding
a bicycle, descending stairs, standing on one leg). The ASD
group scored significantly higher than controls on this self-report
questionnaire, indicating gross motor deficits that corroborate
the fine deficits seen in the Purdue Pegboard Test. Furthermore,
there was a strong positive correlation between overall AQ scores
and the MOSES questionnaire which implies that the degree of
autistic traits may correspond to the severity of motor deficits
in everyday life situations. Many studies have shown deficits in
gross motor skills in individuals with ASD (Leary and Hill, 1996;
Jansiewicz et al., 2006; Dziuk et al., 2007; Ming et al., 2007),
and many studies have likewise shown a relationship between
increased severity of autistic symptomatology and greater motor
dysfunction (Papadopoulos et al., 2012; MacDonald et al.,
2013, 2014; Travers et al., 2013, 2015; Stevenson et al., 2017;
Uljarević et al., 2017; for review, see Moseley and Pulvermüller,
2018). Notably, the MOSES test in our study assessed how
participants subjectively perceived their own gross motor skills.
It is interesting that ASD participants’ perception of their own
deficits in gross motor function is consistent with the poorer
scores in objective assessments of gross motor skills described in
previous studies, and that as in previous studies, a relationship
exists between motor deficits and autistic symptomatology, even
when the former is self-reported.

Finally, this study possesses limited generalizability within the
autism spectrum, due to the fact that only autistic adults without
intellectual disability were included. Hence, these findings cannot
be generalized to minimally-verbal adults, those with intellectual
disability, or to children with ASD. Moreover, although the
sample size in the present study is similar compared to other
behavioral studies on autism, the results require confirmation in
future studies with a larger clinical group.

Frontiers in Human Neuroscience | www.frontiersin.org 8 July 2019 | Volume 13 | Article 25676

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Hillus et al. Semantic-Motor Impairments in Autism

CONCLUSION

Our study corroborates previous findings that autistic individuals
show specific difficulties in semantic processing of action words;
there was no evidence for differential semantic processing deficits
for any other word category. Furthermore, our findings revealed
deficits in fine motor skills as well as in self-reported gross motor
behavior in autistic adults without intellectual disability. The
results might be interpreted on the basis of impaired functional
(or structural) connections within the motor cortex that hinders
the formation of action-perception circuits which may be
crucial for storing semantic concepts. The lack of a significant
correlation between motor skills in ASD and deficits for action
(and indeed emotion words) did not support the notion of a
direct functional-behavioral link between motor performance
and semantic processing of these words, but the study leaves open
several possible interpretations. Further investigation is thus
needed to corroborate the hypothesized functional relationship
between motor deficits and impairments in processing words
which imply motor regions.
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Multisensory integration (MSI) allows us to link sensory cues from multiple sources and
plays a crucial role in speech development. However, it is not clear whether humans have
an innate ability or whether repeated sensory input while the brain is maturing leads to
efficient integration of sensory information in speech. We investigated the integration of
auditory and somatosensory information in speech processing in a bimodal perceptual
task in 15 young adults (age 19–30) and 14 children (age 5–6). The participants were
asked to identify if the perceived target was the sound /e/ or /ø/. Half of the stimuli
were presented under a unimodal condition with only auditory input. The other stimuli
were presented under a bimodal condition with both auditory input and somatosensory
input consisting of facial skin stretches provided by a robotic device, which mimics
the articulation of the vowel /e/. The results indicate that the effect of somatosensory
information on sound categorization was larger in adults than in children. This suggests
that integration of auditory and somatosensory information evolves throughout the
course of development.

Keywords: multisensory integration, speech perception, auditory and somatosensory feedback, adults, children,
categorization, maturation

INTRODUCTION

From our first day of life, we are confronted with multiple sensory inputs such as tastes, smells,
and touches. Unconsciously, related inputs are combined into a single input with rich information.
Multisensory integration (MSI), also called multimodal integration, is the ability of the brain to
assimilate cues from multiple sensory modalities that allows us to benefit from the information
from each sense to reduce perceptual ambiguity and ultimately reinforce our perception of the
world (Stein and Meredith, 1993; Stein et al., 1996; Robert-Ribes et al., 1998; Molholm et al., 2002).
MSI holds a prominent place in the way that information is processed, by shaping how inputs are
perceived. This merging of various sensory inputs into common neurons was typically assumed to
occur late in the perceptual process stream (Massaro, 1999), but recent studies in neurophysiology
have even demonstrated that MSI can occur in the early stages of cortical processing, even in
brain regions typically associated with lower-level processing of uni-sensory inputs (Macaluso
et al., 2000; Foxe et al., 2002; Molholm et al., 2002; Mishra et al., 2007; Raij et al., 2010;
Mercier et al., 2013).

While some researchers have suggested that an infant’s brain is likely equipped with
multisensorial functionality at birth (Bower et al., 1970; Streri and Gentaz, 2004), others have
suggested that MSI likely develops over time as a result of experiences (Birch and Lefford, 1963;
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Yu et al., 2010; Burr and Gori, 2011). Several studies support
the latter hypothesis. For example, studies have demonstrated
that distinct sensory systems develop at different rates and
in different ways, which suggests that several mechanisms are
implicated inMSI depending on the type of interactions (Walker-
Andrews, 1994; Gori et al., 2008; Burr and Gori, 2011; Dionne-
Dostie et al., 2015). For example, researchers have reported
that eye-hand coordination, a form of somatovisual interaction,
can be observed in infants as young as a week old (Bower
et al., 1970), and audiovisual association of phonetic information
emerges around 2 months of age (Kuhl and Meltzoff, 1982;
Patterson and Werker, 2003), but audiovisual integration in
spatial localization behavior does not appear before 8 months of
age (Neil et al., 2006).

Ultimately, although it is still unclear whether an innate
system enables MSI in humans, data from infants, children,
and adults suggest that unimodal and multimodal sensory
experiences and brain maturation enables the establishment of
efficient integration processing (Rentschler et al., 2004; Krakauer
et al., 2006; Neil et al., 2006; Gori et al., 2008; Nardini et al.,
2008; Hillock et al., 2011; Stein et al., 2014) and that multisensory
tasks in school-aged and younger children are executed through
unimodal dominance rather than integration abilities (McGurk
and Power, 1980; Hatwell, 1987; Misceo et al., 1999; Burr
and Gori, 2011). Moreover, according to the intersensory
redundancy hypothesis, perception of multimodal information
is only facilitated when information from various sources is
redundant, and not when the information is conflicting (Bahrick
and Lickliter, 2000, 2012).

Multimodal integration is crucial for speech development.
According to the associative view, during infancy, the acoustic
features of produced and perceived speech are associated with felt
and seen articulatory movements required for their production
(Kuhl and Meltzoff, 1982; Patterson and Werker, 2003; Pons
et al., 2009; Yeung andWerker, 2013). Once acoustic information
and proprioceptive feedback information are strongly linked
together, this becomes part of an internal multimodal speech
model (Guenther and Perkell, 2004; Tourville and Guenther,
2011; Guenther and Vladusich, 2012).

MSI can sometimes be overlooked in speech perception since
speakers frequently have one dominant sensory modality (Hecht
and Reiner, 2009; Lametti et al., 2012). However, even though
audition is the dominant type of sensory information in speech
perception, many researchers have suggested that other sensory
modalities also play a role in speech processing (Perrier, 1995;
Tremblay et al., 2003; Skipper et al., 2007; Ito et al., 2009; Lametti
et al., 2012). The McGurk effect, a classic perceptual illusion
resulting from incongruent simultaneous auditory and visual
cues about consonants clearly demonstrates that information
from multiple sensory channels is unconsciously integrated
during speech processing (McGurk and MacDonald, 1976).

In the current study, we examined the integration of
auditory and somatosensory interaction in speech perception.
Previous research has suggested that to better understand
how different types of sensory feedback interact in speech
perception, we need to better understand how and when this
becomes mature.

Hearing is one of the first sensory modalities to emerge in
humans. While still in utero, babies can differentiate speech
from non-speech and distinguish variability in speech length and
intensity (for a review on auditory perception in the fetus, see
Lecanuet et al., 1995). After birth, babies are very soon responsive
to various rhythmic and intonation sounds (Demany et al., 1977)
and can distinguish phonemic features such as voicing, manner,
and place of articulation (Eimas et al., 1971). Specific perceptual
aspects of one’s first language, such as sensitivity to phonemes
and phonotactic properties, are refined by the first year of life
(Kuhl, 1991). Although auditory abilities become well established
in the early years of life, anatomical changes and experiences will
guide the development of auditory skills throughout childhood
(Arabin, 2002; Turgeon, 2011).

Little is known about the development of oral somatosensory
abilities in typically developing children. Yet, some authors have
worked on the development of oral stereognosis in children
and adults, where stereognosis is the ability to perceive and
recognize the form of an object in the absence of visual and
auditory information, by using tactile information. In oral
stereognosis, the form of an object is recognized by exploring
tactile information such as texture, size or spatial properties,
in the oral cavity. This is usually evaluated by comparing the
ability of children and adults to differentiate or identify small
plastic objects in their mouths. Researchers have reported that
oral sensory discrimination skills depend on age (McDonald
and Aungst, 1967; Dette and Linke, 1982; Gisel and Schwob,
1988). McDonald and Aungst (1967) showed that 6- to 8-year-
old children correctly matched half of the presented forms; 17-
to 31-year-old adolescents and adults had perfect scores; and
scores declined significantly with age among the 52- to 89-year-
olds. Dette and Linke (1982) found similar results in 3- to 17-
year-olds. The effect of age was also found in younger vs. older
children. Kumin et al. (1984) showed that among 4- to 11-year-
olds, the older children had significantly better oral stereognosis
scores than younger children. Gisel and Schwob (1988) reported
that 7- and 8-year-old children had better identification skills in
an oral stereognosis experiment than 5- and 6-year-old children.
Interestingly, only the 8-year-old children showed a learning
effect, in that they got better scores as the experiment progressed.

To explain this age-related improvement in oral stereognosis,
it was suggested that oral stereognosis maturity is achieved
when the growth of the oral and facial structures is complete
(McDonald and Aungst, 1967; Gisel and Schwob, 1988). This
explanation is consistent with vocal tract growth data that shows
that while major changes occur in the first 3 years of life
(Vorperian et al., 1999), important growth of the pharyngeal
region is observed between puberty and adulthood (Fitch and
Giedd, 1999) and multidimensional maturity of the vocal tract
is not reached until adulthood (Boë et al., 2007, 2008).

A few recent studies have suggested that there is a
link between auditory and somatosensory information in
multimodal integration.

Lametti et al. (2012) proposed that sensory preferences
in the specification of speech motor goals could mediate
responses to real-time manipulations, which would explain the
important variability in compensatory behavior to an auditory
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manipulation (Purcell and Munhall, 2006; Villacorta et al., 2007;
MacDonald et al., 2010). They point out that one’s own auditory
feedback is not the only reliable source of speechmonitoring and,
in line with the internal speechmodel theory, that somatosensory
feedback would also be considered in speech motor control.
In agreement with this concept, Katseff et al. (2012) suggested
that partial compensation in auditory manipulation of real-time
speech could be because both auditory and somatosensory
feedback system monitor speech motor control and therefore,
the two systems are competing when large sensory manipulation
affects only one of the sensory channels.

A recent study of speech auditory feedback perturbations in
blind and sighted speakers supports the latter explanation. It
showed that typically developing adults, whose somatosensory
goals are narrowed by vision were more likely to tolerate
large discrepancies between the expected and produced auditory
outcome, whereas blind speakers, whose auditory goals had
primacy over somatosensory ones, tolerated larger discrepancies
between their expected and produced somatosensory feedback.
In this sense, blind speakers were more inclined to adopt unusual
articulatory positions to minimize divergences of their auditory
goals (Trudeau-Fisette et al., 2017).

Researchers have also suggested that acoustic and
somatosensory cues are integrated. As far as we know, Von
Schiller (cited in Krueger, 1970; Jousmäki and Hari, 1998) was
the first one to report that sound could modulate touch. Indeed,
although he was mainly focused on the interaction between
auditory and visual cues, he showed in his 1932s article that
auditory stimuli, such as tones and noise bursts, could influence
an object’s physical perception. Since then, studies have shown
how manipulations of acoustic frequencies or even changes in
their prevalence can influence the tactile perception of objects,
events, and skin deformation such as their perceived smoothness,
occurrence, or magnitude (Krueger, 1970; Jousmäki and Hari,
1998; Guest et al., 2002; Hötting and Röder, 2004; Ito and
Ostry, 2010). Multimodal integration was stronger when both
perceptual sources were presented simultaneously (Jousmäki
and Hari, 1998; Guest et al., 2002).

This interaction between auditory and tactile channels is
also found in the opposite direction, in that somatosensory
inputs can influence the perception of sounds. For example,
Schürmann et al. (2004) showed that vibrotactile cues can
influence the perception of sound loudness. Later, Gick and
Derrick (2009) demonstrated that aerotactile inputs could
modulate the perception of a consonant’s oral property.

Somatosensory information coming from orofacial areas is
somewhat different from those typically intended. Kinesthetic
feedback usually refers to information retrieved from position,
movement, and receptors in muscles and articulators (Proske
and Gandevia, 2009). However, some of the orofacial regions
involved in speech production movement are devoid of muscle
proprioceptors. Therefore, the somatosensory information
guiding our perception and production abilities likely also come
from cutaneous mechanoreceptors (Johansson et al., 1988; Ito
and Gomi, 2007; Ito and Ostry, 2010).

Although many studies have reported on the role of
somatosensory information derived from orofacial movement in

speech production (Tremblay et al., 2003; Nasir and Ostry, 2006;
Ito and Ostry, 2010; Feng et al., 2011; Lametti et al., 2012), few
studies have reported its role in speech perception.

Researchers recently investigated the contribution of
somatosensory information on speech perception mechanisms.
Ito et al. (2009) designed a bimodal perceptual task experiment
where they asked participants to identify if the perceived target
was the word ‘‘head’’ or ‘‘had.’’ When the acoustic targets
(all members of the ‘‘head/had’’ continuum) were perceived
simultaneously to a skin manipulation recalling the oral
articulatory gestures implicated in the production of the vowel
/ε/, the identification rate of the target ‘‘head’’ was significantly
improved. The researchers also tested different directions of the
orofacial muscle manipulation and established that the observed
effect was only found if the physical manipulation reflected a
movement required in speech production (Ito et al., 2009).

Somatosensory information appears to even be involved
in the processing of higher-level perceptual concepts (Ogane
et al., 2017). In a similar perceptual task, participants were
asked to identify if the perceived acoustic target was ‘‘l’affiche’’
(the poster) or ‘‘la fiche’’ (the form). The authors showed
that the appropriate temporal positions of somatosensory skin
manipulation in the stimulus word, simulating somatosensory
inputs concerning the hyperarticulation of either the vowel /a/ or
the vowel /i/, could affect the categorization of the lexical target.

Although further study would reinforce these findings, these
experiments highlight the fact that the perception of linguistic
inputs can be influenced by the manipulation of cutaneous
receptors involved in speech motion (Ito et al., 2009, 2014; Ito
andOstry, 2010), and furthermore, attest of a strong link between
auditory and somatosensory channels within the multimodal
aspect of speech perception in adults.

The fact that sounds discrimination if facilitated when
included in the infants’ babbling register (Vihman, 1996) is
surely part of the growing body of evidence that demonstrates
how somatosensory information that is derived from speech
movement also influences speech perception in young speakers
(DePaolis et al., 2011; Bruderer et al., 2015; Werker, 2018).
However, to our knowledge, only two studies have investigated
how somatosensory feedback is involved in speech perception
abilities in children (Yeung and Werker, 2013; Bruderer
et al., 2015). In both studies, the researchers manipulated
oral somatosensory feedback by constraining tongue or lip
movement, thus forcing the adoption of a precise articulatory
position. Although MSI continues to evolve until late childhood
(Ross et al., 2011), these two experiments in toddlers shed light
on how this phenomenon emerges.

In their 2013 article, Yeung and Werker (2013) reported
that when 4- and 5-month-old infants were confronted with
incongruent auditory and labial somatosensory cues, they were
more likely to fix the visual demonstration corresponding to
the vowel perceived through the auditory channel. In contrast,
congruent auditory and somatosensory cues did not call for
the need to add a corresponding visual representation of the
perceived vowel.

Also using a looking-time procedure, Bruderer et al. (2015)
focused on the role of language experience on the integration
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of somatosensory information. They found that the ability of
6-month-old infants to discriminate between the non-native
dental /d

u
/ and the retroflex /ã/ Hindi consonant was influenced

by the insertion of a teething toy. When the toddlers’ tongue
movements were restrained, they showed no evidence of
phonetic contrast discrimination of tongue tip position. As
shown by Ito et al. (2009), the effect of somatosensory cues
was only observed if the perturbed articulator would have been
involved in the production of the sound that was heard.

While these two studies mainly focused on perceptual
discrimination rather than categorical representation of speech,
they suggest that proprioceptive information resulting from
static articulatory perturbation plays an important role in speech
perception mechanisms in toddlers and that the phenomenon
of multimodal integration in the perception-production speech
model starts early in life. The authors suggested that, even at
a very young age, babies can recognize that information can
come from multiple sources and they react differently when the
sensory sources are compatible. However, it is still unknown
when children begin to integrate various sensory sources to treat
them as a single sensory source.

In the current study, we aimed to investigate how dynamic
somatosensory information from orofacial cutaneous receptors
is integrated in speech processing in children compared to
adults. Based on previous research, we hypothesized that:
(1) when somatosensory inputs are presented simultaneously
with auditory inputs, this affects their phonemic categorization;
(2) auditory and somatosensory integration is stronger in adults
than in children; and (3) MSI is facilitated when both types of
sensory feedback are consistent.

MATERIALS AND METHODS

Participants
We recruited 15 young adults (aged 19–30), including
eight females. We also recruited 21 children (aged 4–6) and
after excluding seven children due to equipment malfunction
(1), non-completion (2), or inability to understand the task (4),
this left 14 children (aged 5–6) including 10 females, for the
data analysis. Five- to six-year-old is a particularly interesting
age window since children master all phonemes of their native
language. However, they have not yet entered the fluent reading

stage, during which explicit teaching of reading has been shown
to alter multimodal perceptual (Horlyck et al., 2012).

All participants were native speakers of Canadian French
and were tested for pure-tone detection threshold using an
adaptive method (DT < 25 dB HL at 250, 500, 1,000, 2,000,
4,000 and 8,000 Hz). None of the participants reported having
speech or language impairments. The research protocol was
approved by the Université du Québec à Montréal’s Institutional
Review Board (no 2015-05-4.2) and all participants (or the
children’s parents) gave written informed consent. The number
of participants was limited due to the age of the children and
the length of the task (3 different tasks were executed on the
same day).

Experimental Procedure
As in the task used by Ito et al. (2009), the participants were
asked to identify the vowel they perceived and were asked to
choose between /e/ and /ø/. Based on Ménard and Boe (2004),
the auditory stimulus consisted of 10 members of a synthesized
/e–ø/ continuum generated using theMaedamodel (see Table 1).
This continuum was created such that the first four formants
were equally distributed from those corresponding to the natural
endpoint tokens of /e/ and /ø/. To ensure that the children
understood the difference between the two vocalic choices, the
vowel /e/ was represented by an image of a fairy (/e/ as in fée)
and the vowel /ø/ was represented by an image of a fire (/ø/ as in
feu). Since, we wanted tominimize large headmovements during
the experiment, the children were asked to point out the image
corresponding to their answers. Both images were placed in front
of them at shoulder level, three feet away from each other on
the horizontal plane. The adults were able to use the keyboard
without looking at it and they used the right and left arrows to
indicate their responses.

Figure 1 shows the experimental set-up for the facial skin
stretch perturbations. The participants were seated with their
backs to a Phantom 1.0 device (SensAble Technologies) and
they wore headphones (Sennheiser HD 380 pro). This small
unit, composed of a robotic arm to which a wire is attached,
allows for minor lateral skin manipulation at the side of the
mouth, where small plastic tabs (2 mm × 3 mm), located on
the ends of the wire, were placed with double-sided tape. The
robotic arm was programed to ensure that when a four Newton

TABLE 1 | Formant and bandwidth values of the synthesized stimuli used in the perceptual task.

Formant values Bandwidths values

F1 F2 F3 F4 F5 B1 B2 B3 B4 B5

Auditory stimuli
1 364 1,922 2,509 3,550 4,000 48 55 60 50 100
2 364 1,892 2,469 3,500 4,000 48 55 60 50 100
3 364 1,862 2,429 3,450 4,000 48 55 60 50 100
4 364 1,832 2,389 3,400 4,000 48 55 60 50 100
5 364 1,802 2,349 3,350 4,000 48 55 60 50 100
6 364 1,772 2,309 3,300 4,000 48 55 60 50 100
7 364 1,742 2,269 3,250 4,000 48 55 60 50 100
8 364 1,712 2,229 3,200 4,000 48 55 60 50 100
9 364 1,682 2,189 3,150 4,000 48 55 60 50 100
10 364 1,652 2,149 3,100 4, 000 48 55 60 50 100
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FIGURE 1 | Experimental set up for facial skin stretch perturbations
(reproduced with permission from Ito and Ostry, 2010).

flexion force was administered it led to a 10- to 15-mm lateral
skin stretch.

When this facial skin stretch is applied at lateral to the
oral angle in the backward direction as shown in the figure, it
mimics the articulation associated with the production of the
unrounded vowel /e/. Therefore, auditory and somatosensory
feedback was either congruent (with /e/-like auditory inputs)
or incongruent (with /ø/-like auditory inputs). As stated early,
cutaneous receptors found in the within the labial area provides
speech related kinesthetic information (Ito and Gomi, 2007).
Since the skinmanipulation was programed to be perceived at the
same time as the auditory stimuli, it was possible to investigate
the contribution of the somatosensory system to the perceptual
processing of the speech targets.

The auditory stimuli were presented in 20 blocks of 10 trials
each. Within each block, all members of the 10-step continuum
were presented in a random order. For half of the trials, only
the auditory stimulus was presented (unimodal condition). For
the other half of the trials, a facial skin manipulation was
also applied (bimodal condition). Alternate blocks of unimodal
and bimodal conditions were presented to the participants.
In total, 200 perceptual judgments were collected, 100 in the
auditory-only condition and 100 in the combined auditory and
skin-stretch condition.

Data Analysis
For each participant, stimulus, and condition, we calculated
the percentage of /e/ responses. The experiment was closely
monitored, and the responses in trials where a short pause was
requested by the participant were excluded from the analysis.
In doing so, we sought to eliminate categorical judgments for
which the participants were no longer in a position to properly
respond to the task (fewer than 1.1% and 0.2% of all responses
were excluded for children and adults, respectively). These
perceptual scores were then fitted onto a logistic regression
model (Probit model) to obtain psychometric functions from

which the labeling slopes and 50% crossover boundaries were
computed. The value of the slope corresponds to the sharpness
of the categorization (the lower the value, the more distinct
the categorization), while the boundary value indicates the
location of the categorical boundary between the two vowel
targets (the higher the value, the more toward /ø/ the frontier).
Using the lme4 package in R, we carried out a linear mixed-
effects model (Baayen et al., 2008) for both the steepness of the
slopes and the category boundaries in which group (adult or
children) and condition (unimodal or bimodal) were specified
as fixed factors and individual participant was defined as a
random factor.

Each given answer (5,800 perceptual judgments collected
from 29 participants) was fitted into a linear mixed-effects model
where fixed factors included stimuli (the 10-step continuum),
group (adult or children), and condition (unimodal or bimodal),
and the random factor was the individual participant. The mean
categorization of the first and last two stimuli was also compared.
Once again, the averages of the given answers (116 mean
perceptual judgments collected from 29 participants) were fitted
into a linear mixed-effects model where the fixed variables
included stimuli (head stimuli or tail stimuli), group (adult
or children), and condition (unimodal or bimodal) and where
the random variable was the individual participant. Finally,
independent t-tests were carried out in order to compare
variability in responses between both experimental groups and
conditions. In both cases, Kolmogorov–Smirnov tests indicated
that categorizations followed a normal distribution.

RESULTS

The overall percentage of /e/ responses for each stimulus is
shown in Figure 2. The data were averaged across speakers,
within both groups. Figure 3 displays the values for the
labeling slope (distinctiveness of the vowels’ categorization) and
50% crossover boundary (location of the categorical frontier)
averaged across experimental conditions and groups. As can be
seen in both figures, regardless of the experimental condition,
the children had greater variations in overall responses compared
to the adults, which was confirmed in an independent t-test
(t(38) = 2.792, p< 0.01).

Psychometric Functions
Labeling Slope Results
The linear mixed-effects model revealed a significant main effect
of group on the steepness of the slope (χ2

(1) = 23.549, p < 0.001),
indicating that there was more categorical perception in adults
than in children (see Figure 2, black lines and Figure 3, left-hand
part of the graph).

Although no effect of condition as a main effect was observed
(χ2
(1) = 3.618, p > 0.05), a significant interaction between group

and condition was found (χ2
(1) = 4.956, p < 0.05). Post hoc

analysis revealed that in the bimodal condition the slope of the
labeling function was more abrupt for the adults (z = −3.153,
p< 0.01) but not for the children, suggesting that the skin stretch
condition led to a more categorical identification of the stimuli in
adults only.
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FIGURE 2 | Percent identification of the vowel [e] for stimuli on the [e–ø] continuum, in both experimental conditions, for both groups. Error bars indicate standard
errors.

The 50% Crossover Boundary Results
A linear mixed-effects model analysis carried out on the 50%
crossover boundaries revealed a single main effect of condition
(χ2
(1) = 9.245, p < 0.01). For both groups, the skin stretch

perturbation led to a displacement of the 50% crossover
boundary. In the bimodal condition (A+SS), the boundary was
located closer to /ø/ than in the unimodal condition (A). This
result is consistent with the expected effect of the skin stretch
perturbation; more stimuli were perceived as /e/ than /ø/. No
effect of group, as a main effect or with condition was found.
The results are presented in Figure 2 and in Figure 3, in the
right-hand part of the graphs.

Categorical Judgments
A linear mixed-effects model analysis performed on the
categorical judgments revealed that in addition to the expected
main effect of stimuli (χ2

(1) = 3652.4, p < 0.001), there were
significant effects of group (χ2

(1) = 4.586, p < 0.05) and
condition (χ2

(1) = 15.736, p < 0.001), suggesting that children
and adults did not categorize the stimuli in a similar manner
and that both experimental conditions prompted different
categorization. Moreover, a significant interaction of group and
stimuli (χ2

(1) = 144.52, p < 0.001) revealed that irrespectively
of the experimental condition, some auditory stimuli were
categorized differently by the two groups.

Post hoc tests revealed that whether a skin stretch
manipulation was applied or not, stimulus 7 (A z = −3.795,
p < 0.1 A+SS z = −4.648, p < 0.01), 8 (A z = −3.445,
p < 0.5 A+SS z = −3.544, p < 0.1) and 9 (A z = −3.179,
p < 0.5 A+SS z = −4.347, p < 0.01) were more systematically
identified as /ø/ by the adults than by the children. While no
other two-way interactions were found, a significant three-way
interaction of group, condition, and stimuli was observed
(χ2
(4) = 117.26, p < 0.001) suggesting that, for some specific

stimuli, the skin stretch condition affected the perceptual
judgment of both groups in a different manner.

First, it was found that the skin stretch manipulation had
a greater effect on stimulus 6, in children only (z = −3.251,
p < 0.5). For this group, the skin stretch condition caused a
15.8% increase of /e/ labeling on stimulus 6. For the adults, the
addition of somatosensory cues only led to a 3.3% increase in /e/
categorization.

Although less expected, the skin stretch manipulation also
led to some perceptual changes at the endpoint of the auditory
continuum. As shown in Figure 2, stimulus 2 (z = 3.053, p< 0.5)
and stimulus10 (z = −3.734, p < 0.1) were labeled differently
by the two groups, but only in the bimodal condition. In fact,
stimulus 2 (an /e/-like stimulus) was more likely to be identified
as an /e/ by the adults in the experimental condition. In contrast,
children were less inclined to label it so. As for stimulus 10
(an /ø/-like stimulus), the addition of somatosensory inputs
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FIGURE 3 | Psychometric functions of labeling slope and 50% crossover boundary, in both experimental conditions, for both groups. Error bars indicate standard
errors. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

decreased the correct identification rate in children only. In
adults, although it barely affected their categorical judgments, the
skin stretch manipulation mimicking the articulatory gestures of
the vowel /e/ resulted in an increase of /ø/ labeling, as if it had a
reverse effect.

Last, a comparison of mean categorizations of the first and
last two stimuli revealed a main effect of stimuli (χ2

(1) = 313.52,
p < 0.001) and a significant interaction of group and stimuli
(χ2
(1) = 36.260, p < 0.001). More importantly, it also revealed a

3-way interaction of group, condition, and stimuli (χ2
(4) = 37.474,

p< 0.001). Post hoc tests indicated that those endpoint stimuli of
the continuum were categorized differently by the two groups,
but only when a skin stretch manipulation was applied. In
agreement with previous results, in the skin stretch condition,
children labeled more /e/-like stimuli as /ø/ (z = 3.434, p < 0.5),
and more /ø/-like stimuli as /e/ (z =−4.139, p< 0.01).

DISCUSSION

This study aimed to investigate how auditory and somatosensory
information is integrated in speech processing by school-aged
children and adults, by testing three hypotheses.

As hypothesized, the overall perceptual categorization of the
auditory stimuli was affected by the addition of somatosensory
manipulations. The results for psychometric functions and
categorical judgments revealed that auditory stimuli perceived

simultaneously with skin stretch manipulations were labeled
differently than when they were perceived on their own. Sounds
were more perceived as /e/ when they were accompanied by the
proprioceptive modification.

The second hypothesis that auditory and somatosensory
integration would be greater in adults than in children was also
confirmed. As shown in Figures 2, 3, orofacial manipulation
affected the position of the 50% crossover boundary of
both groups; when backward skin stretches were perceived
simultaneously with the auditory stimulus, it increased its
probability of being identified as an /e/. This impact of skin
stretch manipulation on the value corresponding to the 50th
percentile was also reported in Ito et al.’s (2009) experiment.
However, bimodal presentation of auditory and somatosensory
inputs affected the steepness of the slope in adults only. Figure 2
also shows that adult participants were more likely to label /e/-
like stimuli as /e/ in the bimodal condition. Since negligible
changes were observed for /ø/-like stimuli, it led to a more
categorical boundary between the two acoustic vocalic targets.
This difference in the integration patterns between children and
adults suggests that linkage of specific somatosensory inputs with
a corresponding speech sound evolves with age.

The third hypothesis that MSI would be stronger when
auditory and somatosensory information was congruent was
confirmed in adults but not in children. Only adults’ perception
was facilitated when both sensory information was consistent.
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In children, a decrease in the correct identification rate resulted
from the bimodal presentation when auditory and proprioceptive
inputs were compatible. Moreover, while adults seemed to
not be affected by the /e/-like skin stretches when auditory
stimuli were alongside the prototypical /ø/ vocalic sound (see
Figure 2), children’s categorization was influenced even when
sensory channels were clearly contrasting, as if the bimodal
presentation of vocalic targets blurred the children categorization
abilities. Moreover, thought somatosensory information mostly
affected specific stimuli in adult, it’s effect in children was
further distributed along the auditory continuum. These last
observations support our second hypothesis that MSI is strongly
defined in adults.

As many have suggested, MSI continues to develop during
childhood (e.g., Ross et al., 2011; Dionne-Dostie et al., 2015).
The fact that young children are influenced by somatosensory
inputs in a different manner then adults could, therefore, be due
to their underdevelopedMSI abilities. Related findings have been
reported for audiovisual integration (McGurk and MacDonald,
1976; Massaro, 1984; Desjardins et al., 1997). It has also been
demonstrated that the influence of visual articulators in audition
is weaker in school-aged children than in adults.

In agreement with the concept that MSI continues to develop
during childhood, the differences observed between the two
groups of perceivers could also be explained by the fact that
different sensory systems develop at different rates and in
different ways. In that sense, it has also been found that
school-aged children were not only less likely to perceive a
perceptual illusion resulting from incongruent auditory and
visual inputs, but they also had poorer results in the identification
of unimodal visual targets (Massaro, 1984).

Studies of the development of somatosensory abilities also
support this concept. As established earlier, oral sensory acuity
continues to mature until adolescence (McDonald and Aungst,
1967; Dette and Linke, 1982; Holst-Wolf et al., 2016). The young
participants who were 5–6 years of age in the current study
may have had underdeveloped proprioceptive systems, which
may have caused their less clearly defined categorization of
bimodal presentations.

It is generally accepted that auditory discrimination is
poorer and more variable in children than in adults (Buss
et al., 2009; MacPherson and Akeroyd, 2014), and children’s
lower psychometric scores are often related to poorer attention
(Moore et al., 2008).

MSI requires sustained attention, and researchers have
suggested that poor psychometric scores in children might be
related to an attentional bias between the recruited senses in
children vs. adults (Spence and McDonald, 2004; Alsius et al.,
2005; Barutchu et al., 2009). For example, Barutchu et al. (2009)
observed a decline in multisensory facilitation when auditory
inputs were presented with a reduced signal-to-noise ratio. They
suggested that the increased level of difficulty in performing the
audiovisual detection task under high noise condition may be
responsible for the degraded integrative processes.

If this attention bias might explain some of the between-group
performance differences found when /e/-like somatosensory
inputs were presented with /ø/-like auditory inputs (high level

of difficulty), it would not justify differences between children
and adults when the auditory and somatosensory channels
agreed. The children showed decreased multisensory ability
when both sensory inputs were compatible. Since difficulty level
was reduced when multiple sensory sources were compatible,
we should only have observed confusion in the children’s
categorization when auditory and somatosensory information
was incongruent. According to the intersensory redundancy
hypothesis, MSI should be improved when information from
multiple sources is redundant. Indeed, Bahrick and Lickliter
(2000) suggested that concordance of multiple signals would
guide attention and even help learning (Barutchu et al., 2010). In
the current study, this multisensory facilitation was only found
in the adult participants.

This latter observation and the fact that no significant
differences in variability were found across experimental
conditions make it difficult to link the dissimilar patterns
of MSI found between the two groups to an attention bias
in children. However, finding a greater variability in MSI
in children in both conditions, combined with their distinct
psychometric and categorical scores provides support for the
concept that perceptual systems in school-aged children are not
yet fully shaped, which prevents them from attaining adult-like
categorization scores.

As speech processing is multisensory and 5- to 6-year-olds
have already experienced it, it is not surprising that some
differences, even typical MSI ones, were found between the
two experimental conditions in children. Since even very young
children recognize that various speech sensory feedback can be
compatible—or not (Patterson and Werker, 2003; Yeung and
Werker, 2013; Bruderer et al., 2015; Werker, 2018), the different
behavioral patterns observed in this study suggest that some
form of multimodal processing exists in school-aged children,
but complete maturation of the sensory systems is needed to
achieve adult-like MSI.

CONCLUSION

When somatosensory input was added to auditory stimuli,
it affected the categorization of stimuli at the edge of the
categorical boundary for both children and adults. However,
while the oral skin stretch manipulation had a defining effect on
phonemic categories in adults, it seemed to have a blurring effect
in children, particularly on the prototypical auditory stimuli.
Overall, our results suggest that since adults have fully developed
sensory channels and more experiences in MSI, they have
stronger auditory and somatosensory integration than children.

Although longitudinal observations are not possible, two
supplementary experiments in these participants has been
conducted to further investigate how MSI takes place in speech
processing in school-aged children and adults. These focus on the
role of visual and auditory feedback.
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While common semantic representations for individual words across languages have
been identified, a common meaning system at sentence-level has not been determined.
In this study, fMRI was used to investigate whether an across-language sentence
comprehension system exists. Chinese–Japanese bilingual participants (n = 32) were
asked to determine whether two consecutive stimuli were related (coherent) or not
(incoherent) to the same event. Stimuli were displayed with three different modalities
(Chinese written sentences, Japanese written sentences, and pictures). The behavioral
results showed no significant difference in accuracy and response times among the
three modalities. Multi-voxel pattern analysis (MVPA) of fMRI data was used to classify
the semantic relationship (coherent or incoherent) across the stimulus modalities. The
classifier was first trained to determine coherency within Chinese sentences and then
tested with Japanese sentences, and vice versa. A whole-brain searchlight analysis
revealed significant above-chance classification accuracy across Chinese and Japanese
sentences in the supramarginal gyrus (BA 40), extending into the angular gyrus (BA 39)
as well as the opercular (BA 44) and triangular (BA 45) parts of the inferior frontal gyrus
in the left hemisphere (cluster-level FWE corrected p < 0.05). Significant above-chance
classification accuracy was also found across Japanese sentences and pictures in the
supramarginal (BA 40) and angular gyrus (BA 39). These results indicate that a common
meaning system for sentence processing across languages and modalities exists, and
it involves the left inferior parietal gyrus.

Keywords: semantic processing, sentence comprehension, bilingualism, fMRI, MVPA

INTRODUCTION

Some of the languages in existence nowadays share similarities in phonological and/or orthographic
properties, while others do not. However, all human beings are capable of acquiring another
language besides their native language. Language is a symbolic representation of the knowledge of
the world, the meaning which is also known as semantics in the domain of linguistics. It is possible
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to assume that the neurobiological infrastructure that is largely
shared among humans is likely to be the neural system
that underlines semantic processing (Binder et al., 2009;
Hagoort, 2014).

The comprehension of semantics requires the automatic
parallel processing of sound, word, and sentence patterns
(Fromkin et al., 2014). Nevertheless, the semantic properties of
words/sentences are readily distinguished from their structural
properties (Binder et al., 2009). Also, the neural processing of
different language structures is distinguishable (e.g., Tan et al.,
2005; Grodzinsky and Friederici, 2006; Buchweitz et al., 2009),
even as the brain regions overlap to some degree (e.g., Keller et al.,
2001; Hickok and Poeppel, 2004).

Binder et al. (2009) reviewed neuroimaging studies (i.e., fMRI
and PET studies) to identify brain regions that contribute to the
semantic component of words and found that the left posterior
parietal lobe, the lateral temporal cortex, and the inferior
frontal gyrus demonstrated a high likelihood of activation across
studies. Recent fMRI studies applied multi-voxel pattern analysis
(MVPA) to investigate neural representations associated with
semantics by analyzing patterns of neural activation (Mitchell
et al., 2008; Shinkareva et al., 2011). This approach also enabled
a comparison through which to investigate the common neural
representations across people and languages (Zinszer et al., 2016;
Yang et al., 2017a), especially in bilingual semantic processing.
For example, the common neural representation of equivalent
Portuguese and English nouns was found to be situated in
the left post-central and supramarginal gyri (SMG), the left
inferior and superior parietal lobes (I/SPL), the left inferior
frontal gyrus (IFG), and the posterior superior temporal lobe
(Buchweitz et al., 2012). Meanwhile Correia et al. (2014) argued
that the shared representation across Dutch and English was
located in the left anterior temporal lobe (ATL), the left angular
gyrus (AG), the posterior bank of the left postcentral gyrus,
the right posterior superior temporal sulcus/gyrus (STS/STG),
the right anterior insula, the medial part of right ATL, and
the bilateral occipital cortices. Van de Putte et al. (2017)
investigated the common neural representation across French
and Dutch and proved that the shared semantic representations
are located in the bilateral occipito-temporal cortex and in the
inferior and the middle temporal gyrus (ITG/MTG). Overall, the
previous neuroimaging studies investigating the common neural
representation of the semantic processing of words have yielded
a consistent result, regardless of whether the participants were
asked to read (Buchweitz et al., 2012), listen (Correia et al.,
2014), or speak (Van de Putte et al., 2017) the words. Those
studies suggested that a common neural representation might
comprise a number of brain regions, including the left inferior
parietal lobe (AG and portions of SMG) and the superior/middle
temporal lobe. However, inconsistent results still existed, and
this inconsistency might be resolved via using more natural
processing, i.e., sentence processing.

In real life we communicate in written or spoken sentences
formed of words that are arranged according to complicated
syntactic rules (Ingram, 2007). Accordingly, the meanings
conveyed by sentences transcend the individual words. However,
the neural system underlying the semantic processing of

sentences is still controversial. Price (2010) reviewed studies that
have investigated the brain regions involved in the semantic
processing of spoken sentences and argued that the neural
system at the sentence level was situated in the anterior
and posterior parts of the left middle temporal gyrus, the
bilateral anterior temporal poles, the left AG, and the posterior
cingulate/precuneus. These areas were associated with the
semantic processing of words as reported by Binder et al.
(2009). Interestingly, Jouen et al. (2015) identified a common
neural system from processing whole sentences and images that
describe human events that also includes the left AG. To our
knowledge, however, only one MVPA study has argued the
existence of commonalities in the neural system of bilinguals
in the semantic processing of sentences across languages: Yang
et al. (2017b) mapped the semantic properties of English words
and their neural representations and subsequently developed a
predictive model containing the neural system of sentences that
were composed from these words. Although they demonstrated
the above chance accuracy of predicting the activation pattern
of Portuguese sentences from equivalent English sentences,
the Portuguese–English bilinguals were presented with only
their native Portuguese sentences. The direct prediction of
simultaneous semantic processing between the two languages
known by the bilinguals was not conducted. Also, as Yang et al.
(2017b) have suggested, all the across-language neural decoding
and prediction studies used stimuli that only encompassed a
small semantic space. In other words, they used a limited number
of concrete nouns to represent dwellings, tools, animals, or other
objects. It is hence unknown whether the neural system of the vast
semantic spaces across languages can be similarly predicted.

In order to achieve the understanding of the semantics of
sentences precisely, the syntactic processing is necessary for
dealing with fitnesses of different arguments of words and phrases
(Bookheimer, 2002; Humphries et al., 2007). This syntactic
processing is considered to be subserved by the pars opercularis
(BA 44), a subpart of the left inferior frontal gyrus (IFG)
(Newman et al., 2010; Friederici, 2011; Makuuchi and Friederici,
2013). Further, during the sentence comprehension, the syntactic
information needs to be integrated with the semantic information
(Marslen-Wilson and Tyler, 1980) that is subserved by the
pars trianularis (BA 45) which is another subpart of the left
IFG (Friederici, 2011). Thus, the integration processing of the
syntactic and semantic information is assumed to be supported
in the left IFG including BA 44 and BA 45 (Hagoort, 2005,
2014). However, some findings suggested that the region which
supports the processing of the syntactic and semantic integration
is located in the posterior temporal cortex (Friederici, 2011,
2012). Despite these controversies, we hypothesized that the
common neural system of the semantic processing of sentences
might comprise regions associated with the syntactic processing,
which are located in the left IFG.

This study aimed to investigate the common neural system of
the semantic processing of sentences across languages. Bilingual
participants were asked to read both the Chinese and the
equivalent Japanese sentences and to understand them. The
cross-language classification was implemented. This application
comprised training the support vector machine (SVM) classifier

Frontiers in Human Neuroscience | www.frontiersin.org 2 October 2019 | Volume 13 | Article 38093

https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00380 October 24, 2019 Time: 16:11 # 3

Hu et al. Common Neural System Across Languages

(Cortes and Vapnik, 1995) with sentences in one language and
testing it with sentences in the other language and vice versa.
Our analysis involved the training and testing of the SVM
with sentences in one language. In addition, participants were
presented with pictures that depicted the same kinds of human
events as in the sentences. The participants thus performed the
semantic processing of three different modalities: Chinese written
sentences, Japanese written sentences, and pictures.

MATERIALS AND METHODS

Participants
Thirty-two right-handed speakers of Chinese as their first
language participated in the study. Behavioral results showed that
the accuracy of three participants on either task condition was
lower than the chance level (50%). Thus, these three participants
were removed from both the behavioral and the fMRI analyses.
The remaining 29 participants (6 males; mean age = 27.93,
SD = 3.65) with normal or corrected to normal vision reported
that they did not suffer from any neurological or psychiatric
disorder. Each participant signed the informed consent format
approved by the Ethical Committee of the Graduate School of
Letters at Hokkaido University.

All the participants were late sequential bilinguals who began
learning Japanese at the average age of 18.03 (SD = 3.26).
They had been learning Japanese for 9.71 years (SD = 4.23)
on average, and had been living in Japan for an average of
4.85 years (SD = 2.59). Except for one participant who had
studied and lived in Japan for more than 10 years, all the
other participants had passed the highest level of Japanese
Language Proficiency Test. Twenty-two of the participants
were enrolled in a graduate-level course, and one was
registered in an undergraduate program at Hokkaido University.
Seven of the participants were employed in occupations: of
these, four were master’s degree holders, two had earned
doctoral degree, and one passed the requirements for the
bachelor’s degree.

The participants filled out a language self-rating questionnaire
to help researchers ascertain their Japanese language proficiency.
The questionnaire asked participants to award self-rating points
on a scale of 1.0 (poor) to 7.0 (excellent). The questionnaire
contained five questions each on listening, speaking, reading,
and writing skills which were collected from the JLPT Can-
do Self-Evaluation List created by the Japan Foundation and
the Japan Educational Exchanges and Services1. Despite being
late bilinguals, the participants rated themselves as being highly
proficient in Japanese (M = 6.24, SD = 0.58).

Stimuli
The stimuli comprised 48 pairs of pictures, and Chinese and
Japanese written sentences totaling 144 pairs. The pictures
(adapted from Jouen et al., 2015) depicted events representing
one or two persons (no negative emotional valence) performing a
common daily activity (e.g., playing the piano, cooking, reading a

1http://www.jlpt.jp/about/candolist.html

book to a child, etc.) and were collected from the Getty photo
database2. A pair of pictures either symbolized a sequence of
coherent events (for example, the first picture showed a girl
throwing a piece of rock and the second picture portrayed the
girl playing hopscotch as shown in Figure 1) or incoherent events
(e.g., the first displayed a girl and a woman mounting wallpaper,
and the second portrayed the same two characters jumping up
and down on a bed), and the paired pictures represented only
either coherent or incoherent events. Both the Chinese and
Japanese sentences were generated on the basis of the pictures: the
sentences described the activities being performed by the people
in the pictures. The Chinese sentences were first generated and
subsequently translated into equivalent Japanese sentences. The
validity of the Japanese translation was confirmed by consulting
with a native Japanese speaking expert. As a result, each event
pair conveying the same meanings was represented by three
different modalities: the picture, the Chinese sentence, and the
Japanese sentence.

Three stimuli sets (A, B, and C) were generated, each
comprising 16 picture pairs, 16 Chinese sentence pairs, and
16 Japanese sentence pairs. To avoid the participants seeing a
picture pair and receiving its corresponding Chinese or Japanese
sentence pair in a single session, stimuli pairs were crossed. For
example, the 16 picture pairs were classified into set A, and their
corresponding 16 Chinese and Japanese sentence pairs were then
respectively classified into sets B and C.

The stimuli were balanced for coherency (coherent or
incoherent) and the number of individuals performing the
activity (one or two), and both were counterbalanced across
the three stimuli sets. The Chinese sentences obeyed the
subject–verb–object order and the Japanese sentences obeyed the
subject–object–verb order according to the grammar rules of the
respective languages. The Chinese sentences had a mean length
of 10.08 words (SD = 2.62) and the Japanese sentences had an
average of 16.33 words (SD = 3.38).

Stimuli Evaluation
To assess the degree to which the sentences matched with the
pictures, 20 pilot participants (10 Chinese natives and 10 Japanese
natives) who did not participate in the fMRI experiment were
recruited. These participants were presented with sentences in
their respective native language and were asked to rate how
appropriately the sentences were able to describe the activities
being performed by the persons in the pictures on a scale of
1.0 (very poorly) to 7.0 (very well). The mean rating score was
6.51 (SD = 0.40) for the Chinese sentences and 6.69 (SD = 0.30)
for the Japanese sentences. Both the Chinese and the Japanese
sentences were thus rated as being excellently able to describe
the activities in the pictures. In addition, the variety of activities
in the pictures ensured that the Japanese used in the sentences
would incorporate a vast semantic space. Insufficient knowledge
of the used Japanese sentences would probably affect the semantic
processing; therefore, the frequency of the use of the words of
the Japanese sentences was evaluated. All the Japanese sentences
were segmented into words (totally 179 words), and the incidence

2https://www.gettyimages.fr/
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FIGURE 1 | Experimental paradigm.

of the use of the particular words was investigated using the
long-unit-word and the short-unit-word aspect of The Balanced
Corpus of Contemporary Written Japanese (BCCWJ) (National
Institute for Japanese Language and Linguistics, 2018). Except for
the newly coined word “selfie,” the frequencies of the words used
for the sentences ranked between extremely low and high levels
of usage, extending from 0.16 to 48383.91 per million words.

Procedures
Before the fMRI scanning session, participants completed the
vocabulary checking list that was generated according to word
frequency. The list contained 30 words collected in the order
of decreasing word frequency. The participants were asked to
remember the meanings of the words that they did not know to
avoid interference with sentence comprehension caused by not
understanding the words that were used.

During the scanning, participants underwent three sessions
(i.e., stimuli sets A, B, and C), and the order of the sessions
was counterbalanced across participants. Each session included
48 trials, and all the trials were randomly presented. During a
trial, a yellow fixation cross appeared on a black background
for 1 s, then the first stimulus of the event pair appeared on a

black background for 3 s, followed by another yellow fixation
cross for 1 s before the second stimulus of the event pair was
presented for 3 s. At the end of this sequence, an evaluation
screen with a white fixation cross containing options on a black
background was presented for 2 s plus jitter time (0, 2, 4, or
6 s) before the next trial (Figure 1). In the trials in which event
pairs were presented either in Chinese or Japanese, participants
were instructed to silently and consistently read the sentences
until they disappeared. In the trials in which the event pairs were
presented in pictures, participants were instructed to continue
thinking about the activities that the persons in the pictures
were performing. In each trial, participants were also asked to
judge whether or not the event pair was coherent by pressing
a response button with their right index or middle finger as
soon as they could after the evaluation screen appeared. The
evaluation screen did not disappear after they had pressed this
button. The judging options were arranged in accordance with
the participants’ fingers: the alternative presented in the left
bottom corner corresponded to the index finger and the selection
appearing in the right bottom corner corresponded to the
middle finger. The locations of the options were counterbalanced
across the stimuli.
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fMRI Acquisition
Functional and structural image acquisition was performed on a
Siemens Prisma 3.0 T scanner using a 64-channel head coil at the
Research and Education Center for Brain Science of Hokkaido
University. The whole brain functional images were collected
using a T2∗-weighted gradient EPI sequence (TR = 2000 ms,
TE = 30 ms, voxel size = 2 × 2 × 3.5 mm, and a 90◦ flip
angle). A session consisted of 318 volumes. The high-resolution
structural images covering the whole brain were acquired after
the functional image acquisition using a T1 MPRAGE sequence
(TR = 2300 ms, TE = 2.41 ms, TI = 900 ms, FOV = 256 × 256 mm,
and an 8◦ flip angle).

fMRI Data Preprocessing
fMRI data processing and analysis were performed with SPM
12 (Wellcome Department of Cognitive Neurology, London,
United Kingdom) in the Matlab environment. The first three
scans of all the sessions were removed from the analysis to
minimize T1 artifacts. The functional images were corrected for
slice timing and were spatially realigned to normalize to the
Montreal Neurological Institute (MNI) space without changing
the voxel size. Spatial smoothing was applied using a Gaussian
kernel of 6 × 6 × 6 mm full width at half-maximum for univariate
analysis. To prevent the possibility of less predictive individual
voxels, spatially normalized but unsmoothed images were used
to perform MVPA.

fMRI Data Analysis: Univariate Analysis
To reveal neural regions generally involved in the semantic
processing of Chinese sentences, Japanese sentences, and
pictures, the general linear model (GLM) (Friston et al., 1995) was
used to obtain contrasts between each modality and the baseline.
The three different modalities were modeled as three separate
regressors and were convolved with a canonical hemodynamic
response function for each participant. The group analysis was
then processed through a second-level random effects model
by using a one-sample t-test in a group analysis of all the
participants. The activated regions were extracted with a cluster-
level (k ≥ 15) threshold of p < 0.05 corrected for family-
wise error (FWE).

fMRI Data Analysis: Searchlight MVPA
A searchlight method (Kriegeskorte et al., 2006) with a linear
SVM classifier, as implemented by LIBSVM (Chang and Lin,
2011), was performed to investigate the common semantic neural
system across languages and modalities in the processing of
sentence comprehension. A spherical searchlight with a radius of
9 mm was used to reveal multiple patterns that carried featured
neural representations of the sentence semantics.

The classifier for the classification analysis was trained to
discriminate between the neural patterns associated with the
coherent and incoherent events. Two types of classification
analysis were performed. First, a within-language/modality
classification was accomplished with (1) only Chinese sentence
trials, (2) only Japanese sentence trials, and (3) only picture trials.

In all the within-language/modality classifications, a leave-one-
out procedure was used: the classifier was trained on the data
from any two of the three sessions and was tested on the data
from the one session left. The classification was repeated thrice by
interchanging the training and testing data. The accuracies were
averaged across the three iterations.

The second cross-classification was accomplished across
languages/modalities classification with (4) Chinese vs. Japanese
sentences, (5) Chinese sentence vs. picture, and (6) Japanese
sentence vs. picture. The classifier was trained with data from
one language/modality condition belonging to all the three
sessions. It was tested on the respective data obtained from
the remaining language/modality condition belonging to all the
three sessions. Each classification was repeated twice in a manner
ensuring that all of the specific language/modality data were used
once for the test. The resulting accuracies were averaged across
classification directions.

To construct accuracy group maps for across-
language/modality, the accuracies were averaged across all
participants and contrasted with the average accuracy of the
coherency (accuracy at chance = 50%) using a one-sample t-test
to reveal the cluster level (k ≥ 10) significant classification
of sentence semantics across languages/modalities (p < 0.05,
FWE-corrected). Group maps were also produced for the
within-language/modality (p < 0.05, FWE-corrected, k ≥ 10).

To reveal a more robust result for the searchlight MVPA
analysis, statistical maps were corrected using threshold free
cluster enhancement (TFCE; Smith and Nichols, 2009) as
implemented in a free MatlabTFCE package3 which combined
a maximal permuted statistic correction technique (Nichols
and Holmes, 2001). Ten thousand permutations and a one-
tailed corrected cluster threshold of p = 0.05 were used
(Wurm and Caramazza, 2019).

fMRI Data Analysis: Region of Interest
(ROI) Analysis
An ROI analysis was further performed to specifically investigate
the effects of regions that are commonly activated during
sentence processing. ROIs were selected based on Jouen
et al. (2015) study, which investigated the common neural
representations for the semantic processing of sentences in
monolinguals by performing conjunction analysis between
written sentences and pictures. Regions such as BA 22 (superior
temporal gyrus), BA 39 (AG, inferior parietal lobe), and BA
45 (triangular part of inferior frontal gyrus) were selected on
the basis of their reporting of these areas being involved in
the semantic processing of sentences. Two further regions were
selected: BA 40 (supramarginal gyrus), which is adjacent to BA 39,
and BA 44 (the opercular part of the inferior frontal gyrus), which
is adjacent to BA 45. These regions are considered to be part of
the classical language region and are known as Wernicke’s area
and Broca’s area, respectively (Catani et al., 2005; Hagoort, 2017).
To assure that the sentences were processed as semantic stimuli
rather than visual stimuli, BA 17 (primary visual cortex) was also

3https://github.com/markallenthornton/MatlabTFCE
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selected, and it was proved to be involved in visual information
processing as the control region.

RESULTS

Behavioral Results
During the fMRI scanning, the participants performed a
coherence judging task. In all the conditions involving the
Chinese sentence, the Japanese sentence and the picture, they
evaluated the coherence with a high accuracy (Chinese sentence:
M = 92%, SEM = 0.01; Japanese sentence: M = 92%, SEM = 0.01;
picture: M = 93%, SEM = 0.01; Figure 2A). No significant
differences were found on the accuracy [F(2,56) = 0.56, p = 0.58,
η2
p = 0.02].

A significant difference was found pertaining to the
condition on the response time [F(2,56) = 26.95, p < 0.001,
η2
p = 0.49]. Participants responded faster to the picture (M=0.94s,

SEM = 0.03) than to the Chinese sentence (M=1.00s, SEM=0.04)
and to the Japanese sentence (M=1.06s, SEM=0.04; Figure 2B).
In a supplementary analysis, differences in the accuracy and the
response time of the coherence judgment for all the conditions
were analyzed (see Supplementary Material).

Univariate Analysis
We accomplished a voxel-based analysis of the whole brain
activation to reveal activated neural regions for semantic
processing of the Chinese sentence, the Japanese sentence, and
the picture (p < 0.05, FWE-corrected, ke ≥ 15).

For the semantic processing of the Chinese sentence, a large
predominantly left-hemisphere network was activated (Figure 3
and Table 1A). These regions included clusters spreading from
the precentral gyrus (BA 6) and the supplementary motor area
(SMA; BA 6) to the opercular part of the inferior frontal
gyrus (Oper-IFG; BA 44); from the lateral inferior occipital
gyrus (IOG; BA 18) to the fusiform gyrus (BA 37); and
from the middle temporal gyrus (MTG; BA 21/22) to the

superior parietal gyrus (SPG; BA 7) in the left hemisphere. The
clusters that spread from the fusiform gyrus (BA 37) to the
lingual gyrus (BA 18) and calcarine cortex (BA 17), and areas
which included the MTG (BA 20) and the triangular part of
the inferior frontal gyrus (Tri-IFG) in the right hemispheres
were also found.

Similarly, for the semantic processing of the Japanese sentence,
the left-hemisphere regions were predominantly activated and
partially overlapping with the semantic processing of the Chinese
sentence (Figure 3 and Table 1B). Clusters in the left hemisphere
extended from the IOG (BA 18) to the fusiform gyrus (BA 37),
from the precentral gyrus (BA 6) and the SMA (BA 6) to the
Oper-IFG (BA 44), from the SPG (BA 7) to the MOG (BA 19),
and the MTG (BA 21/22). In the right hemisphere, the clusters
encompassed were the IOG (BA 19) to the lingual gyrus (BA 18)
and the calcarine cortex (BA 17), as well as the AG (BA 7) to the
MOG (BA 19), and the Tri-IFG.

In opposition to the Chinese and Japanese sentence
processing, the semantic processing of the picture activated
regions more bilaterally (Figure 3 and Table 1C). Except for the
cluster spreading from the superior temporal pole (BA 38) via
the superior temporal gyrus (STG; BA 22) to the MTG (BA 21)
in the right hemisphere, the regions that were activated both
in the left and right hemispheres were symmetrical to some
degree. The first two regions were the cluster extended from the
internal SMA (BA 32) and the precentral gyrus (BA 6) to the
Tri-IFG (BA 44) in the left hemisphere, and the cluster extended
from the precentral gyrus (BA 6) and the middle frontal gyrus
(MFG; BA 6) to the Tri-IFG in the right hemisphere. The other
two regions were the broad areas located in the occipital lobe
spreading from the left fusiform gyrus to the right hippocampus
as the peak locations.

Furthermore, we observed the greater activity in the left
inferior parietal gyrus (BA 40), the right supramarginal
gyrus, and middle occipital gyrus for coherent compared
with incoherent semantic processing (details are provided in
the Supplementary Material).

FIGURE 2 | Average accuracies (A) and response time (B) on judging coherence of stimuli of all conditions. Bars represent means with standard errors. C
represents the Chinese sentence condition, J represents the Japanese sentence condition, and P represents the picture condition (∗p < 0.05).
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FIGURE 3 | Stable voxels for the Chinese sentence, Japanese sentence and
picture in semantic processing. Stable voxel clusters significant at p < 0.05,
FWE-corrected, extent threshold = 15 voxels.

Searchlight MVPA Analysis
Within-Language/Modality Classification
Figure 4A and Table 2A exhibit the areas in which the significant
classification accuracies were found for the Chinese sentence.
These regions were located in the left AG (BA 39) and extended
to the MOG (BA 19). No significant classification accuracies were
found within the Japanese sentence.

Areas involved in the classification of the pictures were more
bilateral (Figure 4B and Table 2B) and included the left parieto-
occipital regions spreading from the AG (BA 39) to the cuneus
(BA 18/19), precuneus (BA 5), the lingual gyrus (BA 17/19),
and the left MFG (BA46). The right MOG extending to the
superior occipital gyrus (SOG; BA 7) and the precuneus (BA 7)
were also noted.

Across-Language/Modality Classification
Significant across-language (i.e., Chinese sentence vs. Japanese
sentence) classification accuracies were found in the left inferior
parietal gyrus (IPG), which extends from the supramarginal gyrus
(SMG; BA 40) to the AG (BA 39/7), and in the left precentral

gyrus extending to the Oper and Tri-IFG (BA 44/45; Figure 4C
and Table 2C).

Significant across-modality (i.e., Japanese sentence vs. picture)
classification accuracy involved the left IPG extending from the
SMG (BA 40) to the AG (BA 39/7) (Figure 4D and Table 2D). No
significant classification accuracy was found between the Chinese
sentence and the picture.

Results of using the TFCE also showed significant above
chance classification accuracies for within- and across-
language/modality classification. In the within-picture
classification, significant classification accuracies were
found in bilateral parieto-occipital regions (Supplementary
Figure 4A). In the across-language classification, significant
classification accuracies were found in the left IPG and the
left IFG (Supplementary Figure 4B), though the regions
significantly activated were smaller than those obtained using
the searchlight MVPA. In contrast, significant classification
accuracies were not observed for the within-Chinese sentences
and the Japanese vs. picture classifications.

ROI Analysis
The mean classification accuracies in each ROI were
contrasted with the chance level of accuracy (50%) using
a one-sample t-test to accomplish the ROI analysis. For
the within-Chinese sentence, the left BA 22 and BA 45
showed significant classification accuracies. For the within-
Japanese sentence, the left BA 40, right BA 22, and BA 39
revealed significant classification accuracies. For the within-
picture, the significant classification accuracies were shown
in the bilateral BA 22, BA 39, and BA 40, the right BA 39,
and the left BA 17, which was involved in primary visual
information processing.

For the across-language classification, significant classification
accuracies were shown in the bilateral BA 44, the left BA 39,
BA 40, and BA 45. Across modalities (i.e., Japanese sentence vs.
picture), significant accuracies were shown in the left BA 39 and
BA 40, and in the right BA 45. In contrast to the searchlight
analysis, the ROI analysis revealed significant cross-modality
classification accuracies for the Chinese sentence vs. the picture
in the bilateral BA 39 and BA 40 (Figure 5).

DISCUSSION

The present study used MVPA to investigate the common
neural system of the semantic processing during sentence
comprehension across languages in bilinguals. The significant
classification accuracies indicate the existence of a common
neural semantic representation in the higher language processing
level. More specifically, the common neural representation was
found to be situated in the left inferior parietal gyrus extending
from the angular gyrus to the supramarginal gyrus, and the
opercular and triangular part of the left inferior frontal gyrus.
The results of this study also suggest that the left inferior parietal
gyrus, in particular, the left angular gyrus and supramarginal
gyrus, is pivotal to the processing of semantics regardless
of the modality.
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TABLE 1 | Activation for Chinese sentence (A), Japanese sentence (B) and picture (C) semantic processing.

Voxels BA T MNI

x y z

(A) Chinese sentence

L precentral gyrus 263 6 14.74 −42 2 47

L opercularis inferior frontal gyrus 12.04 −45 17 23

L opercularis inferior frontal gyrus 44 11.96 −45 5 29

L inferior occipital gyrus 565 18 14.37 −15 −94 −7

L fusiform gyrus 37 14.01 −45 −55 −16

L inferior occipital gyrus 18 13.21 −24 −94 −7

L supplementary motor area 204 6 12.36 −3 2 62

L supplementary motor area 11.81 −3 8 53

R middle cingulum gyrus 6.19 9 20 44

L middle temporal gyrus 132 21 11.37 −54 −49 8

L middle temporal gyrus 22 10.35 −57 −37 5

L insula 32 47 9.98 −30 23 2

L superior parietal gyrus 60 7 8.64 −27 −64 50

L cerebellum 21 7.79 −3 −52 −37

R fusiform gyrus 347 37 12.05 39 −49 −19

R lingual gyrus 18 11.94 18 −85 −7

R calcarine cortex 17 11.20 15 −91 −1

R cerebellum 18 10.58 30 −67 −52

R middle temporal gyrus 40 20 7.70 51 −10 −13

R triangularis inferior frontal gyrus 26 7.34 39 23 26

(B) Japanese sentence

L inferior occipital gyrus 832 18 16.93 −15 −94 −7

L inferior occipital gyrus 18 14.48 −24 −94 −7

L fusiform gyrus 37 14.04 −42 −58 −13

L precentral gyrus 680 6 15.42 −42 2 47

L opercularis inferior frontal gyrus 12.64 −51 17 23

L precentral gyrus 44 12.39 −45 5 32

L supplementary motor area 22 6 12.16 −3 2 62

L supplementary motor area 32 11.10 −3 11 50

L insula 47 47 11.22 −30 23 2

L superior parietal gyrus 200 7 10.68 −27 −64 50

L middle occipital gyrus 19 7.87 −27 −70 29

L middle temporal gyrus 103 21 10.22 −54 −49 8

L middle temporal gyrus 22 9.09 −54 −37 5

L thalamus 15 8.34 −9 −13 5

L putamen 31 8.16 −21 2 5

R inferior occipital gyrus 675 19 13.70 30 −82 −13

R lingual gyrus 18 13.24 18 −82 −10

R calcarine cortex 17 12.52 15 −91 −1

R angular gyrus 99 7 9.90 30 −61 50

R middle occipital gyrus 19 8.50 33 −70 26

R cerebellum 27 37 9.12 30 −61 −28

R triangularis inferior frontal gyrus 30 7.02 42 26 26

(C) Picture

L supplementary motor area 197 32 12.93 −3 14 50

L triangularis inferior frontal gyrus 675 12.35 −45 26 23

L opercularis inferior frontal gyrus 44 11.38 −45 5 29

L precentral gyrus 6 10.53 −42 5 44

L insula 36 47 9.93 −30 23 2

L postcentral gyrus 19 7.70 −39 −25 59

L cerebellum 16 7.54 −9 −73 −25

(Continued)
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TABLE 1 | Continued

Voxels BA T MNI

x y z

L cerebellum 16 7.49 −9 −76 −40

R hippocampus 5103 20.97 24 −28 −4

L fusiform gyrus 37 18.56 −39 −58 −16

L fusiform gyrus 37 18.21 −27 −49 −10

R precentral gyrus 342 6 11.68 39 2 47

R triangularis inferior frontal gyrus 10.29 48 29 23

R middle frontal gyrus 6 9.73 36 2 56

R middle temporal gyrus 127 21 9.78 60 2 −16

R superior temporal gyrus 22 9.60 54 −7 −13

R superior temporal pole 38 9.10 48 14 −19

R amygdala 38 34 9.16 30 −1 −19

R hippocampus 35 9.00 21 −7 −19

Clusters of voxels significant at p < 0.05, FWE-corrected, extend threshold = 15 voxels. Region labels apply to the entire extent of the cluster with peak maxima designated
by first locale cited.

FIGURE 4 | Results of the searchlight analysis, showing significant classification accuracies above chance level (50%) from averaged whole-brain maps from all the
participants at a cluster level FWE corrected at p < 0.05. (A) Results for within-Chinese classification. (B) Results for within-picture classification. (C) Results for
across-language classification. (D) Results for across-modality classification.

Across Languages
The univariate analysis showed similar brain activation associated
with the processing of the same sentence semantics for both
Chinese and Japanese. This suggests that a common neural
representation may exist across languages but could not

allow the identification of the exact regions for which the
MVPA was conducted.

Despite the inconsistent results revealed by previous studies
investigating the common neural representation of word
semantic processing across languages using the MVPA approach
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TABLE 2 | Brain areas showed significant across-language (A), across-modality
(B), within-Chinese (C) and within-picture (D) classification accuracies.

Voxels BA T MNI

x y z

(A) Across languages

L inferior parietal gyrus 47 40 5.93 −42 −46 41

L inferior parietal gyrus 40 4.93 −48 −46 50

L angular gyrus 7 4.81 −36 −67 44

L precentral gyrus 36 44 5.07 −48 11 38

L triangularis inferior frontal gyrus 45 4.83 −45 32 20

L triangularis inferior frontal gyrus 4.61 −42 26 29

(B) Across Japanese and picture

L inferior parietal gyrus 48 40 6.30 −45 −55 47

L angular gyrus 39 5.24 −39 −61 47

L inferior parietal gyrus 40 4.78 −42 −46 50

(C) Within Chinese

L angular gyrus 22 39 4.43 −45 −61 29

L angular gyrus 39 4.41 −42 −58 26

L middle occipital gyrus 39 4.36 −42 −70 26

L angular gyrus 39 4.16 −48 −64 26

L angular gyrus 39 3.85 −48 −58 26

L middle temporal gyrus 39 3.82 −45 −64 20

L middle occipital gyrus 19 3.77 −36 −70 32

(D) Within picture

L cuneus 16 19 6.41 −12 −79 38

L cuneus 18 3.65 −15 −73 32

L precuneus 14 5 5.19 −3 −52 62

L precuneus 4.74 −3 −58 47

L angular gyrus 13 39 4.60 −42 −55 23

L angular gyrus 39 4.50 −48 −61 29

3.86 −39 −61 17

L lingual gyrus 11 17 4.60 −3 −64 8

L lingual gyrus 17 4.20 −9 −76 2

L calcarine cortex 17 3.69 −9 −70 8

L middle occipital gyrus 14 19 4.38 −33 −67 29

L middle frontal gyrus 11 46 4.12 −36 47 14

R middle occipital gyrus 200 19 7.84 39 −70 35

R superior occipital gyrus 7 7.64 30 −70 41

R precuneus 7 7.01 9 −73 41

Clusters of voxels significant at p < 0.05, FWE-corrected. Region labels apply to
the entire extent of the cluster with peak maxima designated by first locale cited.

(Buchweitz et al., 2012; Correia et al., 2014; Van de Putte et al.,
2017), it is possible to assume that the left temporoparietal
conjunction regions are highly involved in the semantic
processing of languages. Indeed, these regions were active when
subjects were exposed to sentences or pictures depicting human
events (Jouen et al., 2015). The present study observed significant
classification accuracies in the left IPG, i.e., the AG (BA 39) and
the SMG (BA 40), across languages for the semantic processing
of sentences. Accordingly, the role of the left AG and SMG in the
semantic processing of languages is suggested regardless of the
processing level (word or sentence).

The semantics of languages are conveyed by symbols such as
characters and/or sounds, which can be combined into words

and/or sentences. Though the processes are divergent in the
initial stages, the visual and auditory information must be
mapped onto meanings to understand a sentence (Humphries
et al., 2007). Thus, the neural pathways underpinning the
visual and auditory semantic processing converge in the left
AG (Bemis and Pylkkänen, 2013) for comprehension. Further,
a series of further semantic processes are executed in the
left AG to understand exactly the meanings conveyed by the
words, especially by the sentences (Humphries et al., 2007).
The most crucial process is adjusting the input information by
verifying the already-existing knowledge. This manipulation may
be executed in the left AG through retrieving the knowledge
of the objects and events where it stored (Binder et al., 2009;
Binder and Desai, 2011; Noonan et al., 2013). Then, the
word semantic judging (Bonner et al., 2013) and naming and
reading of the word (Seghier et al., 2010) could be executed.
Constructing the meanings of the individual words (Price et al.,
2016), the sentence could be comprehended (Pallier et al.,
2011). Our findings reconfirm the established importance of
the left AG in semantic processing, and implicate that the left
AG is a critical region for semantic processing of languages
transcending different languages and the processing levels.
Meanwhile, the semantics conveyed by the sentences presented
in the study concerned events in which entities interacted in
space and time. Therefore, it also suggests that the left AG
is undoubtedly necessary in the processing of event-related
semantics (Binder and Desai, 2011; Seghier, 2013; Jouen et al.,
2015; Baldassano et al., 2017).

The SMG, another part of the left IPG that is anterior
to the AG, was also observed in significant classification
accuracy across languages. This region is traditionally considered
to underlie phonological processing such as phonological
recognition, phonological control, and production (Booth et al.,
2004; Prabhakaran et al., 2006). The SMG probably contributes
preferentially to phonological aspects during word recognition.
On the other hand, it is also reported to be critical for semantic
processing (Stoeckel et al., 2009), especially in reading, which
requires the recognition of visual stimuli and their linking to
meanings (Sliwinska et al., 2012) as accomplished in our study.
Further, the posterior part of the SMG is suggested to be the
area where lexical and sublexical cues are integrated (Oberhuber
et al., 2016), the lexical phonological retrieval is controlled and
from the orthography to phonology is mapped (Price, 2018),
and the meanings processed in the AG are bound to recognize
the word (Lee et al., 2007). In the semantic processing of the
sentence where words were formed, it is possible to assume
that the continuous linking of lexical cues and meanings is
required. Overall, as our study has indicated, the cooperation
of both the left AG and SMG in the semantic processing of the
sentence is demanded.

Another significant classification accuracy across languages
was observed in divergence with previous MVPA studies of the
semantic processing of words in the left inferior frontal gyrus,
i.e., Oper-IFG (BA 44) and Tri-IFG (BA 45) which constitute
Broca’s area, a classical language processing area. Broca’s area
might underlie not only the language production but also various
other language functions (Geschwind, 1970; Kim et al., 1997),
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FIGURE 5 | The mean classification accuracies in each ROI were contrasted with the chance level of accuracy (50%) using a one-sample t-test. Bars represent
standard errors. The small and large asterisks indicate statistical significance of p values uncorrected and corrected for multiple comparisons using Holm-Bonferroni
procedure. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001.

one of them being the executive control of language. Apart
from the comparatively simple processing such as the semantic
processing of a sentence, the participants of this study were
required to maintain the meanings of the first stimulus of the
stimuli pair while processing the second stimulus to complete
the evaluation task. Further, processes such as lexical retrieval
and matching with previously held knowledge were needed to be
executed simultaneously to accomplish the exact comprehension
of the meanings. All the execution of these above processes is
considered to be mandated by Broca’s area (Devlin et al., 2003;
Whitney et al., 2011; Noonan et al., 2013; Ralph et al., 2017).

Another role of Broca’s area is the syntactic processing of
language (Caplan, 2006; Grodzinsky and Santi, 2008; Friederici,
2011); BA 44 is especially considered to be the core region of
the syntactic processing (Friederici, 2011, 2012) that provides
strong cues for determining meanings (Humphries et al., 2007).
As hypothesized, this syntactic processing-associated region was
observed in the study. This may explain the discrepancy from
the previous MVPA studies and indicate that the syntactic
processing is critical for the sentence comprehension. Toward

the determination of meanings of sentences, the syntactic
information decoded by analyzing the constructions of the words
and phrases which form the sentences will be mapped with
the semantic information (Bookheimer, 2002; Friederici, 2011).
Because of the preferential contribution of BA 44 to the syntactic
processing, BA 44 is necessary to interact with the region
that subserves the semantic processing, which is considered
to be BA 45 (Friederici, 2011) to determine meanings. Based
on the results of the present study, it is possible to assume
that syntactic and semantic integration occur in Broca’s area as
Hagoort (2005, 2014) suggested. In this processing, the syntactic
working memory is also required, which is considered to be
one role of Broca’s area (Fiebach et al., 2005; Makuuchi and
Friederici, 2013). In the higher level of the semantic processing
of language performed in our study, besides the semantic
processing, sentence comprehension also demands both the
executive control and the syntactic processing. Therefore, the
involvement of Broca’s area is presumable.

Broca’s area presented more superior extension to the ventral
part of the precentral gyrus (BA 6) in the present study.
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As Hagoort (2005, 2014) suggested, it is more appropriate to
refer to the BA 44, BA 45, BA 47, and BA 6 of the left inferior
frontal cortex as Broca’s area, because adjacent areas such as
BA 47 and BA 6 are also involved in language processing. This
finding of the present study is greatly consistent with Hagoort’s
assumption. Likewise, this finding might indicate the relevance
of the motor-related system (i.e., BA 6) during comprehension
of action-related sentences (e.g., Hauk et al., 2004; Hauk and
Pulvermüller, 2011; Jouen et al., 2015), and the activation of
acoustic representations during speech comprehension (Hickok
and Poeppel, 2004, 2007; Cheung et al., 2016). Meanwhile, Broca’s
area is connected via the superior longitudinal fasciculus with
the left AG and SMG. Hence, it makes sense that the robust
neural representation associated with the higher level of semantic
processing is situated in the left inferior parietal gyrus (i.e., the
AG and the SMG) and the left inferior frontal gyrus (BA 44 and
45) (Horwitz et al., 1998; Frey et al., 2008; Kelly et al., 2010).

Across Modalities
A significant classification accuracy was observed in the left IPG
(i.e., the AG and SMG) for semantic processing across modalities
(i.e., Japanese sentence vs. picture and Chinese sentence
vs. Japanese sentence). This result revealed the modality-
independent common neural representation. The univariate
analysis of the coherence judgment (see Supplementary
Material) also showed the involvement of the left SMG for
coherent semantic processing regardless of the modalities. These
findings tend to support the idea proposed by Damasio (1989)
and Meyer and Damasio (2009) that there are convergence
zones where the features associated with different objects and
events and/or information conveyed by different sensory systems
are bound. The features and/or information were considered
to be the processing of the meanings of the features and/or
the information (Mahon and Caramazza, 2008). Despite the
fact that the neural basis of the convergence zone is still
controversial, the association of the temporoparietal regions
overlapped to some degree (Jefferies, 2013; Simanova et al., 2014;
Jouen et al., 2015; Wurm and Caramazza, 2019). Specifically, it
is posited that the inferior parietal lobe, the ventral and lateral
temporal lobes are involved in the higher-level convergence
processing where the binding representation from multiple
modalities encode an abstract or schematic concept (Binder and
Desai, 2011; Simanova et al., 2014). Sentence comprehension
requiring fluent conceptual combinations as in the present study
demands the higher-level convergence processing of complex
information. The information from the languages and modalities
needs to be integrated with the stored knowledge in the
convergence zone, which is the left IPG (Lau et al., 2008;
Binder et al., 2009; Binder and Desai, 2011; Bonner et al.,
2013; Seghier, 2013). Though the searchlight analysis evidenced
the absence of significant classification accuracy between the
Chinese sentence and the picture, the ROI analysis showed
significant classification accuracy in the left BA 39 and BA 40.
Hence, the results of the present investigation make it possible
to indicate that the left inferior parietal gyrus (BA 39 and
40) is a modality-independent convergence zone for higher
semantic processing.

CONCLUSION

This study aimed to investigate whether an across-language
sentence comprehension system exists using MVPA with
Chinese–Japanese bilinguals, and whether such a system
shares a common foundation for the broader comprehension
of meaning in images. The results first suggest that the
existence of the common neural system across languages
in the semantic processing of sentences is located in the
left inferior parietal gyrus (BA 39 and BA 40) and in the
left inferior frontal gyrus (BA 44 and BA 45), which is
also known as Broca’s area. Second, the findings elucidate
the specific functioning of the left inferior parietal gyrus
as a modality-independent convergence zone, particularly in
higher semantic processing as required for understanding
sentences and images.
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Phonological awareness skills in children with reading difficulty (RD) may reflect impaired
automatic integration of orthographic and phonological representations. However,
little is known about the underlying neural mechanisms involved in phonological
awareness for children with RD. Eighteen children with RD, ages 9–13, participated in a
functional magnetic resonance imaging (fMRI) study designed to assess the relationship
of two constructs of phonological awareness, phoneme synthesis, and phoneme
analysis, with crossmodal rhyme judgment. Participants completed a rhyme judgment
task presented in two modality conditions; unimodal auditory only and crossmodal
audiovisual. Measures of phonological awareness were correlated with unimodal, but
not crossmodal, lexical processing. Moreover, these relationships were found only in
unisensory brain regions, and not in multisensory brain areas. The results of this study
suggest that children with RD rely on unimodal representations and unisensory brain
areas, and provide insight into the role of phonemic awareness in mapping between
auditory and visual modalities during literacy acquisition.

Keywords: reading difficulty, crossmodal integration, phonemic awareness, audiovisual integration,
fMRI—functional magnetic resonance imaging, dyslexia

INTRODUCTION

Phonological awareness skills are important in learning to read in alphabetic languages (Bus and
van IJzendoorn, 1999; Ehri et al., 2001; Lonigan et al., 2009). Phonemic awareness skills are
metalinguistic skills that include the ability to manipulate the sound structure of oral language
(Wagner and Torgesen, 1987; Share, 1995; Ehri et al., 2001; Ziegler and Goswami, 2005). These
skills are a subset of phonological awareness skills that operate on smaller phonological segments at
the level of the individual speech sound, or phoneme (Anthony et al., 2003; Ziegler and Goswami,
2005). Phonemic awareness is strongly associated with word reading and is more highly correlated
with reading skills than rhyme-level awareness (Melby-Lervåg et al., 2012). Phonemic awareness,
however, can be further subdivided into two complementary skills: synthesis and analysis (Perfetti
et al., 1987). Synthesis refers to the ability to combine isolated phonemes into syllables or words.
For example, blending phonemes /k/, /æ/, and /t/ into the word ‘‘cat’’ demonstrates the synthesis
principle. Analysis refers to the ability to break words or syllables into smaller speech segments.
For example, in elision tasks, given the instruction to produce ‘‘cat’’ without the ‘‘/k/,’’ the verbal
response ‘‘/æt/,’’ demonstrates the analysis principle.
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Component Constructs of Phonological
Awareness

Synthesis and analysis are often considered a unified construct
in studies examining the development of phonological awareness
(Anthony and Lonigan, 2004; Lonigan et al., 2009). Several
studies, however, suggest that these two skills are distinct
aspects of phonemic awareness that are performed by divergent
manipulations. Phoneme synthesis and analysis skills appear to
have different developmental trajectories and play different roles
in the reading acquisition process. Phoneme synthesis, which is
the phonemic awareness skill underlying blending tasks, develops
before phoneme analysis, which is the phonemic awareness
skill underlying tasks requiring segmentation (Anthony et al.,
2003; Lonigan et al., 2009). Different developmental trajectories
suggest there is at least a partial dissociation between the
contributions of these two skills during reading development.
Studies examining the relationship between phoneme synthesis
and analysis skills with early reading development and
instructional outcomes have reinforced the notion that these
constructs differentially contribute to reading performance. For
example, in their study of preschoolers prior to formal reading
instruction, Burgess and Lonigan (1998) found that letter-sound
knowledge was a unique predictor of phoneme analysis in elision
tasks but not of synthesis in blending tasks. Similarly, Kroese
et al. (2000) found that elision along with phoneme reversal
were strongest predictors of reading and spelling ability in
children in late elementary school, with blending predicting less
of the variance. These findings support both the arguments that
analysis and synthesis are constructs that tap different aspects of
phonemic awareness, and that a bidirectional relationship exists
between phonemic awareness and reading skill.

An earlier attempt to more precisely characterize this
relationship was carried out by Perfetti et al. (1987), who
examined the unique contributions of synthesis and analysis
skills towards reading development between first and second
grade. This longitudinal study followed first graders exposed to
either of two types of reading instruction emphasizing direct
(i.e., phonics) or indirect (i.e., whole-word) decoding. The study
demonstrated that the relationship between these skills and
reading ability depended on the type of reading instruction
administered, suggesting that these two phonemic awareness
skills are differentially related to different reading strategies,
and thus represent distinct skills. The authors concluded
that synthesis skills enable reading development, presumably
through bootstrapping orthographic assembly from existing
skill in phonological assembly. However, acquired reading skill
enables later analysis skills, thus providing an account in
which phonemic awareness skills and reading development are
mutually dependent.

A prominent model of reading acquisition has argued that
phonemic-level awareness is a result of increased sensitivity to
phonemes by exposure to orthography (Ziegler and Goswami,
2005), and consequently plays a crucial role in bridging
phonological representation to orthographic input. This idea
is consistent with the findings described above showing a
bidirectional relationship between phoneme analysis skills

and typically-developing reading ability, and is supported
by numerous studies showing that orthographic knowledge
influences phonological processing (Ehri and Wilce, 1980;
Stuart, 1990; Castles et al., 2003; Desroches et al., 2010).
Upon acquiring letter knowledge, readers may utilize this
information on phoneme judgment tasks. Given even relatively
brief exposure to orthographic representations, preschoolers also
demonstrate a similar influence of orthography on phonemic
awareness tasks (Castles et al., 2011). This suggests that
a crossmodal influence of orthographic and phonological
representations may accompany the learning of the alphabetic
principle, and continue as a child learns to read. This is
consistent with the argument that phoneme analysis skills are
an experience-dependent outcome of skilled reading in opaque
orthography (Mann and Wimmer, 2002).

Crossmodal Processing and Phonemic
Awareness
Interventions for phonological awareness skills are typically
motivated by the assumption that reading difficulty (RD)
arises from deficits in auditory processing or phonological
representation (Tallal, 1980; Shaywitz and Shaywitz, 2005).
However, the role of orthography in the development of
phonemic awareness skills and the reciprocal nature of phonemic
awareness and reading ability suggest that a failure to integrate
letters and speech sounds may contribute substantially towards
RD. It has been suggested that decreased phonological awareness
in children with RD may reflect impaired automatic integration
of orthographic and phonological representations, signifying
a crossmodal deficit in integrating visual letters and auditory
speech sounds, rather than a unimodal auditory processing
deficit (Vaessen et al., 2009). Deficits in letter-sound integration
may be attributed to decreased automatization of pairing these
associations (Bakos et al., 2017). Multisensory interactions
provide useful constraints on lexical activations in either
modality to the extent that they help disambiguate multiple
competing representations (Seidenberg and McClelland, 1989;
Harm and Seidenberg, 1999). Moreover, training such mapping
between modalities, in turn, drives visual specialization (Fraga
González et al., 2017) and can improve reading fluency
(Žarić et al., 2015). We take the well-supported position that
developmental reading difficulties arise in large part from an
inability to accurately and quickly map between phonological
and orthographic representations, or between auditory and
visual modalities (Booth et al., 2004, 2007; Cao et al., 2006;
Bitan et al., 2007).

Because they identify the neural correlates of cognitive
processing, neuroimaging, and neurophysiological studies
have contributed much towards our understanding of the
interacting systems involved in typical and disordered reading.
Neuroimaging and neurophysiological studies examining
audiovisual integration of letters and speech sounds in children
suggest that RD may be partly attributable to difficulties
in crossmodal integration of these entities. In this view,
crossmodal associations between the visual letter and auditory
speech sound are reinforced through reading experience,
which then refines phonemic awareness skills in typically
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developing (TD) readers (Blau et al., 2009). Blau et al. (2010)
demonstrated enhanced letter-sound integration in audiovisual
conditions for TD compared to dyslexic readers in a series
of functional magnetic resonance imaging (fMRI) studies.
These studies collectively identified an audiovisual integration
network that includes brain regions actively engaged in both
unimodal and crossmodal processing of phonological and
orthographic representations.

Phonological processing and representation are critically
supported by the primary auditory cortex (or Heschl’s gyrus)
and superior temporal gyrus (STG; Hickok and Poeppel, 2000;
Humphries et al., 2014). Though coarsely characterized as a
unimodal region, a posterior sub-region in the STG called the
Planum Temporale (PT) and the posterior superior temporal
sulcus (pSTS), both of which are anatomically proximal to
visuomotor processing pathways, have been implicated as
audiovisual integration sites in multiple domains (Calvert, 2001;
Beauchamp et al., 2004; Stevenson and James, 2009; van Atteveldt
et al., 2009). Consistent with a model in which RD arises
in part from disordered audiovisual integration, crossmodal
activation within PT and pSTS has been shown to differentiate
TD readers and children with RD (Blau et al., 2010). In
this neuroanatomical model of audiovisual letter to sound
mapping, orthographic representations mediate the auditory
cortical response to speech sounds in the PT only for TD
readers. RD readers, in contrast, under-activate unisensory
processing regions to speech sounds and visual letters in the STG
and fusiform gyrus (FG), respectively, possibly resulting from
deficient crossmodal mediation. Consistent with this model,
Blau and colleagues found that the visual response to print in
the FG was associated with crossmodal processing effects in
the PT, mediated by reading skill. Price and Devlin’s (2011)
Interactive Account similarly argues that audiovisual integration
plays a critical mediating role in reading development, claiming
that the specialization of FG for orthographic processing is a
consequence of internally-driven (i.e., top-down) phonological
input facilitating the perceptually-driven (i.e., bottom-up)
visual object processing system. This facilitation hinges on
effective crossmodal integration. The introduction of additional
disambiguating information helps reduce uncertainty and
identifies the most probable lexical representation. It follows
that ineffective crossmodal integration may provide no useful
information, or even misleading information. Uncovering and
improving how children with RD cope with this challenge is
thus a central goal for those who research and work with these
populations. Collectively, this body of literature suggests that
typical reading development relies on successful audiovisual
integration and that RD is associated with reduced integration
between modalities (Richlan, 2019).

How and When do Children With Reading
Difficulty Make Use of Phonemic
Awareness?
Given the body of research implicating disrupted audiovisual
integration in RD, and that remediation for poor readers is
often focused on assessment and improvement of phonemic

awareness, it is important to understand the neural mechanisms
underlying distinct aspects of phonemic awareness, and how
they interact with those underlying audiovisual integration. Little
is known about the underlying neural mechanisms involved
in phonological awareness for children with RD in deep
orthographies; indeed, rectifying this gap in the literature partly
motivates the present research.

Frost et al. (2009) examined the relationship between
phonemic awareness and brain activation for print and speech
in TD readers and found that a composite measure of
higher phonemic awareness skill was associated with increased
activation in the left STG for the processing of print. Although
the study examined print and speech processing in separate
modality conditions, phoneme analysis was more sensitive to the
overlap of print and speech processing than phoneme synthesis.
This suggests that phoneme analysis skills are more related to the
audiovisual integration of speech and print processing than are
phoneme synthesis skills.

The position that normal and disordered reading
differentially engages audiovisual integration processes is
supported by an fMRI study, which found that the connection
between audiovisual integration and reading skill differed for
TD and RD readers (McNorgan et al., 2013). This study showed
that Elision skill was related to neural activity when engaged
in audiovisual processing, but not auditory- or visual-only
processing. Moreover, this relationship held in TD but not
children with RD, even though TD and RD groups had
overlapping Elision scores. This relationship between phoneme
analysis and audiovisual lexical processing was driven by
sensitivity to orthographic congruency in the FG and pSTS,
regions strongly associated with orthographic processing
(Tsapkini and Rapp, 2010) and audiovisual integration (Calvert,
2001), respectively. Similarly, Gullick and Booth (2014) found
that pSTS activity is related to functional connectivity in the
arcuate fasciculus, a tract that is related to individual differences
in reading skill, during crossmodal rhyme judgment in typical
readers. Broader consideration of the body of work on these
regions comprising a crossmodal reading network suggests that
phoneme analysis is related to audiovisual integration processes
in TD children and that RD is associated with a breakdown in
this relationship.

The purpose of the current study is to examine how phonemic
awareness supports online rhyme judgment, a phonologically-
based lexical task, in children with RD. The null effects associated
with their RD sample necessarily lead McNorgan et al. (2013)
to conclude there was no evidence of any relationship between
neural processing dynamics and phonemic awareness skills in
their RD sample. This consequently limited their framing of
RD to the neurotypical processes in which they do not engage
during reading, leaving a gap in our understanding of the
neural correlates of phonological processing during reading
in children with RD. It remains unclear which phonological
processes children with RD do engage while reading, and
how this processing relates to RD severity. We take advantage
of our experimental design to examine how constructs of
phonemic awareness are related to the degree of impairment
and the magnitude of brain activity under different modality
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conditions. As phoneme analysis involves advancing abilities
over time, we explored the influence of modality in rhyme
judgment in children ages 9–13 years old who have received
several years of reading instruction and span a continuum of
reading ability.

We focused our analysis on a sub-network of left hemisphere
regions for which the neuroimaging literature has shown
consensus as being involved in phonological and orthographic
processing and in audiovisual integration, and has been
explicitly implicated in the models reviewed above. The
inferior parietal lobule (IPL) is implicated in phonological
processing and mapping between orthographic and phonological
representations (Bitan et al., 2007; Moll et al., 2014). The FG
is recognized for its specialization in print processing in skilled
readers (Shaywitz et al., 2002; McCandliss et al., 2003; Dehaene
and Cohen, 2011). The pSTS is widely regarded as an audiovisual
integration site across domains, with a specific role in the
integration of letters and speech sounds (Calvert, 2001; van
Atteveldt et al., 2009; Blau et al., 2010). Finally, the STG contains
associative auditory cortex and plays a critical role in processing
phonological word forms (Pugh et al., 2001; Booth et al., 2002;
Friederici, 2012).

Investigations of audiovisual integration depend on stimulus
congruency, or the correspondence between representations, as
this demonstrates how the processing of one representation
influences the processing of the other. In studies investigating
audiovisual integration in reading, congruency is examined
between unimodal and crossmodal presentations at a small
grain size (i.e., letters and speech-sounds; Froyen et al., 2008)
or lexical rhyme judgment at a larger grain size (McNorgan
et al., 2013, 2014). Given the inconsistency of the English
orthography at the smaller grain sizes (e.g., letters), large grain
sizes (e.g., words, syllables or rimes) play a greater role in early
reading development because they provide greater consistency
(Ziegler and Goswami, 2005) and are sensitive to skill-related
differences in audiovisual lexical processing (Kronschnabel et al.,
2014). Fluent reading in English necessitates the processing
of larger grain sizes because the processing of smaller grain
sizes utilizing a letter-by-letter decoding strategy will only be
successful with words that have consistent grapheme to phoneme
correspondences. Therefore, we assessed the neural response to
inter-stimulus phonological congruency for unimodal (auditory-
only) and crossmodal (audiovisual) items at the lexical level in a
rhyme judgment task.

The body of research indicating that RD arises from a
failure to integrate letters and speech sounds suggests that
children with RD might favor unimodal processing of lexical
items. Accordingly, we hypothesized phonemic awareness tasks
in these children would draw on unimodal processing, rather
than crossmodal integration, and thus that these effects would
be evident in STG and FG, the two nodes in our reading
network most strongly associated with unimodal processing
of phonology and orthography, respectively. Moreover, given
that previous research suggests differential relationships between
phoneme analysis and synthesis skills and reading development,
we were also interested in whether these skills bear different
relationships to brain activation when analyzed within the

context of unimodal (auditory-only) and crossmodal (audio-
visual) presentation modalities in children along a continuum
of reading ability. Because McNorgan et al. (2013) found
Elision scores to be unrelated to neural processing under
audio-visual presentation conditions in a sample of children
with RD closely matched with a TD sample, we anticipated
replicating this finding but hypothesized that phonemic
awareness, which is associated with crossmodal processing in
TD readers, would be predicted by unimodal processing in our
larger sample.

MATERIALS AND METHODS

Participants
Participants were selected from among a larger group involved
in a study investigating reading development in children with
a range of reading ability. All participants were native English
speakers, right-handed, had a normal or corrected-to-normal
vision, and had no history of psychiatric illness, neurological
disease or attention deficit hyperactivity disorder (ADHD).
Study participants were recruited from the Chicago metropolitan
area. Informed consent was obtained from participants and
their parents. The Institutional Review Board at Northwestern
University approved all procedures.

Participants with a prior diagnosis of RD were referred for
the study. RD was quantified prior to admission to the study
as a standard screening procedure. We evaluated non-verbal
IQ using the Wechsler Abbreviated Scale of Intelligence—Second
Edition (WASI-II; Wechsler, 2011) and reading skill using the
Word Identification, Word Attack and Reading Fluency subtests
of the Woodcock-Johnson Tests of Achievement—III (WJ III;
Woodcock et al., 2001) and the Sight Word Efficiency (SWE)
and Phonetic Decoding Efficiency (PDE) subtests of the Test
of Word Reading Efficiency (TOWRE; Torgesen et al., 1999).
Eighteen children met our eligibility requirements (11 males;
mean age = 11 years, 8 months; range = 9 years, 10 months
to 13 years, 11 months). Participants were included in the
study if, in addition to presenting with a clinical diagnosis of
RD, at least two of the five scaled scores were less than or
equal to 95, at least one score at or below 91, and the mean
of all scaled scores was less than or equal to 95. Participants
had an average of 3.9 out of 5 standard scores below 90. All
other scores fell in the average to below-average range across
participants. These selection criteria enabled our correlational
design to investigate reading skills in otherwise cognitively
typical children diagnosed with RD but demonstrating a range
of skills. Each participant’s phonemic awareness was measured
by the Elision and Blending subtests of the Comprehensive Test
of Phonological Processing (CTOPP; Wagner et al., 1999). Scores
reflect the number of correct Elision or Blending transformations
on a set of 20 progressively more difficult target items.
Participants had near-average performance for the Blending and
Elision measures of Phonological Awareness (group mean raw
score Blending = 9.0, group mean raw score Elision 8.7, test
mean raw score = 10). Participants had better than chance
performance on the experimental task (M = 0.65, SD = 0.11) and
without evidence of response bias across all scanning sessions,
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TABLE 1 | Participant characteristics.

Measure Mean Score (SD) Range

WASI Performance IQ 100 (13) 74–127
WJ-III Word ID 90 (7) 67–113
WJ-III Word Attack 92 (5) 83–103
WJ-III Reading 90 (10) 67–113
TOWRE SWE 89 (10) 60–113
TOWRE PDE 88 (10) 71–104
CTOPP Elision 8.7 (2.8) 4–12
CTOPP Blending 9.0 (2.2) 5–14

Note: WASI, Wechsler Abbreviated Scale of Intelligence; WJ-III, Woodcock-Johnson
Tests of Achievement—III; TOWRE, Test of Word Reading Efficiency; SWE, Sight
Word Efficiency; PDE, Phonetic Decoding Efficiency; CTOPP, Comprehensive Test of
Phonological Processing. CTOPP raw scores reported above; CTOPP Elision score
max = 20, test mean = 10; CTOPP Blending score max = 20, test mean = 10.

as measured by a d-prime analysis of responses (M = 0.64).
Summary statistics for these participant characteristics appear
in Table 1. We report raw, rather than scaled, CTOPP scores
because they were used as dependent measures in the regression
analyses that follow.

Experimental Procedure
Rhyme Judgment Task
On each trial, participants were presented with paired stimuli,
the order of which was counterbalanced across participants in
an event-related paradigm. For each scanning session, stimuli
were presented in one of two modality conditions: In the
cross-modal auditory/visual (AV) condition, the first item was
presented auditorily and the second was presented visually. In
the unimodal auditory/auditory (AA) condition, both items were
presented in the auditory modality. Half the pairs of stimuli
rhymed and half did not, and participants were asked to make
a rhyme judgment response by pressing one of two keys on a
handheld keypad. Participants were asked to respond as quickly
and as accurately as possible, using their right index finger
for a yes (rhyme) response and their right middle finger for
a no (non-rhyme) response. Participants participated in two
runs for each modality condition, each lasting approximately
7 min. Participants generally saw the AV condition followed
by the AA condition, though this varied across participants
as factors such as task accuracy and movement necessitated
reacquiring data.

Figure 1 illustrates the design of each trial. Each stimulus item
was presented for 800 ms, separated by a 200 ms interstimulus
interval. Participants were free to respond as soon as the second
stimulus item was presented. A red cross appeared for 2,200 ms
following the presentation of the second word, signaling to the
participant to respond if they had not already done so. Responses
made after the red cross disappeared from the screen were not
recorded and were counted as errors.

We examine rhyme judgment in orthographically consistent
(O+) and orthographically inconsistent (O−) conditions, which
we crossed with the rhyming (P+) and non-rhyming (P−)
lexical conditions. Thus, the lexical trials included two rhyming
conditions, comprising orthographically consistent (O+P+
e.g., CAGE RAGE) and orthographically inconsistent (O−P+
e.g., GRADE LAID) pairs. The lexical trials also included

two non-rhyming conditions, comprising orthographically
consistent (O+P−; e.g., SMART WART) and orthographically
inconsistent (O−P−; e.g., TRIAL FALL) pairs. There were
12 trials of each rhyming condition in each run. All words were
monosyllabic, having neither homophones nor homographs, and
were matched across conditions for written word frequency in
children (Zeno et al., 1995) and the sum of their written bigram
frequency (English Lexicon Project1). The stimuli had a mean
age of acquisition of 6.6 (SD = 1.9) years (Kuperman et al.,
2012) and we thus expected participants to be generally familiar
with the experimental stimuli. We restricted our analyses to
the two rhyming conditions (i.e., those associated with ‘‘yes’’
responses) to minimize language-irrelevant variance attributable
to ‘‘yes’’ vs. ‘‘no’’ decision processing. Fixation trials (24 for each
run) were included as a baseline and required the participant
to press the ‘‘yes’’ button when a fixation-cross at the center
of the screen turned from red to blue. Perceptual trials (12 for
each run) were included in each run to permit contrasts against
perceptual processing for a related study but were not used in the
present study. These perceptual trials comprised two sequences
containing tones (AA), or tones followed by non-alphabetic
characters (AV). These stimuli were presented as increasing,
decreasing or steady in pitch (for auditory stimuli) or height (for
visual stimuli). Participants were required to indicate via button
press whether the sequences matched (e.g., two rising sequences)
or mismatched (e.g., a rising sequence followed by a falling
sequence). The timing for the fixation and perceptual trials were
the same as for the lexical trials. Each run had a different pseudo-
randomly interleaved ordering of lexical, fixation and perceptual
trials. The intertrial intervals varied between 2,200 and 2,800 and
optimized for an event-related design using OptSeq2 to facilitate
the modeling of overlapping hemodynamic responses. The lists
were fixed across participants.

Functional MRI Data Acquisition
Participants were positioned in the MRI scanner with their
head secured using foam pads and outfitted with an optical
response box in the right hand. Visual stimuli were projected
onto a rear-mounted screen viewed from a mirror attached to
the inside of the head coil. Participants wore sound attenuating
headphones to minimize the effects of the ambient scanner
noise and deliver the auditory stimuli. Images were acquired
using a 3.0 Tesla Siemens Trio scanner. A high resolution
T1-weighted 3D structural image was first acquired for each
subject (TR = 1,570 ms, TE = 3.36 ms, matrix size = 256 × 256,
field of view = 240 mm, slice thickness = 1 mm, voxel
size = 1 mm × 1 mm, number of slices = 160). Blood Oxygen
Level Dependent (BOLD) functional images were acquired using
a single-shot EPI (echo planar imaging) method, interleaved
obliquely from bottom to top in a whole-brain acquisition
(TE = 20 ms, flip angle = 80◦, matrix size = 128 × 120,
field of view = 220 × 206.25 mm, slice thickness = 3 mm
(0.48 mm gap), number of slices = 32, TR = 2,000 ms, voxel
size = 1.72 mm× 1.72 mm).

1http://elexicon.wustl.edu
2http://surfer.nmr.mgh.harvard.edu/optseq
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FIGURE 1 | Task diagram for the AV Crossmodal task (A) and AA Unimodal
task (B).

Functional MRI Data Preprocessing
fMRI data were analyzed using SPM8 (Statistical Parametric
Mapping3). ArtRepair software4 was used during image
preprocessing to correct for participant movement by replacing
outlier volumes associated with interpolated values from the
two adjacent non-outlier scans. Outlier scans were defined as
those for which a signal change of more than 1.5% from the
mean, or movement of more than one voxel along any axis was
detected. No more than 10% of the volumes from each run and
no more than four consecutive volumes were interpolated in
this way. A single attempt was made to reacquire runs requiring
replacement of more than 10% of the volumes or more than
four consecutive volumes. Slice time correction was applied to
minimize timing-errors between slices. Functional images were
co-registered with the anatomical image and normalized to the
Montreal Neurological Institute (MNI) ICBM152 T1 template.

Design and Analysis
A standard general linear model (GLM) analysis estimated the
neural response associated with each experimental condition at
each voxel within the brain by convolving the vector of event
onsets for each of the trial types (four lexical, one perceptual
and one fixation) with SPMs canonical hemodynamic response
function (HRF), and using the convolved waveforms to predict

3https://www.fil.ion.ucl.ac.uk/spm/
4http://cibsr.stanford.edu/tools/human-brain-project/artrepair-software.html

the observed BOLD waveforms in each voxel. The goodness
of fit between convolved and observed waveforms was thus
computed as a standardized regression coefficient (beta) for each
of the six trial types in a GLM predicting voxel-wise BOLD
activation. These betas are conventionally used as a measure of
the responsiveness of the neural populations within each voxel to
each of the trial types.

A first-level GLM analysis was performed for each participant
and included t-tests statistically contrasting the responsiveness
of each voxel to the lexical conditions and to the fixation
baseline (LEX > NULL). A second-level random-effects analysis
of the single-subject (LEX > NULL) contrast followed, collapsing
across all participants to verify that the pattern of fMRI
activations for our sample was in-line with those reported in
previous studies.

Our previous study had found differences between TD and
RD children with respect to audiovisual integration in STG, FG,
IPL and STS (McNorgan et al., 2013). We note that the group-
level GLM analyses will show significant task-related activations
in other brain areas, however, we did not include these additional
regions in our region of interest (ROI) analysis. We took this
approach primarily for two reasons: first, not all regions have
theoretical ties to reading development or developmental reading
disorders, making it difficult to interpret results associated with
these regions. Second, though there may be significant task
activations in a region, it does not follow that these activations
will correlate with reading skills. Thus, because we applied a
Bonferroni correction for multiple comparisons to our ROI
analyses, including these regions would increase the Type II error
rate with a diminishing likelihood of gaining novel theoretical
insight. For these reasons, restricted our analyses to those reasons
for which we had a priori hypothesis.

ROIs were generated for each participant, allowing us to
identify and characterize the neural activations in atlas-based
definitions of these regions taken from the Wake Forest
University PickAtlas, which was also used to help identify
peak activations in the GLM analysis5. Because the PickAtlas
provides gyral but not sulcal definitions, 4 mm dilations of
the STG and MTG PickAtlas regions were intersected to
generate an atlas-based definition of the STS, from which
the posterior-most third was taken as the pSTS, as we have
done in our previously published studies exploring this region.
The anatomical extents of these atlas-based definitions are
illustrated in Figure 2. Participant-specific ROIs were generated
separately for the AA and AV modalities (i.e., two sets of
masks) by identifying within each of these anatomical regions
those subsets of voxels showing numerically greater activation
for all lexical conditions than for the fixation condition
within that modality—that is, no participant’s ROIs included
all the voxels included within these anatomical masks, but
rather, these anatomical masks ensured that the functionally-
defined ROIs for each individual were constrained to those
anatomical regions prescribed by the hypotheses we were
testing. An absolute statistical threshold was not applied because
conventional statistical significance thresholds (e.g., p < 0.05)

5http://fmri.wfubmc.edu/software/pickatlas
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FIGURE 2 | Anatomical extents of the atlas-based anatomical definitions of the masks used to constrain region of interest (ROI) definitions for fusiform gyrus (FG;
red), superior temporal gyrus (STG; green), superior temporal sulcus (STS; blue) and inferior parietal lobule (IPL; magenta). Voxels falling within each of these regions
that showed greater activity for lexical trials vs. baseline for a participant were included in that participant’s ROI for that anatomical label.

failed to select voxels in all regions for all participants, who
notably come from a population for which reduced activation
is commonly found among these regions (Richlan et al., 2009).
These masks identified for each child voxels within these
anatomical regions showing heightened activity under either
unimodal AA and crossmodal AV task conditions, respectively.
Importantly, because the same voxel selection criterion was
used for all conditions and all participants, the ROI masks
were bias-free.

We calculated mean signal strength across all rhyming lexical
conditions and for the fixation baseline condition in each of the
four regions separately for each task modality. Each calculation
used the ROI mask for the corresponding task modality. Thus,
for example, when computing the mean signal strength within
the AA task data, the mean value for the FG was calculated
overall FG voxels showing greater than baseline lexical activation
in the AA condition, whereas, for AV task modality, this
value was calculated overall FG voxels showing greater than
baseline lexical activation in the AV condition. By calculating
signal strength in this way, we avoided misleading comparisons
between modalities that might arise from the assumption of
similar spatial distributions of positive activations. Such an
assumption could lead us to omit many relevant voxels or include
many irrelevant voxels. Instead, we focused only and exactly on
those voxels with any degree of positive association with the task
for each modality condition.

Our ROI analysis submitted mean signal strength for the
AA and AV task modality conditions and baseline signal
strength and performance IQ to a hierarchical multiple
regression with either raw Blending scores or raw Elision
scores as the dependent measure of phonemic awareness.
Because McNorgan et al. (2013) previously found no relation
between audio-visual processing and Elision scores among
these regions, our focus was in determining whether skill
in the synthetic aspect of phonemic awareness might instead
be predicted by unimodal processing, after accounting for
variance predicted by nuisance regressors and by audio-visual
processing. The sequence of regression steps forced age (in
months), baseline signal and performance IQ in the first
block as nuisance regressors, mean AV signal strength in
the second block, and mean AA signal in the final block,
predicting phonemic awareness as a function of the neural
activity associated with both unimodal and crossmodal language

processing. This approach conservatively controls for baseline
signal strength, participant age, and performance IQ nuisance
regressors but maximized sensitivity to any predictive ability
of neural activity during the AV task. However, given the
previously reported null effects for audiovisual processing in
this population, we focus on whether unimodal processing
during the AA task significantly predicts phonemic awareness
after controlling for our nuisance predictors and audio-visual
processing. The regression analyses were performed for each
ROI, controlling for multiple comparisons, allowing us to
determine whether task-related activity predicted synthetic
phonemic awareness in each region. Because McNorgan et al.
(2011) showed that dyslexic children demonstrate an atypical
pattern of audiovisual integration-related processing, even
under crossmodal conditions that should promote audiovisual
integration, we predicted that phonemic awareness would be
related to processing in the unimodal AA task condition, but not
the crossmodal AV task condition, and only in regions associated
with unimodal processing.

RESULTS

GLM Analysis
Figures 3, 4 illustrate significant clusters in the group-level
GLM analysis using an uncorrected voxel-wise significance
threshold of p < 0.001 and a cluster-level family-wise error
rate of p < 0.05 (i.e., clusters of the obtained size are
5% likely to occur by chance under Gaussian random field
theory). Focusing on the modality conditions in isolation
(Figure 3), the analysis found both the unimodal AA and
crossmodal AV task conditions were associated with activations
significantly above baseline in a network of regions implicated
in phonological processing (bilateral BA 21/22; STG) and
visual/orthographic processing (BA 17/18/37; Cuneus, extending
into FG and left calcarine fissure). Additionally, the crossmodal
condition was associated with significant clusters in left IFG
(BA 44/45; Broca’s area) and left precentral gyrus. Direct
contrasts between the two task modality conditions (Figure 4)
found the unimodal task was associated with significantly
greater activation only in bilateral STG, whereas the crossmodal
task was associated with significantly greater activation in
bilateral occipitotemporal and left inferior frontal regions. The
coordinates of peak maxima for these clusters are presented
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FIGURE 3 | Spatial distribution of voxels demonstrating group-level lexicality effects (contrast of Lexical vs. Fixation trials) in the AV Crossmodal task (red) and AA
Unimodal task (green). Overlapping modality effects appear in yellow. Clusters are extent-corrected at an FWE significance level of p < 0.05, with an uncorrected
voxel-wise p < 0.001.

FIGURE 4 | Spatial distribution of voxels demonstrating significantly greater lexicality effects in the Unimodal task (green) vs. the Crossmodal task, and
demonstrating significantly greater lexicality effects in the Crossmodal task (red) vs. the Unimodal task. Clusters are extent-corrected at an FWE significance level of
p < 0.05, with an uncorrected voxel-wise p < 0.001.

in Table 2. These overall results indicate that participants
were engaging networks of regions commonly associated with
phonological and orthographic processing of language, and did
so under both task modality conditions. The task modality
contrasts reflect the relative orthographic and phonological
demands associated with each task modality: The unimodal
task modality placed greater demand on bilateral primary
and associative auditory processing regions, whereas the
crossmodal task placed greater demand on bilateral visual
processing regions and the left inferior frontal gyrus, which

has been argued to play a critical role in visual word
recognition (Cornelissen et al., 2009).

ROI Analysis
The exclusionary criteria for this study selected children
clinically diagnosed with RD and no other cognitive or
behavioral impairment. Consequently, though performance
IQ and baseline fixation activity were included as nuisance
regressors in the analyses that follow, it is unsurprising that
neither were significant predictors in any of the regression
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TABLE 2 | Table of coordinates of peak activations for significant extent-corrected clusters of activation.

Unimodal

Region Size pFWE Max Z x y z

R. Superior/Middle Temporal Gyrus (BA 22, 21) 861 <0.001 6.58 63 −27 3
L. Superior/Middle Temporal Gyrus (BA 22, 21) 1,050 <0.001 6.09 −57 −9 −3
R. Cuneus (BA 18) 515 <0.001 4.66 9 −90 24
R. Cerebellum 189 <0.001 4.51 27 −63 −24

Crossmodal
R. Superior/Middle Temporal Gyrus (BA 22, 21) 703 <0.001 5.92 60 −12 3
L. Superior/Middle Temporal Gyrus (BA 22, 21) 1,009 <0.001 5.78 −54 −27 3
L. Precentral Gyrus (BA 6) 139 <0.001 5.15 −48 −3 42
R. Calcarine Sulcus (BA 17) 1,853 <0.001 5.05 3 −72 15
R. Middle Cingulum (BA 32) 239 <0.001 4.99 12 27 36
L. Inferior Frontal Gyrus (BA 44/45) 163 <0.001 4.85 −51 18 24
R. Insula (BA 13) 68 0.012 4.63 39 21 −9

Crossmodal > Unimodal
L. Fusiform Gyrus (BA 37) 99 0.002 5.41 −42 −66 −15
L. Inferior Frontal Gyrus (BA 45) 147 <0.001 5.08 −45 18 24
R. Inferior Occipital Gyrus (BA 18) 91 0.002 4.15 33 −93 −9

Unimodal > Crossmodal
R. Superior Temporal Gyrus (BA 22, 21) 349 <0.001 5.55 57 −18 0
L. Superior Temporal Gyrus (BA 22, 21) 431 <0.001 4.71 −57 −9 −3

Note: L, left; R, right; BA, Brodmann Area (approx.); FDR, FDR-corrected significance level; Max, maximum. Size is measured in voxels. Coordinates reflect standard MNI space.

analyses that follow, nor was age. Scatterplot diagrams for
the regressions predicting Blending and Elision scores are
presented in Figures 5, 6, respectively. All significance levels are
reported using a Šidák family-wise error rate correction for
multiple comparisons.

Superior Temporal Gyrus
The hierarchical linear regression found mean unimodal lexical
task-related activity in the STG significantly improved prediction
of raw Blending scores after accounting for all other regressor
variables (F(1,12) = 7.33, p = 0.038. In the final model, only
unimodal activity was a significant predictor of raw Blending
scores (t(12) = 2.71, p = 0.019, partial r(16) = 0.48, f2 = 0.96).
Mean crossmodal lexical task-related activity in the STG was
not a significant predictor of Blending scores (t(12) = 0.641,
p = 0.54). This pattern of results suggests that neural processing
in STG is related to phoneme synthesis in children with RD under
unimodal, but not crossmodal task conditions. The hierarchical
linear regression found mean unimodal lexical task-related
activity in the STG did not significantly improve the prediction
of raw Elision scores after accounting for all other regressor
variables (F(1,12) = 2.887, p = 0.52. In the final model, neither
mean unimodal activity (t(12) = 1.699, p = 0.115) nor crossmodal
activity in the STG (t(12) = −0.279, p = 0.79) were significant
predictors of raw Elision scores. This pattern of results suggests
that neural processing in STG is unrelated to phonemic analysis
ability in children with RD under either unimodal or crossmodal
task conditions.

Fusiform Gyrus
The hierarchical linear regression found mean unimodal lexical
task-related activity in the FG did not significantly improve
the prediction of raw Blending scores after accounting for all
other regressor variables (F(1,12) = 0.193, p = 0.999. In the
final model, neither mean unimodal activity (t(12) = −0.439,
p = 0.67) nor crossmodal activity in the FG (t(12) = −0.497,

p = 0.63) were significant predictors of raw Blending scores.
This pattern of results suggests that neural processing in FG
is unrelated to phoneme synthesis in children with RD under
either unimodal or crossmodal task conditions. The hierarchical
linear regression found mean unimodal lexical task-related
activity in the FG marginally improved prediction of raw
Elision scores after accounting for all other regressor variables
(F(1,12) = 7.51, but because we anticipated a null effect, this
improvement was not significant after the familywise error rate
correction was applied, p = 0.10. In the final model, mean
unimodal activity (t(12) = 2.739, p = 0.018, partial r(16) = 0.59,
f2= 1.44) was a significant predictor of raw Elision scores, but
crossmodal activity in the FG (t(12) = 1.015, p = 0.22) was
not. This pattern of results suggests that neural processing
in FG may be weakly related to phoneme analysis ability
in children with RD under unimodal but not crossmodal
task conditions.

Superior Temporal Sulcus
The hierarchical linear regression found mean unimodal lexical
task-related activity in the STS did not significantly improve
the prediction of raw Blending scores after accounting for all
other regressor variables (F(1,12) = 2.109, p = 0.32. In the final
model, neither mean unimodal activity (t(12) = 1.452, p = 0.17)
nor crossmodal activity in the STS (t(12) = −0.889, p = 0.39)
were significant predictors of raw Blending scores. This pattern
of results suggests that neural processing in STS is unrelated to
phoneme synthesis in children with RD under either unimodal
or crossmodal task conditions. The hierarchical linear regression
found mean unimodal lexical task-related activity in the STS did
not significantly improve the prediction of raw Elision scores
after accounting for all other regressor variables (F(1,12) = 0.744,
p = 0.96. In the final model, neither mean unimodal activity
(t(12) = 0.863, p = 0.41) nor crossmodal activity in the STS
(t(12) = −0.339, p = 0.74) were significant predictors of raw
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FIGURE 5 | Scatterplot diagram of ROI activations as a function of Blending
scores. Significant regression lines are capped with asterisks.

Elision scores. This pattern of results suggests that neural
processing in STS is unrelated to phoneme analysis in children
with RD under either unimodal or crossmodal task conditions.

Inferior Parietal Lobule
The hierarchical linear regression found mean unimodal lexical
task-related activity in the IPL did not significantly improve the
prediction of raw Blending scores after accounting for all other
regressor variables (F(1,12) = 0.09, p = 0.99. In the final model,

neither mean unimodal activity (t(12) = −0.304, p = 0.77) nor
crossmodal activity in the IPL (t(12) = −0.732, p = 0.48) were
significant predictors of raw Blending scores. This pattern of
results suggests that neural processing in IPL is unrelated to
phoneme synthesis in children with RD under either unimodal
or crossmodal task conditions.

The hierarchical linear regression found mean unimodal
lexical task-related activity in the IPL did not significantly
improve the prediction of raw Elision scores after accounting for
all other regressor variables (F(1,12) = 0.744, p = 0.93. In the final
model, neither mean unimodal activity (t(12) = 2.73, p = 0.36)
nor crossmodal activity in the IPL (t(12) = 1.015, p = 0.58)
were significant predictors of raw Elision scores. This pattern
of results suggests that neural processing in IPL is unrelated to
phoneme analysis in children with RD under either unimodal or
crossmodal task conditions.

DISCUSSION

The purpose of this study was to further investigate how
online rhyme judgment under unimodal and crossmodal
presentation conditions predicts a continuum of phonemic
awareness ability in children with RD. We examined the
relationship between measures of phoneme synthesis (Blending)
and analysis (Elision) with a rhyme judgment task presented
in unimodal auditory-only (AA) and crossmodal audiovisual
(AV) presentations in a left hemisphere sub-network of reading
regions including STG, pSTS, IPL, and FG. We predicted that
children with RD would demonstrate a reliance on unimodal
processing in unisensory regions, but would not show a similar
reliance on crossmodal processing in known multisensory
processing sites. Based on previous findings reported by
McNorgan et al. (2013), we anticipated that Elision would be
unrelated to neural processing throughout this network. The
results indicate that, for children with RD, phoneme synthesis via
blending phonemes into whole word representations is related to
STG activity during unimodal rhyme judgment, and that this is a
large effect that is likely to replicate. The results also suggested
that phoneme analysis via the Elision task may be similarly
modulated by unisensory regions in the FG during unimodal
rhyme judgment, and, though this was also found to be a large
effect, we interpret this finding cautiously. This pattern suggests
that better phonemic awareness in children with RD is associated
with unimodal phonological processing, and implies a reliance
on unisensory rather than multisensory brain regions to resolve
these phonemic awareness tasks.

These results extend previous literature regarding the
relationship between crossmodal rhyme judgment and
phonological awareness. McNorgan et al. (2013) found the
reciprocal pattern of findings to those we describe here: TD,
but not RD readers, demonstrated a significant relationship
between crossmodal AV rhyming and phoneme analysis
skills in multisensory brain areas. Those results demonstrated
a disconnect between phoneme analysis in an Elision task
and crossmodal congruency in RD readers. However, the
null effect previously described emphasized brain processes
present in TD readers that appeared to be absent in RD
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FIGURE 6 | Scatterplot diagram of ROI activations as a function of Elision
scores. Significant regression lines are capped with asterisks.

readers (McNorgan et al., 2013), providing only indirect
insight into phoneme analysis in this population. The present
study provides further insight into the dynamics of the neural
processes in which lower-skill readers do apply phonemic

awareness skills to online lexical processing. Specifically,
lower-skill readers with higher phonemic awareness appear
to engage unisensory processing regions to perform auditory
rhyme judgments.

Phonemic Awareness in Unisensory Brain
Areas
Whereas reading is a quintessentially multisensory task—printed
words are mapped to phonological representations, which,
in turn, refine the orthographic system—it is important to
bear in mind that the rhyming judgment task used here is
phonologically-based. Synthesis of individual phoneme segments
into a whole word relies heavily on phonological representation
as well as phonological memory and retrieval in the STG
(Simos et al., 2000; Temple et al., 2001; Turkeltaub et al.,
2003). Phoneme synthesis is an early pre-literate skill that is
predictive of reading ability (Perfetti et al., 1987; Ouellette and
Haley, 2013). A straightforward interpretation of this result is
that children with RD readily engage the phonological system
involved in phoneme synthesis when making a phonological
(rhyme) judgment. The features over which phonological
similarity is evaluated may include not only basic acoustic
information but also information likely to be tapped by
phoneme synthesis (e.g., the sequence in which phonemes are
combined). While these processes would not necessarily be
facilitated by orthographic representation in the auditory-only
condition in our task, converging evidence in TD readers
shows that with increased reading skills the STG plays a
greater role in visual letter processing (Blau et al., 2010).
Fluent readers with stronger phonemic awareness skills show
greater co-activation for print and speech processing in the
STG (Frost et al., 2009; Preston et al., 2016). The present study
adds to the body of evidence suggesting that RD is associated
with less influence of visual input on phonological processing
because processing under the AV presentation condition in
STG—or any other ROI—was unrelated to any measure of
phonological awareness.

Though the hierarchical regression failed to show that
neural activity under the AA condition significantly improved
prediction of phoneme analysis over AV neural activity and
other nuisance regressors, the final model nonetheless indicated
a significant relationship between phoneme analysis in the FG
with unimodal lexical processing in the AA condition. We thus
interpret this relationship cautiously, and in light of the large
body of literature shows that RD is associated with under-
activation of this region (for a review see McCandliss and
Noble, 2003). Our finding does not contradict this research
as this region was not activated above baseline for the
auditory-only condition for the overall sample. Rather, this
activation bore a linear relationship to the child’s phonemic
awareness. Because we did not find a similar relationship in
the AV condition, this indicates that orthographic processing
in this region is driven by mechanisms other than phonemic
awareness when visual orthographic input is available, and thus
that phonemic awareness does not mediate the resolution of
written words in children with RD. This is not to suggest
that children with RD do not engage the orthographic system
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during reading; rather it would be consistent with a model
of RD in which the orthographic system does not provide
ongoing support in the resolution of phonology (McNorgan
et al., 2014). This may be the optimal strategy if audiovisual
integration processes fail to generate useful information from the
orthographic representation.

We take the well-supported position that developmental
reading difficulties arise in large part from an inability
to accurately and quickly map between phonological and
orthographic representations (Booth et al., 2004, 2007; Cao
et al., 2006; Bitan et al., 2007). Multisensory interactions
provide useful constraints on lexical activations in either
modality to the extent that they help disambiguate multiple
competing representations (Seidenberg and McClelland, 1989;
Harm and Seidenberg, 1999). Indeed, Price and Devlin’s (2011)
Interactive Account argues that the specialization of FG for
orthographic processing is a consequence of internally-driven
(i.e., top-down) phonological input facilitating the perceptually-
driven (i.e., bottom-up) visual object processing system.
This facilitation hinges on effective crossmodal integration.
The introduction of additional disambiguating information
helps reduce uncertainty and allows a clear winning lexical
representation to emerge. It follows that ineffective crossmodal
integration may provide no useful information, or even
misleading information.

Audiovisual Integration Underlies Mapping
Between Orthography and Phonology
The results described above, along with the underactivation
of the IPL and pSTS, indicate that the children with RD in
our sample may not have effectively extracted the statistical
regularities in the mapping between orthography and phonology.
Children with RD may utilize more direct access to whole
word representations for auditory rhyme judgment, rather than
operating at a smaller grain size that would refine by higher
phonemic analysis skills and more specialized orthographic
processing (Ziegler and Goswami, 2005). As anticipated, we
did not find a relationship between phoneme analysis and
neural activity in multisensory integration sites, such as
the pSTS and IPL. If multisensory integration within these
regions is critical for mapping between phonological and
orthographic representations, this pattern may explain the
failure to find a relationship between phonemic awareness
and audiovisual processing for our RD readers: continuity
between the phonological, multisensory, and orthographic
systems would imply that phonemic awareness is related
to processing across all three systems. Because phonemic
awareness is unrelated to processing in multisensory brain
regions and in the crossmodal conditions, this suggests that
the IPL or pSTS do not contribute towards mapping between
orthographic and phonological representations in children
with RD. Thus, though phonemic awareness may influence
phonological and orthographic processing in children with RD,
it does so without the coordination that audiovisual integration
processes afford.

The results of the current study provide further support
for the hypothesis that crossmodal integration between letters

and speech sounds is impaired in children with RD. A
large body of literature has shown a failure to integrate
letters and speech sounds as a causal factor in dyslexia.
Failure to integrate individual phonemes with graphemes in
transparent orthographies such as Dutch and German has been
documented in both event-related potential (ERP) and fMRI
studies of children during literacy acquisition (van Atteveldt
et al., 2009; Blau et al., 2010; Blomert, 2011; Bakos et al.,
2017). However, a recent ERP study of English-speaking
children challenged the letter-sound integration hypothesis
(Nash et al., 2017). The authors found only mild deficits
for letter-sound integration in RD children compared to age
and reading skill matched children. One explanation of the
apparent inconsistency between these findings and proponents
of the letter-sound integration hypothesis is that dyslexia
manifests differently in shallow and deep orthographies. Dyslexia
in shallow orthographies, like Dutch, may be characterized
by slow, effortful serial processing of letters, while in deep
orthographies, such as English, the slow speed and effort may
be at a larger grain size, such as the rhymes tested in our
phonological task. The suggestion that orthographic depth likely
interacts with RD is supported by a recent neuroimaging
study that found distinct areas of under-activation in shallow
and deep orthographies (Martin et al., 2016). However, in
both types of orthographic systems, low skilled readers under-
activate the occipitotemporal cortex. This under-activation of
unimodal visual areas implies a reliance on access to unimodal
representations, which may be degraded in RD. The results of
the current study indicate that phonemic awareness, particularly
phonemic analysis, is not active in the binding of orthographic
and phonological representations for children with RD. The
children with RD in the current study were near adolescent,
spanning a range of reading ability, with some near-average
performance on standardized tasks. Thus, the neurobiological
profile outlined in this study signifies a persistence of deficits
in mapping between modalities even after several years of
reading instruction at school. This indicates that similar to visual
word recognition, the neural processing engaged in phoneme
synthesis and analysis relies on alternative mechanisms in
children with RD.

Limitations and Future Directions
The results of the current study suggest that both phoneme
synthesis and analysis in children with RD rely on unisensory
brain areas and unimodal processing. However, phonemic
awareness as measured in the current study may be mediated
by other factors such as attention, working memory, and overall
language ability. The design of the between-subjects study was
a within-subjects examination of how phonemic awareness skill
is related to crossmodal processing. Future between-subjects
experiments may utilize a broader range of phonemic awareness
tasks (e.g., deletion, segmentation, letter rhyming) in addition
to functional skills like reading fluency and comprehension.
Experiments such as these, using appropriately matched groups,
would support explorations of how phonemic awareness might
differentially support reading development in RD and TD
populations. Similarly, as the diagnostic labels associated with
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RD imply a heterogeneous range of deficits related to phonology,
semantics, print processing, and general linguistic ability, larger
studies may further examine individual differences in crossmodal
lexical processing.

We constrained our ROIs to those regions that are proposed
to have a specific role in the processing of orthography,
phonology, or the integration of these elements, aligned with van
Atteveldt et al.’s (2004) model of the left posterior integration
network. Future studies may explore the relationship between
right hemisphere structures and crossmodal processing of
orthography and phonology in RD. Hemispheric differences
between TD and RD readers are apparent, and may indicate
compensatory mechanisms in RD in the right hemisphere (Pugh
et al., 2001; Démonet et al., 2004; Shaywitz and Shaywitz,
2005). For phonological judgment tasks, children with RD
demonstrate enhanced activity in the right compared to left
inferior temporal gyrus (Corina et al., 2001). Activity in the
right anterior insula and right STS are enhanced in adults
with dyslexia compared to those without for audiovisual and
visual lexical judgment, indicating that the right hemisphere
recruitment of homologous structures occurs during crossmodal
lexical processing (Kast et al., 2011). Examination of the right
hemisphere recruitment related to phonological and crossmodal
processing may further inform the understanding of how RD
readers apply orthographic and phonological representations
to lexical processing. A test of whether this compensatory
recruitment varies between word and pseudoword trials may
provide insight into whether these activations are driven
by visual or semantic processing (or both) as argued by
Pugh et al. (2001).

SUMMARY

We explored the relationship between phonemic awareness and
modality presentation in children with RD along a continuum
of reading ability. Previous fMRI studies have found that in TD
readers, phonemic awareness skill is associated with crossmodal
integration of phonology and orthography (Frost et al., 2009;
McNorgan et al., 2013). For RD readers, we did not find any
association between brain activation in crossmodal (AV) tasks
and phonemic awareness. However, we did find significant
brain-behavior correlations in the STG for the phonemic
awareness measure of Blending with unimodal auditory-only
presentation and in the FG with Elision with the unimodal
auditory-only presentation. These significant brain-behavior
correlations were found in unisensory areas implicated in the
processing of orthography (FG) and phonology (STG). Using
a hypothesis-driven, ROI-based approach, we did not find any
significant correlations for pSTS and IPL, areas implicated in
crossmodal integration across a number of domains, including
language processing. Future studies may further examine the
functional connectivity within this reading network to further
elucidate how connectivity between these crossmodal regions
are predictive of phonemic awareness in both high and low
skilled readers.

Despite some of our RD participants having near-typical
performance on standardized measures of phonemic awareness,

as a group, our sample does not show a relationship between
phonemic awareness and crossmodal integration in multisensory
regions as found in TD children (McNorgan et al., 2013).
Rather, the children with RD show a relationship between
phonemic awareness and unimodal auditory processing in
unisensory STG. This indicates that phonemic awareness
remains related to phonological processing, but is not related to
the integration of orthographic and phonological representations
in RD readers, even after approximately 5–9 years of reading
instruction at school. The educational implications of these
results indicate that phonemic awareness skills, particularly
performance in phoneme analysis is not reflective of advancing
literacy skills in RD, and may rather be mediated by alternative
strategies (Shaywitz et al., 2003). As such, educators and
interventionists need to be careful in the interpretation of how
phonemic awareness constructs relate to reading ability when
designing instruction.
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The development of language functions is of great interest to neuroscientists, as these

functions are among the fundamental capacities of human cognition. For many years,

researchers aimed at identifying cerebral correlates of language abilities. More recently,

the development of new data analysis tools has generated a shift toward the investigation

of complex cerebral networks. In 2015, Weiss-Croft and Baldeweg published a very

interesting systematic review on the development of functional language networks,

explored through the use of functional magnetic resonance imaging (fMRI). Compared

to fMRI and because of their excellent temporal resolution, magnetoencephalography

(MEG) and electroencephalography (EEG) provide different and important information

on brain activity. Both therefore constitute crucial neuroimaging techniques for the

investigation of the maturation of functional language brain networks. The main objective

of this systematic review is to provide a state of knowledge on the investigation of

language-related cerebral networks in children, through the use of EEG and MEG, as

well as a detailed portrait of relevant MEG and EEG data analysis methods used in that

specific research context. To do so, we have summarized the results and systematically

compared the methodological approach of 24 peer-reviewed EEG or MEG scientific

studies that included healthy children and children with or at high risk of language

disabilities, from birth up to 18 years of age. All included studies employed functional

and effective connectivity measures, such as coherence, phase locking value, and Phase

Slope Index, and did so using different experimental paradigms (e.g., at rest or during

language-related tasks). This review will provide more insight into the use of EEG and

MEG for the study of language networks in children, contribute to the current state of

knowledge on the developmental path of functional connectivity in language networks

during childhood and adolescence, and finally allow future studies to choose the most

appropriate type of connectivity analysis.

Keywords: functional connectivity, cerebral networks, language, language development, children, EEG, MEG,

connectivity analysis
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INTRODUCTION

Language is a highly complex function that is importantly
involved in the development of human cognition and social

functions (Berwick et al., 2013). With major advances in
neuroimaging techniques, the language neural architecture has
been increasingly studied in the past 20 years. While several

brain regions have been identified as key areas for expressive and

receptive language, it is now also widely recognized that the latter
relies more on complex neural networks, requiring coordination
between distinct neuronal populations and less on independent
and specific brain areas (Ardila et al., 2015; Tremblay and Dick,
2016).

Over the past decades, functional brain connectivity
(FC) has progressively captured the interest of scientists
and clinical researchers working in the field of cognitive
neuroscience, leading to the publication of numerous articles
on the subject. On a general note, functional connectivity
is defined as the statistical relationships between cerebral
signals over time and thus potentially allows conclusions
to be made regarding the functional interactions between
two or more brain regions. Effective connectivity, on the
other hand, goes beyond the correlations between cerebral
activity and aims at specifying causal relationships through
the use of experimental paradigms or models. This allows
for an interpretation of the direction of interactions between
different cerebral regions (Friston, 2011). With the sharp
increase of studies on brain connectivity, researchers have
developed and applied increasingly sophisticated analytic
strategies that highlight functional or effective connectivity (EC)
and that allow a more advanced exploration of interactions
between regional structures and networks involved in language
development (Bastos and Schoffelen, 2016). In the past few years,
novel neuroimaging techniques and methods of analysis have
enabled the examination of functional connectivity patterns.
Namely, functional magnetic resonance imaging (fMRI) was
the neuroimaging technique used in the first published study
of brain spontaneous fluctuations, measured at rest (Biswal
et al., 1995). Functional magnetic resonance imaging is widely
used in brain connectivity studies, mostly due to its high
spatial resolution (in millimeters). However, because it relies
on the coupling between cerebral blood flow (hemodynamic
response) and the underlying neuronal activation, this technique
provides only an indirect measure of brain activity. Moreover,
even though neuronal events occur within milliseconds, the
induced blood-oxygenation changes spread out over several
seconds, thereby severely limiting fMRI’s temporal resolution
(∼2–3 s). Techniques such as electroencephalography (EEG) and
magnetoencephalography (MEG), on the other hand, provide
direct information on neuronal electrical activity and offer
higher temporal resolution (<1 millisecond). This is particularly
relevant for the study of language functions, because auditory
processing and language processing occur within a short time
interval of milliseconds (Skeide and Friederici, 2016).

So far, neuronal accounts of language system development
largely rely on EEG data (Skeide and Friederici, 2016).
Traditionally, electrophysiological data have been examined for

event-related potential (ERP), a method that reflects the brain’s
activity in response to a particular stimulus event. As of now,
several metrics can be used to estimate functional connectivity
between electrodes.

In order to perform functional connectivity analysis, MEG
and EEG (M/EEG) data are commonly transformed into the
frequency domain. Measures are thus typically classified by five
fundamental frequency bands, mostly defined by their spectral
boundaries: delta (<4Hz), theta (4–7Hz), alpha (8–12Hz), beta
(13–30Hz), and gamma (>30Hz) (Cacioppo et al., 2007), each
of which has different functional characteristics and cortical
topography (Herrmann et al., 2016). Despite the fact that the
definitions of these bands may vary between studies, and the
boundaries used in studies of early childhood may be lower
(Saby and Marshall, 2012), the interpretation arising from the
present systematic review is based on the above definition by
Cacioppo et al. (2007).

What is more, development and maturation affect the
frequency and synchronization of neural oscillations, both at rest
and during a cognitive task. Globally, analyses of resting state
networks reveal that slow-wave activity (delta and theta) tends
to decrease throughout childhood and adolescence, whereas
oscillations in higher frequency (alpha, beta, and gamma) show
an increase with age (Uhlhaas et al., 2010). Moreover, FC in
childhood is dominated by short-distance local links, which
are gradually replaced by long-distance functional connections
in adulthood, thus forming mature cerebral networks (Vértes
and Bullmore, 2015; Meng and Xiang, 2016; Oldham and
Fornito, 2018). The task-related developmental trajectory of
neural oscillations is, however, less clear and varies widely
depending on the nature of the task.

When it comes to the functional meaning of different
frequency bands, previous studies have suggested that brain
signals of each frequency band play a different role. First,
the coherence of local neuronal populations and bottom-
up processing are associated with high-frequency oscillations
(Buzsáki et al., 2013; Friederici and Singer, 2015). Slower
frequency ranges, on the other hand, are understood to represent
the cooperative activity of large-scale neuronal networks and
mediate top-down feedback information (Palva and Palva, 2018).

Regarding language processing, the use of FC in the spectral
domain is certainly important, but little is known about the
association between frequency bands and language networks.
Nevertheless, distinctions have been made regarding language
processing and frequency band using spectral power analyses.
It is argued that different stages of auditory and speech
processing, language comprehension, and active speech itself
do not rely on the same frequency bands (for an exhaustive
review see Kösem and Van Wassenhove, 2017; Meyer, 2018).
More specifically, delta range (<4Hz) has been associated with
intonational processing and syntactic comprehension (Kösem
and Van Wassenhove, 2017; Meyer, 2018). It plays a role in top-
down processing and seems to contribute to the organization
of the cortical speech system, which regulates auditory-cortical
excitability. It is further implicated in language comprehension,
more precisely in the grouping of words into syntactic phrases
(Meyer, 2018). It has been pointed out that theta (4–7Hz)
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synchronizes with syllabic rates (Giraud and Poeppel, 2012;
Meyer, 2018) and that theta coherence increases in tasks
involving verbal information retrieval and verbal working
memory (Friederici and Singer, 2015; Meyer, 2018). Alpha (8–
12Hz) oscillationsmay also play a role in verbal workingmemory
(Friederici and Singer, 2015; Meyer, 2018). Beta activity (13–
30Hz) in language processing has been associated with semantic
predictions (top-down mechanisms), as well as in syntactic and
semantic binding mechanisms. It has also been correlated with
verbal memory processes and language production (Weiss and
Mueller, 2012). Finally, the gamma band (>30Hz) has been
associated with phonological perception and assessment of the
contextual semantic fit of incoming words [bottom-up; (Meyer,
2018)]. The association of functional connectivity based on
frequency bands and the different stages of language processing
are still subject to investigation.

Several techniques have been proposed in order to measure
cerebral activity, thus allowing for the interpretation of brain
connectivity. Even though a large range of FC metrics is
available in the current literature, the present article is limited
to those brain connectivity approaches used in pediatric
electrophysiological language research. Thus, FC analysis will
not be addressed exhaustively. Only the most commonly used
metrics to quantify brain connectivity, such as coherence, phase
locking value (PLV), Phase Lag Index (PLI), correlation, Granger
causality, and Graph theory, will be briefly described in this
review. Complementary reviews on more detailed mathematical
analyses of connectivity methods can be consulted elsewhere
(e.g., Kida et al., 2015; Bastos and Schoffelen, 2016).

Connectivity analyses in M/EEG traditionally include the
examination for changes in coherence between sources or
sensors. Coherence can be defined as the covariation in amplitude
and phase between two signals and quantifies the linear
correlation between two time series, and this on the frequency
domain (Bowyer, 2016). It is assumed that the higher the
correlation, the more synchronized, and therefore integrated, the
signals are. Thus, coherence is sensitive to changes in both power
and phase relationships but cannot provide direct information on
the true relationship between the two signals (Sakkalis, 2011).

As an alternative to traditional amplitude-based indices
of coherence, metrics of phase synchronization have been
developed, such as PLV and PLI. Both PLV and PLI compute
the consistency of phase difference between two variables over a
time period. They provide a measure of the two signals’ temporal
relationship, independent of their signal amplitude (Lachaux
et al., 1999). The PLV approach evaluates the instantaneous phase
difference of signals, assuming that the connected areas generate
signals whose phases evolve together. Therefore, the phases of the
signals are considered synchronous or locked if the difference
between them is constant (Bruña et al., 2018). Similarly, PLI
estimates the asymmetry of the distribution of phase differences
between two signals, but this method is designed to reduce the
effect of volume conduction (Stam et al., 2007). The central idea
is that a consistent phase difference between two times series
(asymmetric distribution, PLI > 0), cannot result from a single
source (volume conduction). Overall, phase synchronization
metrics are better used for short-duration events such as in

event-related studies, to determine the coupling of two signals
across trials (Aydore et al., 2013; Bowyer, 2016).

Recently, directed connectivity or EC metrics have been
developed to determine the nature of the neural interactions that
enable information flux, such as Granger causality in the time
domain (Bressler and Seth, 2011) or phase slope index (PSI) in
frequency domain (Nolte et al., 2008). Based on phase differences,
PSI is a weighted average measure of phase coherency slope
between two signals, over a frequency band (Nolte et al., 2008;
Bastos and Schoffelen, 2016). Some EC measures rely on the
concept of Granger causality, whereby one time series is said
to “Granger cause” a second one if the past values of the first
improve the prediction of the second. Originally, the concept of
Granger causality was applied to time series, but this approach
has been extended to the frequency domain (Geweke, 1982),
and many multivariate measures can be derived from this model
(Sakkalis, 2011).

Similar to fMRI or other neuroimaging techniques, M/EEG
data used along with connectivity matrices can be used to
construct brain networks from FC measures of the frequency
domain (PLI, PLV, coherence), the source space domain, or the
ECmodels (Sporns et al., 2004; Stam, 2004; Bullmore and Sporns,
2009). Subsequent connectivity metrics of all paired electrodes
can then be explored between regions, using the Graph theory
approach (Stam and Van Straaten, 2012). This method represents
the brain as a collection of nodes, corresponding to recording
sites or brain regions, and the pairwise relationship between them
(edges). Taken together, nodes and edges enable the quantitative
description of the local and global topological organization of
brain networks (Van Diessen et al., 2015). It has been shown
that small-world topology is found at different frequency bands
(Stam, 2004) and can be associated with cognitive performance
and developmental changes in functional brain networks in
young children (Boersma et al., 2013).

Despite the growing number of published studies on language
brain connectivity, the establishment of functional patterns
of language networks during childhood and adolescence is
not yet fully understood. In 2015, Weiss-Croft and Baldeweg
(2015) published the first and only systematic review of studies
that used fMRI to explore the development of functional
language networks. The authors identified both progressive
(increasing) changes of FC with age, associated with cerebral
specialization, and regressive (decreasing) changes of FC with
age, associated with more automatized language processing
and lower engagement of control mechanisms (Weiss-Croft
and Baldeweg, 2015). Specifically, their review highlights
four main findings. First, brain activity in regions that
support semantic processing increased throughout development,
reflecting specialization of the brain. Second, with age, there is
an increased activation in sensory–motor regions, along with a
decreased activation in higher–order cognitive regions. Third, an
age-related decreased activation was found in regions implicated
in the default mode network (posterior cingulate cortex and
precuneus). Finally, their results demonstrate the establishment
of language lateralization by the age of 5 years. Although this
study is indeed interesting, there is currently in the literature
no systematic review that includes M/EEG studies. Because of
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the excellent temporal resolution of MEG and EEG, such a
study would greatly help to provide additional and important
information on the establishment of functional patterns of
language networks. Therefore, the main objectives of this article
are to provide a state of knowledge on the investigation of
language-related cerebral networks in children, through the use
of M/EEG, and a detailed portrait of relevant M/EEG data
analyses methods that have been used in the assessment of
language functional connectivity in children. To do so, we
conducted this systematic review on functional, and to some
extent effective, connectivity patterns of spoken language in
children, as revealed by EEG or MEG. Given the multitude of
metrics used to quantify oscillatory interactions (e.g., coherence,
phase locking, connectivity matrices, graph theory, PSI) and the
diversity of methodological designs (e.g., resting state vs. task
recording, large variety of language tasks, longitudinal vs. cross-
sectional study), the secondary objective is to synthesize and
compare variousmethod of connectivity analysis in the context of
different pediatric populations (healthy and clinical) and a wide
range of research objectives.

METHODS

Search Strategy
The literature review was conducted using five databases:
PubMed, PsycINFO, Web of Science, Scopus, and Linguistics
and Language Behavior in order to find articles published
between January 1995 and June 2018 inclusively. The key
terms used were as follows: (magnetoencephalography OR
electroencephalography OR MEG OR EEG) AND (resting
state OR functional connectivity OR synchron∗ OR network∗
OR effective connectivity OR coherence) AND (Language OR
Speech) AND (infant∗ OR infancy OR child OR children
OR youth∗ OR toddler∗ OR schoolchild∗ OR teenager∗ OR
adolescent∗ OR kid OR kids OR newborn). Additional reports
were identified by handsearching the references cited in the
retrieved articles.

Selection Criteria
This review is limited to empirical studies published in peer-
reviewed journals in English or in French. Studies that adhered
to the following inclusion criteria were considered: (1) The
study included children or adolescents (<18 years old), although
the age range may extend into adulthood; (2) functional or
EC analysis was performed based on EEG or MEG data.
We verified whether the described methods allowed actual
interpretation of functional connectivity or applied different
techniques such as intertrial synchronization, ERP timing, or
time-frequency analysis, which were sometimes referred to as
functional connectivity, but do not in fact fall in this category
(Sakkalis, 2011; Bastos and Schoffelen, 2016). (3) Studies that
investigated language networks were included if either one of
the following two conditions was met: (a) the authors used a
behavioral assessment before or after the imaging acquisition,
in order to evaluate language abilities; or (b) the authors
applied expressive or receptive language paradigms (e.g., speech
stimuli, story listening, or speech production) during MEG or

EEG recording. In order to provide an exhaustive view of the
connectivity patterns associated with language in childhood,
this systematic review includes clinical pediatric samples as
well as healthy children, as long as the methodology fit our
selection criteria. Articles about written language only (reading
or writing) without any association with verbal comprehension
or expressions have been excluded.

The lists of references of the selected articles were searched
manually for additional relevant articles. The study selection
process is summarized in Figure 1.

Data Extraction
Following the database search, duplicates were removed. For
all remaining articles, titles and abstracts were reviewed by the
first author (IG) and selected for a second revision if they met
at least one of the inclusion criteria. For the second revision,
remaining articles were reviewed independently by two authors
(IG and AH), in order to determine whether they matched the
purpose of this study. When no consensus was reached, the
consultation of a third-party expert in the domain (PV) helped
make the ultimate decision on eligibility. Figure 1 shows the
PRISMA (Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) workflow diagram for study selection. Relevant
information from each article was entered into a spreadsheet that
included: (1) sample characteristics: age, gender, IQ, language
evaluation method, sample size; (2) experimental paradigms:
resting state, event-related experiments, sleep studies; (3) brain
recording technique (EEG or MEG); (4) connectivity metrics.

The wide variability in study characteristics along these
methodological dimensions precluded a meta-analysis. Instead,
we synthesized and critically appraised findings made through
the use of functional connectivity in the study of spoken language
in children.

RESULTS

A total of 704 articles were screened in the first step. Of these,
507 were excluded on the basis of their title or abstract, either
because they were not experimental studies (e.g., review), they
were conducted with adult participants only, or they did not
conduct connectivity analysis using EEG or MEG. Following
these exclusions, 197 articles were assessed for eligibility. Of
these, 173 were excluded because they did not meet at least one
of the selection criteria.

A total of 24 articles met the selection criteria, passed
interrater revision (79% agreement), and were confirmed by the
third-party expert. All publications included in this work are
peer-reviewed studies about FC of language functions in children,
as revealed by EEG or MEG, and were published between 1999
and 2018. Detailed information was gathered about each study’s
population of interest, sample size, age of participants, design,
imaging paradigm, type of language assessment, frequency bands
considered for analyses, use of source or sensor analyses,
and, finally, approach for connectivity analysis (see Table 1

for studies including healthy children and Table 2 for those
addressing clinical populations). Each table begins with studies
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FIGURE 1 | PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram describing the paper selection process. Figure adapted

from Moher et al. (2009).

using EEG (Tables 1A, 2A) followed by those employing MEG
(Tables 1B, 2B).

Thirteen of the articles covered in this review addressed
functional connectivity and language functions in healthy
children, whereas 11 included children at risk of or suffering
from various clinical conditions. Table 3 shows the different
populations included in these studies. The most studied
pathologies were related to language impairments such as
dyslexia, language learning disorders, and stuttering (20%), as
well as autism spectrum disorder (ASD) (13%).

Figure 2 shows the distribution of the number of participants
per age group taken together for all studies, both in healthy and
clinical populations. Infancy includes the first year after birth (0–
12 months). Toddlers are children aged between 1 and 3 years;

preschoolers include the period from 3 to 5 years of age, grade-
schoolers from 5 to 12 years, and adolescents are participants
between 12 and 18 years of age. Each age group is subdivided into
the number of children included in the studies addressing various
clinical populations (green bars) and those interested in healthy
children (blue bars), including those used as controls. Most of
the healthy children studied were toddlers (n > 350), whereas
studies interested in the impact of pathological conditions mostly
included grade-schoolers (n > 150), although several studies on
clinical populations also included infants and preschoolers. No
data were available for any toddler or adolescent populations with
clinical conditions. Overall, studies included in this systematic
review total together a sample size of 728 in studies of healthy
children and 394 in studies of clinical populations.
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TABLE 1A | Descriptive data and methodological outline of articles focusing on healthy children in EEG studies.

References n (M/F) Age Design EEG/MEG paradigm Language

assessment

Frequency

band(s)

Source/

sensor

Connectivity

analysis

EEG

Asano et al., 2015 13/6 11 mo Cross-

sectional

Symbol–sound

mismatch

N/A Alpha, beta Sensor Phase locking

value

Hanlon et al., 1999 284/224 0–16.75 y Cross-

sectional

Resting N/A Theta Sensor Coherence

Kühn-Popp et al.,

2016

15/17 14; 15 and

42 mo

Longitudinal Resting Declarative pointing

and Verbal-IQ

Theta–alpha Sensor Coherence

Marshall et al., 2008 48/42 30 and 42

mo

Longitudinal Resting Reynell

Developmental

Language Scales

Theta, alpha,

beta

Sensor Coherence

Mundy et al., 2003 18/14 14–24 mo Longitudinal Resting MCDI Theta Sensor Coherence

Poblano et al., 2016 18/18 9–16 y Cross-

sectional

Resting; Lexical-tonal

discrimination

N/A Theta Sensor Pearson

correlation

Whedon et al., 2016 153/147 6–34 mo Longitudinal Resting PPVT-III2 Theta–alpha Sensor Coherence

Yang et al., 2005 23 (N/A) 6–8 y Cross-

sectional

Resting Verbal-IQ Delta, theta,

alpha, beta

Sensor Pearson

correlation

TABLE 1B | Descriptive data and methodological outline of articles focusing on healthy children in MEG studies.

References n (M/F) Age Design EEG/MEG

paradigm

Language

assessment

Frequency

band(s)

Source/

sensor

Connectivity

analysis

MEG

Doesburg et al.,

2016

31/42 4–18 y Cross-

sectional

Word generation PPVT, EVT Alpha, beta,

theta

Source Phase locking

value, phase lag

index, graph

theory

Doesburg et al.,

2012

5/5 16–19 y Cross-

sectional

Word generation N/A Gamma, theta Source Phase locking

value

Kadis et al., 2016 13/8 5–18 y Retrospective Word generation N/A All Source Phase slope

index

Kikuchi et al., 2011 36/42 32–64 mo Cross-

sectional

Story listening Expressive

Vocabulary and

Riddles (K-ABC)

Delta, theta,

alpha, beta

Sensor Coherence

Youssofzadeh et al.,

2017

13/16 4–18 y Cross-

sectional

Word generation N/A Theta, alpha,

beta, gamma

Source Phase locking

value

Studies in the first part of the table used EEG, whereas those in the second part applied MEG.

M, male; F, female; N/A, not applicable; MCDI, Mac-Arthur communicative developmental inventory; PPVT, Peabody Picture Vocabulary Test; ECT, Expressive Vocabulary Test; K-ABC,

Kaufman Assessment Battery.

Different methods of connectivity analyses were used in
these studies; they are summarized in Table 4. Some studies
combined or compared several methods for estimating cerebral
connectivity. Phase coherence analysis was the most common
method used (45%), followed by PLV (21%). The analyses were
based on all frequency bands, as specified in Tables 1, 2. The
most studied frequency band was theta, and the least studied
was gamma. Sixteen studies used sensor information, and seven
applied a source analysis. One study reported results for both
source and sensor-based analyses.

Despite the fact that the scope of these studies differed, the
aim of this review is to capture common findings concerning
language-related functional connectivity. Therefore, we first
present an overview of the results that emerged from the studies
that investigated the association between language functioning

and connectivity patterns, regardless of the task used during
the EEG or MEG recording. Second, we illustrate, separately for
healthy children and those in clinical populations FC and EC
findings, while an expressive or receptive task was performed
during the EEG and MEG recording. Finally, we display the
results that emerge from all included studies organized according
to the types of connectivity analyses used, beginning with those
using functional connectivity, followed by those using EC. Again,
the results will be indicated separately for healthy children and
children with various clinical conditions.

Overview of All Results
From the 24 articles included in the review, only nine attempted
to associate FC or EC patterns with objective measures of
language functioning. Figure 3 shows themain results from these
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TABLE 2A | Descriptive data and methodological outline of articles focusing on children with or at risk of different clinical conditions in EEG studies.

References Pathology n (M/F) Age Design EEG/MEG

paradigm

Language

assessment

Frequency

band(s)

Source/

sensor

Connectivity

analysis

EEG

Righi et al., 2014 Risk of autism 54 (N/A) 6 and 12

mo

Longitudinal Discrimination of

consonants

Subtest of Mullen

Scales of Early

Learning

Gamma Sensor Coherence

Njiokiktjien et al.,

2001

Nonverbal

learning

disorder/

Language

disorder1

12/6 12/6 6–11 y Cross-sectional Resting N/A All Sensor Coherence

Zare et al., 2016 Risk of language

disorder1
17/7 6 mo Cross-sectional Resting N/A Delta, theta,

alpha1, alpha2

Sensor Connectivity matrix,

graph theory

Kabdebon et al.,

2015

Prematurity/

healthy

18/12 10/5 8 mo Cross-sectional Syllabic learning N/A Alpha, beta Sensor Coherence

Vasil’yeva and

Shmalei, 2013

Stammering/

healthy

47/0 59/0 3–5 y Cross-sectional Resting N/A All Sensor Coherence

Williams et al., 2012 Congenital heart

disease

14/2 0–18 mo Longitudinal Resting Bayley Scales of

Infant Development

Beta Sensor Coherence

TABLE 2B | Descriptive data and methodological outline of articles focusing on children with or at risk of different clinical conditions in MEG studies.

References Pathology n (M/F) Age Design EEG/MEG

paradigm

Language

assessment

Frequency

band(s)

Source/

sensor

Connectivity

analysis

MEG

Kovelman et al.,

2015

Autism/healthy 10 (N/A)

9 (N/A)

8–12 y Cross-sectional Discrimination

of native and

foreign language

N/A All Source Coherence

Mamashli et al.,

2017

Autism/healthy 29/0 17/0 9–15 y Cross-sectional Tonal

discrimination

Social

communication

questionnaire

All Source Coherence

Molinaro et al., 2016 Dyslexia/healthy 9/11 10/10 8–14 y Cross-sectional Sentence

listening

Verbal fluency, rapid

automatized

naming,

pseudoword

repetition, and

phonemic deletion

Delta, theta Sensor,

Source

Coherence, partial

direct coherence

based on Granger

causality

Lizarazu et al., 2015 Language

disordera/healthy

6/4 5/5 8–14 y Cross-sectional Listening of

sounds

Reading of word

and pseudoword

lists, pseudoword

repetition, and

phonemic deletion

Delta, theta,

beta, and

gamma

Source Phase locking value

Barnes-Davis et al.,

2018

Extreme

prematurity/term

born

9/6 7/8 4–6 y Cross-sectional Story listening PPVT, Expressive

Vocabulary Test

Beta Sensor Phase slope and

phase lag index

Studies in the first part of the table used EEG, whereas those in the second part applied MEG.
aLanguage-based learning disorders (e.g., dyslexia, dysphasia).

M, male; F, female; N/A, not applicable; PPVT, Peabody Picture Vocabulary Test.

nine studies, for healthy subjects (eight studies) and for a clinical
population (one study). Results are presented for each frequency
band and organized according to age.

Only one study (Williams et al., 2012) investigated the
relationship between FC networks and language abilities in a
clinical population, that is, children with congenital heart disease
(CHD), who are known to be at high risk of language delay
(Hövels-Gürich et al., 2008; Hövels-Gürich and Mccusker, 2016;
Fourdain et al., 2019). The authors did not find any significant

association between FC during the neonatal period and their later
language abilities as measured at 18 months of age. Additionally,
Marshall et al. (2008) found no significant correlation between FC
patterns and language performance in preschoolers under foster
care. However, seven studies found a significant relationship
between FC in the theta band and language performance. Positive
correlations between FC and language score were also found in
higher frequency bands: alpha (Yang et al., 2005; Doesburg et al.,
2016) and beta (Yang et al., 2005; Doesburg et al., 2016). It should
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be noted that no study investigated the relationship between
language skills and FC patterns in the gamma band.

In addition to articles that included a behavioral assessment
of language functions, performed before or after an EEG or
MEG recording, this systematic review also considers studies
that included an expressive or receptive language paradigm (e.g.,
speech stimuli or speech production) during an MEG or EEG
recording. The FC or EC patterns that arose from language
paradigms are summarized in Figure 4 (for healthy children) and
Figure 5 (for clinical populations).

In healthy children, the use of an expressive language
paradigm (usually a verb generation task) was favored in four
studies, whereas three studies used a receptive language task
in order to examine the connectivity patterns that underlie
language processing. These types of research paradigms
have been performed mostly in research pertaining to
grade-schoolers and adolescents, and the results are spread
across all frequency bands.

TABLE 3 | Overall composition of samples included in all studies.

Study population % (n)

Healthy 54 (13)

Autism spectrum disorder 13 (3)

Prematurity 9 (2)

Dyslexia 8 (2)

Language learning disorders 8 (2)

Stuttering 4 (1)

Congenital heart disease 4 (1)

In clinical populations, language tasks were mainly used to
compare FC patterns between vulnerable children and healthy
children. Here, only receptive language paradigms were used
during M/EEG recording. Differences in FC between healthy and
clinical subjects occur predominantly in the higher frequency
bands (beta and gamma). Again, more details on the results
of these studies are provided in section Results Derived From
Connectivity Metrics.

Finally, it should be noted that two studies (Njiokiktjien
et al., 2001; Vasil’yeva and Shmalei, 2013) done in resting-
state FC in clinical populations were not presented in any of
these figures. One of these studies looked at FC in children
who received a diagnosis of language-based learning disorder
(LLD), compared to children with non-verbal learning disorders

TABLE 4 | Overview of all approaches applied to analyze functional or effective

connectivity in included studies.

Connectivity analysis % (n)*

Coherence 45 (13)

Phase locking value 21 (6)

Pearson correlation 7 (2)

Graph theory 7 (2)

Phase slope index 7 (2)

Phase lag index 7 (2)

Connectivity matrices 3 (1)

Granger causality 3 (1)

*Some studies applied multiple analyses; hence the total n outranges the number of

studies included in this review.

FIGURE 2 | Number of participants per age group of all included studies (n = 24). Blue bars represent number of participants included in the articles addressing

healthy children; green bars stand for the number of participants included in studies investigating clinical populations (including control groups) such as autism

spectrum disorder, dyslexia, language-learning impairment, or prematurity (Table 3).
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FIGURE 3 | Summary of studies investigating the association between language abilities, assessed with standardized tools, and cerebral language networks. Results

are presented for each frequency band and organized regarding ages. Studies in healthy subjects (n = 8) and a clinical population (n = 1) are included. Upper arrows

(↑) indicate a positive correlation with either receptive (simple solid line), expressive (dashed lines 1), or global language functioning (solid double lines), whereas

downward arrow (↓) indicates negative correlation with language. Hatched areas represent non-significant correlations with language abilities.

(Njiokiktjien et al., 2001). The other looked at the FC patterns
in children who stutter (Vasil’yeva and Shmalei, 2013). These
studies did not use a language paradigm during EEG recording
and therefore do not directly correlate connectivity patterns with
behavioral language measures. The results of these two studies
will nonetheless be discussed in section Results From Coherence
in Clinical Population.

Results Derived From Connectivity Metrics
Results From Correlation and Coherence Analyses
The correlation coefficient and its analog in the frequency
domain, coherence, are the classic measures of interdependence
between two signals (Sakkalis, 2011; Van Mierlo et al., 2014;
Hassan and Wendling, 2018). Based on the amplitudes of the
signals, the cross-correlation coefficient is a measure of the linear
correlation between two time series and was utilized in one
study using a tonal discrimination task (Poblano et al., 2016).
Coherence, on the other hand, detects the linear relation between
two electrophysiological signals at any particular frequency (Van
Mierlo et al., 2014; Bowyer, 2016). It is mainly used at rest and

appears to be the most popular metric for M/EEG evaluation of
functional language networks in children (n = 13). One other
study used coherence and Granger causality and will therefore
be discussed in the section on EC.

Results from correlation in healthy children
In a study on adolescents (9–16 years old, Poblano et al.,
2016), correlation analyses were performed between several
recording sites of the brain and were acquired during a
lexical-tonal discrimination task of bisyllabic words in the
Zapotec language (a tonal language, spoken by the participants).
Results showed significant increases of interhemispheric and
intrahemispheric correlations of the theta-relative power during
a word discrimination task, predominantly between left frontal
and right temporal sites.

Results from coherence in healthy children
In healthy infants, few studies (n= 6) investigated the association
between measures of coherence and later language abilities of
preschoolers (Mundy et al., 2003; Marshall et al., 2008; Kikuchi
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FIGURE 4 | Overview of task-related connectivity patterns in healthy subjects. Results are organized regarding frequency bands and age groups investigated.

Upwards arrows (↑) indicate an increased connectivity during receptive (simple solid line) or expressive (dashed lines) language task, whereas downwards arrows (↓)

indicate decreased connectivity.

et al., 2011; Kühn-Popp et al., 2016; Whedon et al., 2016) and
grade-schoolers (Yang et al., 2005). Specifically, between 5 and 10
months of age, an increase in resting-state EEG coherence in the
theta–alpha band (6–9Hz) within left frontal regions seems to be
associated with higher cognitive functioning, including receptive
language at 3 years of age (Whedon et al., 2016). This association,
however, might not be specific to language functions because the
authors reported a mediating influence of the level of attentional
control at the age of 2 years. Another study showed that, in the
theta band (4–6Hz), a pattern of less proximal (left-frontal to left-
central) but more distal (left-frontal to left-occipital) resting state
FC at 14 months old is negatively associated with the number of
words expressed at the age of 2 years, as reported by the parents
(lower vocabulary group; determined by the median split of the
MacArthur Communicative Developmental Inventory (MCDI)
results; Mundy et al., 2003). The same group also showed that at
18months of age a ratio of higher proximal synchrony in the right
hemisphere (right-frontal to right-central) is positively associated

with vocabulary outcome (MCDI; total words) at 2 years old
(Mundy et al., 2003).

At 14 months of age, a theta–alpha band (6–9Hz), FC
pattern of more proximal and less distal coherence appears
to be specifically and positively associated with later language
functioning, regardless of the child’s IQ (Kühn-Popp et al.,
2016). Accordingly, those results indicate that maturation of
EEG coherence in the left hemisphere, established by the
ratio of short-distance/long-distance connections, is positively
correlated with preverbal communicative abilities at 15 months
of age (e.g., pointing at objects) and with verbal communication
skills at 48 months of age (epistemic language; Kühn-Popp
et al., 2016). Congruently, left short-distance (parietotemporal)
connectivity dominance in the theta band of preschoolers (32–
64 months of age) during story listening shows exclusive positive
correlation with language performance (no correlation with
nonverbal cognitive performance or with chronological age),
as assessed by the Kaufman Assessment Battery for Children
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FIGURE 5 | Overview of task-related connectivity patterns in clinical populations compared to healthy subjects. Upper arrows (↑) indicate an increased connectivity

during either receptive (simple solid line) or expressive (dashed lines) language task in this clinical population compared to healthy children, whereas downward arrow

(↓) indicates decrease FC correlation in this clinical population compared to healthy children.

at the same age (Expressive Vocabulary and Riddles subtests;
Kikuchi et al., 2011).

In older children (6–8 years old), participants with high
language functioning (verbal IQ >110, as assessed by the
Wechsler Intelligence Scale for Children III) had an increased
chance of higher correlations between homologous hemispheric
regions (homologous interhemispheric correlations), compared
to those who were classified as having a low verbal functioning
(verbal IQ <90; Yang et al., 2005). This was apparent in
several regions (frontal, parietal) and mostly in the theta and
alpha bands. In contrast, higher connectivity in interhemispheric
central regions (delta and beta) was associated with lower
language abilities.

However, one study reported non-significant correlations
between coherence indices and language functioning. Marshall
et al. (2008) highlighted environmental impacts on cerebral
connectivity in young children, even though no significant
correlation with language or cognitive functioning was found.
They reported that EEG patterns in 42-month-old children
placed in foster care before the age of 24 months differed from
those of children placed in institutional care, the former showing
lower short-distance connectivity. Specifically, in the foster-care

group, intrahemispheric connections between frontal-central
and frontal-temporal regions were characterized by lower
connectivity in theta–alpha (6–10Hz) and alpha–beta (11–18Hz)
bands. The authors did not link this difference to language
abilities (no significant results) but instead to environmental
conditions (foster care vs. institutional care).

Finally, an extensive longitudinal study including 508
children between 2 months and 16.5 years of age investigated
developmental differences between sexes, using EEG coherence
(Hanlon et al., 1999). However, no behavioral data were used
to associate coherence patterns with language functioning.
Results illustrated a sex difference in development, whereby
girls presented earlier development of comprehensive language
networks in theta neural networks than boys. Results also
suggested that girls have more complex interconnection patterns
between paired sites, particularly in those involving the
temporal lobes.

Results from coherence in clinical population
Coherence for FC analyses was also used in several studies
that included children with or at risk of neurodevelopmental
conditions and therefore known to have vulnerable language
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functions. More specifically, included in this section are those
studies using coherence as FC analyses and that focused on
children with ASD, CHD, language learning impairment (LLI),
stuttering, and dyslexia.

Children with CHD are known to be at higher risk of speech
and language delays (Hövels-Gürich et al., 2008; Hövels-Gürich
and Mccusker, 2016; Fourdain et al., 2019) It is in this context
that Williams et al. (2012) investigated the predictive value
of neonatal EEG frequency power analysis for later language
development in children with CHD. Results revealed predictive
value of the delta-relative power for language skills at 18 months
of age, as assessed by the Bayley Scales of Infant Development
(BSID). However, association between language functioning and
coherence measures did not achieve significant results, despite
the high correlation between BSID cognitive scores and beta’s
interhemispheric (left frontal polar to right frontal polar) and
intrahemispheric (left frontal polar to left occipital) coherence.
According to the authors, this may have been due to the small
sample size (n= 13 participants).

Autism spectrum disorder is a neurodevelopmental
disorder commonly associated with verbal and communicative
dysfunctions (Mcdaniel et al., 2018). In three studies identified
in this review, alteration of language task-related coherence was
associated with ASD (Righi et al., 2014; Kovelman et al., 2015;
Mamashli et al., 2017). However, no direct association was made
with language functioning.

One publication aimed to identify an early
electrophysiological biomarker for later ASD diagnosis (Righi
et al., 2014). Electroencephalography recordings were performed
for 6-month-old infants at high risk (HR, meaning siblings of
children that were already diagnosed with ASD) and low-risk
(LR) for ASD, done while listening to speech sounds. A higher
right than left hemispheric coherence in the gamma band was
observed in all children, with no difference between groups (HR
vs. LR). At 12 months of age, analyses in LR and HR groups
revealed no remaining hemispheric lateralization differences.
Interestingly, HR infants showed significantly reduced task-
related FC between frontal and parietal regions, compared to
LR infants. Although these results must be replicated using
a larger sample, this association seems to identify a potential
12-month predictive marker for clinical outcomes (Righi et al.,
2014). These results also point out that genetic vulnerability for
autism, that is, having a full sibling diagnosed with ASD, can
potentially be assessed in the first year of life, based on differences
in neural integration.

The two other published studies that used coherence involved
older children with confirmed ASD diagnosis. Important
differences were identified in FC patterns between healthy
children and those diagnosed with ASD. Results of a preliminary
study by Kovelman et al. (2015) indicated differences in cerebral
coherence between ASD and control groups (8–12 years old)
during a language task. In particular, EEG coherence measures
during familiarization with a new language, including statistical
learning for discrimination between adjacent syllables, were
higher in children with ASD and had predictive value for ASD
diagnosis. Coherence measures during the familiarization phase
showed improved identification of ASD diagnosis, compared to

coherence measure at rest, thus suggesting that language learning
abilities are different in children with ASD, compared to typically
developing (TD) peers.

Finally, Mamashli et al. (2017) used an MEG tonal mismatch
paradigm in children (9–15 years old) with ASD. The MEG
recording revealed an increase in frontotemporal coherence in
the ASD group relative to the TD group, in response to both
standard and deviant stimuli. This manifested in the gamma
band for the left hemisphere and in the alpha and beta bands
for the right hemisphere. When coherence was normalized with
respect to the standard condition, the differences between groups
were no longer significant. However, when the same stimuli were
presented against a noisy background, the normalized coherence
remained greater in ASD group, and this for the beta band
in the left frontotemporal regions (not illustrated in Figure 5).
According to the authors, thismay suggest that, for ASD children,
reduced speech comprehension in noisy surroundings is due
to a lower involvement of frontal control mechanisms. These
results imply that auditory processing, when done against a noisy
background, results in altered functional networks in this group
of patients.

Overall, studies in children with ASD demonstrated several
distinct characteristics of functional neuronal networks
associated with auditory and language processing, which are in
line with typical difficulties in language functions associated with
ASD. Knowing the characteristics of cerebral networks could
potentially allow an early identification of children at higher risk
of developing ASD.

Two studies involved participants with oral language
disabilities, such as language disorder or childhood-onset
fluency disorder (stuttering). Vasil’yeva and Shmalei (2013)
were interested in brain coherence of male preschoolers (3–5-
year-old boys) with neurosis-like stammering. These children
showed generally stronger global coherence in delta and beta
oscillations than did healthy children. Compared to healthy
controls, theta band synchrony in interhemispheric frontal
regions was also increased for the stammering group, although
a smaller number of connections was observed in children who
stutter than in healthy children. Finally, in all frequency bands,
interhemispheric coherence was higher in preschoolers with
neurosis-like stammering than in the control group. These results
suggest that, in children with this kind of speech disturbance, the
specialization of functions of the left and right hemispheres, as
well as the interhemispheric asymmetry, is less expressed.

Finally, for children (6–11 years old) with non-verbal learning
disorders, Njiokiktjien et al. (2001) reported a right lateralized
decrease of intrahemispheric coherence, in contrast with children
with LLI, who showed reversed lateralization. This difference
was higher in the gamma band. Again, these M/EEG FC results
suggest that hemispheric functional brain alterations are related
to specific language development disorders.

Results From Phase Synchronization
Instead of investigating the relation between the amplitudes
of the signals, one could also evaluate how the phases
of the considered signals are coupled, the so-called
phase synchronization measures. Among the many phase
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synchronization measures proposed in the literature, one of
the most used is the PLV, which evaluates the phase difference
between two signals (Lachaux et al., 1999). When two brain
areas are functionally connected, the phases of their signals are
assumed to evolve together; therefore, the difference in their
phases should be constant (Bruña et al., 2018).

Results from phase synchronization in healthy children
Three studies combined phase synchronization metrics: two with
an FC matrix (Doesburg et al., 2012; Youssofzadeh et al., 2017)
and one with ECmetrics (Barnes-Davis et al., 2018). Results from
these three will be included in the sections on graph theoretical
approaches and EC, respectively.

Two other studies drew on phase synchronization metrics
(PLV) in healthy children: one in amismatch paradigm (receptive
task) and the other in an expressive language task.

At around 1 year of age, results during an audiovisual
paradigm revealed an increased large-scale communication
between brain regions in the mismatch condition (a heard sound
does not match the previously presented symbol), compared to
the match condition (sound and symbol match; Asano et al.,
2015). This occurred in the alpha–beta band (12–15Hz) and was
more prominent in the left hemisphere. According to the authors,
this indicates that audiovisual integration requires a greater effort
in the mismatch condition (Asano et al., 2015).

In adolescents (17 years old), an expressive language
task (verb generation) resulted in an increased gamma-
band synchronization among task-activated cortical regions
(Doesburg et al., 2012). Moreover, there was a theta modulation
of interregional gamma synchrony between several pairs of
activated brain regions, mostly in the left frontal cortex. This
reflects the involvement of gamma-band synchronization
in language production and the role of low-frequency
rhythms (theta), which modulate high-frequency connectivity
in adolescents.

Results from phase synchronization in clinical population
One study used phase synchronization metrics (PLV) in task-
related paradigms, in a vulnerable population, namely, children
born prematurely. In fact, several studies report impairments of
cognitive and behavioral functions, including language abilities,
related to premature birth (weeks of gestation ≤37; e.g.,
Aarnoudse-Moens et al., 2009; de Kieviet et al., 2012). In our
sample, one study used PLV for FC analyses in prematurely
born children (27–30 weeks of gestation). Kabdebon et al. (2015)
compared spatial synchrony and phase coincidence of EEG
oscillations during syllabic learning in 8-month-old preterm-
born and term-born children (corrected age for preterm-born).
They did not find any differences between groups, suggesting
similar language processing at 8 months of age. In both groups,
an increase in the PLV was observed first in the beta band
(13–18Hz; during the first syllable) and later in alpha (8–
12Hz; after the word) over the left and right temporal areas
(Kabdebon et al., 2015).

Using auditory stimuli in children (8–14 years old) and adults
with dyslexia, another study found that, compared to a control
group, dyslexic participants presented stronger synchronization

and an absence of right hemispheric neural synchronization,
related to low frequency (4Hz; Lizarazu et al., 2015). On the other
hand, for high frequencies (30Hz), adults but mainly children
with dyslexia show a rightward, instead of bilateral hemispheric
lateralization. According to the authors, this may suggest that
speech processing in dyslexic children relies more heavily on
syllabic-rate information, compared to skilled reader peers.

Results From Network Analysis
Graph theory analysis looks at the brain as a complex network
consisting of a collection of nodes connected by edges, in order
to comprehend the topological organization of brain networks
(Tahmasian et al., 2015).

Results from network analysis in healthy children
Two studies applied graph theoretical analysis into MEG results
to investigate the organization of expressive language networks,
from preschool age to adolescence (4–18 years old). Even though
both used a verb generation task during MEG, and derived
networks from phase synchronization metrics, their conclusions
were not identical.

In the first of the two, results from a verb generation task
revealed a developmental shift of the beta band lateralization
in language production when children (4–6 years old) were
compared to adolescents (16–18 years old): hubs were most
lateralized in adolescents, whereas younger children showed a
more bilateral distribution, or even a right-hemispheric pattern
(Youssofzadeh et al., 2017).

The second study showed that connectivity within language-
related areas (left angular gyrus, left precentral gyrus, right
inferior orbital gyrus, and right rolandic operculum) increased
with age (Doesburg et al., 2016). This was true for language
production in the theta band. Increased FC during an
expressive language task was also observed in higher frequency
bands (alpha and beta). However, this increase was primarily
found in brain areas associated with visual processing and
thus might rather be associated with processing of the
stimulus than to language-related task demands. Developmental
analysis suggested significant differences between age groups:
larger connectivity networks in adolescents (14–18 years old),
compared to younger children (4–9 years old), and a stronger
task-dependent increase of connectivity (expressed as theta
coherence) in language-related areas, especially in frontal
regions. Finally, theta-band connectivity measures showed a
significant association with verbal language functioning (assessed
with the Peabody Picture Vocabulary Test and the Expressive
Vocabulary Test). Thus, the strength of task-dependent network
connectivity was associated not only with a maturational pattern
but also with language abilities (Doesburg et al., 2016).

Results from graph theoretical analysis in clinical population
Zare et al. (2016) developed a machine learning approach based
on EEG network characteristics (efficiency and leaf number) in 6-
month-old infants. They aimed at determining, based on family
history, the risk of LLDs. Relying on functional connectivity
measures, this work allowed for the accurate stratification of
the children into low-risk (LR) and high-risk (HR) groups
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for LLD. Early brain networks revealed a reduced cortical
communication capacity in HR infants, showing a network that
was both decentralized (as revealed by the clustering index in
the delta and alpha) and less efficient (as revealed by a decreased
efficiency in the delta, theta, and alpha). Based on complex EEG
patterns with support vector machine, it was possible to classify
the children into HR and LR groups with approximately 80%
accuracy (specificity of 89% and sensitivity of 92%).

Directionality of Language Networks (Effective

Connectivity)
Effective connectivity reveals the directionality of information
flow in particular brain regions and the causal and dynamic
influences of one region on another (Stephan and Friston, 2010;
Friston, 2011). Two methods of EC were used in the studies
selected for review: partial directed coherence, a frequency-
domain representation of the concept of Granger causality
(Baccalá and Sameshima, 2001) and the PSI, a method based
on phase differences in signals over a specified frequency range
(Nolte et al., 2008).

Effective connectivity in healthy children
Only one study used EC metrics to study language networks in
healthy children during an expressive language task. Kadis et al.
(2016) reported an increased number of effective connections
(PSI) with age, between 5 and 18 years. More importantly,
different task-related EC patterns seemed to emerge among
frequency bands. Analysis of lower frequency bands revealed
more local, rostrally directed connectivity patterns in the left
frontal region. At higher frequencies, EC increasingly involved
distal and interhemispheric nodes. In alpha and gamma,
bidirectional information transfer was observed between left
and right frontal and posterior temporal nodes, whereas in the
gamma band, the right posterior temporal region emerged as an
important driver ofWernicke (left posterior temporal) and Broca
(left frontal) regions.

Effective connectivity in clinical population
Phase slope index was also used to compare EC (PSI) and FC
patterns (PLI) between extremely prematurely born children
(EPT; <28 weeks of gestation) and their term-born (TB) peers
[37–42 weeks of gestation; (Barnes-Davis et al., 2018)]. At
preschool age (4–6 years old), bilateral functional networks,
including temporal and parietal regions, were revealed in
both EPT and TB children during a receptive language task.
On the other hand, the beta band indicated increased FC
in language networks, as well as a more diffused network
in EPT children, compared to TB. Moreover, analysis of
EC suggested more bidirectional connections in EPT within
bitemporal areas of the network, compared to TB, where
fewer bidirectional networks or more unidirectional networks
were identified. Effective connectivity analysis also revealed
that hyperconnectivity patterns in EPT were attributable to
a greater information flux drive from the right hemisphere.
Nevertheless, because those differences in connectivity patterns
were not correlated with language performance, it was reported
to be an effect of the clinical condition only (i.e., prematurity).

Consequently, the authors assumed that their findings indicated
an efficient reorganization of cerebral language networks,
allowing the maintenance of language abilities in EPT children
(Barnes-Davis et al., 2018).

Neuronal response while listening to low-frequency speech
(<10Hz), in grade-schoolers (8–14 years old) with dyslexia, was
overall less synchronized, compared to normal readers (Molinaro
et al., 2016). More specifically, during language stimulation
(meaningful sentences), reduced delta synchronization and
impaired feed forward functional coupling (partial directed
coherence) were found between the right auditory cortex and the
left inferior frontal gyrus.

DISCUSSION

We systematically reviewed 24 studies that assessed M/EEG
functional networks associated with language in children.
The great variability in study populations, sample size, and
methodology precluded us from conducting a meta-analysis.
Instead, we synthesized and critically appraised findings on
the use of functional or EC in the study of spoken language
in children.

Summary of the Main Observations
In order to characterize functional networks involved in language
development, first considered were results reported in 13 articles
on the study of TD children, and which used FC and EC
analyses. The findings of most of the reviewed studies suggested
that theta neural oscillations play a crucial role in healthy
language development. In the theta band, a greater left resting-
state coherence in early childhood seems to be associated with
higher language functioning, either at the time of M/EEG
recording (Kikuchi et al., 2011) or at a later age (Mundy et al.,
2003; Kühn-Popp et al., 2016; Whedon et al., 2016). In older
children (grade-schoolers to adolescents), associations between
connectivity patterns and language abilities are not found only in
theta, but in most frequency bands (delta, theta, alpha, and beta).
The differences in frequency bands in relation to agemight reflect
typical brain maturation. Indeed, cerebral maturation in children
has been associated with a global decrease of slow-wave activity,
including theta oscillations, and an increase in higher frequencies
(Uhlhaas et al., 2010). Thus, even though theta-band connectivity
shows significant correlation with language abilities at all ages
(Figure 3), it is critical to look at all different frequency bands,
especially in older children (grade-schoolers and adolescents).

Further, theta frequency band has been related to syllabic
processing (Giraud and Poeppel, 2012; Meyer, 2018), and
increases in theta activation have been found for tasks that
include verbal working memory (Friederici and Singer, 2015;
Meyer, 2018). Syllabic processing of human language constitutes
one of the fundamental stages of bottom-up language processing,
and there is evidence that it is established in utero, before
term age (Mahmoudzadeh et al., 2013; Skeide and Friederici,
2016). The predictive value of theta coherence for early
language comprehension in infants may thus be explained by
the fundamental role of syllabic processing in later language
acquisition. Given the assumed relation between theta band
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coherence and working memory, studies addressing language
networks should also apply language paradigms that allow for
the differentiation between higher-order cognitive functions and
different stages of language processing.

The investigation of FC or EC networks using a language
task during M/EEG recording reveals results distributed across
all frequency bands. The involvement of the various frequency
bands probably varies based on the nature of the task (e.g.,
active lexical discrimination vs. passive oddball paradigm), the
language modality (expressive vs. receptive), and the level of
language processing (e.g., syllabic vs. semantic). That being
said, results from EC patterns in expressive language paradigm
vary considerably depending on the frequency bands (Kadis
et al., 2016). An age-related increase is shown in left effective
connections, whereas higher frequencies reveal more bilateral
effective connections with increasing age (Kadis et al., 2016).

For healthy children, the majority of studies using task-
dependent connectivity analysis reveal increased left FC during
receptive (Kikuchi et al., 2011; Asano et al., 2015) and
expressive (Doesburg et al., 2012, 2016; Youssofzadeh et al.,
2017) language paradigms. This occurs as early as 11 months of
age (Asano et al., 2015) and appears to be constant throughout
development. Interestingly, when it comes to examining the
pattern of task-related FC in populations at risk of language
disorders, in comparison with neurotypical children, differences
are prominently characterized by a tendency for greater FC in
the right hemisphere (Righi et al., 2014; Lizarazu et al., 2015;
Mamashli et al., 2017).

Results from studies targeting clinical populations, mainly
children at high risk of or suffering from language disabilities,
also contribute to the understanding of the interactions between
language abilities and the brain regions associated with language
acquisition. In this review, we included 11 studies that addressed
FC and EC patterns of language networks in different clinical
populations. In children with speech disturbances (language
learning disorders or stuttering), the functional specialization
in the left and right hemispheres and the interhemispheric
asymmetry typically seen in language networks seem altered (less
hemispheric asymmetry observed). However, in populations at
risk of language disabilities, such as ASD, preterm children, and
infants with CHD, there are no clear or replicable FC profiles
associated with language functioning that arise from the current
literature. Although differences are observable between clinical
and control groups, they seem to be more attributed to the
signature of the underlying clinical condition, rather than to
language functioning itself. More studies are needed to better
understand the brain substrates of language alterations and
vulnerabilities in these populations.

These results are consistent with the conclusion from Weiss-
Croft and Baldeweg (2015), who found that left language
lateralization was well established by the age of 5 years.
However, our results suggest that, before the first birthday, left
lateralization is already apparent when a receptive language
paradigm is performed (Asano et al., 2015). Moreover, a greater
left connectivity before 5 years of age has been correlated with
better language abilities (Mundy et al., 2003; Kikuchi et al.,
2011; Kühn-Popp et al., 2016; Whedon et al., 2016). Thus,
M/EEG research points toward an earlier implementation of left

lateralization in language networks than was concluded from
studies done with fMRI. This is probably due to the suitability
of electrophysiological techniques for studying young children.
Furthermore, the impaired left lateralization in populations at
risk of language impairments attests to the importance of the
early development of left functional networks (Righi et al.,
2014; Barnes-Davis et al., 2018) and its maintenance in later
development (Lizarazu et al., 2015; Mamashli et al., 2017).

The developmental trajectory of FC of language networks
evolves significantly with age, with the presence of greater
connectivity networks in adolescents, compared to younger
children (Doesburg et al., 2016; Kadis et al., 2016; Poblano
et al., 2016; Youssofzadeh et al., 2017), but also more local
and less bilateral networks as age increases (Kikuchi et al.,
2011; Doesburg et al., 2016; Kadis et al., 2016). In line
with findings of fMRI studies, strong local networks may
actually reflect both processes related to cerebral specialization
and automatized language processing, which require less top-
down regulation and thus involves fewer network interactions
(Weiss-Croft and Baldeweg, 2015).

Nonetheless, the exact timeline of maturational processes in
language networks is not yet fully understood. This may be
due in part to the great intervariability of typical development.
Also, many studies included only a limited age range or did
not have sufficient participants per age group to permit reliable
conclusions regarding developmental changes. The importance
of accounting for age-related changes has previously been
emphasized in fMRI studies, in order to correctly interpret
associations between network characteristics and language
capacities (e.g., Weiss-Croft and Baldeweg, 2015; Rimmele et al.,
2018). On the other hand, the methodological heterogeneity
(e.g., language paradigms, cognitive assessments, connectivity
algorithms) between developmental studies on brain correlates
of language processing do not allow the drawing of a clear
maturational timeline.

Finally, one should consider that sex differences may impact
the development of FC patterns, as stated by Hanlon et al.
(1999). In fact, the importance of integrating sex analysis in
research is now well-established (Tannenbaum et al., 2019), and
the sex differences of brain development have been documented
(Gur and Gur, 2016, 2017; Kaczkurkin et al., 2019). In a
recent systematic review, Etchell et al. (2018) highlighted sex
differences in brain language structure and function. However,
they concluded that these differences do not necessarily lead to
differences in language task performance. It is therefore possible
that boys and girls employ different but equally effective cognitive
strategies for certain tasks, which leads to minor differences
in performance as evidenced by brain function but not in the
behavioral performance itself. Consequently, it is important
that subsequent studies consider possible sex differences when
characterizing language networks.

A better understanding of the association between language
functions and the different characteristics of brain networks
should include normal variation patterns that are not related to
language difficulties. Understanding the normal development of
functional language networks would enable earlier identification
of children at risk of language difficulties. Currently, language
impairment is often detected only at an age at which evidence
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of healthy language functions can be formally assessed (Prelock
et al., 2008). When a pathology is present, however, it could be
crucial to initiate early intervention in order to support language
development and increase quality of life for these children.

Methodological Considerations
This review shines light on the heterogeneity of methodological
approaches used in the study of language functions in children,
through the use of FC and EC. Beyond the neuroimaging
method used (EEG vs. MEG), the type of analyses and their
nomenclature vary greatly between research groups. Functional
brain connectivity and EC analyses are indeed still recent, and to
date, there is no consensus onwhichmethods are to be advocated,
highlighting the importance of summarizing the current state
of knowledge and pursuing further research in this field. This
would not only describe the various methods available, but also
assess their respective pros and cons, in order to select the
appropriate technique for specific experimental conditions and
samples. This will ultimately support the production of more
reliable and robust results and provide clear directions for future
studies. Methodological heterogeneity is not only an issue in
EEG and MEG, but also poses an obstacle to reliable conclusions
about language networks estimated with other neuroimaging
techniques, such as fMRI (Weiss-Croft and Baldeweg, 2015),
hence the need to establish common standards of best practice.

Nevertheless, the number of M/EEG studies identified
indicates that coherence and phase-locking measures may have
high utility in language research, because these metrics were
used in the majority of the published articles in the domain.
These approaches achieved popularity because of their simple
algorithms and fast computation. However, although coherence
has been the most widely used FC method in this field, this
does not necessarily mean it is the preferred method, nor the
most fruitful. In fact, coherence may cause false-positive results,
due to source leakage between local regions (Brookes et al.,
2014; Kida et al., 2015). To overcome these challenges, many
algorithms have been developed in the last few years. The
Imaginary Part of Coherency (Nolte et al., 2008) and PLI are
metrics that are less affected by the influence of common sources
and active reference electrodes. They were introduced to facilitate
the estimation of phase synchronization but have not been
used much in the research of language development (none for
Imaginary Part of Coherency and twice for PLI). Yet, the simplest
method for reducing the influence of leakage on the estimation of
connectivity is a leakage-invariant metric (O’reilly et al., 2017).

Conversely, the use of task-evoked ECmetrics such as Granger
causality and PLI in this context is recent and remains limited,
given that only three research teams have applied them since
2016. Thus, little is known about the directionality (EC) of oral
language networks in children.

To date, the use of EEG is more frequent than MEG for the
investigation of language-related brain connectivity in children
(14 and 10 articles, respectively), certainly because of the higher
accessibility, lower cost, and ease of use of the EEG technique.

Methodological Limitations of Reviewed Studies
The primary methodological limitation of most studies reviewed
was the failure to directly examine the association between

brain FC patterns and objective language skills as assessed
by standardized behavioral tests. In addition, in those studies
that did evaluate language abilities, assessment of overall
cognitive functioning was not always performed. Thus, the
observed disturbance could indicate a lower global cognitive
functioning, rather than a specific effect of language difficulties.
A clear distinction between language and global cognitive
functioning is therefore critical when investigating links
between connectivity patterns and language performance.
Relationships between brain activity and behavior must be
addressed, especially in the context of clinical populations,
where the disturbance in FC patterns associated with the
neurodevelopmental condition must be distinguished from
the disturbance specific to language functions alterations. For
instance, in contrast to healthy children, M/EEG FC differences
in children with CHD or born prematurely are not always
associated with actual differences in language skills. The lack
of attention to these relationships may be partially explained
by the small sample sizes of the studies, which led to poor
statistical power.

Finally, the results from various studies emphasized the
difficulty of applying FC analysis derived from M/EEG data.
Source localization of cerebral activity, captured on the surface
of the scalp, represents a particular challenge for sensor-space
analysis. This is known as the inverse problem, which may lead to
inaccurate identification of cerebral networks (e.g., Nunez et al.,
1997; Sakkalis, 2011; Barzegaran and Knyazeva, 2017; Abreu
et al., 2018, 2019). Also, the effect of volume conduction, which
is a mix of several signals within one sensor, and which originate
from identical cerebral regions, makes critical a direct derivative
from sensors to cerebral representation. Source-space analysis
tries to overcome this downside and uses models that aim for
a more accurate reconstruction of the true sources of the signal
(Schoffelen and Gross, 2009). The conduction of source analyses
seems particularly important when one is aiming to interpret FC,
because the same cerebral activation is measured with different
sensors and may potentially result in false conclusions regarding
connected regions. Recently, it has been shown that source-space
analyses seem accurate mostly when using high-density EEG,
but result in limited interpretation of the more common low-
density EEG (Barzegaran and Knyazeva, 2017). Also, some of
the approaches to source analysis require certain assumptions
be made about the underlying network, which may not be
accurate for all data sets (Daunizeau and Friston, 2007). In
particular, in children (where networks are developing) or in
clinical populations (where networks may be altered), it can be
risky to assume a certain network composition. These limitations
need to be taken into consideration when interpreting some
of the findings on functional networks that are reported in
this review. While studies that applied sensor-space analysis
may overestimate functional connectivity, the interpretation
of findings based on source-space analysis, especially in low-
density EEG, may be less susceptible to this same overestimation.
Finally, some studiesmight not have verified specific assumptions
for their source-model, which limits their interpretation. This
issue may occur especially in studies that include clinical
populations, where characteristics of cerebral activation may
be altered.
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General Utility of M/EEG Connectivity Analysis
By providing information about temporal coupling between
cortical areas (milliseconds time scale) and frequency bands
of neural oscillations, both MEG and EEG are well-suited to
study the development of language networks. They offer a quiet
testing environment, which facilitates the use of language tasks.
Moreover, they provide excellent temporal resolution, allowing
analyses that target an immediate response to specific tasks
or stimuli.

Because EEG is less sensitive to movement than other
techniques (e.g., fMRI), thus allowing a certain mobility and
tolerating articulatory movements, it is highly relevant for
language assessment in pediatric populations. Furthermore,
the low cost of EEG justifies its use for the investigation of
developmental trajectories, which requires longitudinal design
with multiple recordings over time. On the other hand, spatial
and temporal data available from MEG allow the investigator
to track both the neural timing and location associated with
language and thus to efficiently map the trajectories of language
networks. Regardless of the neuroimaging technique employed,
the use of FC is highly relevant in research on children,
because it allows acquisition at rest, without requiring that
a task be performed, as it is in traditional ERP paradigms.
Furthermore, the length of time required for data acquisition can
usually be shorter, compared to task paradigms. Finally, a better
understanding of FC M/EEG analysis and an evaluation of their
usefulness are essential for future research and for the potential
use of these techniques in clinical contexts.

Limits of This Review
Although this systematic review goes beyond a simple revision
of the literature, it does not include any statistical analysis of the
reviewed studies, as would have provided a meta-analysis. The
reader should therefore take into account the fact that the current
findings represent qualitative and not quantitative results. The
methodological heterogeneity of the included studies, with
respect to their paradigms, the types of FC and EC analysis, as
well as the large age range of the children investigated, is in itself
a limitation for the generalization and integration of the results.

Compared to other neuroimaging techniques, both MEG
and EEG stand out because of their high temporal resolution.
This is of particular importance in language paradigms,
where tonal differences occur at a fast rate. However, both
methods have a relatively low spatial resolution, which leads
to a rather large-scale localization of cerebral activity when
compared to techniques such as fMRI. Thus, the present findings
about functional language brain networks permit only limited
spatial interpretation.

Finally, given that we mainly reviewed studies that considered
FC as a measure of neuronal networks, we would like to
acknowledge that FC bears an index of statistical dependency.
More precisely, it allows the estimation of the correlation between
cerebral activation, measured simultaneously with different
electrodes or sensors located over different cerebral locations.
Thus, it does not allow causal conclusions about brain networks.
Only three studies (Kadis et al., 2016; Molinaro et al., 2016;
Barnes-Davis et al., 2018) included EC analysis that allowed

causal conclusions about interactions within functional language
networks. Future studies should definitely include EC analysis
that allows for more advanced characterization of cerebral
language networks.

CONCLUSION AND FUTURE DIRECTIONS

The analysis of brain functional connectivity and EC through
the use of M/EEG data is a common emphasis of ongoing
developmental research, but many unanswered questions remain
regarding the brain correlates of language development. To our
knowledge, this is the first systematic review to summarize the
current state of knowledge on linguistic electrophysiological
patterns of brain connectivity in the pediatric population.
It provides a detailed portrait of the relevant MEG and
EEG data analysis methods that have been used in that
context. Future research should consider the different FC
analyses available, in order to choose the appropriate tools
and paradigms. Overall, the results of the reviewed studies are
highly heterogeneous, precluding the possibility of drawing clear
and quantitative conclusions and showing the importance of
pursuing research in this field. Future work will enlighten on
the brain substrates of language development and may also
have important clinical impacts, for example, leading to the
identification of early neuroimaging markers associated with
altered language development in populations at high risk of
language disabilities. It would also allow the identification of
children at higher risk of language difficulties, in order to
provide early and individualized intervention (Jeste et al., 2015).
However, studies with significantly larger sample sizes, as well-
normative data, are needed in order to be able to use these tools
in a clinical context.
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